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Abstract

The hardware landscape is undergoing a significant transformation, primarily fueled by the ever-

increasing demands for data processing. Modern computing systems are increasingly incorpo-

rating a wide range of heterogeneous processing units, signifying a departure from the tradi-

tional Von-Neumann architectures. A prime illustration of this diversification is the widespread

adoption of hybrid computing platforms that combine a general-purpose CPU with a Field-

Programmable Gate Array (FPGA), now becoming a standard feature in modern data centers

and cloud environments.

These platforms significantly improve performance and energy efficiency across diverse work-

loads, thanks to their notable flexibility in accommodating a wide range of processing demands.

However, their heterogeneity presents considerable challenges in terms of software compati-

bility, programming, and overall system design. Navigating these complex platforms to fully

exploit the potential of the diverse hardware can be challenging. Notably, system software for

these devices lags behind, lacking the traditional abstractions commonly found in conventional

operating systems.

This thesis bridges this gap between modern heterogeneous hardware and its corresponding sys-

tem software. To this end, we introduce Coyote, a comprehensive FPGA “shell” that provides a

core set of essential features and abstractions upon which higher-level services can be built. In

essence, Coyote can be viewed as a microkernel for modern hybrid computing systems, address-

ing the absence of critical abstractions such as multi-tenancy, virtualization, shared-memory,

networking, and more. Coyote incurs small overhead while yielding substantial improvements

in both performance and ease of use. Most importantly, it establishes a fundamental framework

for the exploration of innovative data processing models and the role of modern heterogeneous

platforms in modern computing on a broader scale.
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Zusammenfassung

Die Hardware-Landschaft erlebt eine bedeutende Transformation, angetrieben durch steigende

Anforderungen an die Datenverarbeitung. Moderne Rechensysteme integrieren vermehrt hetero-

gene Verarbeitungseinheiten, was einen Bruch mit traditionellen Von-Neumann-Architekturen

bedeutet. Ein herausragendes Beispiel für diese Diversifizierung sind hybride Rechnerplattfor-

men, die eine Allzweck-CPU mit einem Field-Programmable Gate Array (FPGA) kombinieren

und mittlerweile in modernen Rechenzentren und Cloud-Umgebungen zum Standard geworden

sind.

Diese Plattformen verbessern die Leistung und Energieeffizienz signifikant über verschiedene

Workloads hinweg, dank ihrer bemerkenswerten Flexibilität bei der Bewältigung verschieden-

ster Verarbeitungsanforderungen. Die Heterogenität dieser modernen Geräte stellt jedoch er-

hebliche Herausforderungen in Bezug auf Softwarekompatibilität, Programmierung und das

Gesamtdesign des Systems dar. Die Navigation durch diese komplexen Plattformen, um das

volle Potenzial der vielfältigen Hardware auszuschöpfen, kann anspruchsvoll sein. Insbesondere

hinkt die Systemsoftware für diese Geräte hinterher und weist nicht die traditionellen Abstrak-

tionen auf, die in herkömmlichen Betriebssystemen üblich sind.

Diese Arbeit überbrückt die Kluft zwischen moderner heterogener Hardware und der entsprechen-

den Systemsoftware. Zu diesem Zweck stellen wir Coyote vor, eine umfassende FPGA-”Shell”,

die einen Kernsatz von wesentlichen Funktionen und Abstraktionen bietet, auf denen höhere

Dienste aufbauen können. Im Wesentlichen kann Coyote als Mikrokernel für moderne hy-

bride Rechensysteme betrachtet werden, der die fehlenden kritischen Abstraktionen wie Multi-

Tenancy, Virtualisierung, Shared Memory, Netzwerke und mehr adressiert. Coyote verursacht

geringe Overheads und bringt erhebliche Verbesserungen sowohl in Bezug auf Leistung als auch

Benutzerfreundlichkeit mit sich. Am wichtigsten ist, dass es einen grundlegenden Rahmen für

die Erforschung innovativer Datenverarbeitungsmodelle und die Rolle moderner heterogener

Plattformen im modernen Computing im größeren Maßstab schafft.
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Chapter1
Introduction

1.1 General Context

In an era marked by the exponential growth of data, our computational demands are experienc-

ing exponential growth [191]. This coupled with the demise of Moore’s law [82] and the end of

Dennard Scaling [84] has prompted a significant paradigm shift in the world of computing. The

level of effortless scalability in computational performance that was present just a decade or two

ago has experienced a drastic decrease in recent times. The classical Reduced Instruction Set

Computer (RISC) architectures, once considered scalable and sufficient for most computational

needs, now require additional specialized hardware to cope with ever increasing computational

demands. As a result, there is a growing trend to explore and implement a variety of hetero-

geneous architectures involving traditional general-purpose processing units and cutting-edge

specialized hardware solutions.

This implies that hardware acceleration is increasingly recognized as a necessity in the realm of

modern data centers and cloud computing. The exponential growth in data volumes, the com-

plexity of applications, and the demand for real-time processing have outpaced the capabilities

of traditional CPUs. General-purpose CPUs are versatile but fall short when it comes to han-

dling highly parallelized workloads efficiently. This is where dedicated hardware accelerators

come into play. They are purpose-built for parallel processing and can significantly enhance

the performance of modern workloads. These hardware accelerators come in different flavours,

including ASICs, GPUs, and FPGAs. Each with its own set of advantages and applications.

1



Chapter 1. Introduction

Application-Specific Integrated Circuits (ASICs) represent custom-designed microchips tailored

for specific or closely related functions. ASICs are unparalleled in terms of performance and

energy efficiency for their intended tasks. However, they are rigidly configured during manufac-

turing and cannot be reprogrammed for different applications. These extreme levels of special-

ization make ASICs well-suited for tasks where utmost performance is critical.

The growing importance of machine learning has brought notable examples of ASIC utiliza-

tion, with the Tensor Processing Unit (TPU) developed by Google [114] being one such case.

TPUs serve as dedicated hardware accelerators optimized primarily for matrix operations, a

fundamental aspect of many deep learning algorithms. They excel in executing the computa-

tions commonly encountered during neural network training and inference, making them a vital

component in the machine learning landscape. Still, not every individual or organization can

leverage the extensive resources and capabilities possessed by corporate giants like Google, ren-

dering large-scale ASIC projects a formidable task. Graphics Processing Units (GPUs) alleviate

some of these complexities by offering added versatility, hence their widespread utilization in

modern machine learning. However, numerous application scenarios, particularly in the realm

of cloud computing, call for the adaptability to accommodate diverse workloads and evolving

demands. This adaptability is an aspect where neither ASICs nor GPUs excel, as these devices

exhibit strengths in certain domains of computing while showing severe limitations in others.

Field-Programmable Gate Arrays (FPGAs) offer a unique blend of flexibility and performance.

These reconfigurable hardware devices essentially provide a “blank canvas” for developers, al-

lowing them to implement custom circuits dynamically, serving a wide range of processing

tasks. In exchange for some of the peak performance seen in ASICs, FPGAs provide a sig-

nificantly higher degree of generality. Consequently, they prove to be particularly valuable for

rapidly prototyping new hardware designs and swiftly adapting to evolving requirements. One

of their key advantages lies in the multitude of approaches through which they can seamlessly

integrate into the broader system framework.

Their abundant I/O capabilities provide a variety of configuration options. They can operate as

conventional CPU-attached accelerators or, in contrast to other accelerators, establish a number

of direct connections to external devices and networks. In this role, they establish communica-

tion channels between multiple devices, both local and remote, functioning as true “bump-in-

the-wire” processors. These “silent” processors seamlessly perform computation on the data as

it flows through them, eliminating the need for additional data movement, a key solution to one

of the primary bottlenecks in modern data processing. These properties have led modern large

scale hyperscalers, such as Amazon and Microsoft to deploy FPGAs in large scale.

2



1.1. General Context

The large scale integration of these heterogeneous accelerators coupled to general-purpose CPUs,

poses a significant challenge due to the mismatch between long-established abstractions de-

signed for traditional load/store architectures and the intricate nature of these modern acceler-

ators. Instead of having a single CPU with some attached memory and some I/O, these het-

erogeneous systems encompass a multitude of processing cores, including both traditional and

specialized architectures, all engaged in complex interactions.

Each of these processors may maintain their own unique memory address spaces, which might

or might not be accessible by other cores through memory-mapped instructions or via bulk DMA

transfers. Different address spaces on different cores might even be potentially coherent. Added

virtualization layers could exist on top of the attached memories, providing shared-memory

models, etc. All these features add layers of complexity, requiring careful consideration.

Regrettably, traditional operating system abstractions are ill-equipped to exploit the full potential

of this innovative hardware landscape. Consequently, end users are compelled to engage in low-

level “bare-metal” like interactions with the hardware, resulting in developmental complexities,

reduced productivity, and limitations on the exploration of high-level concepts and research.

To circumvent the non-existant abstractions, modern FPGA “shells” (essentially operating sys-

tems for FPGAs, orchestrating complete operation) limit what can be done on these devices.

They hide or outright completely disable features from end users and instead provide very strict

computational models. This holds true for Amazon F1 instances [30], that emulate the GPU-

style computation, focusing on popular machine learning workloads while overlooking one of

the key domains where FPGAs excel, namely, networking. On the contrary, Microsoft’s Catapult

shell [172] incorporates networking aspects but does not address the potential for these shells to

be integrated into a virtualized cloud environment. In both instances, the level of programmabil-

ity and interaction with these shells remains quite basic, demanding a steep learning curve and

hindering their use by individuals lacking significant hardware development experience.

It’s evident that there is a need to adjust the current set of abstractions in use (or come up with

new ones). We should not only focus on achieving the best possible performance but also on

making these systems approachable. While top-notch performance is important, if a system

is challenging to program and interact with, it won’t gain widespread acceptance and use. To

illustrate this point, take into account that in the present day, very few individuals would opt

to write code directly in assembly language for general-purpose CPUs, even though it has the

potential to achieve peak performance. Instead, we tend to program using higher-level tools and

leverage features such as multitasking, multithreading, virtual memory, networking services,

and more.

3
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1.2 Thesis Goals

In essence, the evolving landscape of hardware and technology demands that we rethink and

refine our approach to abstractions to fully capitalize on the opportunities presented by modern

hardware. The most critical abstractions we explore in this thesis are summarized as follows.

• Multitasking is a fundamental concept in traditional operating systems. In a multitasking

environment, multiple processes run concurrently, making the most of the system’s capa-

bilities. Multitasking is usually absent in modern FPGAs, which leads to underutilization

as they grow in size. Our work aims to introduce this missing capability to enable efficient

resource sharing of these devices.

• Virtualization is crucial in modern computing for several key reasons. It provides secu-

rity and flexibility by enabling multiple parallel users to safely distribute and utilize the

system’s underlying resources. This streamlines the development process by creating iso-

lated environments, abstracting away the complexities of the physical hardware. It is yet

another concept missing in modern FPGAs. In this thesis, we implement virtualization

across the heterogeneous stack, covering both FPGA-side and CPU-side resources.

• Networking abstractions play a pivotal role in the context of primarily distributed, modern

data processing. FPGAs emerge as ideal tools in such scenarios, enabling the reduction

of data movement and efficient processing with minimal added costs. We explore how

different networking services can be efficiently integrated and utilized in modern FPGAs.

• With the above abstractions implemented, we investigate the development of additional

systems that can harness these to improve the performance of modern workloads. We

place a particular focus on memory disaggregation and the concept of offloading compu-

tation close to data, both of which are prominent trends in modern cloud computing. We

showcase how these abstractions, when executed on these heterogeneous platforms, can

substantially enhance performance in this context.

The central objective of this thesis is to establish a fundamental set of abstractions that mirror

the functionalities of a conventional operating system, tailored specifically for hybrid platforms

featuring FPGAs. Our goal is to create a set of tools that have the potential to enhance produc-

tivity on these cutting-edge platforms for a wide range of users. Additionally, we aim to reduce

the obstacles to exploring these platforms, especially for users with limited experience.
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1.3 Contributions & Structure

The primary contribution of this thesis is the introduction of Coyote, a holistic framework that

provides a range of hardware and software abstractions for contemporary heterogeneous sys-

tems. This framework is extensively detailed throughout the thesis, beginning from the foun-

dational layers of the stack and advancing to the software interfaces designed for end-users.

The culmination of this work is the development of Farview, a practical system build on top of

Coyote that demonstrates how heterogeneous hardware can effectively support current trends in

memory disaggregation. These contributions are summarized as follows.

• In Chapter 2 we establish the basis for the entire thesis by addressing the fundamental

question: “How relevant are traditional operating system abstractions in the context of

an FPGA within a hybrid system?” This chapter lays the groundwork for the in-depth

exploration of Coyote’s implementation.

• In Chapter 3, we explore the core (kernel) of Coyote. This chapter emphasizes the crit-

ical interaction between the host CPU and the FPGA, serving as the foundation upon

which additional abstractions and services within the system are constructed. We present

the interfaces that render Coyote adaptable to different platforms and substantiate this by

successfully porting it to a custom research computer. Additionally, We investigate hier-

archical dynamic reconfiguration, providing Coyote with a flexibility that surpasses that

of other state-of-the-art FPGA shells.

• In Chapter 4, we explore the configurable “shell” layer that provides system-wide abstrac-

tions and services within Coyote. We begin by concentrating on the memory architecture

among devices and the development of the encompassing shared virtual memory model.

Subsequently, we shift our attention to the network structures, where we analyze both the

TCP/IP and RDMA network stacks and their integration into a multi-tenant environment.

• In Chapter 5, we introduce the standard execution environment in Coyote, facilitated by

a series of clearly defined interfaces through which users can seamlessly interact with all

Coyote services, whether they are local or remote. We also explore the software layer in

Coyote, beginning with software virtualization, which offers the capability to fully encap-

sulate Coyote’s tenants in virtual machines. We then examine the runtime abstractions

and end-user software application interface. We conclude this chapter with a practical

application that can leverage Coyote’s abstractions.
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• In Chapter 6, we utilize Coyote as a foundation to construct supplementary systems. In

this section we introduce Farview, a disaggregated memory solution designed for modern

databases, which functions as a remote buffer cache with operator offloading capabilities.

Farview illustrates how smart disaggregated memory can serve as a practical alternative

for databases deployed in cloud environments.

A portion of the work used for this thesis has been published and is included here for reference:

• Do OS Abstractions Make Sense in FPGAs? by D. Korolija, T. Roscoe, G. Alonso, in

the 14th USENIX Symposium on Operating Systems Design and Implementation

• Farview: Disaggregated Memory with Operator Off-loading for Database Engines
by D. Korolija, D. Koutsoukos, K. Keeton, K. Taranov, D. Milojičić, G. Alonso in the 12th

Conference on Innovative Data Systems Research

• LynX: A Flexible FPGA Virtualization Framework for Heterogeneous Systems by D.

Korolija, T. Roscoe, G. Alonso, in 10th Workshop on Systems for Post-Moore Architectures

• Enzian: an open, general, CPU/FPGA platform for OS research by D. Cock, M. Gi-

ardino, Z. He, N. Hossle, D. Korolija, M. Licciardello, K. Martsenko, A. Ramdas, A.

Turowski, G. Alonso, T. Roscoe, in the Architectural Support for Programming Languages

and Operating Systems 2022

• Data Processing with FPGAs on Modern Architectures by W. Jiang, D. Korolija, G.

Alonso, in the Companion of the 2023 International Conference on Management of Data

• Serverless FPGA: Work-In-Progress by F. Maschi, D. Korolija, G. Alonso, in the 1st

Workshop on SErverless Systems, Applications and MEthodologies
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Chapter2
DoOS AbstractionsMake Sense on FPGAs?

As computational demands continue to grow, hybrid computing systems that tightly integrate

CPUs and FPGAs are increasingly common in modern data center and cloud settings. The

combination of these heterogeneous devices can yield significant performance advantages and

greater energy efficiency compared to conventional general-purpose architectures. Moreover,

they provide significantly greater flexibility when compared to conventional ASIC accelerators,

which constitutes one of their primary strengths.

However, it is crucial to recognize the existing challenges involved. In general, working with

these systems, including development, deployment, and interaction, can often prove to be highly

complex and cumbersome. To make the most of the performance and flexibility of these de-

vices, the overall system interaction frequently involves the utilization of a low-level application

programming interface (API) that closely resembles that used in traditional bare-metal program-

ming. Inherent lack of support for higher-level abstractions, which we typically rely on in tra-

ditional operating systems, such as processes, multitasking, memory virtualization, and various

accompanying services, becomes a significant constraint as FPGAs grow in size and capability.

This limitation significantly reduces the overall productivity on these devices.

This has prompted recent efforts in research to replicate a portion of the traditional operating

system execution environment on FPGAs, encompassing aspects such as processes, threads,

scheduling, virtualization, and more. Yet, in these efforts, the predominant focus is on individual

abstractions, whereas what makes these abstractions so challenging and difficult to explore lies

in the interaction betwen them (Figure 2.1). As an example, virtual memory depends on the

underlining physical memory management within the system. Services, which play a vital role
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Figure 2.1: Interdependencies among various conventional OS abstractions.

in simplifying the user’s experience, can, in turn, be dependent on this virtual memory. The

scheduling of user applications needs to take into account all the stateful services that exist and

must be executed without placing trust in the running user processes, each of which should also

be kept isolated from one another, and so forth.

Given the above, in this chapter, we give an initial introduction to Coyote, the system we built to

examine to what extent do traditional OS abstractions remain relevant when applied to an FPGA

as part of a hybrid system, especially when considering them as an integrated whole, as they

would be in a traditional operating system.

2.1 Motivation

Field-Programmable Gate Arrays (FPGAs) are increasingly being adopted as a standard tech-

nology in datacenters and by cloud providers [30, 26, 62, 45]. Hardware acceleration is thus be-

coming increasingly relevant for a variety of use cases, e.g., machine learning workloads [118,

201, 166], data processing [128, 67, 144], high performance computing [56, 53] and network-

ing [91, 185]. Reconfigurable platforms in these domains offer increased flexibility and lower

power consumption compared to ASICs or GPUs for many applications, while retaining the

performance (e.g. [43, 92, 137, 200, 129]). Despite their benefits, these platforms (due to their

origins in embedded systems and prototyping), still present major challenges in terms of pro-

gramming, deployment, and secure management. As a result, along with much research into

making FPGAs easier to program [7, 159, 197, 203, 46, 180, 47], considerable recent work ap-

plied ideas from operating systems design and implementation to resource allocation, sharing,

isolation, and management of an FPGA-centric computer.
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So far, this work has been piecemeal, primarily focusing on a particular aspect of functionality

in isolation, e.g. Feniks [212] targets solely FPGA access to I/O peripherals, Optimus [146]

provides access to a host’s virtual memory via address translation, AmorphOS [122] prioritizes

the scheduling of user applications as its central objective, etc. All these yield substantial incre-

mental improvements over existing solutions and constitute the current state of the art.

At the same time, what makes good OS design so challenging is the close interaction in the

kernel between all the functionality. Virtual memory without support for multiple applications

(multi-tenancy) or strong isolation between them is of limited use. Virtualizing hardware devices

without providing virtual addressing and creating a common execution enviroment that abstracts

the hardware leaves most of the problem unsolved. An FPGA scheduler that cannot exploit the

ability to dynamically reconfigure parts of the chip or/and cannot properly capture the complete

state of the application running within the FPGA has a limited shelf-life, and so on. Moreover, in

contrast to traditional operating systems that take advantage of the underlying general-purpose

hardware, integrating these abstractions into a hybrid system with reconfigurable fabric intro-

duces significant additional challenges. Questions arise about how these abstractions are mapped

to the physical hardware, their physical placement, whether the physical timing requirements can

be met, among many other considerations.

Therefore, we step back to ask the question: to what extent can (or should) traditional OS

concepts (processes, virtual memory, etc.) be usefully translated to an FPGA? What happens

when they are? To answer this question, we need to adopt a comprehensive, holistic approach

and think about complete functionality, rather than sticking to particular aspects of an OS or

supporting only limited FPGA features.

To this end, we developed Coyote, combining a coherent set of OS abstractions in a single uni-

fied runtime for FPGA-based applications. Coyote serves as an FPGA shell, assuming control

over the entire FPGA fabric as well as all the connections to the external environment. A suitable

analogy for Coyote within the domain of operating systems would be to liken it to a microker-

nel. It provides the core set of essential functions and features on which other services can be

based: a uniform execution environment and portability layer, virtualization, physical memory

management, communication, spatial and temporal scheduling, networking, and an analog of

software processes or tasks for various custom user logic and applications. Coyote helps us to

examine a range of OS abstractions and to provide a critical assessment of how each might map

to an FPGA, especially in the context of its interaction with other abstractions.
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2.2 Foundations

We begin this section by assessing the hardware architecture commonly encountered in hybrid

platforms deployed within modern data centers and cloud systems. Our focus will be on the

organization of the shells running on these platforms. These shells constitute the system software

layer responsible for exposing the functionality of these platforms to end users.

These hybrid platforms predominantly feature a combination of a conventional server-grade

CPU and a high-performance FPGA. Typically, these two components are connected via a con-

ventional peripheral bus like PCIe (shown in Figure 2.2), as observed in several AMD and Intel

data center cards [12, 6, 5]. Because of the nature and complexity of hardware development,

this CPU-FPGA interconnect serves a dual purpose. It not only facilitates data transfers during

different processing stages but also handles the majority of the control and management tasks

on these platforms (significantly simpler to accomplish on a general-purpose CPU). As a result,

it assumes a pivotal role in the overall design decisions within the system.

Different configurations with conventional PCIe interconnect are prevalent in modern hyper-

scaler cloud shells offered by companies such as Amazon [30] and Alibaba [26], using AMD

commodity hardware (Figure 2.2). Microsoft, similarly, employs Catapult [62], their proprietary,

internally developed combination of hardware and shell (Figure 2.4). In these cloud configura-

tions, the model of computation is primarily centered around the bulk-oriented data movement

between the host CPU and the FPGA accelerator. However, due to the limited abstractions in the

overall systems software support, these frameworks offer limited flexibility in terms of a compu-

tation model. They typically adhere to a rigid GPU-style of computation, where data must first

be copied to the FPGA’s local memory before starting the computation, and subsequently copied

back upon completion. Additionally, most of these platforms are completely host-centric, rely-

ing fully on the CPU to manage complete transactions. As a direct result, these limitations in

the compute model add significant overheads.

More recently, efforts have been made to mitigate these limitations, especially for fine-grained

workloads, by connecting FPGAs through cache-coherent interconnects such as CXL [73],

CCIX [63], OpenCAPI [188], or Intel UPI [19]. In the research community, an example of

such a system is an ongoing initiative with Enzian (shown in Figure 2.5), a research computer

built at ETH Zurich [101], utilizing the proprietary ECI (Enzian Cache-coherency Interface) pro-

tocol [28, 70]. These interconnects, coupled with cache coherency, deliver reduced latency and

significantly enhance the “bond” between the host CPU and FPGA devices. Cache coherency,
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Figure 2.2: Traditional PCIe based platform.
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in particular, unlocks some interesting use cases that can yield performance benefits in various

domains, such as RPC or memory management [132, 61, 60].

Nevertheless, a significant proportion of data flow latency-insensitive workloads (such as an-

alytical database processing or some machine learning algorithms) which involve processing
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Figure 2.6: Interconnect throughput and latency performance comparison (adapted from Enzian paper

published at ASPLOS ’22 [70].

on streamed data elements within deep pipelines, may not experience substantial benefits from

these cache-coherent interconnects. This can be inferred from the experiments done on CXL

with Pond [135]. Instead, these workloads are more likely to derive significant advantages from

the reliability and comprehensive system support provided by a more conventional peripheral

bus. It’s worth noting that FPGAs in these configurations have also demonstrated proficiency

in handling these types of workloads effectively. While there certainly are latency-sensitive

workloads [135], particularly applicable to graph processing algorithms, it remains uncertain to

which extent are FPGAs well-suited for these type of fine-grained tasks.

Besides the host interconnect, another crucial and distinctive feature of these hybrid systems

incorporating FPGAs is their effortless integration with abundant I/O resources. Usually, this

I/O is directly linked to the FPGA fabric, enabling applications within the FPGA to interact with

this I/O with minimal overhead. This capability represents a fundamental advantage of FPGAs,

as it facilitates the swift transfer of data from the host, memory, storage, network, etc., directly to

the processing elements with minimal overhead, serving as the primary source of performance

advantages that these devices can yield.

However, a significant challenge arises from the fact that various types of I/O, including high-

speed networking, external off-chip memory, storage devices, and external accelerators, each

come with their own unique low-level interfaces that often require substantial system software

support. Given that FPGAs usually arrive with minimal shells lacking features reminiscent of

those found in conventional operating systems, a substantial portion of this I/O often remains
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underutilized. As an illustrative example, consider the current state-of-the-art AMD Alveo data

center cards [12], which boast high-performance 100 Gbps networking interfaces. Surprisingly,

the default vendor shell for these devices [207] does not provide any networking support by

default, thus leaving this valuable I/O capability untapped. A comparable scenario could be

noted with the competing platform, where earlier versions of Intel’s HARP [162, 167], shown in

Figure 2.3, provided extremely limited support for FPGA side, off-chip memory components.

A critical component in modern computing is the high-performance network interface. Con-

temporary FPGAs come equipped with high-speed transceivers capable of handling the data

rates commonly seen in today’s data center networks. This means that FPGAs can seamlessly

integrate with the network and directly process incoming and outgoing network packets. Ad-

ditionally, as mentioned, FPGAs are connected to various other resources, including host CPU

memory through PCIe, local FPGA memory, storage, and other network ports. This connectiv-

ity allows FPGAs to function as smart Network Interface Cards (NICs) and perform hardware

acceleration tasks with minimal impact on data movement. Essentially, FPGAs act as “bump-

in-the-wire-processors”, making them well-suited for various streaming workloads.

Microsoft Catapult project extensively explored the significance of this capability. It aimed to

accelerate network processing for Microsoft’s cloud workloads, leveraging FPGAs. One ex-

ample of a workload that benefited significantly from this acceleration was the page-rank al-

gorithm [62] used in production for Bing searches. Another noteworthy project, BrainWave,

demonstrated the effectiveness of FPGAs in large-scale graph neural network inference [68].

Catapult platform stands out among data center heterogeneous platforms due to its unrestricted

user access to networking resources. While there are dedicated smart NICs equipped with re-

configurable hardware, they often feature smaller FPGAs and therefore place less emphasis on

reconfigurable hardware. Both these dedicated smart NICs and Catapult share a common feature

in fully hardened NICs situated outside the FPGA fabric. This design choice, while enhancing

NIC performance, imposes limitations on the extent of system-level exploration one can do with

these smart NICs as large portions of the system are hardened.

One of the primary advantages of FPGAs is their inherent flexibility, which is derived from

their reconfigurable nature. This adaptability is most effectively harnessed through technologies

like partial reconfiguration [198]. With partial reconfiguration, specific sections of the FPGA

logic can be exchanged with alternative logic “on-the-fly”, during runtime, without impacting

the functionality of other parts of the FPGA logic. This capability enables users to seamlessly

swap accelerators, representing a significant advantage of these devices over more traditional

ASIC accelerators.
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Regrettably, large-scale heterogeneous platforms rarely offer robust support for partial recon-

figuration. While these platforms often employ it for loading the accelerators, there is minimal

effort dedicated to providing users with fine-grained control over the reconfiguration process, as

it remains largely concealed.

These large-scale cloud platforms consistently offer only single-tenant environments, which

poses a significant drawback. This is especially problematic as FPGAs continue to grow in

size, and a substantial number of accelerators can be accommodated with just a fraction of the

available FPGA resources [126]. Consequently, significant portions of the FPGA fabric remain

underutilized, leading to adverse effects on the overall cost, performance and efficiency.

As evident from the information above, the currently available shells and platforms consistently

have certain limitations in terms of features and functionalities. Consequently, they offer re-

stricted environments for both research and the deployment of various types of applications. For

instance, while a system like Catapult may excel in the context of distributed processing across

the network, it may fall short in other areas, lacking support for multi-tenancy, reconfiguration,

or any form of virtualization. In general, these frameworks lack fundamental OS abstractions

such as multi-tenancy, virtualization, memory management, networking services, etc. This limi-

tation restricts their utility, making them highly specialized and somewhat counterproductive for

leveraging the inherent flexibility of such hardware.

Moreover, these frameworks come with intricate interfaces, rely on proprietary hardware and

software IP, and entail a steep learning curve for developers. System abstractions present on one

platform will typically be absent or markedly different when transitioning to other platforms.

Thus achieving portability across these platforms becomes a challenging task, with minimal

opportunities for cross-compatibility.

We developed Coyote to overcome the mentioned limitations. Currently, Coyote is compatible

with a wide array of AMD Alveo data center cards, including models such as Alveo-U250,

Alveo-U280, Alveo-U55C, Alveo-U50D, and Alveo-U200 [8, 9, 10, 15, 14]. In addition to the

aforementioned compatibility with AMD Alveo data center cards, Coyote is also capable of

running seamlessly on Enzian [70]. This real-world example serves as concrete evidence of the

essential portability aspect of the entire system.

A central component of Coyote’s design is the establishment of a multi-tenant environment,

akin to the structure of a traditional microkernel. Significantly, this environment additionally

provides a spectrum of services that are available to all tenants. These services, including vir-

tualization, memory and network stacks, play a pivotal role in boosting productivity on these
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Figure 2.7: Coyote high level overview of the system architecture.

devices. Importantly, we have deliberately steered clear of any design choices that could hinder

the utilization of modern FPGA capabilities, such as dynamic partial reconfiguration of multiple

regions or valuable “hard” on-chip functions.

A high-level overview of Coyote is depicted in Figure 2.7. The framework architecture is natu-

rally divided into two primary components. The first component resides in the ”hardware” realm

and runs on the FPGA, while the second component operates on the host CPU, as part of the OS

and support libraries.

2.2.1 The Hardware “Split”

As is customary in the cutting-edge shell designs, dynamic reconfiguration of the FPGA induces

a further split of the hardware component into a “static region”, configured at boot, and a “dy-

namic region”, containing subregions (vFPGAs), each of which may be changed on the fly. This

split exists (often in simplified form) in all FPGA datacenter deployments.
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Within and between regions, it is customary for hardware components to interact via intercon-

nects like AXI [145]. The AXI (Advanced eXtensible Interface) protocol stands as a widely

embraced and standardized interface within the areas of digital design and computer engineer-

ing. Its primary function is to enable seamless communication among diverse hardware compo-

nents residing within SoCs, FPGAs, or ASICs. This protocol is crafted to enhance performance,

scalability, and the ease of integration within digital systems.

Within the context of Coyote, both full AXI4 memory-mapped interfaces and AXI4 streaming

protocol (a specialized iteration of AXI optimized for continuous data flows) are employed.

The streaming protocol, which uses a simple handshaking logic, is particularly well suited for

the creation of intefaces exposed to the end user applications. This protocol represents the

preferred choice within Coyote. We’ll postpone deliberating on this selection for a later time

(Section 3.1.1).

2.2.1.1 Static Layer

The FPGA static layer must contain the functionality required to reconfigure the dynamic layer

and communicate with the CPU’s OS. This layer needs to contain only the essential features

which support the operation of user applications and this is indeed the case for most of the

vendor shells out there.

In Coyote, the static layer always contains logic to partially reconfigure portions of the dynamic

layer, communicate with the host machine (a DMA copy engine), and to divide the dynamic

region into a set of virtual FPGAs (“vFPGAs”), each of which has an interface mapped into the

physical address space of the host CPU.

Considering that Coyote is designed for data center applications and is typically deployed within

large clusters, it’s essential to highlight that the static layer remains in a constant state of being

“online”. This continuous availability ensures that logic within the FPGA can be adapted and

modified without the necessity of taking the entire system offline or resorting to procedures like

cold reboots.

It’s important to note that this layer is the sole layer in Coyote that is inherently platform-

dependent. Currently employed approach is to maintain it internally under strict version control

for all platforms. However, given that Coyote is an open-source research project, users have the

flexibility to experiment and explore various configurations and modifications within this layer

at any given time (at their own risk).
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However, what truly sets Coyote apart from similar systems is its dynamic layer. Its uniqueness

is found in how multi-tenancy and FPGA-based services come together and interact within this

layer.

2.2.1.2 Dynamic (Service) Layer

The dynamic region is the basic mechanism for time-division multiplexing of the FPGA re-

sources. Modern FPGAs allow selective portions of this region to be reconfigured independently

at any time.

Most deployed systems (e.g. F1 [30] and Intel’s HARP [162]) dedicate this region to a single

application, and reprogram it only rarely with large overheads (e.g. when an associated virtual

machine on the host is booted up).

Space (chip area, logic blocks, wires, etc.) remains a scarce resource on FPGAs, and unlike OS

resources such as CPU time and virtual memory, it is hard to make it “elastic” through virtual-

ization. Moreover, services like memory stacks (HBM, DRAM) and networks stacks (TCP/IP,

RDMA) contain large complexity and use significant FPGA resources, thus it is is important

to make these components optional so they can be ommited if not needed. Additionally, the

number of tenants can also change dynamically, thus all of these modules need to be part of the

dynamic fabric which can be configured on-the-fly to best utilize the available resources.
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Coyote supports multi-tenancy as its core abstraction, further extended by the inclusion of

system-wide services. Each tenant within the system can be reconfigured independently without

impacting other tenants. This concept closely aligns with the notion of processes in operating

systems. This stands in sharp contrast to traditional single-tenant shells, which always allocate

the dynamic region to a single application.

Coyote introduces added complexity through its system-wide services. These services are uti-

lized collectively by all tenants and cannot be merged within the same dynamic regions as the

applications. The creation of distinct dynamic regions for each service is also not a viable so-

lution, as it would lead to notable congestion and floorplanning challenges (dynamic regions

come with strict resource and floorplanning requirements). Moreover, these services cannot be

interchanged as freely as applications and typically operate at a lower level within the notion of

the operating systems.

To address this complexity, Coyote employs a solution by using hierarchical dynamic reconfig-

uration. This approach allows for the creation of layers within layers of reconfigurable regions,

granting the flexibility to not only swap dynamic user applications but also the services that serve

these applications. A comprehensive explanation of the hierarchical reconfiguration approach in

Coyote will be provided later on in Chapter 3.3. Both the service layer (memory and network

stacks) and the application layer are integral components of the dynamic layer within Coyote.

2.2.1.3 Application Layer

At the application layer, Coyote, much like other recent systems [212, 86, 64, 210], offers flexi-

ble spatial and temporal multiplexing. The application layer is divided into independent virtual

FPGAs (vFPGAs), enabling the concurrent execution of multiple applications and their seamless

switching in and out. Since the entire layer is part of the overarching dynamic layer, the number

of these vFPGAs is a compile-time parameter determined by the shell. Different versions of

the dynamic layer loaded during runtime can accommodate varying numbers of vFPGAs. This

adaptability can also be leveraged for efficient resizing and scheduling of user applications based

on current occupancy.

A novel aspect of Coyote is its division of each vFPGA into two components: the user logic

and the user wrapper. The user logic consists of a bitstream that is entirely synthesized by a

Coyote user, subsequently validated by the system, and contains both trusted and untrusted seg-

ments. It is crucial to emphasize that the user logic is regarded as untrusted, and precautions are

implemented to prevent users from potentially engaging in malicious actions that could impact
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the system adversely. Furthermore, the Coyote management layer maintains the capability to

remove the entire state of the user logic at any given moment, if deemed necessary.

It is tempting to draw an analogy between the structure of Coyote and a microkernel model of

an OS, consisting of the kernel (the static layer), services (the service layer), system libraries

(the dynamic layer), applications code (the application layer) and user processes (vFPGAs).

However, this would not be entirely correct. For example, the user wrappers in the dynamic

layer form part of a trusted computing base (TCB), whereas system libraries in a microkernel do

not. Nonetheless, this analogy retains significance and can serve as a simple means to visualize

the layers in Coyote.

The user wrapper is part of Coyote, and both sandboxes user logic and imporantly provides a set

of standard interfaces to the rest of the system (in FPGA terms, partition pins are inserted by the

reconfiguration tool locking all the boundary interface signals in the fabric). This incurs a cost in

chip area usage (same applies to the above service/dynamic layer), but the benefit is that Coyote

pushes the “portability layer” for FPGA applications up to the language level: an application

written for Coyote can, given sufficient resources, be synthesized to run on any Coyote FPGA.

In contrast, with native FPGA development at present, code is rarely portable between device

models (or even, in some cases, revisions of the same model).

We will dive into a more in-depth examination of the Unified Logic interface available to users

in a later Section 5.1. At this point, it’s worth noting that this interface primarily comprises

straightforward AXI streams, offering significant flexibility in programming models. Due to the

straightforward nature of these streaming interfaces and their broad range support, developers in

Coyote can create applications using a variety of language models, including traditional Hard-

ware Description Languages (HDL), various forms of High Level Synthesis (HLS), or even a

blend of these and other programming languages.

Traditional hardware description languages (HDLs) such as Verilog and VHDL function at the

Register Transfer Level (RTL), allowing the description of circuits using either behavioral or

structural representations. This facilitates fine-tuning of designs to achieve optimization in both

resource utilization and performance and thus most of Coyote’s infrastructure is in HDL.

HDLs offer an excellent abstraction for hardware development demanding utmost precision.

However, it’s crucial to acknowledge that, especially when working at the application level,

achieving efficient utilization can be challenging due to the need for a profound grasp of the

microarchitectural specifics, spatial characteristics, and timing constraints inherent to the target

device, which can potentially hinder productivity.
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Listing 2.1: Top Level HLS code of the Hyper-Log-Log operator in Coyote.

1 void hyper_log_log (

2 // Coyote Host Streams

3 hls::stream<ap_axiu<AXI_DATA_BITS , 0, PID_BITS , 0> >& axis_host_sink ,

4 hls::stream<ap_axiu<AXI_DATA_BITS , 0, PID_BITS , 0> >& axis_host_src ,

5
6 // Coyote CSR

7 ap_uint <64> axi_ctrl

8 ) {

9 #pragma HLS DATAFLOW disable_start_propagation

10 #pragma HLS INTERFACE ap_ctrl_none port=return

11 #pragma HLS INTERFACE axis register port=axis_host_sink name=s_axis_host_sink

12 #pragma HLS INTERFACE axis register port=axis_host_src name=m_axis_host_src

13 #pragma HLS INTERFACE s_axilite port=axi_ctrl bundle=control

14
15 // Hyper Log Log Kernel

16 hyper_log_log_compute(s_axis_host_sink , m_axis_host_src , axi_ctrl);

17 }

These challenges associated with using HDLs are widely recognized, and as a result, consid-

erable effort has been dedicated to the development of high-level synthesis (HLS) languages to

simplify FPGA programming. Modern tools like Vitis [207] and Intel HLS [109], for example,

employ the syntax of conventional programming languages such as C. These tools abstract the

intricacies of hardware, apply traditional software compiler optimization techniques, and ulti-

mately transform a program into a hardware representation through allocation and scheduling

processes. For these productivity reasons, the decision to use streaming interfaces was signifi-

cant because they enjoy strong support within HLS. This choice enables Coyote and its interfaces

to seamlessly support HLS kernels without requiring additional modifications. Listing 2.1 shows

the top level of the Hyper-Log-Log operator written in HLS for Coyote.

Unfortunately, extracting parallelism from sequential HLS code is a challenging task, neces-

sitating users of such compilers to provide extra input and hints to the compiler to achieve a

reasonable level of result quality. Tools like Xilinx’s HLS or Intel’s OpenCL heavily rely on

programmers adding “pragmas” [207] to specify where and how to parallelize the final design.

Pragmas enable developers to annotate code with additional information that compilers or HLS

tools can utilize, such as marking loops as parallelizable or pipelining specific code sections, but

add a layer of complexity to otherwise very C like code.

While HLS can undoubtedly enhance productivity in hardware development, it’s worth noting

that significant portions of the code written in these languages deviate from the conventions of

traditional C code and frequently adhere to typical hardware programming patterns [138], which

20



2.2. Foundations

can additionally make the code difficult to debug [85].

Therefore, while HLS is a valuable tool, it may not provide an ultimate solution, and having the

ability to combine both traditional HDL and HLS support is a preferable option. The interface

choice in Coyote facilitates this possibility.

2.2.2 Host System Software

In a hybrid system, the host operating system must clearly be aware of the FPGA environment,

and also provide suitable and safe abstractions to user application code running on the CPU for

interacting with user logic on the FPGA.

Beyond this, however, there is a fundamental tradeoff between how much management of FPGA

resources is performed on the FPGA itself (by a combination of static region logic and dynamic

functionality) and how much is implemented by system software on the CPU. Offloading FPGA

management functionality to the CPU and OS frees up valuable space on the FPGA, and allows

much more policy flexibility than could be reasonably implemented in logic. Hovewer a func-

tionality that is on a critical path can lead to degraded performance and/or loss of predictability

in response time (often a key attribute of hardware solutions). In some ways this mirrors the

traditional OS tradeoff between kernel-mode and user-space implementation, but the contrast is

more stark.

Coyote maximizes the FPGA area allocated for user logic by offloading many non-essential

functionalities onto the host CPU’s operating system. The software component of Coyote com-

prises a kernel driver that handles most of the core operations (currently designed for Linux), a

runtime manager process, and user application code.

2.2.2.1 Kernel Driver

During startup, the driver reads the configuration of the static layer on the FPGA and establishes

the initial data structures required to support the system’s operation within the cluster. At this

point, the driver can be directed to load different versions of user supplied dynamic shells with

various configurations of virtual FPGAs (vFPGAs) and associated services. Subsequently, it

creates character file devices for each of these vFPGAs, which are then exposed in the Linux

kernel. In addition to this a separate character device is created for reconfiguration purposes.

21



Chapter 2. Do OS Abstractions Make Sense on FPGAs?

These character devices constitute the main interface between the Coyote driver and the user

space applications. Communication between the user space and the driver is achieved through

system calls, with a significant portion involving the use of functions like mmap and ioctl.

The mmap calls are employed to directly map various memory locations from hardware directly

into user space, allowing Coyote to bypass the kernel in many instances. These direct mem-

ory mappings offer substantial performance advantages for a wide range of tasks, including any

kernel invocations, initiating data transfers, and launching network calls such as Remote Direct

Memory Access (RDMA), among others. This approach bears similarities to DPDK [11] (Data

Plane Development Kit) in that it shifts a substantial portion of functionality (in DPDK’s case

typically related to networking), into user space, circumventing the kernel and thereby improv-

ing efficiency.

The ioctl calls function as a method for general communication between user space libraries

and the Coyote kernel driver. This interface has proven to be reliable and well-established in

controlling device drivers. It is also extensible as it allows easy incorporation of new commands.

Importantly, it can be utilized through character devices and sockets, which are the main file

descriptors used within the Coyote framework.

The sysfs file system serves as the default status and debugging tool provided by Coyote. It

enables the exposure of various hardware parameters for transparent configuration. Addition-

ally, it provides access to various live system information, facilitating simple debugging and

monitoring processes.

The kernel driver also manages the broader control plane communication with the FPGA. This

includes tasks like reconfiguring a vFPGA and establishing memory mappings to enable direct

interaction between application code and a vFPGA. Additionally, the driver has several other du-

ties, including dynamic memory allocation, processing user notifications from hardware, man-

aging page faults, addressing TLB misses, overseeing memory migrations, and more.

The Coyote driver also operates as a hypervisor, providing the system with the capability to

run virtual machines on top of individual hardware processes (vFPGAs). This represents the

ultimate layer of hardware abstraction and isolation that Coyote provides.

2.2.2.2 Runtime Manager and API

Coyote’s runtime manager operates within user space. This component of the system software

takes on the role of coordinating interactions among numerous concurrent software users and
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the corresponding multi-tenant hardware in the FPGA. It is responsible for scheduling user-

submitted tasks. Thus, it manages partial reconfigurations and handles all communication with

the reconfiguration character device. The decision to implement this layer in user space, as

opposed to kernel space, is grounded in two key advantages: 1) it allows us to bypass potential

kernel overhead, and 2) it leverages the extensive array of user space libraries to simplify the

implementation of scheduling tasks.

In Coyote, the Application Programming Interface (API) offers additional abstractions aimed

at harnessing the potential for parallelization on both the FPGA and CPU sides. The central

abstraction provided by this API is the Coyote thread. This object represents a singular thread

of execution within the hardware pipelines in vFPGAs. In this way, it can be described as

a hardware thread running within hardware processes (vFPGAs). Each Coyote thread is also

linked to its corresponding software thread of execution (standard POSIX threads [1]). Users

have the flexibility to submit their arbitrary tasks to these threads and distribute them between

hardware and software execution as desired.

2.3 OS abstractions on an FPGA

Now that we have covered the fundamental aspects of Coyote, we will go into a discussion about

traditional OS abstractions and how they can potentially be applied to heterogeneous devices.

In the upcoming chapters, we will examine the detailed implementation of Coyote’s abstrac-

tions. For each OS abstraction under consideration, we will begin by reviewing its role in a

conventional OS designed for homogeneous multicore machines. We will then explore what

fundamentally differs in an FPGA environment and how this impacts the design decisions when

creating an equivalent abstraction on the FPGA.

2.3.1 Processes, Threads, and Tasks

Most operating systems offer fundamental abstractions for efficiently managing and virtualiz-

ing processor resources. These abstractions typically revolve around processes, threads, and/or

tasks, and they play a pivotal role in enhancing the user experience. While precise definitions

can differ between operating systems, a thread typically represents an ongoing execution of a

set of instructions on a single virtual processor. A task, represents a discrete unit of computa-
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tional work that can be assigned to a CPU core. Meanwhile, a process is typically a collection

of threads that share a common address space, isolated from other processes, to which CPU

resources are allocated.

The hardware mechanisms underlying these abstractions are basically the ability of the processor

to context switch, and be preempted by an interrupt or trap.

Such abstractions can be readily adapted to architectures like GPUs, which retain the notion of a

hardware thread, albeit with a very different degree of parallelism. GPU drivers for modern OSes

attempt to extend the process abstraction of the host CPU to the GPU, although in a somewhat

limited form [51], and this is the foundation for programming models like CUDA and OpenCL.

The task abstraction has also been successfully deployed on GPUs [178].

What’s Different on an FPGA?

Resource multiplexing on FPGAs is fundamentally different, since there is no hardware entity

corresponding to a “processor”, “core”, or “hardware thread” on which to base an abstraction

aimed at multiplexing processing resources.

Instead, two basic mechanisms (Figure 2.10) available on the FPGA for multiplexing compute

resources between different users are:

• Spatial partitioning of the application logic within the FPGA fabric. This is also one of

the primary techniques for optimizing FPGA utilization and performance.

• Partial reconfiguration where certain portions of the FPGA logic are swapped during

runtime, all while leaving the rest of the fabric unaffected in its operation.

While it is true that a popular programming technique for FPGAs involves implementing a

custom application-specific processor (typically some VLIW-based architecture), this is not in-

tended to be multiplexed or scheduled. The analogue of these custom cores in the software world

is more that of a library or bytecode interpreter that lives entirely within the process abstraction.

The trivial approach here is to dedicate the entire FPGA to a single application, and indeed in

embedded systems this is the norm. A more flexible approach allows more than one application

to use the FPGA at a time. The static region of the FPGA contains enough logic to swap one

application out for another, but otherwise the chip is dedicated to an application for long periods.

This is the model adopted by Amazon F1 and, indeed, almost all other commerically deployed

systems.

24



2.3. OS abstractions on an FPGA

PCIe

Spatial Partitioning

User
Logic

Old

User
Logic

User
Logic

User
Logic
New

Partial Reconfiguration

FPGA

HostDRAM -   Bitstreams

RAM

Figure 2.10: Mechanisms for multiplexing within FPGAs

An alternative approach proposed in research systems (e.g. [210, 212, 146] and others), is to

statically partition the FPGA resources among different applications. However, this approach

has certain implications. By exclusively relying on spatial partitioning, the flexibility of FPGAs

as a device becomes somewhat restricted since applications are fixed for the duration of deploy-

ment. Additionally, it assumes specific number of partitions and the amount of logic allocated

to each partition, which may not always align with the dynamic requirements of applications.

Moreover, spatial partitioning gives rise to other questions. For instance, when multiple ap-

plications share the FPGA, should they be allowed to communicate in a manner analogous to

inter-process communication (IPC), and if so, what would be the mechanism for facilitating such

communication?

Coyote Approach:

Coyote combines both approaches, providing a cooperative multitasking abstraction of a set of

virtual FPGAs, each of which is timeshared between applications and services.

In this context, each “version” of the shell represents a specific configuration that includes a

selected set of virtual FPGAs, their associated wrappers, chosen services, and the management

layer. These shells are designed to be dynamically loaded or exchanged at any given time,

and each is set up with a fixed number of vFPGAs (e.g. 1-8). These shells serve as the ini-

tial reconfigurable region within Coyote. Any reconfiguration of this region will implicate a

reconfiguration of the application layer that operates within it.

Within these shells, the vFPGAs are organized as spatial partitions within the second hierarchi-

cal dynamic region of the chip. Each of these regions, for the purpose of executing user logic,

is considered equivalent, much like cores in a symmetric multiprocessor system. Consequently,
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Figure 2.11: Hardware threads running in hardware process.

these regions are time-shared among different applications, allowing for efficient resource uti-

lization and dynamic allocation.

Ideally, a single application bitstream could be loaded into any available “slot” for execution.

However, in practice, a specific vFPGA bitstream is fully tied to a particular physical container,

which is predefined within the chip’s floorplan. While some research on relocatable bitstreams

has been conducted [97] (although these experiments were performed on small SoC chips rather

than larger Ultrascale, data center-oriented architectures), achieving true bitstream relocation

is challenging given the current levels of FPGA heterogeneity. It’s important to note that this

feature is by no means officially supported in modern FPGAs.

As a result, at present, each application must be automatically synthesized in advance for each

vFPGA slot, similar to compiling ”fat binaries” for multiple architectures. We will delve into

specific spatial and temporal scheduling considerations in the following sections, along with

details about the execution environment provided for user logic.

We’ve established that vFPGAs are, to some extent, analogous to processes, but what about

threads? How does the conventional concept of a thread, typically associated with a process,

translate to the FPGA in the context of Coyote?

In Coyote, hardware threads function as distinct data streams that traverse through hardware

pipelines. As a result, a single hardware process (vFPGA) can accommodate multiple individual

hardware threads, all sharing the same user logic within the vFPGA. In this regard, they resemble

OS threads, which share the memory space of the host process. However, it’s important to note

that, in context of memory, these Coyote threads offer more robust isolation properties compared
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to their software counterparts. Different Coyote threads can run in various FPGA hardware

and software processes, providing the memory isolation and enabling parallel execution. An

example of Coyote threads running within a hardware process (vFPGA) is shown in Figure 2.11.

Discussion:

A scheme with this generality demands careful implementation. When timesharing vFPGAs,

each dynamic region introduces some resource overheads because the boundaries between these

regions typically require additional decoupling logic. However, beyond the resource consider-

ations, the primary limitation here is the necessity for these vFPGAs to be fully floorplanned

within the chip. This floorplanning process constrains the degree of freedom that the placer and

router tools possess during the compilation flow. Designs with poor floorplanning can introduce

considerable congestion and have a detrimental impact on achieving overall timing closure.

In the context of Coyote, floorplanning is predefined for all static layers (all hardware platforms),

but the responsibility for determining how user applications should be floorplanned within dy-

namic layers is delegated to the developers who deploy the shells. This floorplanning process can

be carried out either manually or with the aid of external floorplanning tools [78, 89]. However,

it’s important to acknowledge that the research in automatic floorplanning is still advancing, and

it may not yet be fully equipped to effectively handle floorplanning for systems characterized by

such a high degree of heterogeneity.

It is crucial to ensure that the overhead associated with context switching does not negate the

performance advantages gained from employing a circuit initially. The process of dynamically

reconfiguring an FPGA is relatively slow and is expected to remain so in the foreseeable future.

We will quantify the cost of this overhead in the Section 3.3.3.

Moreover, it is essential that the logic required to enable multiple vFPGAs to communicate and

share services in various chip regions does not consume an excessive amount of chip resources.

Our current experience has been quite positive; we can efficiently run multiple useful applica-

tions on a single FPGA today. Furthermore, the hardware trends are in our favor, especially as

FPGA components continue to grow in size [192]. For example, the hardware FPGA operators

used for database acceleration in Farview [126] on average utilize less than 5% of the overall

CLBs (Complex Logic Blocks) each. Without multiple tenants, substantial portions of the FPGA

would remain unused.
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2.3.2 Execution Environment

The process abstraction also serves the purpose of providing a standard execution environment

for a program. This precisely defined execution environment streamlines the programming

model and hides the complexity of the underlying system layers from end-users. A program

compiled to run in a process can, in principle, execute in any process on any machine imple-

menting the same execution environment. For example, in Unix, a process’s execution environ-

ment consists of a virtual address space, one or more threads, a set of file descriptors, the system

call interface, etc.

What’s Different on an FPGA?

To date, there are almost no attempts to define a process-like execution environment for an

FPGA. Most FPGA application development targets a specific model of FPGA. Porting the

same logic to a different chip is often a non-trivial programming problem.

The heterogeneous nature of hybrid platforms complicates this question further. In addition

to the environment in which user logic executes, a process abstraction must also address how

software processes and FPGA-based logic “processes” interact across the hardware/software

interface.

In GPUs, programming models like OpenCL and CUDA are the solution. Portability is raised to

the compiler, and the execution environment is defined by the language in which the GPU code

is written. This works well for GPUs because they function as pure accelerators. To some extent,

this concept has been duplicated on FPGAs [197, 7]. However, it’s important to acknowledge

that replicating the restrictive GPU compute model on FPGAs is accompanied by numerous

limitations.

Significant aspect that goes unnoticed in these frameworks is that hybrid FPGA-based systems

aren’t solely dedicated to computational tasks. For instance, they actively engage in I/O opera-

tions via network, memory, and storage interfaces – in fact, this capability to interface externally

represents a key selling point. Rolling this functionality entirely into a compiler has not worked

in conventional machines, and is unlikely to do so here. Instead, runtime interfaces are needed.

Perhaps the closest GPU analogy here is ptasks [178], which present the GPU as a task-based

runtime as opposed to a language-level OpenCL interpreter.

Coyote Approach:

For every hardware application (user kernels) deployed within vFPGAs, Coyote defines a single

Unified Logic Interface (ULI), which serves as the hardware equivalent of an ABI (Application
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Figure 2.12: Unified Logic Interface within Coyote

Binary Interface). This interaction between this interface and the rest of the system is depicted

in Figure 2.12. It employs the streaming AXI4 protocol, encompassing descriptors and data, to

initiate bulk data transfers in all directions across the system, connecting with the host, memory

stack, network stacks (such as TCP/IP and RDMA), and the user logic. Through this ULI, the

user kernel establishes connections with the entire system through a collection of clearly defined

and unified interfaces, effectively expanding the application’s connectivity beyond the bound-

aries of the local FPGA node. This same interface is utilized for inter-region communication,

facilitated by a control plane operating over an AXI4-light bus.

This interface is provided by the user wrapper in each vFPGA, and effectively sandboxes the user

logic while providing communication with system services and memory – effectively combining

functions of an address space and system call ABI in a software process.

Access to the ULI interface is exposed to application logic at a fairly low level, allowing read

and write descriptors to be generated directly from the user logic in the FPGA fabric. Addi-

tionally, the accesses from the host software applications (including by high-bandwidth SIMD

instructions) are also routed directly to the user logic.
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Figure 2.13: Example of pointer chasing: The CPU consistently interrupts the device at each hop to

initiate necessary data transfers, leading to significant overhead and inefficient utilization of CPU cycles.

Crucially, through this ULI, user applications within vFPGAs possess the complete capability

to orchestrate transactions throughout the system, including host memory, FPGA-side memo-

ries and the network. This is enabled by the virtualization layer in vFPGAs and the protective

measures it offers. It provides a shared-memory model that greatly enhances the abilities of user

applications for various processing tasks.

For instance, consider a scenario where an application is engaged in some form of pointer chas-

ing (see Figure 2.13). In a conventional host-centric system [208], the CPU is responsible for

managing every data transfer necessiated by the application. At each stage of data movement

(each hop), the CPU must be either interrupted or has to poll in order to decide when to initi-

ate the subsequent data transfer. This can introduce substantial performance overheads, as the

communication with the CPU at each step can be quite cumbersome. Moreover, it results in a

significant waste of CPU cycles, which is a particularly concerning issue, given that one of the

primary objectives of using FPGAs is to offload operations and alleviate the workload on the

CPU cores.

On the other hand, the host-centric model does have its uses, especially in sequential applications

where bulk data movement is dominant. In such cases, it can be more convenient to rely on the

host CPU for the control of data movement, as the associated costs in this scenario are minimal,

while it eliminates the necessity for extra hardware and interfaces that are needed to supervise

these data movement operations.

For this reason, in order to achieve maximum flexibility within Coyote, the ULI interfaces are

extended to the host software API. This means that each software application has the capability

to initiate calls using the same descriptors exposed in the hardware ULI. Consequently, Coyote

gains the ability to initiate transfers from both software (following a host-centric approach) and

hardware (utilizing a shared-memory approach). This stands as another distinctive feature of the
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system, as the vast majority of systems typically allow only one of these approaches, either the

former [208, 122] or the latter [146].

User software on the CPU interacts with the FPGA by creating a task object, essentially a closure

consisting of user logic and other parameters and data. This is passed to the runtime manager

for the execution on one of the vFPGAs.

Once functional, the user logic exposes a register interface in physical memory to the CPU,

and the runtime manager maps this into the calling process’ address space. Thereafter, the

interraction between application software and user logic completely bypasses the kernel and

runtime manager.

Discussion:

The ULI in Coyote incurs minimal overhead, but delivers considerable benefits, some of which

might be surprising to those familiar with software development. It enables an approach anal-

ogous to microkernels, with common services provided to multiple vFPGAs over the AXI in-

terconnect. Currently, Coyote offers support for memory (both DRAM and HBM) and network

(TCP/IP and RDMA) stacks. However, the underlying concept here is that these services can

be readily expanded to accommodate additional services using the same set of standardized in-

terfaces that are already present in the Unified Logic Interface (ULI). We will examine these

interfaces in greater detail in Section 5.1. Promising candidates for incorporating additional

services include devices such as SSDs, NVMs, GPUs, and various other external accelerators.

As with conventional OSes, the Coyote execution environment also provides a way to deal with

the evolution of hardware. The FPGA design space is changing rapidly. To take one example:

in most FPGAs deployed in data centers today, the memory controllers and network stack (aside

from PHY and MAC) are still instantiated as reconfigurable logic. However, both are becoming

an almost universal requirement for cloud FPGA applications, which makes a strong case for

building “hard” IP into future FPGAs to provide this functionality with less penalty in chip area

- indeed, the latest design of Microsoft’s Catapult platform offloads the full network stack to an

ASIC (albeit off-chip and while sacrificing modularity). Intel’s Embedded Multi-Die Intercon-

nect Bridge (EMIB) extends FPGAs with dedicated machine learning accelerators [160]. Recent

AMD Versal [32] cards also provide numerous off-chip hardware functions.

Identifying which portions of the stack are suitable for hardening while striking a delicate bal-

ance between maximizing performance and retaining the modularity inherent in reconfigurable

hardware will be one of the major upcoming challenges in the future direction of FPGA devel-

opment.
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2.3.3 Preemptive or Non-Preemtive Multitasking?

Scheduling in conventional computing systems is a complex topic with a history older than

computers themselves. In this context, our emphasis is directed towards the factors that influence

scheduling mechanisms, as opposed to investigating into specific scheduling policies.

What’s Different on an FPGA?

CPU scheduling can be preemptive or non-preemtive. Preemptive scheduling on CPUs requires

a mechanism to interrupt a running process, save its state, and context switch to another, without

any cooperation from the process or user program itself.

On an FPGA, such interrupt machanisms are not supported by any of the mainstream toolchains.

Although in principle this possibility to read the state of the FPGA logic exists within hardware

primitives like ICAP [13], it comes with massive latency and low level proprietary information

which is difficult to parse and reason about. Some progress in this direction has been made

in academia [125], but with significant performance penalties and implementation difficulties.

Furthermore, the “state” of executing user logic potentially includes any stateful logic block

(block RAM, URAM, flip-flops, DSPs, etc.) in the region of the FPGA used by the application,

making the state capture all the more complex.

Efficient mechanisms with acceptable overhead to capture the arbitrary state of FPGA applica-

tions, ensuring they can be reliably resumed later, thus remain unclear.

Instead, existing approaches to timeshare an FPGA avoid preemption [196] and rely on two

techniques. The first is a “task-based” approach where work units are submitted to the FPGA

and run to completion much like Ptasks [178]. Secondly, as a last resort a badly-behaved piece of

user logic can simply be deconfigured by the OS, in a manner analogous to killing a misbehaving

process. The scheduling problem then becomes one of dispatching tasks to the FPGA. During

this procedure, it’s crucial to remove any residual state that may persist.

The key quantitative difference with FPGA scheduling is that context switch time is much

higher: reconfiguring a dynamic region can take many milliseconds. Moreover, only one re-

gion of the FPGA can be reconfigured at a time. If not addressed, these limitations can lead to

unacceptably high scheduling overhead.

Coyote Approach:

Coyote adopts the task-based technique, with tasks being described by task objects. Tasks are

not scheduled by the FPGA itself, instead the runtime manager on the host CPU schedules them
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Figure 2.14: Modified priority based scheduling scheme employed in Coyote.

spatially (across vFPGAs) and temporally (by reconfiguring a vFPGA if required, and serializing

such reconfigurations).

The current version of Coyote adopts a modified priority-based queue scheme for tasks (Fig-

ure 2.14). Application software submits a task to a per-application queue in the runtime monitor.

These are serviced in a round-robin fashion, and dispatched to a priority queue for one of the

fixed number of vFPGA instances. Each of these queues is sorted first by priority and, then, by

the bitstream image that the task requires.

This heuristic provides a degree of fairness between applications (though it could certainly be

improved with better protection against starvation in a few pathological cases), but more impor-

tantly groups together tasks that can run in a sequence without intervening reconfigurations of

their vFPGA. This approximates some of the benefits of Optimus [146], which employs a more

static assignment of logic to vFPGAs but shares this between applications. Note that it also

makes the scheduler non-work-conserving.

Discussion:

Our scheduling approach notably reduces the number of unnecessary dynamic reconfigurations,

as demonstrated in 3.3.3. Nevertheless, there remains important work to be undertaken to en-

hance fairness, prevent starvation, and enhance predictability in the scheduler. Unfortunately,

dynamic reconfiguration has not yet reached the speeds required to effectively schedule short,

burstable tasks, which we often find running in the OS. It does, however, find utility in longer-
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running workloads that typically target accelerators. In such cases, the overhead associated with

dynamic reconfiguration may have negligible impact.

Coyote deliberately avoids any question of preempting applications running in vFPGAs, except

in extremis to “kill” badly behaving user logic. This decision is worth discussing in more detail,

since other approaches [146, 122] provide explicit preemption interfaces. Applications can use

these interfaces to implement user logic to save and restore their state in response to a preemption

request from the scheduler.

The first reason for this decision is from an OS designer’s perspective: the classical OS design

principles adopted in Coyote strongly argue against this approach to preemption. Tradition-

ally, user applications are not trusted to behave nicely by the OS, and so implementations take

great care to ensure that preeemption never requires cooperation from the application – even

in cases where it is explicitly visible to user threads, as in Psyche [148]. So-called “coopera-

tive multi-tasking systems” (for example, early versions of the Apple Macintosh OS) do require

application cooperation for context switching, but are generally not preemptive and, as history

shows, are invariably supplanted by preemptive scheduling that does not require participation

by the application.

The second reason is that the nature of “services” (e.g. networking) on an FPGA is different

from that on a CPU. FPGAs emphasize spatial multiplexing and extreme concurrency. This

means that services like the network stacks and physical memory management do not need to

be scheduled in Coyote: they are separate circuits and so inherently run all the time. A user-

supplied preemption implementation may appear sufficient where these OS facilities are absent,

but their presence means that user-implemented preemption has to also save and restore state

(such as network flows) in each of these services. This capture of system-wide state cannot yet

be done efficiently in current FPGAs.

2.3.4 Virtual Memory

In a conventional OS, virtual memory provides a potentially unlimited number of “virtual ad-

dress spaces” to software processes. By default, a virtual address space provides a sandbox of

private memory, but segments of memory can be selectively shared between address spaces by

the OS.

Virtual address spaces solve several crucial problems in computer systems: code and data does

not need to be relocated at runtime, since it can be compiled and linked to run at a fixed ad-
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dress. Demand paging to a disk or SSD allows the amount of memory seemingly available to all

applications to exceed the total real memory in the system.

Fragmentation of physical memory is avoided at anything coarser than page granularity. Phys-

ical locations for data can be chosen carefully to provide cache-coloring transparently to user

code. Accesses to memory regions can be tracked via a “protect-and-trap” technique, with appli-

cations ranging from garbage collection [37], copy-on-write, and transaction management [158]

to dynamic binary translation [58].

Hardware support for the abstraction of virtual memory is traditionally provided by the MMU,

by way of three key functions: address translation from a virtual to a physical address space,

protection of memory pages, and a mechanism to trap to the OS on certain memory accesses

(i.e. a page or protection fault).

What’s Different on an FPGA?

Some uses of virtual memory do not make sense on an FPGA, such as trapping on particular

instructions or memory addresses. However, others (demand paging, relocation, etc.) are highly

relevant.

Existing approaches to programming FPGAs generally ignore virtual memory, or handle address

translation solely in the host OS kernel [212, 86, 59, 64, 125, 162, 122, 210]. Pinned physical

buffers are allocated and shared between FPGA user logic and software, which (when the data is

not simply copied en masse between host memory and the FPGA) entails either the use of offsets

to implement pointer-rich data structures, or cumbersome “pointer swizzling” when passing

ownership of regions between devices. In both cases, one cannot simply pass a pointer from

software to user logic without some mediation, typically by the OS kernel, or a runtime specific

to a programming model like OpenCL [204].

One method for accessing host virtual memory from the FPGA is through the use of the host plat-

form’s IOMMU. However, IOMMUs are not well-suited for handling a dynamic set of FPGA

applications, even those that exclusively utilize PCIe as an interconnect. Optimus [146] pro-

vides a comprehensive explanation of the limitations associated with IOMMUs and employs

a technique called ”page table slicing” to address these limitations. Other recent research en-

deavors also implement various forms of translation on the FPGA, enabling user logic to access

host-physical addresses [199, 69, 167, 44].

These approaches, however, primarily cater to the scenario in which user logic accesses data

residing in the host CPU’s memory within a software virtual address space. Yet, modern FPGA

platforms offer a wealth of additional memory resources closely integrated with the FPGA chip
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itself, such as Enzian’s FPGA, which boasts up to 1 TiB of DDR4 memory, as well as various

devices like network or storage controllers.

The management of memory on the device side has been extensively explored in the context

of GPUs [136, 65] and has reached a mature stage with the implementation of unified mem-

ory in CUDA [16]. This approach establishes a shared virtual memory space between the host

and GPU (device side) memories, facilitating seamless exchange of user space pointers between

them. Moreover, it abstracts the intricacies of hardware interaction away from end-users, elim-

inating the need for explicit data movement or custom memory allocation, greatly increasing

the portability as well. To make this possible, support in the host OS kernel is essential, and

Linux offers HMM (Heterogeneous Memory Management) as a solution [18]. HMM provides

the necessary infrastructure to integrate device memory into the regular kernel path. While this

approach has also been implemented for FPGAs in [116], it primarily tries to replicate the GPU

compute model, without considering broader cases where, for instance, user logic is accessing

host CPU memory. Additionally, it falls short in addressing concerns associated with multi-

tenancy and networking. As previously mentioned, the attempt to mimic a GPU on an FPGA is

proving to be a significant limitation, as it confines the FPGA to a subset of its features.

To ensure proper interaction with other OS abstractions, such as device virtualization, isolation,

or straightforward access to FPGA resources from the CPU, a virtual memory abstraction for

multi-tenant FPGAs must be extended to encompass all resources available on these heteroge-

neous platforms. It should support both hardware logic and software components while ensuring

secure, consistent and reliable access to memory. This encompasses not only the FPGA’s inter-

nal memory but also host memory, memory on the device side, devices connected to the FPGA,

the network, and so on.

FPGAs also differ fundamentally from GPUs or other accelerators in that they are reconfig-

urable. In a CPU or, indeed, a conventional IOMMU or SMMU, parameters such as TLB

(Translation Lookaside Buffer) size, associativity, coverage, etc. are fixed when the chip is laid

out. They represent a careful, “one-size-fits-all” compromise intended to run most workloads

reasonably well.

In contrast, with an FPGA TLB parameters can be changed on the fly to handle specific work-

loads more efficiently. Moreover, many accelerator workloads which deal with large data vol-

umes benefit greatly from larger page sizes – this motivates Optimus [146] to use 2MiB pages

exclusively, for example. These factors, combined with the lower clock speed at which FPGAs

run (typically about 10% of CPU clock speed), make a software loaded TLB more attractive as

a design option.
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Figure 2.15: Shared virtual memory model used in Coyote.

Coyote Approach:

Rather than relying on the host CPU’s IOMMU, Coyote implements a shared virtual memory

model (Figure 2.15) that provides a dedicated MMU (Memory Management Unit) with software-

loaded TLBs for each vFPGA. These TLBs are present in the wrapper of each vFPGA. This not

only allows TLB dimensions to be decided based on the application, but also provides sandbox-

ing of user logic regardless of whether it is accessing off-chip DRAM, HBM (High Bandwidth

Memory) attached to the FPGA, or host CPU DRAM using the xDMA engines in the static

region. It also makes floorplanning and routing easier on the chip by reducing fanout.

Moreover, the TLBs are positioned in the dynamic layer within the device so as to mediate all

accesses to FPGA-attached devices and RAM, and the entire host CPU’s physical address space,

something not possible with a conventional IOMMU.

The high-level operation of TLBs in Coyote is best described in two parts: first, the underlying

mechanism, and second, the different memory usage models it supports.

Mechanism:

The TLBs are implemented using on-chip block RAM, ensuring efficient memory access for

any access pattern. They support multiple page sizes providing a broad coverage of memory

addresses, especially crucial with limited on-chip memory resources. The associativity and

number of sets are determined within the dynamic layer and can be resized during runtime.

When a TLB miss occurs, it triggers an interrupt to the host CPU. Subsequently, the driver

identifies the specific vFPGA responsible for the fault, and it either populates the TLB with a
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valid mapping or signals a page fault. In the event of a page fault, the host’s software stack takes

over further necessary steps to resolve it.

All accesses to both FPGA and host DRAM from user logic use the same unified TLB interface.

User logic can therefore access any host memory, if the TLB allows it. Accesses to both host and

FPGA memory are routed along separate paths to enable concurrent operation, which is crucial

for fully utilizing the available bandwidth.

Meanwhile, on the host side, the CPU’s physical address space contains a region for each vF-

PGA, each of which is further subdivided into three parts:

1. The TLB contents and other privileged configuration values. This subregion may only be

mapped by the privileged Coyote device driver.

2. Registers within the dynamic layer and user wrapper accessible to user software, e.g. for

setting up DMA copies.

3. Direct access to user logic. CPU-initiated accesses are presented to user logic as AXI4

transactions to be interpreted as the user logic sees fit.

Usage models: The most common way of using this facility in Coyote is to provide GPU-style

“Unified Memory”, but with FPGA flavour. This is essentially a form of local distributed shared

virtual memory: pages are copied (faulted in) on demand between FPGA and host memory via

DMA with coherence managed by a combination of driver software and dedicated “page fault”

units in the secure wrappers.

Importantly the memory model in Coyote differs from GPUs as it additionally alllows direct

“streaming” access to the host memory without necessating a copy to the FPGA memory. TLB

entries thus indicate that, when a corresponding virtual address is requested, the physical access

is directly routed to either host or FPGA memory without any extra copying. For efficient

random access (such as pointer-chasing) this may be much faster to program and execute than

“unified memory”.

Coyote can thus handle multiple application contexts maintaining different shared virtual address

spaces. It is the job of the software component within Coyote to ensure that address mappings

are consistent between the vFPGA TLBs and the virtual address space of the corresponding

software processes. This allows direct sharing of pointer-rich data structures between application

software and user logic in hardware.
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Finally, it is also possible to route fine-grained CPU accesses to addresses on the FPGA back

through the vFPGA wrapper’s TLBs and into FPGA (or, indeed, host) memory. While quite slow

on PCIe-based systems, it might be an attractive option on a fully-coherent non-PCIe system like

Enzian.

More in-depth view at Coyote’s shared-memory model will be covered in Section 4.2.

Discussion:

The TLBs impose very little space overhead in FPGAs, and deliver in return considerable sim-

plicity in programming applications. The partitioning of TLB functionality across vFPGAs

brings a degree of performance isolation to vFPGA applications: one vFPGA cannot pollute the

TLB contents of another region and thereby impact performance, an important consideration for

a multi-tenant environment.

Note also that the area occupied by TLBs can be traded off against performance in an application-

specific manner. This would not be possible with conventional IOMMUs situated on the PCIe

bus, and would be hard to achieve with a single IOMMU shared between applications. Partly as

a consequence, we have yet to see serious performance overheads due to software-loaded TLBs.

2.3.5 Memory Management

In addition to virtual memory, a traditional OS provides facilities for managing physical mem-

ory. As hardware has become more complex, this has become more important for performance.

E.g. an application might request regions of contiguous RAM to optimize sequential access

and/or TLB coverage via superpages, or memory on specific NUMA nodes, explicitly (e.g. via

libnuma on Linux) or implicitly (e.g. using Linux’ “first-touch” allocation policy).

These abstractions more concern performance than correctness. However, in the case of periph-

erals and heterogeneous accelerators it may be a requirement for software to work. A CUDA

application may need to allocate GDDR memory on a GPU which is accessible (over PCIe)

to CPU code. Alternatively, a device might only be able to DMA to and from a subset of the

CPU-attached physical RAM.

In a software OS, however, there is a single mechanism available to allocate memory with the

right characteristics: choosing an appropriate range of physical addresses. The physical address

functions as a proxy for all kinds of features of the hardware interconnect, memory controllers,

DMA capabilities, and (in the case of cache coloring) the processor’s cache architecture and

placement policies.
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Figure 2.16: Dynamic allocation and parallel access across available channels in Coyote.

What’s Different on an FPGA?

The situation differs significantly when it comes to FPGAs since they are much closer to the

hardware. In the context of FPGAs, code running on them has the capability to access memory

controllers directly. Unlike traditional systems where data paths are constrained by cache lines,

machine words, or MMU pages, FPGAs offer a higher degree of flexibility.

For instance, SDAccel [7] intentionally exposes memory controllers to programmers, granting

them greater control and flexibility. However, this approach sacrifices simplicity and portability

across devices. Additionally, the memory accessible to programmers via this method is typically

addressed using physical addresses and often lacks built-in mechanisms for ayn kind of sharing

or protection.

The memory potentially visible to FPGA user logic is much more diverse than in software (and

there are no caches). Block RAM (BRAM) is fast but scarce, DRAM is slower but there is

typically much more of it, many systems have extensive off-chip DRAM available, and newer

FPGAs incorporate high-bandwidth memory as well.

Moreover, as with servicing TLB misses, it may be useful to offload the dynamic allocation of

FPGA memory to software, although some hardware allocators exist [209].

Coyote Approach:

Allocation of physical memory both within and between vFPGAs in Coyote is handled by soft-

ware, in the kernel driver, which also takes care of creating virtual memory mappings both for

the user logic and application CPU code. A variety of physical memory types can be used

(off-chip DRAM, host DRAM, HBM, etc.).

Accessing memory is similarly different. Whereas software deals with register loads and stores
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or cacheline fills and writebacks, any memory access in FPGA user logic is inherently, and

explicitly, a copy operation from one location to another.

On current PCIe-based systems, user logic can access the entire host CPU’s physical address

space (albeit subject to memory protection) by transparently using xDMA copy engines.

The complex task of routing memory accesses originating from both user logic and host soft-

ware, whether directed towards host memory or FPGA resources, is efficiently managed by a

dedicated read/write engine running on top of each vFPGA wrapper. This engine is respon-

sible for providing the necessary flexibility in memory access. Requests are submitted to the

read/write engine using base/length descriptors. Accesses from host software to FPGA memory

are translated into these descriptors by the interface logic, whereas user logic can issue them

directly. This approach minimizes overhead by keeping operations within the realm of virtual

addresses, which are essentially user space pointers. This design choice greatly simplifies the

development of Coyote kernels.

On fully coherent systems like Enzian, the read/write engines would be replaced with the inter-

face Coyote provides to the CPU’s native cache-coherence protocol.

In contrast to approaches like SDAccel (but more in line with a software environment), Coyote

hides the presence of individual on-board DRAM controllers from user logic. On-board DRAM

is the most commonly used way to hold bulk data in most FPGA acceleration algorithms, since

it is higher capacity than BRAM. Coyote aims simply to maximize the bandwidth of bulk se-

quential access to this resource for user logic running in a vFPGA.

Coyote stripes DRAM access across all available controllers via careful allocation of pages.

Each page is then striped across channels – e.g. if the FPGA has two physical DRAM chan-

nels, the first 1MiB of each page will access one DRAM channel, and the second half will

use the second channel. This permits bandwidth optimization when performing rapid accesses

with multiple channels present, and results in considerable performance gains over the naive

approach. Accesses from different vFPGAs are still interleaved at each memory controller, as

shown in Figure 2.16.

Crucially, the type of memory attached, whether it’s standard UDIMMs, RDIMMs, LRDIMMs,

or even high-bandwidth memory from newer devices, doesn’t affect the user-facing interface

provided by Coyote. It remains consistent and unchanged regardless of the memory type used.

Discussion:

User logic is rarely as “memory-allocation intensive” as software, and so the kernel memory

allocation code is rarely on the critical path.
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By abstracting away on-chip DRAM controllers, Coyote makes a tradeoff in favour of portability

and ease of programming, which we argue (based on our experiments) is appropriate. Moreover,

Coyote applications can directly run on future FPGA designs which entirely offload memory

controllers to dedicated hardware.

In this context, striping provides more than just faster sequential access: it is vital for abstracting

and sharing memory controllers since it allows the DRAM controllers to enforce fair sharing of

bandwidth between vFPGAs.

2.3.6 Network Stacks

The main advantage of operating system abstractions lies in the services they offer, enabling

programs to be written without needing to deal with the intricate details of underlying hardware.

In today’s cloud-dominated landscape, networking services stand out as one of the most crucial.

Although the network stack is not an integral part of the Linux kernel, the TCP/IP stack within it

is a critical component. It is challenging to imagine a real world deployment of the kernel with

any meaningful applications running on top of it, without this stack. As networking becomes

increasingly essential with the ever-expanding volume of data, the performance of this stack

becomes a de facto bottleneck for many applications [112].

As a result, various methods have been explored to enhance its performance, as the kernel-

related overheads can be substantial. One of the most prominent approaches is the “bypass”

method, which has been employed to circumvent these overheads. Intel’s DPDK (Data Plane

Development Kit) serves as an exemplary illustration of this approach [11]. In an effort to reduce

overhead and boost performance, DPDK shifts large portions of the network stack from within

the kernel to user space. Additionally, it adopts the polling mode to eliminate the expense of

interrupts.

Despite the improvements achieved by this approach in speeding up the traditional TCP/IP stack,

it still, ultimately, places a burden on the host CPU for packet processing. Wasting CPU cycles

is a significant concern in modern data centers, as highlighted in [117], where up to 30% of

the CPU resources are wasted on system tasks that are otherwise prime candidates for hardware

acceleration. In this case, network stacks are no exceptions.

What’s Different on an FPGA?

FPGA devices, especially within heterogeneous systems, present an ideal opportunity to offload

the entire network stack, thus relieving the CPU from the burden of network management. The
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deep pipelines generated for packet processing within network stacks align well with the pro-

cessing capabilities of FPGAs. Importantly, these FPGAs lie on the path of the data, they are

connected both to the network and the host CPU memory, allowing them to process data as it

flows through the device.

The overhead introduced by this FPGA-based processing is minimal, primarily because the la-

tency is largely concealed by the overarching network and memory operations. This ”bump-in-

the-wire” type of network processing is an area where FPGAs shine the most. Their flexibility is

particularly valuable, as complex network stacks often require additions and modifications that

could make an ASIC implementation prohibitively expensive.

Furthermore, an additional advantage is that extra processing can be easily incorporated atop

these stacks as data moves from/toward the CPU, and this additional processing can be per-

formed cost-effectively using FPGAs.

RDMA (Remote Direct Memory Access) introduces a higher level of abstraction compared to

the traditional TCP/IP stack. RDMA is a technology that facilitates communication between

user processes on remote machines without relying on the local CPUs. In other words, it enables

two processes to exchange data stored in user space buffers without any CPU intervention. In

contrast to TCP/IP, RDMA completely bypasses the kernel, resulting in minimal overheads,

while importantly providing a very high level of abstraction at the user level.

RDMA aligns well with Coyote as it offers communication at the user space virtual address level,

similar to the communication between vFPGAs and the host CPU already present in Coyote.

This alignment makes RDMA a well-suited networking abstraction, enabling efficient and high-

performance communication, with added potential for FPGA side processing, while preserving

high level of abstraction exposed to the end users.
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Coyote Approach:

The offload of networking stacks has been explored within our group to a great extent resulting

in the development of a fully offloaded TCP/IP stack [183, 184] and RDMA stack [187]. Both

of these stacks are implemented using HLS and are fully realized in the FPGA fabric. These

stacks leverage high-performance 100 Gbps transceivers that are commonly available on most

modern FPGAs, including the complete range of Alveo cards, as well as our own Enzian boards.

These speeds more than meet the requirements of modern data center environments [190].

The integration of these stacks into Coyote was a natural fit, given that the platforms for which

these stacks were originally developed are the same platforms targeted by Coyote. The primary

challenge lay in extending these stacks to operate effectively within a multi-tenant environment

while maintaining the high-performance characteristics they offer. Moreover, as Coyote was

specifically designed for data-center and cloud environments, ensuring the reliability of these

stacks within such expansive and complex environments was imperative. Detailed examinations

of the architectures of these stacks will be provided in Chapter 4.

Discussion:

While modern FPGAs offer high-speed, low-level network interfaces ideal for networking opera-

tions, the availability of higher-level networking abstractions is severely limited. This limitation

often arises from the mindset prevalent in FPGA development, which tends to focus on low-level

details, often overlooking the potential benefits of higher-level abstractions.

The advantages of these network stacks are evident. Beyond the significant benefit of alleviating

CPU load, which is one of the primary advantages of offloading networking tasks to FPGAs, the

second major advantage, particularly when compared to commercial Network Interface Cards

(NICs), is the ability to incorporate additional custom processing on top of these stacks. Impor-

tantly, this processing is not constrained by any fixed, hardened cores within the FPGA (as is

the case in commercial NICs) and can be tailored to suit the specific requirements of arbitrary

algorithms. This flexibility represents a substantial advantage of FPGAs over ASICs. Further-

more, FPGAs themselves do not pose bottlenecks either. Modern FPGA speeds, which can even

reach up to 400 MHz with very wide channels, are more than sufficient to effortlessly match the

speeds of modern interconnects, memory, or networks.
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2.3.7 Inter-Process Communication and Additional Services

A traditional OS provides a number of abstractions beyond those we have covered here. Among

the most fundamental ones, at the heart even of microkernel architectures, are Inter-Process

Communication (IPC) and Input/Output operations (I/O).

Coyote Approach:

We have already described how Coyote provides communication between vFPGAs and CPU-

based software processes, but it also allows optional hardware queues between vFPGAs by

analogy with IPC channels, pipes, etc., in a manner reminiscent of Centaur [167]. This allows

users e.g. to chain dataflow operators running in different vFPGAs together while preserving the

isolation between them.

While inter-vFPGA queues can be used for inter-application communication, we find they are

rarely used as such. This is primarily because of the increased routing complexity that arises

when additional connections need to be established between vFPGAs. This complexity signifi-

cantly complicates their floorplanning and overall system architecture.

An alternative approach is to utilize shared virtual memory on the FPGA side. Since FPGA

side memory is virtualized in Coyote, custom allocations can be done, enabling the sharing of

pages between vFPGAs and facilitating efficient inter-process communication without introduc-

ing routing complexity or consuming additional resources.

Discussion:

As with containers, in our experience inter-vFPGA communication, when it happens at all, is

coarse-grained and benefits from being independent of whether the vFPGAs share the same

FPGA. It is important to note that this feature is optional and, unlike in the traditional OS, is

something that is seldomly used.

Instead, the main use for such queues is communication with services provided by Coyote. For

instance, both the memory and network stacks abstract the intricacies of the underlying physical

interfaces and present a standardized, portable interface that is shared among all the vFPGAs in

the system. This shared set of services serves as the point of interaction for these vFPGAs and

can be facilitated for inter-process communication.

Imporantly, further services can be similarly implemented and configured into the dynamic layer

at startup, for example a storage stack (perhaps driving directly attached Flash memory).

These additional services do not necessarily have to be integrated directly within the FPGA it-

self. A notable illustration of this concept is the interaction with modern GPUs, which provide
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Figure 2.19: Direct FPGA-GPU communication.

technologies like GPU RDMA direct [17]. This technology facilitates direct communication be-

tween the GPU’s internal DRAM and an external DMA capable device without requiring CPU

intervention. This feature is especially compelling for Coyote, as it allows for the incorporation

of additional preprocessing on top of RDMA. This preprocessing can occur within the FPGA

before the data reaches the GPU. Importantly, Coyote’s architecture fits well to these operations

as the dedicated MMU layer ensures secure access to these external devices, provided that these

devices expose their internal memory, which is the case with newer GPUs such as Quadro and

Tesla range of devices from Nvidia [161]. This capability opens up numerous intriguing pro-

cessing possibilities, all without incurring additional data movement, as depicted in Figure 2.19.

Importantly, incorporating such capabilities into Coyote doesn’t require extensive changes, as

the virtualization layer inherently supports this concept. With the addition of the appropriate

mappings to the TLBs, the rest of the system can seamlessly accommodate these functionalities.

The microkernel analogy applies here: Coyote provides a basic framework where such services

can be added in the future based on use-case requirements.

Unlike in a software-based OS, Coyote “services” like the network stacks do not need to be

scheduled, since they are always present on the FPGA – the FPGA is being spatially rather than

temporally shared between services and user logic.
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2.4 Related Work

The FPGA community has generated a tremendous amount of work in recent years on program-

ming and managing FPGAs. We have compared Coyote with many examples already in Sec-

tion 2.3, and two recent surveys [115, 196] give an excellent overview. In this section, therefore,

we focus on a few important recent systems.

The initial version of Microsoft’s Catapult[172, 62] environment offers a reusable, static portion

of programmable logic accessible through a high level API. Configurability for the (single)

application is possible for modules like the network (recently offloaded to a sophisticated ASIC)

and memory. The accelerator/smartNIC usage model means there is no support for virtualization

nor partial reconfiguration.

Intel’s hybrid CPU-FPGA HARP design [162] turns the FPGA into one more processor. Intel

implements its own QuickPath interconnect [110] supporting full cache-coherent memory ac-

cess, but only to external memory on the CPU side. Usage model and management is similar

to Catapult. Partial reconfiguration is possible but there is no option to include local on-board

memory or network modules on the FPGA.

Xilinx SDAccel [7], used by Amazon [30] and Alibaba [26] in their cloud deployments, also

divides the FPGA into a static “shell” and dynamic user regions. One application can run at a

time, but the user logic can be exchanged at run time with the help of partial reconfiguration. To

date, there is no support for I/O devices or network.

All these deployed systems support only a single application at a time, and also do not try to

provide a shared virtual address space between host software and user logic. Systems in the

research literature are rather more ambitious in adopting one or more ideas from traditional

operating systems:

AmorphOS [122] aims to increase FPGA utilization by placing multiple applications on the

FPGA. It provides protection on FPGA-attached memory, but no access to host memory. Pro-

tection is based on segments set up by the host OS. AmorphOS can operate in “low-latency

mode”, where applications occupy different parts of the dynamic region, and “high-throughput”

mode, where everything is synthesized into a single bitstream. Time-division multiplexing in

low-latency mode is achieved by requiring applications to implement correct checkpoint and

resume.

AmorphOS can be seen as pushing many traditional OS problems into the synthesis pipeline,

and compiling many different bitstreams for configurations which, in Coyote, are handled at
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runtime by the same image. Since it provides no integration with the host memory system, and

applications are directly compiled to the FPGA, AmorphOS provides no virtual memory facili-

ties beyond segmented addressing of FPGA memory. Scheduling is simplified by not partially

reconfiguring the FPGA, which also obviates the need to provide a uniform network interface.

AmorphOS optimizes how many applications can fit on one FPGA, at the cost of compilation

and deployment overheads, by delegating OS functionality to synthesis tools. In contrast, Coy-

ote’s OS-centric approach standardizes the execution environment, allowing applications to be

flexibly deployed, and evaluates the cost of this generality.

Optimus [146] provides FPGA user logic with access to host memory via a per-application

virtual address space. It partitions the dynamic region into application containers which appear

not to be partially reconfigurable, but which can run the same user logic on behalf of multiple

applications. As in AmorphOS, user logic implements checkpoint and restore to allow time-

division multiplexing of resources. Optimus allows the host address space to be shared, but does

not give a host process access to the address space of a vFPGA.

Optimus has many similarities with Coyote, but focuses on a subset of OS functionality. By

avoiding dynamically reconfiguring vFPGAs, scheduling is simplified relative to Coyote. Opti-

mus provides address translation, but only for vFPGA-to-host access, whereas Coyote provides

a true unified virtual address space shared between host process and user logic. This in turn

allows Coyote to virtualize services like the network stack, something Optimus does not do.

Optimus therefore does not provide a standard execution environment for bitstreams, since the

functionality it does provide would not benefit from such an environment.

ViTAL [210] focusses on clusters of FPGAs and, unlike Coyote, addresses distributing appli-

cations across a cluster. While it provides a network device, and flexible multiplexing, it does

not target hybrid CPU/FPGA systems, and provides neither unified memory, nor (e.g.) a shared

network stack between vFPGAs.

ViTAL virtualizes access to the FPGA memory and the network device (as a simple point-to-

point communication link). As with Coyote, it uses a fixed partition of the dynamic region in

reusable vFPGA which are allocated to applications when they are deployed. A key feature of

ViTAL is being able to partition applications and compile them into multiple vFPGAs; these can

then be deployed on the same FPGA or several connected by point-to-point links.

By not supporting host memory access nor virtualizing a high-level service like TCP or RDMA,

ViTAL is relieved of the need for a virtual memory system. Moreover, by using the compiler

to turning a set of physical FPGAs into one large logical FPGA by application partitioning, it
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obviates the need for a standard execution environment.

To greater or lesser degrees, all these systems focus on optimizing one or another metric and

implement a subset of the critical functionality of a classical OS.

In contrast, Coyote investigates the consequences of a complete, general-purpose approach:

putting a general OS feature set together (multi-tenancy, multi-user TCP/IP and RDMA stacks,

unified memory translation/protection across CPU and FPGA, dynamically allocated memory

stack, standardized execution environment, etc.). Uniquely, this combination is what allows

Coyote to provide shared high-level OS services like networking.

It also demonstrates that a full set of combined OS features fundamentally changes how a system

like Coyote is designed, and this is where it differs most from prior work while still reusing a

number of ideas from such systems.

2.5 Summary

In this chapter, we introduced various conventional abstractions and examined their efficient

application in the context of modern heterogeneous systems. We showed the consequences

of lacking these abstractions by highlighting several key limitations found in modern cloud

deployments that incorporate FPGAs.

To address these limitations, we have created Coyote, a shell aimed at establishing a compre-

hensive “microkernel”-like environment for these devices. Coyote is created to streamline the

utilization of these systems and offer a comprehensive multitasking setting to fully exploit their

performance. In the upcoming chapter, we will begin our exploration of the practical implemen-

tation of the aforementioned abstractions in Coyote.
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Chapter3
Static Layer: The System’s Kernel

In this chapter, we will explore the “static layer” of the system. This foundational layer interfaces

with platform-specific hardware, facilitating the functioning of the higher levels of the stack.

Additionally, the host device driver is an integral component of this layer, serving as the primary

interface between software and hardware applications. In many respects, this layer is a core

component of Coyote, much like the kernel serves as the core of an operating system.

The static layer encompasses vital components required for the subsequent loading of FPGA

images and user-defined shells. Particularly noteworthy are the CPU-FPGA interconnect and

reconfiguration controllers, which play a pivotal role in this context. The initial Coyote hard-

ware image, loaded onto the device, consists of the static layer in conjunction with a ”dummy”

Static
Layer

Dynamic
LayerHardware

Kernel

Shell
(Process Mgmt)

Process Environment
And Applications

Application
Layer (vFPGA)

Figure 3.1: Static Layer.
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dynamic layer. Subsequently, users have the responsibility to replace the initial dynamic layer

with user-deployed shells containing their own applications in later stages.

We will start this chapter by focusing on the CPU-FPGA communication. This link serves as the

primary channel connecting the host CPU to the circuits deployed in the FPGA. Its role is pivotal

in managing most operational tasks and facilitating the essential data exchange between the host

memory and the accelerators. An important aspect of this link is the infrastructure constructed

on top of it, as well as the interfaces that are made accessible to the “higher” dynamic layer.

We will then demonstrate portability of Coyote’s interfaces across a variety of platforms, not

limited to a single vendor’s offerings (range of AMD data center cards). To this end, We are also

evaluating its compatibility with a custom, in-house-developed heterogeneous research com-

puter called Enzian [70], featuring a novel interconnect and a diverse range of unique capabili-

ties. We will delve into Enzian’s offerings, explore how Coyote was adapted to work with this

platform, and conduct performance comparisons between different platforms. This will also

demonstrate the potential for expanding Coyote’s compatibility to other vendors and platforms,

such as Intel, as well as emerging cache coherent interconnects.

Lastly, Coyote’s unique hierarchical dynamic reconfiguration will be examined. It provides

Coyote with the ability to swap shells during runtime while maintaining dynamic application re-

configurability. This hierarchical approach enables us to independently provision active circuits

and efficiently segregate system services from user applications. In essence, it provides us with

a means to construct a hierarchical stack with multiple layers within the FPGA.

3.1 Communication with the Host: The FPGA’s “Lifeline”

One of the primary advantages of heterogeneous systems lies in their ability to adapt to di-

verse workloads. These workloads can be inherently varied and may execute different portions

on separate devices, such as both the CPU and FPGA. Consequently, the communication link

connecting these devices becomes a vital component in heterogeneous systems, as it handles a

substantial portion of data movement. Moreover, while FPGA fabric offers flexibility and high

computational performance, it may not be the most convenient choice for management opera-

tions. In this context, the host CPU plays another important role in a hybrid CPU-FPGA system.

It effectively manages a wide array of administrative tasks and, through its device driver and

interfaces to the FPGA side, controls the overall operation of the entire system. This complete

orchestration is typically achieved through a high-speed communication interconnect.
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In most modern cloud environments, the CPU-FPGA interface is established using PCIe (Pe-

ripheral Component Interconnect Express). This high-speed serial bus standard is employed to

interconnect a wide array of hardware components. One of the notable advantages of PCIe is the

support for various devices, making it a common choice for connecting graphics cards, storage

devices, network cards, and, of course, FPGAs.

PCIe relies on a serial communication method, where data is transmitted one bit at a time across

multiple lanes. This approach results in significantly enhanced data transfer rates when com-

pared to older bus standards. PCIe is further distinguished by its robust error-handling mech-

anisms, encompassing both error detection and correction, which ensure the reliability of data

transmission. Notably, PCIe offers full backward compatibility, enabling newer devices to func-

tion seamlessly with older standards. PCIe is also well-supported by most modern operating

systems, and custom driver development can take advantage of the rich existing API, making it

easier for hardware manufacturers to create drivers for their devices.

This is in sharp contrast to emerging interconnect technologies, which may lack this level of

resilience. PCIe’s robust and adaptable features have made it a trusted and widely adopted com-

munication standard. In summary, PCIe is a versatile and high-performance hardware protocol

that has become a standard for connecting a wide range of hardware components in modern

computers. Its features like scalability, hot-plugging, and compatibility make it a good choice

for interconnecting various hardware devices within a computer system.

Thanks to this versatility, the PCIe protocol is widely utilized in modern FPGAs. Typically,

these connections utilize multiple lanes, each of which is bidirectional (one to transmit and one

to receive). The flexibility of these lanes allows for various configurations to accommodate

different hardware components, with the number of lanes determining the overall connection

bandwidth. FPGAs, known for their flexibility, can easily support most of these configurations.

It’s important to note that all Alveo cards support Generation 3 PCIe with 16 lanes, providing

approximately up to 16 GB/s of theoretical bandwidth. While not the latest standard, these

speeds are more than sufficient for handling modern data center workloads and are in line with

the high-speed network bandwidths commonly found in today’s environments.

Modern FPGAs often integrate a hardened high-performance PCIe core that exposes the PCIe

interface to the FPGA fabric without utilizing any of the fabric’s resources. In the case of Alveo

boards [12], which Coyote is specifically designed to work with, the supported core is the PCIe

integrated block for UltraScale+ devices [33]. This core not only complies with the modern PCIe

standard but also offers extensive customization options to align with specific user requirements.
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3.1.1 Interface: Memory-Mapped or Streaming?

Once PCIe has been established as the communication method, the subsequent question is:

”What type of interface should be constructed on top of it?” One of Coyote’s core goals is

to ensure its versatility across diverse platforms, without any reliance on particular hardware

device or type of interconnect. Consequently, it necessitates the development of a higher-level

interface that goes beyond exclusive dependence on PCIe.

For this reason, the interfaces exposed by the Coyote shell to the platform are primarily based

on derivatives of the AXI protocol. This choice is primarily driven by the widespread adoption

and strong support that the AXI protocol enjoys within the hardware domain. The protocol

offers several advantages, including efficient pipelining that minimizes potential bubbles or idle

cycles, making it particularly well-suited for optimizing data throughput in both memory and

bus transactions.

The protocol essentially depends on a straightforward “handshaking” logic. Data is propagated

only when both the slave-driven valid signal and the master-driven ready signals are asserted. If

the ready signal from the master is not activated, it creates backpressure toward the slave. This is

a way to efficiently manage and control the flow of data within the system, preventing data from

being transferred faster than the receiver can handle. Backpressure ensures that the data transfer

remains efficient and doesn’t overwhelm the system, particularly when there are disparities in

processing or data handling capabilities between different components. It allows for coordina-

tion and synchronization of data flow in a way that maintains system stability and prevents data

loss or errors. This is especially important in Coyote, where various system components can

operate at different clock speeds and different processing rates.

The intrinsic value of the AXI protocol lies in its remarkable flexibility. For instance, it offers

the ability to select different types of accompanying signals, which can aid in stream identifica-

tion, routing, caching information, burst types, etc. This adaptability allows the protocol to be
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finely tuned to align with the specific demands of the system in question. Significantly, the AXI

protocol offers a range of variations, supporting both memory-mapped interfaces, as depicted in

Figure 3.2, and streaming interfaces, as shown in Figure 3.3.

The “Memory-Mapped” and “Streaming” interfaces, both derived from the AXI protocol, rep-

resent distinct flavors of the protocol utilized for data transfers in computer systems. The com-

parison of these two interfaces is outlined below.

Memory-Mapped:

• This interface maps registers and memory locations within the FPGA into the CPU’s mem-

ory address space. As a result, they become accessible over the interconnect, just like any

standard memory locations within the CPU domain. Suitable for any configuration plane.

• It incorporates five channels: two address channels designated for read and write opera-

tions, separate read and write data channels, and a write response channel used to indicate

the completion of write operations. While these additional channels are necessary for the

memory mapping interface, they can notably increase the number of extra bits and signals

which get routed through the FPGA. This can also lead to an increase of the logic em-

ployed to trigger transfers, potentially introducing some overheads and latency, especially

if relying on the CPU initiation.

• On the other hand, the memory-mapped interface provides fine-grained access and is self-

sufficient, eliminating the necessity for resource-intensive DMA. This attribute can be

particularly advantageous for fine-grained workloads requiring precise interactions.

Streaming:

• Data flows continuously in a unidirectional manner, moving from the slave to the master.

This setup is ideal for situations where data is processed on-the-fly. As the name suggests,

it is exceptionally well-suited for throughput-oriented processing where maximizing band-

width is crucial. This type of interface is particularly suitable for various forms of stream

processing, and it excels in scenarios where ”bump-in-the-wire” processing is required, a

common use case for modern FPGAs.

• It typically involves reduced overhead, particularly in terms of resources, as fewer wires

translate to decreased resource usage and less congestion. Additionally, it retains optional

signals (such as TDEST, TUSER or TID) that can be effectively used for any necessary
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identification or routing needs. Furthermore, the streamlined initiation setup can often

result in lower latency in many situations, making it an excellent choice, especially for

bulk processing tasks.

• The streams have to be initiated somewhere and this is typically handled by DMA engines

running in the background. While the overhead of DMA initiation is minimal during

large-scale transfers, for fine-grained random access patterns, the overhead can become

quite substantial.

So which of these two interfaces better fits Coyote?

Coyote primarily concentrates on a “bump-in-the-wire” style of processing. This choice is pri-

marily driven by the proven effectiveness of FPGAs in these specific use cases. Moreover, the

underlying infrastructure that Coyote primarily uses, such as high-performance network stacks

for smart NIC operations, also operate in a stream-based manner [184, 187], and it complements

DMA-style operations quite well. This DMA-style approach to computation provides the benefit

of programming simplicity, as application developers can readily interact with the handshaking

logic for both initiating transfers via descriptors and managing data.

When all of these factors are considered together, streams emerge as a distinct preference for

the data movement within Coyote. They present a notably simpler interface in contrast to full

memory-mapped buses, which in this context do not have many advantages. Additionally, they

effectively reduce the number of signals that traverse the system and, in the end, are exposed

to the user kernels. Simultaneously, the evident advantage of memory-mapped interfaces for

configuration-related tasks within the system (often managed by the host CPU) means that we

utilize memory-mapped buses for comprehensive system management.

3.1.2 The DMA Wrapper

With the decision to construct the data movement interface around streams for both DMA-

initiating descriptors and actual data, coupled with the choice to orient the complete management

layer around memory-mapped buses, the next step is to identify a suitable core that can deliver

this functionality with reasonable resource overhead while ensuring high performance. The

previously mentioned PCIe integrated block encompasses low-level interfaces, and it requires

a DMA wrapper to facilitate higher-level (AXI level) interaction with it. Instead of building it

from grounds up, we choose to employ AMD’s provided XDMA core, which perfectly aligns

with the functionalities needed for envisioned Coyote’s interfaces.
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Figure 3.4: Coyote configuration of the XDMA core

The AMD XDMA core [34] is primarily made to facilitate efficient data transfer between the

host CPU memory and the FPGA fabric. Essentially, it functions as a DMA wrapper layered

atop a PCIe integrated block, which is hardened within the FPGA. The core’s standout feature

is its provision of a DMA interface to the FPGA fabric, along with a range of user-configurable

options that can be tailored to suit the specific requirements of the target system. The configured

XDMA core and its interfaces, used in Coyote, is shown in Figure 3.4.

Operating at a default frequency of 250 MHz, the core features a 64-byte data interface, yielding

a theoretical maximum bandwidth of approximately 16 GB/s.

Additionally, this core supports up to four concurrent stream or memory-mapped channels, with

the caveat that only one of the types can be selected at a time — no combination of both is

possible. Data movement within these channels is controllable both from the host CPU and

from the FPGA, through a dedicated bypass interface, to which descriptors of the transfers can

be passed (through a stream interface) directly from the FPGA fabric.

The bypass interface holds significant importance in the context of Coyote, as it allows the im-

plementation of a shared-memory model. It enables FPGA applications to initiate data transfers

without any reliance on the CPU or the host OS kernel for intervention. It’s worth noting that

these descriptors operate using physical addresses and typically contain information about the

address itself, in addition to the associated length of the DMA transfer.

The core also includes robust support for interrupt management, implementing the MSI-X (Mes-

sage Signaled Interrupts eXtended) technology. MSI-X enables devices to directly send inter-

rupt messages to the CPU through the PCIe, reducing overhead and enhancing system perfor-
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mance. This feature is especially beneficial for high-performance devices with numerous in-

terrupt sources, such as FPGAs. Given the multitude of interrupt sources in Coyote, including

user notifications, page faults, migration completions, reconfiguration, etc. , the MSI-X’s ca-

pability to efficiently manage a large number of interrupt sources becomes absolutely crucial.

Furthermore, MSI-X is well-equipped with operating system support to efficiently handle these

interrupts within device drivers.

3.1.3 The Shell Interface

Coyote exposes various interfaces to facilitate communication and data transfer between differ-

ent components in a system. These interfaces are closely tied to the configuration of the DMA

(Direct Memory Access) wrapper, which is responsible for controlling and managing data move-

ment. We will now explain these interfaces (shown in Figure 3.5) and their connection to the

DMA wrapper’s configuration.

3.1.3.1 Management of the Shell

Memory-mapped access is the preferred method for management operations because most man-

agement tasks involve writing to configuration registers or configuration memory. The DMA

wrapper provides an AXI bypass memory-mapped bus within the FPGA fabric, which is acces-

sible from the CPU via one of the exposed PCIe Base Address Registers (BARs). These BARs

define memory-mapped regions and I/O ports for PCIe-connected devices, enabling communi-

cation with the CPU and system memory. They essentially tell devices where their memory is

located.

58



3.1. Communication with the Host: The FPGA’s “Lifeline”

A significant advantage of the XDMA core’s AXI bypass bus is its generous 64-byte size. This

is particularly beneficial because it can be accessed not only through standard 32-bit or 64-bit

read and write operations but also via intrinsic AVX (Advanced Vector Extensions) instructions.

AVX is a specialized set of instructions designed to enhance modern CPUs’ processing capabili-

ties. It extends the CPU’s instruction set architecture to work with wider registers, often 256 bits

wide, allowing simultaneous processing of multiple data elements. This parallelism is particu-

larly beneficial for Coyote because it allows for faster data transfers to the FPGA fabric. With

AVX instructions, the CPU can pass larger amounts of data with fewer read or write operations,

resulting in improved efficiency and lower overall latency. This primary AXI bypass bus serves

as the main CPU configuration channel. After leaving XDMA, the data path traverses the static

layer and then advances to the dynamic layer, where it is employed for all shell configuration

tasks. This interface is later multiplexed within the dynamic layer to accomodate a range of

configuration spaces.

In addition to the primary AXI bypass bus, XDMA provides a separate AXI Lite bus accessed

through a separate BAR. The AXI Lite protocol is a simplified version of AXI, designed for

straightforward and lightweight communication primarily used for configuration purposes. In

Coyote, we leverage this AXI Lite bus to manage the descriptors used to initiate dynamic recon-

figurations. Since these operations involve significant overhead, the use of a high-performance

bus for initialization is unnecessary, making the AXI Lite bus perfectly suitable for the task.

Control of this interface is managed within the Coyote device driver, where this interface is

memory mapped (ioremap) into the kernel’s virtual address space.

3.1.3.2 Host to FPGA “Streaming” Channel

Host CPU-FPGA communication is crucial for swiftly exchanging data between the compute

units in the FPGA and the host memory. These direct “streaming” interfaces eliminate the need

for additional data copying to local FPGA memories. Many state-of-the-art shells, including

ones deployed in the cloud [208, 30], often lack such interfaces, which necessitates the initial

data copy to the FPGA memory. This copying incurs significant overheads, particularly when

processing requires only one pass of the data. It complicates the pipelining of such processing

and adds to the overhead.

For this reason, Coyote has a dedicated channel which directly moves the data between the user

operators in vFPGAs and the host memory. This channel contains the high-performance data bus

and the accompanying descriptor. The fields provided within each descriptor used for initiating
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Figure 3.6: Streaming channel.

the transfers are shown in the Table 3.1. Along with these fields the descriptor contains the usual

valid and ready handshake signals. The data channel is a conventional 64-byte AXI stream

channel functioning at the native 250 MHz frequency of the DMA wrapper. Subsequently, this

channel is multiplexed to all of the vFPGAs located within the dynamic layer of the shell.

All descriptors used with this channel at the end include physical addresses. These addresses are

obtained by passing through the dedicated memory management unit in the dynamic layer and

through its internal TLBs. As a result, all accesses made by user applications running in Coyote

are done using virtual addresses, ensuring the system’s protection is properly maintained. This

is made possible by the virtualization layer and is a key reason why this channel is typically

absent in state-of-the-art commercial shells (lacking virtualization) that are currently available.

The conventional use of this channel is for stream-oriented processing, where operations usually

involve minimal passes over the data. It is extensively utilized for bump-in-the-wire processing

and is essential for achieving high performance, especially in networking operations such as

RDMA, where avoiding additional data copies is critical.

Table 3.1: Host DMA descriptor structure.

Signal name Size [bits] Description

paddr 40 Starting physical address within the host memory

len 28 Length of the transfer

last 1 Last flag, determines the last packet (assert tlast on the last beat)
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Figure 3.7: Migration channel.

3.1.3.3 Migration Channel

From an organizational perspective, this channel shares the same structure as the streaming chan-

nel, featuring identical descriptors and data interfaces. It is primarily employed when FPGA-

side memory, whether it’s DRAM or HBM, is in use. This usage scenario typically pertains to

large-scale iterative processing models, as seen in applications like machine learning training.

Its primary purpose is to facilitate high-speed data transfer between the host and FPGA memory.

Since migrations are closely tied to the memory model utilized within Coyote, this channel oper-

ates under the complete control of the Coyote kernel driver. While users can initiate transactions

toward/from the FPGA-side memory, migrations are managed from the host. It is important

to note that this channel is active only if the FPGA’s memory stack is enabled; otherwise, it

is tied-off within the dynamic layer. Additionally, the descriptors for this channel do not pass

through the MMU layer as they are controlled from the host kernel which obtains the necessary

translations.

Migrations are typically operations which are not on the critical path, whereas the streaming

channel is (transfers data directly for application hardware). Ideally, the distribution of band-

width between the streaming and migration channels should favor the streaming channel. How-

ever, XDMA lacks native support for managing bandwidth ratios between channels, and both

channels are given the same priority. An alternative approach in Coyote is to use a single host

channel multiplexed into these two channels. The custom multiplexer within Coyote prioritizes

the streaming channel. While this option can optimize bandwidth allocation for the critical path,

it does come at a slight overall bandwidth cost due to the reduction in available XDMA channels

(it does offer some resource usage advantages). It’s important to note that this is not the default
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configuration in the supplied static layer of Coyote but rather an optional configuration.

3.1.3.4 Utility Channel

The third and final channel used in Coyote is the utility channel, exclusively reserved for system

management operations. Unlike the other two channels, this one serves system-level functions,

and while it is bidirectional, the two directions have distinct purposes.

Bitstream Loading

The data stream from the host to the card serves the purpose of loading bitstreams stored in the

host DRAM. These bitstreams are subsequently transmitted to the reconfiguration controller.

Bitstream loading, much like migrations, is under the complete control of the host Coyote driver,

eliminating the need for translation of virtual addresses (handled within the kernel module).

These bitstreams are usually loaded in larger chunks (typically 2 MB in size), which means they

don’t require an excessive number of descriptors transmitted from the host. Therefore, they are

loaded via the AXI Lite bus, which manages the configuration slave registers in the static layer.

It’s important to note that the throughput of this controller is significantly lower (typically reach-

ing up to around 1 GB/s), compared to the PCIe bandwidth. As a result, this channel has a limited

impact on the overall distribution of PCIe bandwidth.

Writeback Functionality

The other direction in this utility channel serves the purpose of the writeback functionality within

Coyote (illustrated in Figure 3.8). Writeback functionality enables the CPU to periodically check

the host memory for completion status counters. These counters are updated whenever transfers

are completed, signifying successful data delivery to/from the end users. This mechanism is

crucial because it facilitates efficient polling. User applications are no longer required to use the

PCIe to check for completion events, reducing the overall PCIe bandwidth wasted.

By default, the XDMA core supports the writeback feature and comes with internal registers

for configuring read and write counters for each channel. These counters are linked to specific

locations in the host memory. However, in Coyote, the situation is more complex. Not only do

we have completions for the streaming channels, but also have dedicated channels between the

vFPGAs and the FPGA memory, which are not exposed to host DMA and are unrelated to PCIe.

Similar story applies to the network completion events. In Coyote, we need to keep the host

counters updated for all these services, in addition to monitoring any migrations that may have

taken place.
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Figure 3.8: Writeback functionality

Furthermore, one of Coyote’s notable features are Coyote threads running concurrently in each

of the vFPGAs. Each thread of execution possesses a unique identifier and may belong to an

entirely different user process. Consequently, we need to separate counters for each of these

threads. To accommodate this added complexity, Coyote employs a separate channel (card to

host) to maintain up-to-date completions for all transfers and all services, across all Coyote

threads. These updates involve writing only single 4-byte values (counter values) back to the

host, which utilizes only a small portion of the total PCIe bandwidth.

3.1.3.5 Interrupts

Interrupts are essential in computer systems because they enable real-time responsiveness. In

the context of Coyote, interrupts are crucial as they serve as the primary mechanism for in-

forming the host CPU about significant events happening within the FPGA. Coyote utilizes a

variety of interrupts to cover critical system events, including the detection of page faults within

the MMU, invalidation events and completion events, particularly for operations that involve

longer processing times (TLB invalidations, migrations, dynamic reconfiguration, etc.). These

interrupts ensure efficient handling of key events within the system.

The interrupts can originate from both the static layer and the dynamic layer. The primary

purpose of the interrupt from the static layer is to inform the host CPU about the completion of

dynamic reconfiguration. This process can be time-consuming, typically taking milliseconds,

making polling highly inefficient and wasteful of CPU cycles. In the dynamic layer, interrupts

from all the vFPGAs are consolidated. Parallel lines are utilized to allow efficient concurrent

processing of interrupts for all vFPGAs in the host Coyote driver.
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Figure 3.9: Interrupt lines within Coyote

The DMA wrapper core supports up to 32 interrupts, but only up to 16 of them are exposed to

user logic in the FPGA. The remaining interrupts are reserved for internal wrapper functions

like descriptor completions.

In the context of Coyote, where multiple parallel hardware processes (vFPGAs) are in use,

and each vFPGA can generate various interrupts, careful management of these 16 available

interrupts is essential. To avoid running out of interrupt lines, multiplexing is employed within

each vFPGA. The interrupts in each vFPGA are multiplexed based on predefined priorities. This

approach ensures that only one interrupt line is used for each vFPGA. To identify the type of

interrupt and any additional information it carries, configuration registers present in each vFPGA

are read from the CPU. This configuration allows for parallel processing of vFPGA interrupts

within the kernel module, optimizing the management of interrupts at the OS level.

Upon receiving the interrupt, the driver initially reads all the information contained in the inter-

rupt and promptly proceeds to handle it. Explanation of the interrupts within Coyote are given

below and are ordered by descending priority:

1. Migration completions (offload and sync operations) - These interrupts are triggered

upon the completion of a migration process when they wake up the waiting thread (List-

ing 3.1). Migrations involve transferring pages from the host to the FPGA-side memory

(offload operation) or moving data in the opposite direction (sync operation). These inter-

rupts are assigned the highest priority because they are directly related to data movement.

While migrations are generally not on the critical path, they remain closely linked to ap-

plication execution.
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2. Invalidation completions - These interrupts inform the host Coyote driver that the TLBs

have been updated, indicating the successful completion of the latest invalidation request

from the host. While TLB invalidations may seem straightforward, they can have quite

a few nuances and carefull handling is necessary. It’s crucial to wait for any “in-flight”

transfers related to the pages currently being invalidated to be completed before proceed-

ing with invalidation in the host OS MMU. Hence, interrupts are crucial in this scenario

since this operation can be time-consuming.

3. Page faults - Page faults are a fundamental element of Coyote’s shared virtual memory

model. Given the asynchronous nature of this operation, interrupts are crucial for proper

management (Listing 3.2). Interrupts play the vital role of notifying the driver about

page faults and provide essential information such as addresses, length, and identifiers for

each page fault. Subsequently, based on this information, the driver can initiate various

scenarios to resolve them, including potential migrations, TLB updates, or the insertion of

new mappings.

4. User notifications - This interface enables user applications in hardware to inform soft-

ware applications running in the user space about specific events occurring in the vFPGA.

It serves as an arbitrary notification mechanism available to hardware applications, allow-

ing them to send asynchronous messages to the user space. As this is only a notification

mechanism, as such it has the lowest priority.

Listing 3.1: Waking up the thread that sleeps for completion.

1 // Completion of an offload operation (migration)

2 atomic_set(&d->wait_offload , FLAG_SET);

3 wake_up_interruptible(&d->waitqueue_offload);

4 return IRQ_HANDLED;

Listing 3.2: Schedule a work queue task.

1 // Page fault, deffered work

2 irq_pf->d = d; fpga_read_irq_pfault(d, &irq_pf);

3 INIT_WORK(&irq_pf->work_pfault , fpga_pfault_handler);

4 return IRQ_HANDLED;

The interrupt is managed through the Interrupt Service Routine (ISR). This ISR operates within

the interrupt context, a dedicated state where the CPU suspends its current task to address the

interrupt. It’s critical for this context to be brief; the service routine should efficiently enter,

examine the interrupt status, schedule the appropriate work queue, and exit promptly, all without
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invoking any sleep functions. Subsequently, the hardware is promptly notified that the interrupt

has been handled, and the worker thread executes the callback function within the device driver

that resolves the interrupt at a deferred time. This approach ensures efficient interrupt handling

with minimal disruption to ongoing processes.

3.1.4 Device Driver

The host device driver is a vital element in the Coyote system. It is a software component that

operates within the Linux kernel, serving as an intermediary between the computer’s operating

system and the FPGA, including its full array of peripherals. Essentially, the driver acts as the

interface that enables communication and interaction between user applications running in the

user space on one side and the hardware applications in vFPGAs on the other side. During

runtime, the driver manages the entire FPGA device, handling various tasks such as memory

mappings, dynamic memory allocations, page faults, and partial reconfigurations. This compre-

hensive driver-side management ensures the seamless operation of the overall system.

After compiling the driver, the first step is to insert it into the host operating system as a loadable

kernel module. This action must be performed by a privileged user. This insertion follows the

loading of the bitstream image containing the static layer of the shell and a subsequent rescan

of the interconnect. Once the interconnect is initialized inside the driver, it is able to be used

to read the loaded configuration within the FPGA. Both the configurations of the static layer

and the currently loaded dynamic layer are read. It’s worth noting that the dynamic layer can

be swapped during runtime, and these changes are initiated through a system call. The driver

handles all the intricate aspects of this process, making it possible to reload the shell without the

need to re-insert the driver or take the system offline.

Crucially, the driver sets up all the required device structures to enable and support the operation

of all virtual FPGAs. Additionally, for each vFPGA, the driver creates a separate character

device file. These device files serve as a communication bridge between the user space and the

driver. This communication is enforced through traditional system calls like: open, close, mmap

and ioctl.

The base device structure in the driver is the structure built around the interconnect. In a PCIe

attached device this structure will be initialized by the probe function that identifies and initial-

izes the hardware device when it is detected in the host CPU root node. It plays a crucial role in

the device discovery process and allows the kernel to match the FPGA with the Coyote driver.
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Figure 3.10: Device driver architecture and platform modularity.

An important consideration during the design of the Coyote driver was to create it in a way that

minimizes its dependency on the specific underlying platform and interconnect being used. This

design approach was crucial to ensure the portability of the overall system. The driver’s archi-

tecture is illustrated in Figure 3.10. It can be seen that the main driver data structure encapsulates

the underlying platform, while the interface to the rest of the driver code remains independent

of these specifics, thereby guaranteeing a high degree of portability.

3.1.5 Cross-Platform Compatibility

The platform interface presented in Coyote, as discussed in previous sections, is intentionally

designed to be platform-agnostic. Although we have made certain protocol choices, such as

adopting the AXI protocol, this protocol is widely recognized in the hardware industry and

inherently adaptable to various platforms. This adaptability allows us to seamlessly integrate

these interfaces into different hardware environments as required.

While our current solution involves using the XDMA wrapper core from AMD on top of PCIe

as it satisfies all feature requirements, it’s essential to emphasize that we are not bound by it.
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The XDMA core does come with a range of additional features, such as scatter/gather descriptor

chaining, external control through AXI slave interfaces from the FPGA fabric, internal writeback

functionality, memory-mapped data movement, etc. However, most of these features heavily

rely on the XDMA driver provided by AMD. In Coyote, we do not use this driver; instead, we

rely on our own driver that implements a Coyote-specific set of features. From the core’s feature

set, we rely on the descriptor bypass for transfer initiation, the memory-mapped AXI control for

management purposes, and the MSI-X interrupt support.

This means that the XDMA core can easily be replaced by a custom DMA wrapper tailored for

Coyote’s functionality. This wrapper could then be integrated on top of the platform-specific

interconnect, offering flexibility and adaptability to different hardware platforms.

3.2 Enzian

To demonstrate Coyote’s versatility on various platforms, we successfully ported it to our in-

house developed Enzian system. Enzian [70, 101], shown in Figre 3.11, is a purpose-built

computer designed for systems software research. It combines a robust server-class CPU with

a sizable FPGA in an asymmetric NUMA (cache-coherent Non-Uniform Memory Access) con-

figuration.

The key feature that sets Enzian apart is its high-performance, low-latency ECI (Enzian Co-

herency Protocol) interconnect. In contrast to traditional PCIe-based shells that prioritize through-

put but introduce latency due to PCIe overheads, the ECI protocol is a native inter-socket cache

coherence protocol designed to seamlessly integrate with the host ARM CPU. This unique de-

sign ensures that the FPGA is closely and efficiently connected to the CPU, going beyond the

role of a standard PCIe-attached device. Instead, the FPGA operates as an additional NUMA

node, elevating it to the status of a first-class citizen in this heterogeneous system.

3.2.1 A Research Computer

Key emphasis during the Enzian design process was a no-compromise approach to features. En-

zian, architecture depicted in Figure 3.12, is a two-socket asymmetric system. One node features

a 48-core Marvell Cavium ThunderX-1 ARMv8 CPU operating at 2.0 GHz. This chip addition-

ally includes various on-die accelerators, such as cryptography and networking components with

internal switching capabilities.
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Figure 3.11: Enzian board.

The CPU is equipped with 128 GiB of DRAM distributed across four DDR4 channels. On the

reconfigurable side, the second node is a Xilinx XCVU9P Ultrascale+ FPGA. This FPGA boasts

four DIMM slots with collective support for up to 1 TiB of DDR4 DRAM. It’s connected to the

CPU via the CPU’s native coherent interconnect, using 24 10 Gb/s lanes with a total theoretical

bandwidth of 30 GiB/s in each direction.

Enzian’s abundant networking capabilities make it particularly suitable for networking tasks.

The CPU node provides two 40 Gb/s Ethernet interfaces, while the FPGA node offers four 100

Gb/s Ethernet links. This extensive bandwidth on the FPGA side opens the door to intriguing

research possibilities, going beyond the traditional usage of the FPGA as a smart NIC. Further-
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Figure 3.12: Architecture of the Enzian computer.

more, the FPGA node includes a PCIe x16 slot and a single NVMe connector, allowing the

addition of extra devices, such as external accelerators or storage devices.

Enzian’s research-oriented design offers an additional advantage in the form of comprehensive

built-in monitoring system support. Enzian incorporates a dedicated measurement circuit ca-

pable of monitoring and controlling voltage regulators across all power rails with remarkable

precision. This capability holds significant value for FPGA research, particularly in addressing

one of the frequent assertions within the FPGA community—namely, the potential for lower

power consumption and increased efficiency when compared to other accelerators [173, 149].

Enzian’s extensive monitoring support serves as a valuable tool for assessing and substantiating

these claims.

Moreover, it’s worth noting that Enzian is open-source, which means it offers a rare and expan-

sive platform within the research community that can be thoroughly explored without constraints

or cost.

3.2.2 Cache Coherent Interconnect

A key feature of Enzian in comparison with commercial hybrid CPU/FPGA server platforms

is that CPU and FPGA are connected via the CPU’s native inter-socket cache coherence proto-
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col, rather than PCIe. In compairson to PCIe based systems, this closer coupling between the

CPU and the FPGA within Enzian provides a much lower latency which benefits finer grained

workloads to a much higher extent.

The Enzian Coherence Interface (ECI) is structured around the MOESI protocol, featuring 128-

byte cache lines. This protocol enables cache lines to be cached on either the home node or the

requesting node. Furthermore, it provides support for non-cached small I/O reads and writes,

along with inter-processor interrupts. These features are of great importance in the context of

Coyote as they are utilized to establish the aforementioned interfaces Coyote shell requires. It’s

important to note that the system’s physical address space is statically allocated between the

CPU and FPGA. This allocation allows us to structure the FPGA address space in a manner that

aligns with Coyote’s internal organization.

Within the Enzian project, additional work was done to enable FPGA applications to directly

interact with a cache coherence protocol in a more flexible manner than simple coherence as-

sumptions. This work [175] implemented directory controllers, which abstract much of the pro-

tocol complexity, offering a portable interface for application logic to access memory coherently

alongside the CPU and, importantly, interact with the CPU’s Last-Level Cache (LLC).

This solution consists of hardware components that can be instantiated on an FPGA to provide

a simplified interface for user logic, coupled with an OS kernel module that allows convenient

access from CPU software. The key concept was to modularize and simplify the complexity of

the coherence protocol into scalable and reusable hardware units.

The primary goal of these directory controllers is to facilitate cache-coherent FPGA and CPU-

side memories. The fundamental concept here is to enable additional processing to be pipelined

on top of the coherent FPGA-side memory, where various acceleration circuits could be ex-

plored. However, this approach is designed for scenarios where the CPU primarily manages

transactions on a cache-line basis.

This model, however, differs from the one employed in Coyote, which aims to provide mastering

capabilities on both the CPU and FPGA sides. This FPGA-side mastering capability is a signif-

icant advantage in Coyote, as it (along with the overarching shared memory model) enables the

integration of complex stacks requiring FPGA side mastering capabilities, such as the RDMA

network stack. For this reason, Coyote does not use directory controllers on Enzian, as their

general memory model does not align with Coyote’s.

Instead, Coyote’s interfaces are integrated on top of our custom DMA wrapper, which is built

on the low-level Enzian ECI link. This bidirectional link utilizes 32 lanes, twice the number of
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Figure 3.13: Enzian-Coyote interfaces.

transceivers required for traditional PCIe integrated block on AMD cards. An essential feature

is that all accesses made from Coyote are fully coherent with the host CPU caches. This, along

with lower latency and higher throughput of the link provides Coyote with a powerful advantage

in comparison to traditional PCIe-based systems when running on Enzian.

Ultimately, the development of the DMA wrapper, the integration of Coyote’s AXI interfaces,

and the adaptation of Coyote’s device driver served as a valuable test to assess the portability of

Coyote to other platforms.

3.2.3 Coyote on Enzian

We won’t delve into the inner working of the ECI link architecture. For Coyote, what matters

most is the interface this link provides. This interface is depicted in Figure 3.13 and is structured

around the concept of virtual channels. Coyote utilizes eight of these virtual channels, with four

serving as request channels and the other four as response channels. The ECI consists of two

parallel links, and to maximize bandwidth, both links need to be utilized in conjunction.

The read or write command transmitted through the read request or write request channel is

a single 8-byte word. In the read request channel, only this word is present, while in the write

request channel, the word is accompanied by the cache line that is being written with the request.

This command is issued through a standard AXI stream interface and, therefore, is accompanied

by the combination of valid and ready handshake signals. The command’s structure is illustrated

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Address [31:0]
Opcode xb3, xb1 Req. ID Dmask ns, xb5 Address [39:32]

Figure 3.14: Enzian request command bit layout (64-bit)
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in Figure 3.14. The important fields, for Coyote’s operation, within the request command are

the opcode, the address and the id fields.

The opcode field is utilized to instruct the ECI with a specific operation. The proprietary co-

herency protocol contains a vast number of different operations with different caching behaviors

that can be exploited. In Coyote, we rely on the two operations shown in the Table 3.2.

Table 3.2: ECI read and write operation codes

Opcode Operation Description

MREQ RSTT Write Remote store immediate, don’t cache anywhere

MREQ RLDT Read Remote immediate

These operations facilitate data movement in both directions and are sufficient for all host data

operations in Coyote. Both of these operations respect the current caching state in the CPU

cache hierarchy. This means that if writes are in process, data within them will not be cached if

it’s not already in the cache. However, if the data is already in the cache, it will be updated, thus

preserving the cache coherency on the host CPU side. The same applies to reads; the read data

will be the most up-to-date, including the data residing within the CPU caches. Therefore, no

flushing or other explicit updates to the CPU caches are needed.

The address field in the ECI protocol contains the physical address of the data in the host mem-

ory. This field is 42 bits wide, with the most significant two bits indicating the target node. The

ECI protocol has the flexibility to connect up to 4 NUMA nodes together, but since Enzian is

a two-node machine, these two bits can be disregarded within Coyote. The remaining 40 bits

represent the actual DRAM offset within the host node.

This address needs to adhere to a specific aliasing pattern, which is employed to enhance the

cache locality of data in the CPU caches. The aliasing process takes place within the L2 cache,

so all accesses originating from the FPGA node must have their addresses aliased accordingly.

This modification should be applied to all the descriptor addresses provided by Coyote. The

operation involves only simple XOR operations and can be easily done combinatorially. The

code representing the address field conversion is shown in Listing 3.3.

The id field in the ECI protocol is a 5-bit field used to assign a specific identifier to each cache-

line transfer sent to the ECI. This field is important because there are no guarantees regarding

ordering within the ECI. As a result, the responses to subsequent transfers can be reordered

freely. This out-of-order operation is a necessity within the ECI to achieve any meaningful per-
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formance. The ECI allows the users to issue multiple in-flight read or write requests, rather than

just rely on slow sequential transactions. As indicated by the 5-bit field, up to 32 reads and 32

writes can be issued independently, with each request tied to a particular ID. The corresponding

response will have the same ID for identification purposes.

Listing 3.3: The aliasing of ECI physical addresses within Coyote.

1 // Address aliasing

2 always_comb begin

3 aliased = 0;

4 aliased[32:13] = non_aliased[39:20];

5 aliased[12:8] = non_aliased[19:15] ˆ non_aliased[24:20]; // XOR operations

6 aliased[7:5] = non_aliased[14:12] ˆ non_aliased[27:25];

7 aliased[4:3] = non_aliased[11:10] ˆ non_aliased[24:23] ˆ non_aliased[13:12];

8 aliased[2:0] = non_aliased[9:7] ˆ non_aliased[22:20] ˆ non_aliased[14:12];

9 end

However, the out-of-order operation provided by the ECI in most cases is not that useful for

end users, particularly in scenarios where applications rely on strict ordering guarantees (which

is coincidentaly the case for most user applications running in FPGAs). While Coyote offers

the option for heavy interleaving of transfers, it ensures that transfers within a single descriptor

are always maintained in order. Therefore, a reordering stage, tracking all in-flight transfers, is

needed. This id field is used to implement this operation in Coyote.

Each individual in-flight transfer within the ECI has a fixed size, equal to a single cache line,

which is 128 bytes. This cache line size differs from the traditional 64-byte cache lines com-

monly used. Coyote was designed to accommodate these 64-byte cache lines, and all the buses

are appropriately sized. Moreover, the 64-byte data buses align well with the limits of the current

FPGA fabric potential, such as the transceiver interfaces (e.g., PCIe, QSFP) that are typically

designed to handle data rates of 100 Gbps. System clocks in modern FPGAs typically range

from 250 to 350 MHz, and these buses are sized to efficiently utilize the available bandwidth for

these frequencies. To optimize the performance of these 100 Gbps interfaces, the appropriate

bus size can be roughly estimated as follows:

bus size in bits ≈
100 [Gb/s]
300 [MHz]

= 100 [Gb/s] · 3.33 [ns] = 333 [b]

This equation considers the maximum link utilization, and achievable real-world throughput is

typically lower [95]. The rough estimate from this equation is 333 bits, thus considering the

difference between practical and theretical bandwidths, it’s safe to assume the rounded size of

512 bits, making it an appropriate and commonly used bus width for modern FPGA designs.
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Figure 3.15: Hih level overview of the Enzian DMA wrapper within Coyote.

This is also the exact size of the bus found in PCIe hardened block for AMD FPGAs, aligning

with practical design considerations.

On Enzian, the 128-byte bus width follows the cache line size of the ECI. It thus maximizes

performance from the two 64-byte links. The ECI specification provides a maximum theoretical

bandwidth of ≈ 23.8 GB/s, although in practice, the achievable bandwidth is slightly lower.

The 128-byte bus is indeed overprovisioned, as theoretically, this bus operating at 300 MHz is

capable of achieving nearly 38 GB/s.

To optimize routing resources and reduce congestion in Coyote, the decision was made to use a

traditional 64-byte bus and perform the necessary data width conversion. To approach the opti-

mal bandwidth of the link, Coyote has to be used with a slightly higher system clock. Operating

at 350 MHz allows Coyote to come close to saturating the ECI link, as will be demonstrated in

the benchmarks (Section 3.2.5).

3.2.4 Enzian DMA Wrapper

The Enzian DMA wrapper is designed to bridge the gap between the out-of-order virtual chan-

nels in the Enzian ECI and the descriptor-oriented AXI interfaces used in Coyote. The archi-

tecture of this DMA wrapper is illustrated in Figure 3.15. The DMA wrapper is fully pipelined,

ensuring that it doesn’t introduce any bandwidth related bottlenecks. While it does add some

latency, Coyote primarily targets throughput-oriented workloads, so the slight additional latency

is not a significant concern. The DMA wrapper is the sole hardware module within Coyote that

exhibits platform-specific characteristics.
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Arbitration Stage

The first stage within the DMA wrapper, which interfaces with standard Coyote shell, is an

arbiter stage where the three existing channels in Coyote are multiplexed into a single ECI wide

channel. Arbitration is handled using a priority scheme where the highest priority is given to

the streaming channel, followed by the migration and utility channels. Since this stage is before

the reordering stage, the arbiter can assume that, at this point, all transfers will be executed

in-order. This, along with the fixed arbitration scheme, simplifies the arbiter design, which is

based on queuing up the channel requests for all of the in-flight transfers and then relying on the

information within these queues to process the responses. After the arbitration is performed, the

channel is passed into a dedicated data width converter, which converts the channel size from

64-byte to 128-byte, as used by the ECI link.

The DMA Engine

The next stage within the wrapper is the actual DMA stage where the conversion between the

AXI stream protocol and full AXI memory-mapped interface is performed. As explained earlier,

Coyote is based on the notion of a streaming interface, while the ECI link operates with cache-

line granular accesses that are memory-mapped. The conversion between the stream channels

and their descriptors to the memory-mapped AXI bus is thus needed at this stage. For this

purpose, we implement a DMA engine that effectively handles the protocol conversion between

these interfaces. The core is highly parametrizable and provides high throughput transfers with a

parameterized number of in-flight requests, as well as support for cache line unaligned transfers.

At this stage, once the requests leave the DMA engine, they are traditional AXI memory mapped-

requests. Each request can be a burst request, which means that multiple incremental cache lines

might be requested at once. This burst capability is used to enhance data transfer efficiency.

Register Slicing

It’s worth noting that additional register slices are a crucial part of the overall pipeline structure.

This practice is not unique to this context but is a common feature in Coyote and FPGA designs

in general. The purpose of these register slices is to minimize inter-module wiring lengths,

making it easier to meet stringent timing requirements.

The strategic placement of these slices is of paramount importance, particularly in multi-SLR

(Super Logic Region) FPGAs like the ones Coyote runs on. In these multi-SLR FPGAs, indi-

vidual FPGA dies, or SLRs, are interconnected via specialized, resource-limited pathways. As a

result, optimizing register placement near these interconnections is essential to minimize delays

and resource usage. Although these slices add some latency (typically 1 - 3 clock cycles per
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slice, depending on the configuration), they don’t impact the bandwidth and do not introduce

any bubble cycles.

Reordering Stage

The subsequent reordering stage is the central processing stage responsible for adapting the pro-

tocol between Coyote and ECI, shown in the Figure 3.16. This stage’s function is to take incom-

ing AXI requests, which may contain multiple bursts, and split them into individual memory-

mapped requests, which are then directed to separate request channels. It’s important to note that

both read and write operations have two parallel virtual channel interfaces that can be utilized

concurrently thus typically two individual requests for each of these will be generated at a time.

The primary purpose of the reordering stage is to keep track of all in-flight requests and allocate a

unique identifier to each of them. This supervision of requests and their corresponding identifiers

is managed within a circular reorder buffer, as depicted in Figure 3.17. The role of this buffer is

to supervise the out-of-order execution of read or write requests, ensuring that their sequencing

is preserved. This guarantees that responses are sent back to the shell in the correct order, even

if the requests were executed out of order to enhance performance.

The circular reorder buffer comprises 32 entries for each virtual channel, allowing for a total of

64 operations to be outstanding for both reads and writes, given that there are two parallel virtual

channels for each. Additionally, this buffer serves the crucial function of providing backpressure

to upper layers when necessary.

The memory-mapped AXI bus entering the reordering stage includes extra signals not present

in the lower ECI stack layers. For instance, after each read operation, the last transfer must have
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its last flag asserted. However, the ECI does not provide this specific information. Therefore,

this supplementary information (along with any other) is stored within the circular buffer and is

attached to every response. The operation of the reorder buffer is shown in the Figure 3.17.

Virtual Channels

In the final stage, conversion to virtual channel interface takes place. Although the official AXI

bus protocol is still used, it no longer contains advanced signals such as burst, cache, rlast, etc.

This is because all transactions essentially become single load/store instructions at this point.

The only remaining tasks are to package the address information, the identifier information into

the virtual channel headers, and provide data if the operation is a write. All other functions, such

as managing the virtual channels, arbitration, and coordination with additional ECI messages,

are handled by the lower layers of the ECI stack.

Other Interfaces

Regarding other interfaces used by Coyote, such as interrupts and the management memory-

mapped (bypass) bus, these are (to some extent) provided by the ECI stack.

For example, interrupts are supplied in a raw physical format rather than a message-signaled

format. While message-signaled interrupts similar to traditional MSI-X do exist within the ARM

cores on Enzian, they have not been extensively explored at the time of writing this thesis.

Consequently, Coyote can currently only rely on the physical interrupt lines exposed by the ECI

to trigger the interrupt controllers on ARM cores.

As for the memory-mapped management (bypass) bus, the current version of Enzian offers only

an 8-byte wide AXI Lite bus. This, along with the large address space exposed in the FPGA, is

more than sufficient to handle all configuration requirements within Coyote. However, it’s im-

portant to note that this bus has lower throughput compared to the full-fledged AXI bus supplied

by the XDMA core on AMD platforms. The reason for not implementing a full AXI bus within

78



3.2. Enzian

the ECI core on Enzian is that AVX instructions needed to enhance the bus throughput are not

supported on Thunder-X ARM cores in the same manner and through the same libraries as on

x86 architectures. Similarly to interrupts, SIMD instructions are available in these ARM cores,

but come in their own flavour and integration of these libraries into Coyote was not yet explored,

leaving this as potential future work for Enzian’s Coyote port.

Driver Adaptation

As discussed in the device driver section (Section 3.1.4), minimal changes are required in the

overall driver architecture to ensure compatibility with the ECI on the Enzian platform. This

adaptability is primarily due to the driver architecture’s modular design, which separates criti-

cal driver functions from platform-specific elements, offering a platform-agnostic interface for

higher-level functions.

There are, however, a few notable distinctions on the Enzian platform which require examina-

tion. First, Enzian lacks support for message signaled interrupts, which are extensively utilized

in the base Coyote driver for interrupt registration and detection. On Enzian, only physical in-

terrupt lines are available (for now), and their limited number places constraints on the driver.

The optimal approach to handling interrupts on the Enzian platform is an area that might receive

(hopefully) more attention in the future.

Second, there is an absence of the conventional AVX high-performance bus on the Enzian plat-

form. This, however, does not impact the design of the driver extension, as this functionality

is exclusively used from user space, where dedicated memory regions are memory-mapped for

direct access. Therefore, no driver-level adaptation is necessary.

It’s important to note that the Linux kernel’s support for PCIe offers a comprehensive array of

well-established functions and structures for PCIe-attached devices, encompassing probing, de-

vice detection, registration, memory mapping, memory allocation, and more. However, when

working with the ECI link, which lacks the extensive support of PCIe (and, in fact, lacks broader

system software support in general), developing a platform-specific device driver extension be-

comes a more intricate task. Some functionalities present in PCIe, such as automatic hardware

detection, dynamic driver loading/unloading, driver binding, power management, and error han-

dling, are not directly available. As a result, the driver extension is implemented at a more

rudimentary level and relies on a simpler interface to interact with the device, mainly through

global structures via an I/O-mapped memory region.

A similar situation could potentially arise with many new interconnect technologies that are

emerging, such as CXL, CCIX, QPI, UPI, and others. While these interconnects offer hardware
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advantages and improved performance, their complexity and the absence of robust software

support might pose significant challenges when implementing higher-level systems and applica-

tions on top of them. It’s thus essential to think about the gap between cutting-edge hardware

and well-established system software to maximize the potential of these interconnects.

3.2.5 Link Evaluation

In this section, we will conduct a performance comparison between Coyote on the Enzian plat-

form and a conventional PCIe-based Alveo data-center card [15]. The objective is to demon-

strate the advantages of the ECI link, which offers low latency and high bandwidth, and to

validate Coyote’s adaptability to different platforms. This evaluation also aims to establish En-

zian as a viable research platform for heterogeneous systems. Through this evaluation, we will

also reaffirm how the standardized interfaces in both hardware and software play a crucial role

in ensuring the portability of the Coyote system.

This test aims to compare the performance of the ECI link to the traditional PCIe link while

using the same Coyote shell configuration on both links.

It’s important to note again that ECI utilizes two parallel links, each having a theoretical band-

width of around 12 GB/s. They contain 24 lanes in total. In contrast, PCIe operates with only

one link (16 lanes), which is not bifurcated. Initially, it might seem that this configuration pro-

vides an unfair advantage to Enzian, but it’s important to acknowledge that this distinction is

inherent to the design of these interconnects.

In this benchmark, we will assess both read and write operations, obtaining both the latency and

throughput measurements across a range of transfer sizes. Specifically, we will benchmark the

FPGA’s read and write operations using uncached, coherent, cacheline-sized transactions, all

occurring over the ECI link to the host CPU memory. Notably, all transfers are initiated from

the host CPU, thus the latency measurements include communication overheads. For this reason

the latency graphs do not show the minimal latencies of the links.

We will conduct a comparative analysis between the Enzian platform and an AMD Alveo u55c

data center card [15], using identical benchmarks for both platforms. The Alveo card is in-

tegrated into an Intel Xeon server, utilizing a 16-lane PCIe Gen3 connection that provides a

maximum theoretical bandwidth of 16 GB/s per direction. Our measurements will involve eval-
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Figure 3.19: Latency comparison between ECI and PCIe links in Coyote.

uating the real data throughput and latency for different transfer sizes, with each measurement

being based on an average of 10,000 runs.

Figure 3.18 illustrates the comparison of read and write throughputs. Enzian consistently sur-

passes the PCIe-based baseline platform in both read and write operations. The pronounced

advantage of the higher bandwidth link is apparent and offers significant benefits for workloads

requiring direct access to host memory. Furthermore, the increased bandwidth enables the sup-

port of a greater number of vFPGAs and user applications, with each application enjoying a

larger share of the total bandwidth. It’s essential to highlight that for smaller transfer sizes, En-

zian proves to be a more efficient platform as well, even in batched workloads, primarily due to

its lower latency.

Additionally, the overall latency (as shown in Figure 3.19) for ECI, is approximately half that of

PCIe. Notably, large ECI transfers consist of a sequence of essentially independent low-latency
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cache line transactions. In contrast, PCIe is designed for throughput, involving an upfront cost

to set up large transfers. ECI’s superior performance in cache-line sized transfers is particularly

valuable for applications that do not involve extensive bulk data transfers, such as fine-grained

graph processing algorithms.

It’s also worth examining the differences in resource consumption between the Enzian platform

and traditional PCIe devices. In this part of the experiment, we compare Enzian, which employs

the xcvu-9P FPGA chip, to Coyote running on an AMD vcu118 development board [20]. This

board was chosen because it features the same FPGA chip as Enzian (same resource distribution,

but with a different speed grade), providing the most accurate basis for comparison.

Table 3.3 presents the FPGA resource consumption of the Enzian DMA wrapper combined with

the ECI core, as well as the XDMA wrapper alongside the PCIe integrated block. It’s important

to note that the PCIe integrated block is a hardened core, meaning it doesn’t utilize any of the

FPGA fabric. In contrast, the ECI lacks such hardening and relies entirely on the FPGA fabric.

The fact that the ECI link utilizes significantly fewer resources (almost half of the CLBs) while

delivering a performance advantage is surprising. This can likely be attributed to the additional

features of XDMA, most of which are not actively utilized in Coyote. This serves as further

validation that exploring a custom DMA wrapper for Coyote on Alveo platforms should be

considered.

The overall results highlight some of the benefits that can be obtained by adopting a new design

perspective. By considering the FPGA as being on par with the CPU, Enzian can attain distinct

performance trade-offs that can greatly advantage numerous application classes.

Significantly, these experiments demonstrate that Coyote is portable and can operate on a variety

of platforms with highly distinct interconnects that lack many common characteristics.

Table 3.3: DMA wrappers - resource usage comparison.

Hardware Platform CLBs LUTs Registers Block RAM

Enzian DMA wrapper 7322 (4.95 %) 46 742 (3.95 %) 30 241 (1.28 %) 71.5 (3.31 %)

vcu118 XDMA wrapper 14 106 (9.5 %) 69 403 (5.87 %) 64 773 (2.74 %) 96 (4.44 %)
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3.3 Hierarchical Dynamic Reconfiguration

Now, let’s return to the architecture of the static layer and explore the second major module

within it, the dynamic partial reconfiguration. This feature enables the temporal sharing of the

FPGA, and presents one of the most substantial advantages these devices possess, adding large

level of flexibility (especially when compared to traditional ASICs).

Partial reconfiguration allows specific regions of the FPGA to be modified or reconfigured while

other parts of the device continue to operate without disruption. This is a departure from full

reconfiguration, where the entire FPGA is reprogrammed. In the case of full reconfiguration,

the entire system must be taken offline as critical infrastructure within the FPGA is reinitial-

ized. This incurs significant overhead and may necessitate additional actions on the host system,

sometimes even requiring cold reboots. Clearly, this is an impractical scenario in cluster envi-

ronments within data centers.

In the context of Coyote, partial reconfiguration plays a crucial role. It is used for any user-

initiated loading of the shells and is also employed for dynamically loading applications inde-

pendently. This loading of applications is shown in Figure 3.20. Full reconfiguration is reserved

for loading the initial static layer. In a cluster environment, this full reconfiguration step is

performed only once (excluding maintenance periods), and the Coyote static layer remains ac-

tive throughout the cluster’s usage. As a result, there is no downtime during the exchange of

shells (dynamic layer) or applications (application layer). These other layers can be swapped

independently at any point in time.

The size of the dynamic layer’s bitstream is usually close to the size of the entire FPGA, ex-

cluding the static layer, which constitutes a relatively small portion of the device. Application

bitstreams, on the other hand, vary in size based on the specific applications and user floor-
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planning. Typically, application bitstreams are considerably smaller and can be loaded more

swiftly.

The entire sequence of steps involved in loading bitstreams in Coyote includes:

• Bitstream generation: All bitstreams are generated using Coyote’s build system (described

in Section 3.3.5). There are three distinct types of bitstreams that can be generated:

1. Full configuration bitstreams, which include the static layer, are exclusively gener-

ated by Coyote maintainers and are typically released in specific versions. Neverthe-

less, since Coyote is open-source, users have the flexibility to make modifications to

these bitstreams if required. Separate versioning of these bitstreams allows for the

loading of additional hierarchical layers, regardless of the origin of the static layer

bitstream.

2. Dynamic layer (user shell) bitstreams contain the dynamic layer and initial user ap-

plications. These bitstreams constitute the initial hierarchical level and are therefore

generated once for each version of the user shell. This bitstream remains consistent

for all the various applications that can run within this shell configuration.

3. Application layer bitstreams (vFPGAs), represent arbitrary user applications. Mul-

tiple configurations of these bitstreams can coexist for each vFPGA, all within the

same version of the overarching shell.

• Loading the bitstreams involves distinct procedures for the different types of bitstreams:

1. The initial static layer bitstream is loaded by a privileged user during system ini-

tialization, typically using the JTAG (Joint Test Action Group) port. This operation

cannot be performed through partial reconfiguration and necessitates taking the sys-

tem offline.

2. Dynamic layer bitstreams are usually loaded by a privileged user through a dedicated

Coyote shell loader program, which initiates the required system calls to the Coyote

driver.

3. Application layer bitstreams are loaded by Coyote scheduler operating in the user

space. Requests to load these bitstreams can be supplied to Coyote service daemon

operating on the host (typically through a Unix domain socket). These requests can

originate from non-privileged users. Important point to note is that the necessary bit-

streams must be preloaded in the Coyote service’s library, which contains validated

bitstreams. The validation process is left to the discretion of Coyote users.
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• The driver initiates the process of transferring the bitstream to the FPGA configuration. It

does so by pinning the pages where the bitstream is stored and commencing the transfer

of these to the FPGA through the CPU-FPGA interconnect.

• The bitstream loading process begins. It’s important to note that at this stage, the dynamic

region undergoing reconfiguration is undefined. This means that any logic it drives is

also undefined. Consequently, measures are put in place to protect the rest of the system,

specifically the higher hierarchical layers, from any unintended signals originating from

this undefined region. To achieve this, a comprehensive layer of decoupling is applied,

effectively isolating all propagation of signals from the dynamic region.

• Once the reconfiguration process is finalized, the new bitstream becomes active in the

designated region of the FPGA. The FPGA smoothly transitions to utilizing this new con-

figuration. It’s worth noting that this bitstream is not considered active until the entire

loading process is completed. Until loading is fully finalized, it essentially functions as

a shadow configuration. If corrupted bitstream is loaded or the loading is not completed,

this temporary configuration is discarded. Upon switching from the old to the new config-

uration, the old bitstream is no longer utilized.

Before delving into the hierarchical nature of Coyote’s reconfiguration, let’s first take a look at

the architecture of the reconfiguration controller that orchestrates it.

3.3.1 Reconfiguration Controller

The reconfiguration of the FPGA is handled by a centralized hardware primitive called ICAP

(Internal Configuration Access Port) [13]. It provides the interface that allows the dynamic

reconfiguration of portions of the FPGAs, while the rest of the device continues to operate.

ICAP establishes a connection with the FPGA’s configuration memory, which houses bitstreams

defining the configuration of various FPGA logic elements, including CLBs, registers, BRAM,

URAM, DSP blocks, etc. Within ICAP, internal data pathways facilitate the targeted transmis-

sion of bitstream data to specific regions of the FPGA fabric, ensuring dedicated routing to its

intended destinations (typically SRAM configuration cells).

Controlled by a set of registers and dedicated control logic, ICAP supervises the entire config-

uration process. These registers take charge of managing the configuration sequence, defining

write addresses for the data, and orchestrating the orderly execution of configuration operations.

85



Chapter 3. Static Layer: The System’s Kernel

ICAP_input[31:0] ICAP_output[31:0]
ICAP

request

Done
Error

csib
rdwrb

CLK

Vcc

Figure 3.21: ICAP controller interfaces

Additionally, ICAP offers an external interface that follows standard protocols like JTAG, en-

abling external devices or tools to engage in and regulate the reconfiguration procedure. While

it’s commonly used in tandem with AMD’s configuration tools and libraries for streamlined re-

configuration, ICAP also serves as a versatile interface, accommodating integration with various

user defined controllers and tools as needed.

The Figure 3.21 illustrates the ICAP interface, which boasts a variable data width that can range

up to 32 bits. This interface encompasses both input and output data ports, serving as entry and

exit points for loading and reading bitstreams, respectively. When loading bitstreams, they are

processed in 4-byte segments, requiring proper ordering of bytes within these data words. It’s

crucial to note that ICAP employs the most significant bit ordering, a vital detail to bear in mind

since default produced bitstreams are not typically generated in this order.

Furthermore, traditional bitstreams with a .bit extension come with headers that should not

be fed into ICAP. Consequently, a modification of the produced bitstreams is essential, either

through hardware or software, where specific instructions can be used during compilation to

ensure the correct format for ICAP.

Notably, ICAP lacks any backpressuring mechanism, placing the full responsibility for manag-

ing data flow on the external controller. This is achieved through the csib input port, which can

be driven low to indicate that the data on the input bus is valid at the current clock cycle. The

additional rdwrb port signals whether a read or write operation should be executed. The ICAP

also signals the completion, along with any errors if present, through dedicated Done and Error

output ports, respectively.

While ICAP’s read operation enables users to access the current bitstream, offering the potential

to capture the FPGA’s current state, it’s important to recognize that bitstreams primarily consist

of a raw sequence of bytes, and the information represented by these bytes is often proprietary.

Consequently, these read operations may not provide substantial benefits at this stage, and fully

capturing the FPGA’s state remains a challenging venture. This challenge is further compounded
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when dealing with additional complexity, as seen in cases like Coyote, where the required state

may be distributed throughout the FPGA (network stacks, memory stacks, etc.).

One crucial aspect of partial reconfiguration is its speed, which is of paramount importance in

systems like Coyote. In such systems, reconfiguration speed is a critical factor, given that this

process occurs sequentially. In a multi-tenant environment especially, a slow reconfiguration

speed can significantly and adversely affect the overall system performance.

FPGAs typically offer various methods for loading bitstreams, but many of these methods have

inherent limitations on the achievable speeds. For instance, the default approach available to

users within the Vivado toolchain is to utilize an AXI HWICAP core [31] for bitstream man-

agement. While this core allows for FPGA reprogramming with bitstreams loaded through a

traditional AXI Lite configuration and can be controlled by user logic within the FPGA, it falls

short of harnessing the FPGA’s maximum reconfiguration speed potential. This limitation is

primarily due to the slow bus and the sequential nature of the process, where bitstream words

are written with a notably low throughput.

Additionally, the MCAP (Media Configuration Access Port) interface [3], is designed for PCIe-

connected data center cards, similar to those utilized in Coyote. MCAP loads bitstreams via

PCIe and, like the previously mentioned methods, relies on single data word writes, leading

to similar throughput limitations. Another option, worth noting is PCAP (again with similar

limitations), which is specifically tailored for embedded on-die CPUs within System-on-Chip

(SoC) architectures.

Partial bitstreams can also be loaded through JTAG, but this method is typically reserved for full

configurations and debugging processes. Moreover, the speed of this port is also relatively slow.

Thus, a better controller, able to fully saturate the ICAP reconfiguration interface, is necessary.

The maximum frequency of the Ultrascale+ devices Coyote runs on (including Enzian which

also contains an Ultrascale+ FPGA) is 200 MHz. Thus the maximum achievable throughput of

the reconfiguration is ≈ 800 MB/s.

To achieve these speeds, it’s crucial to integrate a dedicated DMA engine designed solely for

this purpose. A similar concept has been explored in the context of System-on-Chip embedded

architectures [124]. However, in our specific case, we’re not depending on a combination of on-

chip lightweight ARM cores (or softcore CPUs) and on-chip memory. Instead, we’re leveraging

a high-performance host interconnect and the host memory.

in Coyote, the bitstreams are thus loaded through the PCIe (or ECI). These 800 MB/s constitute

only the small part of bandwidth (in ECI this is less than 5%) and thus do not have a tremendous
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Figure 3.22: Coyote reconfiguration controller.

impact on the overall CPU-FPGA link performance. The bitstreams are fetched from the host

memory. They enter the controller within the utility channel data stream and are queued up upon

arrival.

Bitstream transfers are initiated from the driver, and the driver reconfiguration process is trig-

gered from the user space. These system calls are accessed through a dedicated reconfiguration

character device, created by the driver. All reconfiguration operations are handled via ioctl

and/or mmap system calls. Interaction with the reconfiguration device file can only be done by

privileged users.

As previously mentioned, there are two distinct bitstream loading events: one for the overall

dynamic layer, which involves changing the entire user shell, and another for the application

layer. Consequently, there are two separate system calls to handle these events. The primary

distinction between these calls lies in the additional work required by the driver when reloading

the dynamic layer, which involves reinitializing all internal dynamic data structures. Otherwise,

the reconfiguration process within these system calls is very similar, with minor variations.

Typical sequence of steps begins with driver-level locking and decoupling. The decoupling pro-

cess is selective, focusing only on the interfaces being reconfigured. Subsequently, the reconfig-

uration process is initiated by providing the virtual address and length of the pages containing

the bitstreams. The driver uses the get user pages function to acquire the necessary bitstream

pages from the user space. These pages are then pinned in preparation for the transfer to the

FPGA. At this stage, the function enters a sleep state, facilitated by the use of mutexes, and

awaits an interrupt event signaling the completion of the reconfiguration.
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Listing 3.4: Invocation of the reconfiguration function in the ioctl() system call.

1 // Driver level lock and decoupling

2 mutex_lock(&d->rcnfg_lock);

3 pd->fpga_stat_cnfg ->pr_dcpl_app_set = (1 << (uint32_t)vfpga_id);

4
5 // Reconfiguration

6 ret_val = reconfigure_start(d, vaddr, size, ctid);

7 // Completion

8 wait_event_interruptible(d->waitqueue_rcnfg ,

9 atomic_read(&d->wait_rcnfg) == FLAG_SET);

10 atomic_set(&d->wait_rcnfg , FLAG_CLR);

11
12 // Couple and unlock

13 pd->fpga_stat_cnfg ->pr_dcpl_app_clr = (1 << (uint32_t)vfpga_id);

14 mutex_unlock(&d->rcnfg_lock);

Once the interrupt event occurs, the reverse process takes place. The pseudo code outlining

these necessary steps, including locking, coupling, and other relevant operations, can be found

in Listing 3.4.

In hardware, after exiting the input queues in the reconfiguration controller, bitstream data beats

are initially routed to the clock conversion circuitry. This circuitry adapts the clock from the

host frequency to the highest supported frequency of the ICAP. While it might be tempting

to overclock the ICAP and use the interconnect clock beyond the vendor’s specifications, we

decided not to explore this route due to the costly nature of these chips.

The clock for the data streams is adjusted to 200 MHz, which is the maximum clock rate sup-

ported by all Coyote-compatible devices. The next step involves data width conversion, where

the 64-byte stream is downsized to a 4-byte stream. It’s here that the first signs of backpressure

may manifest. Before entering the ICAP, the only other necessary operations involve hardware

byte reordering and register slicing to trim the data paths. The ICAP then processes this data at

its own pace, as long as the data is readily available. The comparison of the throughput of our

custom controller with other available reconfiguration options is presented in Table 3.4.

Table 3.4: Reconfiguration throughput comparison

Reconfiguration Type Max throughput [MB/s] Interface

AXI Hardware ICAP 19 AXI Lite

PCAP 128 AXI

MCAP 145 AXI

Coyote ICAP 800 AXI Stream
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Figure 3.23: Dynamic layer (user shell) reconfiguration time on different hardware platforms.

3.3.2 Reconfiguration Performance

Now that we know the achievable performance, the question is how does this transfer to the real

world applications and how much time do we actually need to reconigure these chips, both for

the whole dynamic layer and for the applications within it.

The reconfiguration time is directly proportional to the size of the area being reconfigured. Since

the static layer constitutes a relatively small portion of the overall shell (up to 10%) and remains

fixed, the time required to reconfigure the dynamic layer remains nearly constant and is similar

to the time needed to reconfigure the entire chip. However, this time also depends on the size of

the target device. For example, certain chips, such as the u250 with 4 SLRs, require slightly more

time than other chips (most other chips have 3 SLRs and a comparable amount of resources).

Differences in reconfiguration times of dynamic layers (user shells) are shown in Figure 3.23,

with smaller cards like the u50d exhibiting lower dynamic layer reconfiguration overheads. The

reconfiguration times were averaged over 100 different runs. Certain cards, such as the u280

and u55c, share the identical chip layout. Consequently, their Coyote shells are also identical.

Therefore, we conducted the benchmarks for only one of these chips (the one mentioned outside

of the parentheses).

The conclusion from this test is that the swap time of the dynamic layer is in the order of 100

milliseconds, aligning with the achieved hardware throughput of 800 MB/s. The slight overhead,

in comparison to the theoretical maximum, can be attributed to several factors, including the

time needed for activating the new configuration, handling completion notifications through

interrupts, and the additional kernel overhead.
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Figure 3.24: Reconfiguration time for vFPGAs depending on the portion of the chip assigned to them.

At the cost of this reconfiguration time, end users gain the capability to substitute the entire

configuration of the shell and interchange complex services. For example, they could replace a

TCP/IP stack with the RDMA stack to achieve higher performance data movement.

How does this reconfiguration time relate to applications? The key difference here is that, unlike

the complete dynamic layer, these applications are arbitrarily sized and rely entirely on the users

who manage their floorplanning. Consequently, the time it takes to reconfigure each of these

applications is highly dependent on the specific floorplanning that has been carried out.

To understand the relationship between the size of these applications and the reconfiguration

overhead, we conducted tests with different-sized virtual FPGAs (vFPGAs) within Coyote. For

this test, as depicted in Figure 3.24, we utilized a vu9p chip found in the vcu118 development

board and Enzian. We conducted floorplanning for the vFPGAs to align the pblocks (areas

which are assigned to reconfigurable instances) with the percentage of the overall FPGA fabric.

It’s important to clarify that this does not imply that vFPGAs fully utilize the logic resources

available within their designated pblocks. Rather, it’s the floorplans that approximately match

6%, 12%, 33%, and 66% of the overall chip layout for these vFPGAs, respectively.

The results demonstrate that reconfiguration time scales proportionally with the reconfigured

region’s size, as anticipated. This underscores the significance of careful floorplanning. Group-

ing applications of similar sizes and starting with the most complex configuration is advisable.

Careful consideration of routing resources is also needed. However, it’s essential to recognize

that application floorplanning wasn’t extensively addressed in this thesis and poses a distinct

challenge. Future research may explore whether automatic floorplanning can streamline this

process and address existing issues.
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Coyote’s reconfiguration controller ensures swift and efficient reconfiguration. With a significant

portion of bitstream handling managed in software (part in the kernel space and part in the

user space), it provides a high-level bitstream management abstraction. This abstraction allows

us to efficiently execute vital tasks such as arbitration, security, locking, decoupling, and file

operations, all essential for the efficient and secure handling of bitstreams.

3.3.3 Scheduling

Partial reconfiguration on FPGAs remains a relatively slow process. It still takes on the order

of milliseconds, which incurs a substantial penalty in comparison to conventional OS context

switching costs [134]. Even with efforts to maximize the throughput of the reconfiguration con-

troller (as done in Coyote), reducing this time to microseconds is not feasible due to hardware

limitations, and large size of the bitstreams (up to 100 MB). Consequently, along with the inabil-

ity to handle a proper preemption, treating partial reconfiguration as a simple context-switching

mechanism is not feasible, and expectations must be adjusted accordingly.

In Coyote, scheduling is managed by a runtime manager in the user space, allowing it to make

full use of high-level libraries to create advanced data structures, such as priority queues, which

play a vital role in scheduling tasks. These tasks are submitted by users and contain informa-

tion about a specific hardware operator. The hardware operator points to one of the available

accelerators, which is stored in the accelerator library as a validated raw bitstream.

The scheduler’s function is to initiate a reconfiguration request via a dedicated system call, and

upon completion of the task, it notifies the user of the results. This process enables efficient task

management and hardware acceleration within the Coyote framework.

The first optional scheduling stage in the system is the load balancer. When multiple vFPGAs are

available, the load balancer aims to distribute requests among these vFPGAs. It accomplishes

this by assessing the usage of current priority queues which are queuing up requests. Each

vFPGA is equipped with one of these queues designed for the submission of tasks specific to

that vFPGA. Importantly, this load balancing stage does not involve system calls and can be

customized as needed to align with specific deployment requirements.

The priority queues reorder submitted requests based on two key parameters: 1) the priority of

the request and 2) the operator ID. This modified priority-based queue scheme reorders requests

in a way that places ones with the same operator ID and the same priority level adjacent to each
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other. This rearrangement of requests facilitates grouping those that target the same hardware

operator. As a result, there’s no need for reconfiguring vFPGAs between these requests, assum-

ing that the state within these hardware operators can be cleared. The aim of this strategy is to

minimize the overall number of partial reconfigurations.

Upon retrieving a task from the queue, the initial step is to reconfigure the vFPGA. This is

achieved through a system call, where virtual address and the size of the raw bitstream are

passed to the driver. The driver subsequently acquires all the necessary locks to ensure that no

other reconfiguration processes are underway and manages the reconfiguration operation. Once

the reconfiguration is successfully completed, an event notification is sent back to the scheduler.

Subsequently, the user-submitted task can execute. During this execution, an additional user-

space lock is held by the executing task. This lock is implemented as a named mutex in the

shared host memory and serves to prevent other users from accessing the same vFPGA. Once the

task execution is finished, the scheduler can proceed to the next task in the queue, maintaining

controlled task execution.

We exemplify this scheduling concept through a straightforward example where we queue up

tasks from four distinct applications (four different hardware operators). These applications are

engaged in simple compute operations that essentially involve a loopback of data (from host to

FPGA and back to host). Consequently, all four applications are fully pipelined, and all tasks are

sharing the same priority. At the same time, we configure Coyote with three separate vFPGAs.

We dispatch tasks in three ways: 1) the “no-scheduling” approach is round-robin in both queues

and vFPGAs. This causes a reconfiguration for each job and is specifically designed to be the

worst-case scenario, 2) “random”, as the name implies picks the next task from a random queue

each time, and so has a 1-in-3 chance of needing a reconfiguration, and 3) “schedule” uses

Coyote’s heuristic of grouping tasks which share the same hardware operators.

Figure 3.25 shows total turnaround time for 10, 50, and 100 sequential tasks submitted to each

of the four applications. In this case, each of these tasks is small in size and consists of a 4 kB

data transfers. This scenario tries to mimick a typical multitasking scenario on a computer where

multiple short-running burstable tasks are being context switched consistenly. Unsurprisingly,

the figure clearly demonstrates that executing such tasks on FPGAs introduces considerable

overhead, primarily attributed to partial reconfigurations. This is evident as, even with our basic

scheduling technique, we can significantly reduce the overall execution times.

This implies that short-running tasks are not currently suitable for scheduling in modern FPGAs

as they would be in a traditional operating system. However, this does not imply that scheduling
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Figure 3.25: Scheduling performance for a) short running tasks and b) long running tasks.

is without merit. For considerably longer tasks, such as extensive video processing, stream pro-

cessing, or large dataset inference, the combination of scheduling and partial reconfiguration can

be highly advantageous, as the reconfiguration overhead in such scenarios becomes negligible.

Evidently, there is ample room for much more sophisticated task scheduling, beyond the scope

of the research we’ve conducted. Crucially, Coyote, as a platform, provides the opportunity to

investigate and advance scheduling techniques on a broader scale.

3.3.4 Nested Reconfiguration

The ability to implement hierarchical levels of reconfiguration is a fundamental feature that

grants Coyote the adaptability needed for large, modern clusters that run diverse workloads in

today’s cloud-dominated landscape. This capability allows us to establish multiple levels of

privileges within a single heterogeneous device.

For example, consider a cloud scenario where various accelerators can be dynamically loaded

on demand. In this context, the cloud provider, within Coyote, can determine which type of

shell configuration (dynamic layer) to load. These configurations might include different flavors

of networking services or varying amounts of memory, and they can all be exchanged on-the-

fly. Concurrently, a separate layer (application layer) remains dedicated to loading end-user

applications. This functionality can even be exposed to the end-users. Furthermore, the cloud

provider can decide how many user applications can run concurrently, which can be managed

through various scheduling algorithms. This is just one example of a real-world deployment that

can benefit from the hierarchical architecture of the Coyote shell and the flexibility it provides.

94



3.3. Hierarchical Dynamic Reconfiguration

Reconfigurable partition: A,
Reconfigurable module: A1

Static Top (non-reconfigurable)

All reconfigurable partitions
can be exchanged on-the-fly

RP: X, RM: X1

RP: W, RM: W1

Reconfigurable partition: A,
Reconfigurable module: A2

Static Top (non-reconfigurable)

RP: Z,
RM: Z1

RP: Y, 
RM: Y1

Figure 3.26: Nested Dynamic Function eXchange, as presented in [21]

Nested Dynamic Function eXchange [21] involves the ability to dynamically and selectively

modify specific hierarchicaly organized sections or layers of an FPGA design, while preserv-

ing the overall functionality and integrity of the device. This hierarchical approach allows for

multiple levels of customization and reconfigurations. It enables flexibility in loading different

configurations, even on-the-fly, and managing user applications independently.

This workflow is an iterative process where, at each stage, the design is analyzed from the per-

spective of a single static and a single dynamic region within it. Bitstreams are generated for

each stage as if it were a traditional partial reconfiguration process at a depth of one level. How-

ever, after this step, the compilation flow enters the inner dynamic region, treating it as a new

static region. At this level, the boundary between the initial static and dynamic regions effec-

tively disappears. This process continually shifts the context of static and dynamic boundaries,

facilitated by the Vivado tools.

Ultimately, users are left with an initial static region bitstream and additional dynamic region

bitstreams that encompass all possible hierarchical configurations. It’s essential to note that

all dynamic regions at every hierarchical level are treated in the same manner and must be

adequately floorplanned.

An illustration of nested reconfiguration within Coyote is presented in Figure 3.27. In this exam-

ple, the initial configuration comprises four vFPGAs, a shared RDMA stack, and an HBM stack.

Over time, the high-performance RDMA stack is replaced with a TCP/IP stack, potentially as

a part of a transition from data to control plane operations. Simultaneously, as two applica-

tions complete their tasks, vFPGA resizing takes place, leaving two active. Finally, a high-

resource-usage application with high priority needs the entire FPGA dedicated to it, prompting

a reconfiguration that removes all services and allocates as much fabric as possible to this single
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Figure 3.27: Nested Dynamic Function eXchange applied within Coyote

application. Such complex operations are made feasible by employing a hierarchical approach.

It is also advised by the vendor to go only up to three levels of dynamic reconfiguration (this

is in line with Coyote’s two level deep hierarchical approach). Looking ahead, there’s potential

to explore the addition of a third layer within the user logic. This layer would enable even

finer-grained reconfiguration, fully dedicated to end-users.

The nested DFX implementation in Vivado relies on a project-based flow that exclusively utilizes

scripting and is different than the traditional GUI-based DFX flow. This flow generates multiple

projects and subsequently links their synthesized designs together. Although the nested DFX

flow is fully functional, it predominantly relies on just two additional Tcl commands, specifi-

cally designed for partitioning and recombining dynamic regions and their cells. Beyond these

commands, there is limited built-in support, and Vivado users are responsible for implementing

the remainder of the design build flow. These commands are provided in the Table 3.5.

To understand better the implementation of hierarchical dynamic reconfiguration in Coyote, we

need to delve into the broader build system used.

Table 3.5: Nested reconfiguration Tcl commands

Command Arguments Explanation

pr subdivide parent and sub cells Break up parent cell into sub cells (RP one level down)

pr recombine parent cell Restore parent cell (bring RP one level up)
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Figure 3.28: Example of Coyote project structure.

3.3.5 Build Flow

Conventional build infrastructure in general-purpose architectures is another feature that is no-

tably absent in these heterogeneous systems, and in FPGA-oriented development in general.

This infrastructure typically encompasses well-established compilers, code builders, assem-

blers, linkers, and loaders, providing developers with a significantly higher level of productivity.

FPGA tools, in contrast, are usually vendor-specific, and their toolchains often come with rudi-

mentary build systems, lacking any kind of modularity. Thus it can be challenging to integrate

these devices into higher-level build environments.

To address this issue, we made the decision to employ a combination of tools and languages

that are not strictly oriented solely for hardware development. One of these tools is CMake,

which is commonly known for its use in software development to manage the build process of

software projects, including support for compilation, incremental builds, linking, and packaging

source code to produce executables. We drew inspiration from previous work that showcased

the effective utilization of this toolchain for hardware development, with a particular focus on

high-level synthesis. [90].

In addition to this, we attempt to leverage higher-level scripting languages, such as Python,

wherever feasible, especially for code generation tasks. Regrettably, a complete transition to

this scripting language was not possible as the actual compilation of bitstreams must be executed
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within vendor-specific tools, which adhere to specific language requirements and predominantly

rely on Tcl. Consequently, a blend of these two scripting languages has proven to be an efficient

combination for orchestrating the overall build flow.

Project Creation

The “project” flow within Vivado offers the capability to synthesize individual projects indepen-

dently and subsequently merge them into a single overarching project after the synthesis step.

This feature is pivotal when working with dynamic reconfiguration, as it enables these distinct

projects to serve as different reconfiguration regions. In Coyote, this means that multiple projects

will be created as an initial step:

1. Static layer: In this project, only the static layer and its associated circuitry will be in-

cluded. The dynamic layer will be treated as a black box and won’t contain any logic.

2. Dynamic layer (the user shell): This project will encompass the circuitry responsible for

managing the operation of the dynamic layer, as well as any other selected services within

the shell. Importantly, it won’t contain any user applications; they will also be treated as

black boxes.

3. vFPGA projects: These are multiple projects, each representing a separate application.

The number of these projects depends on two factors: 1) the number of vFPGAs within

the dynamic layer, and 2) the number of different configurations of these vFPGAs within

the overarching shell.

An example of this setup is illustrated in Figure 3.28. Here, two different dynamic layers are

created for the Alveo-u55c device, and one for the Alveo-u250 device. Each of these dynamic

layers comes with its own configuration and a specific set of vFPGAs.

In this specific example, each dynamic layer is associated with a set of services and a certain

number of vFPGAs, 3 and 2, respectively. Additionally, the first dynamic layer has 2 differ-

ent configurations for its vFPGAs, while the second one has 3 different configurations. These

configurations represent different applications synthesized separately. You can think of them as

a small library of accelerators. It’s worth noting that all these vFPGAs also need to be floor-

planned, and this can be done either manually within the respective projects or by providing

external constraints. The same approach applies to other devices, with the only difference being,

the linking is performed with a different static design checkpoint.
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For each hardware device, there exists only one static layer project. Typically, the static project is

not created from scratch; instead, a design checkpoint file is provided, containing a netlist of the

synthesized static layer. The dynamic layers can then be linked to this synthesized checkpoint.

Listing 3.5: The example CMake configuration for three dynamic layers.

1 find_package(CoyoteHW REQUIRED)

2 ...

3 # Dynamic layer 1

4 set(FDEV_NAME "u55c")

5 set(N_REGIONS 3)

6 set(N_CONFIG 2)

7 set(EN_RDMA 1)

8 set(EN_MEM 1)

9 ...

10 # Dynamic layer 2

11 set(FDEV_NAME "u55c")

12 set(N_REGIONS 2)

13 set(N_CONFIG 3)

14 set(EN_TCP 1)

15 ...

16 # Dynamic layer 3

17 set(FDEV_NAME "u250")

18 set(N_REGIONS 1)

19 set(EN_MEM 1)

20 ...

21 create_hw()

Listing 3.6: Insertion of kernels into vFPGAs of the second dynamic layer.

1 load_apps (

2 VFPGA_0_CNFG_0 "some_path_to_kernels/hyper_log_log/"

3 VFPGA_1_CNFG_0 "some_path_to_kernels/hyper_log_log/"

4 VFPGA_0_CNFG_1 "some_path_to_kernels/count_min"

5 VFPGA_1_CNFG_1 "some_path_to_kernels/count_min"

6 VFPGA_0_CNFG_2 "some_path_to_kernels/agms"

7 VFPGA_1_CNFG_2 "some_path_to_kernels/agms"

8 )

An example of a CMake configuration file for Coyote, used to set up the described scenario

is shown in the Listing 3.5. After the final call to create hw, which will validate the chosen

configuration, all accompanying projects can be created by executing a simple make command.

An additional function load apps is provided within CMake. This function simplifies the in-

tegration of user applications into all of the generated vFPGAs. It selects the compute kernels

(both HLS and RTL) from specified directories, compiles them if necessary and inserts them

into the vFPGA wrappers created by the project generation scripts. This streamlined process

reduces the time required for incorporating applications and provides a degree of automation,
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Figure 3.29: Coyote compilation flow.

particularly for users who may not be well-versed in low-level FPGA languages such as Verilog

or VHDL. These languages are necessary for connecting all the interfaces in vFPGAs.

After all the necessary logic has been inserted, the synthesis can be initiated. The synthesis is

performed in parallel, with each project being synthesized separately. This approach tends to

make the synthesis process somewhat faster than the subsequent steps, where the netlists are

mapped to the actual FPGA fabric (placement, routing) and which can be very time consuming.

After synthesis, the linking occurs. connecting synthesized regions to the design checkpoint

with a pre-synthesized static layer. This step results in a single linked design. Following this, a

traditional compilation flow begins, including placement, physical optimizations, and routing.

Upon completing this compilation, another design checkpoint is generated, which contains the

compiled shell. At this stage, the pr subdivide command (shown in Table 3.5) is applied. This

results in the creation of multiple different designs, equal to the number of vFPGA configura-
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tions. In these designs, the only dynamic regions are the vFPGAs, and the upper dynamic layer

becomes static.

Another compilation step is initiated at this stage, with a focus on the vFPGAs. First, the ini-

tial configuration (Cnfg 0) is compiled. This process creates an initial design that locks in the

vFPGAs. Therefore, it is always advisable to place the most complex circuits in this initial con-

figuration. The checkpoint containing the locked design serves as the basis for the compilation

of other configurations.

Each of these vFPGA-layer compilations produces a separate checkpoint, which are in turn used

to generate all the vFPGA bitstreams. Finally, the initial configuration is recombined (with a call

to pr recombine) to generate the overarching dynamic layer bitstream, marking the completion

of the full compilation flow. The whole process is shown with an example in Figure 3.29.

3.3.6 Shell Floorplanning and Resource Usage

Floorplanning in FPGAs involves defining the precise physical positions of logic elements

within the FPGA’s programmable fabric. It is a valuable technique for enhancing FPGA per-

formance, routing efficiency, and overall resource utilization. This can be executed in a manual

fashion, where designers personally determine the placements, or it can be automated using

algorithms that optimize placement while adhering to specified user provided constraints. Auto-

mated floorplanning is seamlessly integrated into the toolchain during compilation and typically

operates without user intervention. Nevertheless, it’s essential to recognize that even though

these automation is robust, it might not always yield optimal results since the tools often lack a

comprehensive understanding of the higher-level design hierarchy.

When using partial reconfiguration, manual floorplanning becomes mandatory for separating

the target reconfigurable region from other active areas in the FPGA. Partition pins are inserted

automatically to enforce this isolation physically. These pins “lock” existing crossing interfaces,

maintaining a clear distinction between the dynamic and static portions of the design. Careful

consideration is necessary as these crossings significantly limit routing flexibility in the vicinity

of the floorplanned regions, which can lead to substantial routing congestion.

Thus careful approach to floorplanning of all dynamic regions is necessary. In Coyote, the

first dynamic region is the dynamic layer (user shell) containing all of the management logic,

services and the end user applications. The floorplanning of this region is provided by default

and remains fixed. This is due to the static layer being fixed as discussed in previous sections.
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Implemented Static Layer

Floorplan

User Shell (Black Box)

Figure 3.30: Locked static layer and floorplanning for Alveo-u280 (u55c) board

The static layer is minimal and occupies minimal amount of FPGA fabric. The rest is dedicated

to the actual system which runs on top (the dynamic layer itself).

Another consideration which needs to be taken into account is any potential I/O within the

dynamic layer. All I/O ports in the FPGA require buffering to preserve the signal integrity

and ensure proper logic propagation. These buffers are hardware primitives in the FPGA chip

and are inserted automatically by the tools in the top level of the hierarchy. As the top level

constitutes the static layer and these ports are now exposed directly to the dynamic layer, tool

needs to be instructed to not insert these buffers. This is done through the use of special pragmas

(io buffer type = "none") within the top layer. These ports are then passed directly to the

dynamic layer where manual insertion of explicit buffers is performed.

While this procedure may appear relatively uncomplicated, it demanded a dedicated effort to ac-

curately understand the finer intricacies, pragmas, constraints, and the overall workflow. Much

of this knowledge is not easily accessible, is often proprietary, and necessitates significant re-

verse engineering efforts. Once more, this example underscores the challenges associated with

the development and build processes when working with these devices.

The Figure 3.30 displays the completed floorplan for the Alveo-u280 board. In this representa-

tion, the logic within the static layer is highlighted in orange, while the dynamic layer, depicted

as a black box, is enclosed by purple pblocks. These pblocks house all the logic accessible to

the dynamic layer. This floorplan minimizes the usage of space for the static region, ensuring

compliance with device constraints and achieving the desired timing closure. Although further

refinements in floorplanning are possible, they are unlikely to yield significant improvements.
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Implemented Static Layer

Floorplan

Figure 3.31: Locked static layer and floorplanning for Alveo-u250 board

Floorplan Implemented Static Layer

Figure 3.32: Locked static layer and floorplanning for Enzian board

It’s worth noting that the same floorplan is applied to the u55c board as it contains the same

chip. The design checkpoint, housing this locked static layer, is available in the official Coyote

repository and is maintained by the system’s developers. This consistent static layer and its

floorplan is provided to all Coyote users that are targeting this particular board. This allows the

static layer to be always “online” in the clusters, enabling the loading of user-provided dynamic

layers, regardless of where they were built.

Comparable floorplan is done for the Alveo-u250 board (Figure 3.31). This device’s chip in-

cludes an additional SLR, resulting in more FPGA fabric. This extension has somewhat simpli-

fied the floorplanning process and allows the static layer to occupy slightly less space propor-

tionally, thereby providing more room for the dynamic layer and, ultimately, user applications.

Simultaneously, floorplanning is conducted for Enzian (Figure 3.32). Although Enzian is using

FPGA chips with the same architecture as vcu118, it features a notably distinct connection to

the host CPU. The ECI link in Enzian employs 24 lanes, connected through 6 groups of quad
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vFPGA 1

Floorplan

Implemented Static Layer

vFPGA 2

vFPGA 3

Dynamic Layer

vFPGA Floorplanning

Figure 3.33: Floorplanned vFPGAs within the dynamic layer. Initial configuration of the sketch algo-

rithms with loaded Hyper-Log-Log circuits (Alveo-u55c).

transceivers, in contrast to the 4 groups used in PCIe. This leads to a more extensive distribution

of the static layer, spanning two SLRs, which does complicate routing somewhat.

The floorplanning of user applications in the vFPGAs is not done automatically within Coyote

and this step is left to the end users. The primary reason for this approach is the complexity of

covering all potential use cases and configurations that may arise. Moreover, the floorplanning

process is highly dependent on the specific deployment scenarios, making it challenging to create

all-encompassing abstractions for this feature.

The actual floorplanning process is relatively straightforward. Users need to define a rectangular

area (known as a “pblock”) within the FPGA fabric, designating the location for their logic.

This constrained block serves as the boundary for the provided applications in Coyote. The key

challenge here is to ensure that this design fits well within the overall system architecture and

that the embedded logic meets the necessary resource and timing requirements.

An example of such floorplanning is illustrated in Figure 3.33 where three applications repre-

senting sketch algorithms (Hyper-Log-Log, Count-Min, Fast-AGMS) are each placed in three

separate vFPGAs. These three algorithms exemplify a standard acceleration library that can be

built in the Coyote framework. It’s important to note that this floorplanning met all the neces-

sary timing requirements, although it may not represent the optimal floorplanning effort by any

means.
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Table 3.6: Static and dynamic layer (3x Hyper-Log-Log) reosource consumption.

Hardware Platform CLBs LUTs Registers Block RAM

Alveo u50d 16 781 (15.4 %) 76 939 (8.82 %) 86 332 (4.95 %) 96 (7.14 %)

Alveo u200 15 627 (10.57 %) 77 852 (6.58 %) 84 815 (3.58 %) 96 (4.44 %)

Alveo u250 15 675 (7.26 %) 77 875 (4.51 %) 84 297 (2.44 %) 96 (3.57 %)

Alveo u280 (u55c) 15 016 (9.21 %) 77 741 (5.96 %) 84 378 (3.24 %) 96 (4.76 %)

vcu118 15 168 (10.26 %) 77 694 (6.57 %) 84 496 (3.57 %) 96 (4.44 %)

Enzian 9018 (6.1 %) 56 098 (4.74 %) 51 188 (2.16 %) 71.5 (3.31 %)

HLL x3 (User shell, u55c) 18 174 (11.17 %) 78 248 (6.02 %) 166 333 (6.39 %) 100 (4.97 %)

HLL x3 (vFPGAs, u55c) 16 348 (10.06 %) 62 898 (4.83 %) 96 480 (3.69 %) 195 (9.66 %)

Resource Usage

We will compare default floorplanned static layers on various platforms and the dynamic layer

with sketch algorithms (Figure 3.33). The resource usage is shown in Table 3.6.

We can observe that the overall resource consumption of Coyote’s static layer is less than 10%

of the overall CLB usage in almost all cases (exception being a relatively small FPGA chip in

Alveo-u50d). This leaves a significant amount of fabric available for the dynamic layer, which

was the primary objective. This indicates that we can continue with the comparisons between

the static layer and the conventional concept of a kernel. The usage of various resources is fairly

consistent, with no single resource showing notably high usage.

We can also see the resource distribution for the user shell, which includes 3 Hyper-Log-Log

operators. It consumes approximately 10% of the total resources. In this specific scenario, a

significant portion of these resources is utilized by register slices and TLBs, which are both by

default very generously provisioned to improve the overall timing and memory coverage. As

they are parametrizable, their overhead can be decreased if needed.

This implies that the overall Coyote overhead for three concurrent applications employing tradi-

tional FPGA-side acceleration is approximately 20%, which is well within an acceptable range.

This becomes even more apparent when we consider that deployed applications, in conjunc-

tion, utilize only up to 10% of the total resources. These sketch algorithms, which are involved

in stream processing, represent common applications deployed on modern FPGAs and exhibit

typical resource overheads. Once more, this emphasizes the significance of implementing a

multi-tenant shell for modern FPGAs to avoid resource underutilization.
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3.4 Summary

In this chapter, we explored the ”kernel” of Coyote, which offers the fundamental functionality

required for higher system levels. We introduced platform interfaces that are built on top of the

CPU-FPGA interconnect, demonstrating how standardizing these interfaces enhances system

portability, as exemplified by the Enzian port. Additionally, we explored hierarchical dynamic

reconfiguration, which serves as the primary source of flexibility in Coyote.

In the next chapter, we will explore the first dynamic layer, which offers crucial isolation and

security features, as well as the various services provided by the system.
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This chapter explores Coyote’s dynamic layer, encompassing a variety of services available to

the system’s end users. These are highly adaptable and can be tailored to meet a diverse range

of deployments. They are also modular, making it feasible to introduce additional extensions in

the future, particularly well-suited for a versatile device such as an FPGA.

Staying within the realm of operating system comparisons, we can draw a parallel between

the dynamic layer and an OS “shell” that handles functions such as memory, I/O, and process

management. The central function of the dynamic layer is to implement these crucial system

services, exposing them to the user applications within the system. We can draw another anal-

ogy with the hypervisor model frequently employed in Virtual Machine (VM) environments.

Static
Layer

Dynamic
LayerHardware

Kernel

Shell
(Process Mgmt)

Process Environment
And Applications

Application
Layer (vFPGA)

Figure 4.1: Dynamic Layer.

107



Chapter 4. Dynamic Layer: The User Shell

In the context of Coyote, the hypervisor is represented by the combination of the static and

dynamic layers, providing vital functionality and granting access to essential hardware and ser-

vices within the system. We lastly have the user applications and their corresponding trusted

wrappers. The wrapper concept aligns well with the idea of a “virtual machine monitor”, with

one dedicated to each distinct VM (or vFPGA in Coyote), ensuring essential isolation within the

system and providing secure access. The applications running within the trusted wrappers can

be compared to conventional software executed in VMs.

This chapter will begin with a high-level overview of the dynamic layer and then proceed to

explore the critical memory and networking services. This will also serve as a foundation for

transitioning to the application layer where we will explore the Unified Logic Interfaces (ULI)

and the ultimate software abstractions in Coyote.

4.1 The Architecture of the User Shell

The high-level overview of Coyote’s hardware infrastructure is depicted in Figure 4.2. The dy-

namic layer is constructed on top of the static layer interfaces detailed in the previous chapter. As

a result, this layer is platform-agnostic, maintaining uniformity across all devices running Coy-

ote. This characteristic is pivotal in facilitating the incorporation of additional services within

this layer while efficiently abstracting the inherent complexities found in the initial static layer

and host to FPGA communication. Since all the I/O ports designated for these dynamic services

are directly accessible within this layer, it falls upon the developers of these services to decide

which I/O to employ and how they intend to utilize it. This offers an added degree of integration

flexibility, as none of the I/O options within this layer are predetermined or fixed.

All the services within this layer are accessible to and shared among all the tenants. The manage-

ment of these tenants, scheduling of the services, and safeguarding critical system components

are all coordinated within this dynamic layer.

4.1.1 Expansion of the Static Layer Interfaces

The interfaces that bridge the static and dynamic layers are designed to be as minimalistic as

possible, without sacrificing functionality. The reason for this is the very high cost of crossing

between static and dynamic regions in FPGA fabric. Additionally, keeping these interfaces

light allows us to use less space for the static layer. Nonetheless, as we transition into the
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Figure 4.2: High level overwiew of Coyote’s hardware infrastructure

dynamic layer, these interfaces must expand and adapt to meet the demands of the multi-tenant

environment.

In any digital circuit, the propagation of clock signals is of utmost importance. Dynamic layer is

initially supplied by a single clock that is sourced from the static region. This clock is primarily

designed to optimize interconnect performance, and serves as the primary system clock source.

However, a single clock source is not universally suitable for all the circuits and modules.

In various scenarios, it proves highly advantageous to have different sections of the circuits

operating at distinct clock frequencies. For example, network stacks can already fully saturate
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100 Gbps links at 250 MHz, and running them at a higher frequency (although possibly reducing

latency slightly) will probably not significantly impact overall throughput during bulk network

transfers. Simultaneously, memory components may require a slightly higher clock frequency to

tap into their full bandwidth potential – typical DRAM operations run at 300 MHz, highlighting

the clock discrepancy between different modules.

This clock frequency discrepancy can extend to user provided circuits, which might be compute-

bound with extensive pipelining that can effectively handle much higher clock rates (up to 500

MHz). In this case to efficiently exploit performance from all parts of the system multiple clock

sources need to be available. To address these different clock requirements, it becomes essential

to generate a clock tree that can accommodate these modules, each operating at its specific clock

frequency. The clock tree in the dynamic layer is generated by the PLL (Phase Locked Loop)

located in the dynamic region. Most of the output frequencies of the PLL are modifiable and

can be adapted to specific application needs. The PLL generates the top level system clock for

the dynamic layer, separate memory and network clocks, and an additional user defined clock

for end user applications.

Now, let’s turn our attention to the control plane. The control plane enters the dynamic region via

a full AXI4 memory-mapped bus. This particular “bypass” bus is accessible through a dedicated

PCIe BAR, typically sized at a few megabytes. This BAR serves as the conduit for controlling

every aspect of Coyote from the dynamic layer onwards. It is connected to a series of crossbars

that facilitate its distribution throughout the system. This interface holds significant importance,

as it provides the main control available to the host CPU. It serves both the driver (for operations

such as migrations), the software API (for operations that initiate and control data movement),

and even the end users as an “all-purpose” direct memory-mapped interface to interract with
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their deployed hardware applications. Direct memory mapping of this interface ensures efficient

operation without kernel overheads. Asynchronous control in the reverse direction (from FPGA

to CPU) is established through interrupts. Each vFPGA has a dedicated physical interrupt line,

whereas the interrupts within a single vFPGA are consolidated or multiplexed into a single one.

4.1.2 Fair-Sharing and Packetization

The remaining interfaces to the static layer consist of the data movement descriptors and data

lines, serving both the streaming and migration channels. The data within the streaming channel

must be accessible to every tenant, necessitating the sharing of this bus. The sharing is essential

since the potential bandwidth in the FPGA far surpasses that of the CPU-FPGA communication

link. However, this sharing must be impartial as all tenants within the system have the same

priority. Failing to distribute this bandwidth fairly could potentially lead to certain tenants being

starved of resources, which would be contrary to the core multitasking objective of Coyote.

Furthermore, each tenant has the capability to read or write substantial amounts of data and

initiate transfers that may span hundreds of megabytes. It is imperative to ensure that these

transfers are consistently completed without impacting the operation of other tenants. It’s worth

noting at this point that the logic running within each tenant is fundamentally untrusted and

could potentially be adversarial. In the chapter dedicated to the application layer, we will delve

into the strategies for ensuring smooth operation and securing the system against any potential

issues stemming from the tenants (logic within vFPGAs). Our primary focus now is on achieving

fair-sharing, assuming a cooperative and non-adversarial behavior from the applications.

To ensure that even distribution of the resources is effectively achieved, we implement a pack-

etization strategy for all data requests. This enables us to finely manage all transfers within the

system by controlling all outstanding transactions. The default packet size in Coyote is set at 4

kB (parameter, can easily be changed), which proves more than sufficient to saturate all links,

both local and remote. End users retain the flexibility to submit requests of varying sizes, yet

each of these requests will be automatically divided into packet-sized chunks at the appropriate

layer. The system handles packets seamlessly, without requiring any direct intervention from

end users.

The packetization is complemented by interleaving (Figure 4.4), which is employed to distribute

constrained resources, such as the limited bandwidth of the host or network links. Interleaving is

achieved through a conventional round-robin arbitration scheme to guarantee equitable resource

allocation within the system. The key enabler for interleaving is the in-order handling of all data
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packets. This combination of packetization and interleaving is applicable to most of the data

movements throughout the system, regardless of their origin, whether local or remote.

Interleaving is not implemented for the interfaces accessing the FPGA-side memory stack (Fig-

ure 4.5). This stems from the fact that there’s no necessity to interleave these requests, primarily

because of the significantly higher bandwidth provided by the local FPGA memory. This supe-

rior bandwidth permits us to efficiently parallelize interfaces from each vFPGA, ensuring that

each of them can fully utilize the available bandwidth. The task of managing these requests is

subsequently delegated to the internal components of the memory stack, which are responsible

for overseeing accesses to memory resources.

4.1.3 Evaluation

In this evaluation, we aim to assess the capability of Coyote’s multitasking approach in providing

fair-sharing across multiple vFPGAs concurrently. This is particularly crucial in cloud deploy-

ments where stable and predictable distribution of resources is a fundamental requirement.

Our test scenario involves running up to eight concurrent applications, in eight different vFPGAs.

We’ve chosen to employ AES (Advanced Encryption Standard) encryption cores for these tests.

AES is a widely used symmetric-key encryption algorithm that supports key lengths of 128, 192,

or 256 bits for data encryption and decryption (128-bit keys used in the tests).
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Figure 4.6: AES bandwidth distribution (Counter mode - memory-bound).

The selection of AES is deliberate for several reasons. Firstly, it serves as a clear-cut example of

an application where FPGAs excel, and is often found deployed on these devices in real-world

scenarios [66]. Secondly, AES comes in various flavors and, significantly, offers both paralleliz-

able and non-parallelizable modes. This duality allows us to examine Coyote’s behavior with

memory-bound and compute-bound cores, respectively.

AES has a variety of modes of operation. Some of the modes are parallelizable, allowing the

circuit to pipeline the input words and thus achieve higher performance and better utilization

of the hardware pipelines. The most notable parallelizable mode is ECB, but comes with poor

security guarantees. The alternative often used is the Counter mode, which provides a paralleliz-

able circuit that can achieve an initialization interval of 1, while providing much higher security

gurantees. We will thus use this mode of operation for our compute-bound test that will stress

the bandwidth of the host link.

In the second test, we’ll use the widely adopted CBC (Cipher Block Chaining) mode (known for

its higher levels of security [195]). It’s important to note that CBC mode is not parallelizable,

which means it is compute-bound and will not fully utilize the available host link’s bandwidth.

We assess the per-application round-trip throughput by conducting tests on a series of batched

large transfers, each consisting of 8MB of data sent 1000 times (Alveo-u55c). Up to 8 appli-

cations concurrently initiate these data requests, which involve sending plain data to the FPGA

user logic, performing pipeline computations, and simultaneously transmitting the computed

results back to memory. The transfers are batched from the host, and we retrieve completion

notifications by polling the host memory using writeback functionality.

The throughput results for the compute-bound scenario are shown in Figure 4.6, while the results

for the memory-bound test (CBC mode) are depicted in Figure 4.7. Examining the throughput
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graph for the compute-bound AES, we notice that the performance scales as anticipated across

applications, provided that all the virtual FPGAs can be accommodated within the FPGA.

In the memory-bound case multiple AES cores are contending for PCIe bandwidth, which is

consistently saturated across all instances due to the highly pipelined nature of this AES imple-

mentation. Each of these AES cores has the potential to maintain a theoretical throughput of

19.2 GB/s. It is noteworthy that, the throughput of an AES instance exhibits an inverse relation-

ship with the number of applications in the system, indicating that the limited PCIe bandwidth

is divided among them. Additionally, the throughput across applications remains consistent in

all instances, indicating that the resource sharing is balanced. To sum it up, these findings affirm

our objectives of fairly distributing the limited FPGA bandwidth among multiple tenants.

It is interesting to look at the resource usage of encryption cores at this point (shown in Ta-

ble 4.1). In this case, we successfully accommodated 8 high-performance parallel encryption

cores within a single dynamic layer on the Alveo-u55c board. Nevertheless, this represents a

practical limit, as pushing further would introduce excessive congestion and make achieving

reasonable timing closure quite challenging (even though extensive optimization efforts were

not undertaken in this context). Hence, there are constraints on the scalability of applications

(vFPGAs) in modern FPGAs.

Table 4.1: AES (x8) resource usage (Alveo-u55c).

Configuration CLBs LUTs Registers Block RAM

User shell + Static layer 117 569 (72.15 %) 598 711 (45.92 %) 544 277 (20.87 %) 488 (24.21 %)

AES cores 758 041 (46.52 %) 383 546 (29.44 %) 136 957 (5.28 %) 136 (6.72 %)
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4.2 Shared Virtual Memory

In this section, we will dive into the FPGA-side services in Coyote. Much like services in an

operating system, these are integral components of Coyote, and they hold a pivotal role in ef-

fectively managing FPGA-side resources. They importantly also provide abstractions, enabling

FPGA application developers to interact with critical system elements like network and memory

without the need to concern themselves with hardware intricacies. This greatly enhances the

productivity of FPGA application development.

These services are thus an essential part of Coyote, serving as a foundational layer that manages

hardware resources, abstracts complexities, and facilitates the efficient multitasking of concur-

rent virtual FPGAs.

We will start exploring the memory services and their structural organization. We will explore

the virtualization layer and the holistic memory management system employed in Coyote. This

encompasses a comprehensive layer that necessitates support across the entire spectrum, from

the management of physical memory at the hardware level to the specific software libraries

within the host OS kernel. The main purpose of these layers is to provide a virtual memory

abstraction akin to the one typically found on conventional machines.

Virtual memory is a crucial abstraction for serveral reasons:

• Primarily, it provides security by segregating processes within their individual, private

address spaces. This segregation serves as a barrier, preventing any malicious process

from affecting other processes or tampering with their memory. For a system like Coyote,

which aims to establish a multi-tenant environment, this abstraction stands as a critical

security feature.

• It creates the illusion of a more extensive memory capacity than the actual physical re-

sources. Consequently, it frees the system from the restrictions of the underlying physical

memory. In scenarios involving devices like FPGAs, which incorporate diverse memory

types, this abstraction surpasses the physical constraints of these memories, freeing users

of the need to be concerned with the specifics of these memories and their quantity.

• Conceals the complexity of dealing with physical addresses. In multi-tenant environments,

virtual memory efficiently shields end-users from the details associated with managing
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physical addresses. Dealing with virtual address ranges is considerably more straightfor-

ward than grappling with shared physical addresses in a multi-tenant environment.

• Virtual memory affords the flexibility of dynamic memory allocation and the possibility of

memory sharing. This flexibility paves the way for optimizing memory allocation patterns.

This feature enables us to investigate diverse allocation models and access patterns, and it

is the very foundation for some of the memory optimizations taking place within Coyote.

Furthermore, it removes the necessity for fixed address compilations, simplifying the tasks

of compilers and, ultimately, streamlining the end user programming model.

4.2.1 Background

Regrettably, FPGAs rarely incorporate virtual memory and commonly depend on the use of

physical addresses within user FPGA applications to access resources [208]. Given that the

majority of FPGA shells do not offer memory virtualization support [122, 62, 212, 210, 86] in

the FPGA, the responsibility of handling address translations for accessing host-side resources

falls entirely upon the host device driver. This approach to the general memory model comes

with significant limitations:

• Extensive OS involvement and CPU overheads: The heavy reliance on the host device

driver to supervise and actively participate in data transfers between the CPU and the

FPGA leads to substantial OS kernel involvement and large overheads. As a result, a

considerable number of valuable CPU cycles is consumed.

• Lack of seamless virtual address pointer exchange: The inability to exchange virtual

address pointers between software running in user space and FPGA-side applications is a

significant limitation. This capability is particularly critical for applications dealing with

complex pointer-based data structures. It substantially simplifies the programming model

for both CPU-side and FPGA-side applications. In a model without memory virtualiza-

tion, such seamless interactions are infeasible.

• Absence of FPGA-Side “mastering” capability: The absence of the ability for FPGA

applications to independently manage data transactions originating from the FPGA side

represents another important constraint. This capacity grants FPGA-based applications

the authority to manage operations more comprehensively, providing them with greater

freedom to explore diverse processing techniques and abstractions. This level of control
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is especially beneficial in situations where extensive host CPU involvement, such as in

graph-based pointer-chasing, would otherwise be necessary, or where certain operations,

like RDMA, would be entirely unachievable.

In rare instances where virtual memory is implemented on FPGAs, it tends to fall into two

categories: one targeted at System-on-Chip embedded platforms [199] and the other for large-

scale proprietary systems [188], both of which have their limitations.

In the case of embedded architectures, they often lack high-performance interconnects, powerful

CPUs, and other significant abstractions like multi-tenancy. This is primarily due to the limited

space available on SoC FPGAs, which constrains the inclusion of such features.

On the other hand, in the latter scenario, where virtual memory is designed for data centers,

exemplified by OpenCAPI [188], it relies on dedicated, fully hardened blocks. While this ap-

proach offers reliability and efficiency, it comes at the cost of flexibility, with only a limited set

of features available. Additionally, other abstractions are frequently absent, and there is limited

room for adding extra functionalities due to the hardware constraints.

The closest FPGA shell to explore virtual memory akin to Coyote is Optimus [146]. Like Coy-

ote, it provides multi-tenancy and the ability to seamlessly exchange pointers between user space

and FPGA. However, the similarities end there. Similar to OpenCAPI, Optimus relies on a hard-

ened IOMMU (it employs a standard CPU-attached IOMMU). This setup provides very limited

flexibility for implementing additional abstractions, as the host IOMMU is fixed.

Coyote implements virtual memory by creating a dedicated memory management unit within the

FPGA fabric. This unit uses software-loaded Translation Lookaside Buffers (TLBs) to manage

address translations. What sets Coyote apart to any other shell out there, is that this effectively

decouples the virtual FPGAs not only from the host CPU but also, crucially, from other services

within the FPGA (Figure 4.2).

This isolation is the cornerstone of system security, protecting the entire setup from the appli-

cations running in the virtual FPGAs. This approach allows us to regard these applications as

untrusted entities while still delivering a comprehensive set of features and services. As a re-

sult, we can provide multi-tenancy, virtual memory (for both host CPU and FPGA side memory

accesses), and offer high level networking abstractions like TCP/IP and RDMA.
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4.2.2 Physical Memory Management

To begin explaining memory virtualization in Coyote, we must start at the physical layer. The

versatility of FPGAs is notably exemplified by their I/O capabilities. FPGAs can accommodate

a wide range of different memory types, including traditional UDIMMs, RDIMMs, LRDIMMs,

and even novel High Bandwidth Memories (HBMs) with numerous memory channels for high

throughput data transfers. However, this diversity poses a challenge in terms of usability, as

integrating and adapting systems for each of these memory types can be quite cumbersome.

This is the primary objective of physical memory abstraction in Coyote: to conceal the intrica-

cies of various memory types and offer a uniform interface to user applications, regardless of the

specific memory attached. Furthermore, memory accesses should adhere to the same streaming

interface employed consistently throughout the Coyote system. This entails using descriptors

to specify the virtual address and length of the data transfer, followed by the provision of data

through dedicated data streams.

The questions that arise are how to ensure the security and protection of this memory, how

to efficiently manage dynamic allocation among virtual FPGAs, how to optimize access from

numerous tenants, and how to establish virtualization and integration with the device driver and

the host operating system.

The solution is to use the memory management unit in the FPGA fabric. By placing this memory

behind the MMU and routing all accesses through the internal TLBs, we gain the capability to

manage virtual-to-physical address translations according to our own requirements. Because

these TLBs are software-loaded, we have the flexibility to handle dynamic allocation from the

host operating system, enabling us to explore various allocation strategies and even allowing us

to share memory locations between tenants. Through the implementation of different allocation

schemes and effective mapping management, we can also optimize concurrent accesses from the

virtual FPGAs, ensuring efficient use of the memory.

4.2.2.1 Striping

How does this virtualization layer assist us in efficiently optimizing memory accesses from the

virtual FPGAs? The quantity of these virtual FPGAs can vary significantly, depending on the

specifics of each shell deployment. This necessitates optimizing the system in a way that is

agnostic to the number of virtual FPGAs and aims to maximize bandwidth for all users, while

equally prioritizing fair resource sharing among them.
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This optimization is achieved by implementing a striping access pattern that leverages the dy-

namic allocation capabilities within Coyote. It effectively allocates user memory in pages across

all available memory channels, regardless of their number. For example, if a user requests a 4

MB buffer and there are 2 DRAM channels available, the allocated buffer will be divided into

2 MB chunks, each allocated to one of the two channels. The addresses within these channels

are then interleaved. For instance, if a user makes an access for 128 bytes (equivalent to two

channel data widths, representing two bus transactions), the lower 64 bytes (size of the cache

line) are stored in one channel, while the higher 64 bytes are stored in the other channel. This

interleaved arrangement of data words across these channels optimizes bandwidth because it

enables simultaneous access to all channels.

Furthermore, this optimization extends to scenarios where multiple users access the memory,

regardless of the number of users. Since the accesses are parallel and span across all channels,

the achieved throughput remains at its peak, ensuring optimal data transfer rates (Figure 4.8).

However, this optimization comes with a trade-off. The interconnect responsible for propagat-

ing accesses from each virtual FPGA to all of the memory channels can be quite costly. This is

because the memory controllers for each of these channels are not hardened and are instead in-

stantiated in the FPGA fabric. As a result, this interconnect needs to reach all of the controllers,

which in many cases can span across different SLRs. This additional logic and routing complex-
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ity can lead to large congestion and ultimately timing violations (especially at SLR crossings).

This is one of the reasons why, even though Coyote supports 4 DRAM channels, they are rarely

utilized on devices like Alveo-u250. The congestion they generate within the fabric often creates

more problems than it solves and leaves little routing resources for other circuitry. Consequently,

on these devices, it’s common practice to enable only two DRAM channels, which has been

found to be a feasible configuration, ultimately providing a well-routable system.

The absence of a dedicated hardened interconnect and hardened memory controllers in FPGAs

is a drawback. However, new architectures, like new Versal chips [32], are beginning to emerge

that incorporate both of these elements, along with some other hardened circuits within the chip.

These advancements allows techniques like the striping we use here to be implemented with

significantly reduced penalties.

4.2.2.2 High Bandwidth Memory Organization

Modern FPGAs integrated with high bandwidth memory represent a notable advancement in

the realm of reconfigurable hardware and memory technology. The primary advantage of high

bandwidth memory lies in its wide interface and stacked memory dies, which result in high data

transfer rates. Additionally, it offers benefits in terms of reduced latency and power consumption.

In numerous modern systems, the FPGA and HBM share the same package, creating a multi-

chip module. This physical proximity allows for shorter and more efficient connections. It also

enables the use of dedicated hardened memory controllers. Unlike DRAM connections that must

accommodate a wide range of chips, HBM has a fixed and static controller that can be imple-

mented within dedicated circuits. Consequently, FPGAs equipped with HBM typically provide

a number of full AXI interfaces that can be directly accessed without the need for additional

control circuitry.

The architecture of HBM in HBM-equipped FPGAs like Alveo-u50d, u55c, or u280 is illus-

trated in Figure 4.9. HBM typically consists of 2 banks, each housing 16 pseudo channels.

Each pseudo memory channel is 256 MB in size (512 MB on u55c). Each of these channels

is equipped with a dedicated AXI interface. Between the interface and the channel, there is

a switching interconnect that allows every AXI channel to access the entire HBM range. The

highest performance is still achieved when accessing the channel physically closest to the cor-

responding AXI channel [202].

It’s essential to highlight that this interconnect differs from traditional DRAM-equipped FPGAs

where it used up the FPGA fabric. In this case, the interconnect is preexisting and fully hardened,
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eliminating the need for additional FPGA resources. The capability to access every pseudo

memory channel from any AXI interface is well-suited to Coyote’s striping access pattern.

While HBM provides a significant number of channels, it was primarily designed to work ef-

fectively with GPUs and high-performance ASICs. The highest achievable throughput with

practical FPGA applications is typically much lower than the maximum throughput that HBM

can theoretically provide (which can exceed 400GB). This limitation primarily arises from the

FPGA fabric’s inability to efficiently accommodate a large number of parallel high-performance

AXI buses and keep up with these extremely high data transfer speeds. Using 32 AXI channels

at high frequencies and simultaneously deploying 32 applications capable of fully utilizing this

performance within the FPGA is rarely feasible, can lead to substantial congestion and, conse-

quently, major timing violations. These challenges are particularly pronounced in the part of the

chip responsible for connecting the FPGA to the HBM.

As a result, applications using HBM in FPGAs tend to operate at lower frequencies or with

fewer channels. In Coyote, users have the flexibility to choose the number of channels per

vFPGA as they please. However, it’s essential to recognize that in real-world usage scenarios,

the achievable throughput is considerably smaller than the theoretical maximum due to these

practical limitations.

Each AXI interface exposed from the HBM is 32-bytes wide. As we’ve established, standard bus

size in Coyote is cache-line sized (64-bytes). Thus, an adapatation of the HBM’s AXI channels

to Coyote’s card DMA AXI interfaces is needed.
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Figure 4.10: Second configuration of HBM: Concatenation of HBM banks

In the first approach, we go for a straightforward data width conversion, as depicted in Fig-

ure 4.9. The HBM channels operate at a very high frequency of 450MHz, which is typically

lowered through explicit clock crossings when running any practical applications. We follow

this approach at the system level by implementing a combination of clock crossing and data

width conversion. The interface width is converted from 32 bytes at 450 MHz to 64 bytes run-

ning at 225 MHz (or at any higher system clock used at that point). Importantly, the maximum

throughput is preserved:

Max thr. = [at hbm] 32B · 450MHz = [at vFPGA] 64B · 225(+)MHz = 14.4GB/s

Each vFPGA channel can thus provide the maximum throughput of a single pseudo channel,

provided that the memory clock is equal to or higher than 225 MHz. This throughput is more

than sufficient to accommodate all other system components (e.g., network, host interconnect).

Additional concurrent channels can be instantiated to further enhance performance.

However, in certain cases, users may be running highly pipelined applications with very short

critical paths that demand extremely high frequencies. These applications, for instance, might

only be capable of utilizing a single memory channel. As shown, the maximum throughput

achievable through this single channel in the previous configuration of the HBM is approxi-

mately 14 GB/s. However, if these applications are running at 400 MHz, the potential throughput

is considerably higher (≈ 25GB/s).

To accommodate such specific scenarios, Coyote offers an alternative HBM configuration. In
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this setup, instead of creating the AXI channel on the Coyote side through data width conver-

sion, we choose to concatenate two pseudo channels together. As a result, the 64-byte read or

writes from Coyote are divided into two pseudo HBM channels in different HBM banks. This

configuration, shown in Figure 4.10, allows us to effectively utilize a significantly higher band-

width through a single vFPGA AXI interface. The maximum achievable throughput in this case

is attained when running circuits at the maximum HBM frequency:

Max thr. = [at hbm] 2 · 32B · 450MHz = [at vFPGA] 64B · 450MHz = 28.8GB/s

In this case, it’s possible to achieve twice the performance through the same single channel as

before. It’s important to highlight here that these are various configurations provided in Coyote,

and users have the flexibility to choose the one that best suits their specific deployment. It’s also

noteworthy that all these changes and different memory configurations (DRAM, HBM) do not

affect end users at all. The interface remains consistent, creating a standard execution environ-

ment that promotes portability and ease of use. This consistency allows for the exploration of

different configurations without impacting the end users and their applications.

4.2.3 Performance Evaluation of the Memory Stack

In this section we will measure the performance of the memory stack in a few different con-

figurations. We will examine the throughput of both DRAM and HBM with multiple tenants

accessing these memories. The tests for the DRAM memory are conducted on Alveo-u250

boards, while the tests with HBM memories are conducted on Alveo-u55c boards.

Unlike the constraints and difficulties posed by softcore DRAM controllers in the case of Alveo

u250, where it is challenging to achieve meaningful results with 4 DRAM channels, HBM offers

greater scalability and thus more memory channels can be utilized. In this test, four vFPGA

tenants will perform accesses to the FPGA-side memory. The test will cover a variety of transfer

sizes. These accesses are concurrent and are initiated in batches from the CPU (host initiated).

Consequently, there will be some overhead, particularly for smaller transfer sizes. Since HBM

can be scaled with vFPGAs, each of these four vFPGAs will have its dedicated HBM interface.

On the u250 board, only two DRAM channels are enabled, necessitating some multiplexing and

arbitration by the memory stack.

The throughput results are depicted in Figure 4.11. These results illustrate that at this level (with

4 vFPGAs), HBM scales effectively, enabling us to fully capitalize on the parallel channels
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Figure 4.11: Memory stack throughput.

within it. However, as only two DRAM channels are active on the u250, these become the

limiting factor when more than two tenants concurrently access the memory. It’s worth noting

that DRAM exhibits a slightly higher per-channel throughput, but this disparity can be mitigated

by enabling Coyote’s second HBM configuration.

In practice, we managed to scale HBM up to 8 concurrent channels without significant problems.

However, when exceeding this point, congestion levels increase significantly, necessitating adap-

tations such as reducing system clocks, which ultimately lead to performance degradation.

It’s also interesting to note the latency of these memories when accesses are made directly from

the vFPGA applications. We compare the averaged latencies to the base reported latencies that

could be achieved in HBM and DRAM [202]. The results are shown in Table 4.2.

Table 4.2: DRAM and HBM latencies in Coyote.

Configuration DRAM latency [ns] HBM latency [ns]

Coyote 182.8 220.4

Base performance 73.3 106.7

It’s apparent that Coyote introduces some overhead to the peak performance achievable with

these memories. This overhead arises from the virtualization layer, DMA initiations, and the

added arbitration logic required to implement striped access patterns. However, the overhead is

relatively modest, especially considering the level of abstraction it provides.
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Lastly, we will report a resource usage for the HBM and DRAM configurations (encompass-

ing the full FPGA design), utilizing the Alveo-u280 board. We selected this board because it

incorporates both HBM and two DRAM channels, making it the most suitable platform for an

equitable comparison.

Table 4.3: Resource usage of shells with different memory configurations (4 vFGPAs, Alveo-u280).

Configuration CLBs LUTs Registers Block RAM

DRAM - 2 chan. 48 037 (29.48 %) 216 244 (16.59 %) 382 603 (14.67 %) 329.5 (16.34 %)

HBM - 4 chan. 51 962 (31.89 %) 238 772 (18.32 %) 407 130 (15.61 %) 304 (15.08 %)

HBM - 8 chan. 78 900 (48.42 %) 350 866 (26.91 %) 611 732 (23.46 %) 392 (19.44 %)

4.2.4 Memory Management Unit

Now that we covered the physical management of the memory within the FPGA, we can focus

on the actual memory management unit that orchestrates all memory accesses within the system.

The Memory Management Unit (MMU) in Coyote plays a central role as the primary protection

layer in the system. It serves as the main module responsible for virtualizing user applications

(vFPGAs). Inside the MMU, each vFPGA is equipped with its dedicated software-loaded Trans-

lation Lookaside Buffer (TLB). These vFPGAs are essentially virtual devices within Coyote,

utilizing the same virtual address space as the host CPU and the corresponding processes.

In conventional operating systems, each user process maintains its distinct virtual address space.

The operating system takes responsibility for managing these address mappings using page ta-

bles stored in the host memory. These mappings translate virtual addresses into corresponding

physical addresses. This translation process is executed by the CPU’s dedicated memory man-

agement unit, allowing processes to interact with physical memory without requiring knowledge

of the precise physical locations. The isolation between the processes and physical memory is

critical, serving as a cornerstone for ensuring memory protection and access control. It guar-

antees that one process remains completely isolated from and incapable of interfering with or

accessing the memory of another process, thereby preserving system integrity and security.

However, performing a translation by accessing the host memory for every request would in-

troduce unacceptable overhead. To mitigate this, a faster translation method is employed by

using translation lookaside buffers. TLBs serve as hardware caches closely integrated with the

memory management unit to expedite the translation process. In essence, a TLB functions as a
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Figure 4.12: Virtualization layer and decoupling of user applications in the system.

compact memory with high random-access performance that stores a select set of recently trans-

lated virtual-to-physical address mappings. When the TLB contains the necessary translation (a

TLB hit), the MMU can swiftly retrieve the associated physical address from the TLB, resulting

in a much quicker memory access. However, if the TLB lacks the required translation (a TLB

miss), the MMU must execute a complete translation. This process takes more time because it

necessitates accessing the page table stored in the host memory to locate the mapping. In such

cases, a full page-table-walk within the host MMU becomes necessary, introducing additional

latency and overhead.

A page table walk stands as a fundamental operation within the MMU. Its primary purpose is to

find the physical page for a set of virtual addresses that missed in the TLB. The MMU initiates

this process by accessing the page tables (typically multi-level pointer chasing) to discover the

mapping for the given virtual address. Once this mapping is identified, it is cached within the

Translation Lookaside Buffer (TLB), and the operation is reattempted. This second attempt

results in a TLB hit, allowing the operation to proceed.

The core concept in Coyote is to integrate FPGAs into this process, eliminating the need for

a simplified, bare-metal-like physical memory model commonly found in most modern FPGA

setups. To achieve this integration, we expand the host TLBs to the FPGA side, effectively

creating an IOMMU within the FPGA fabric.

While high-end CPUs often include IOMMUs to manage and secure memory access for external

devices, Coyote takes this a step further. In Coyote, the IOMMU is significantly more potent:

• Firstly, being integrated into the FPGA fabric, it offers unparalleled flexibility, making it

adaptable to any given scenario. In Coyote’s context, this adaptability enables us to create

parallel TLBs capable of simultaneously managing the system’s multi-tenancy. Addition-
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ally, these TLBs can be configured with arbitrary sizes. As they are instantiated in the

dynamic layer, they can also be resized on-the-fly as required during shell reloading.

• Secondly, it provides protection for the services operating within Coyote. The memory

and network components in Coyote incorporate high-level abstractions, such as RDMA.

Ensuring the security of these services from applications within the FPGA would not be

possible using a standard host CPU IOMMU.

The MMU layer serves a dual role, functioning both as an arbiter and a coordinator. It manages

access requests originating from end-user applications, directing them to the appropriate mod-

ules within the system. These requests may target diverse locations, including memory on the

host CPU side, the FPGA side, or even remote memory accessed via RDMA.

Each user request includes details about the intended memory target. From the moment these

requests reach the MMU, it becomes the MMU’s responsibility to validate the request’s map-

pings, verify user permissions for memory access, and subsequently orchestrate the request until

it is successfully completed.

4.2.4.1 Translation Lookaside Buffers

We will now look into the organization of the TLBs that manage all local node accesses. The

TLBs within Coyote are shown in Figure 4.13. They are fully parametrizable thus the size of the

TLB (number of rows) and the set-associativity (number of columns) can be chosen arbitrarily

between different dynamic layers (user shells).

The TLBs are implemented using on-chip memory, specifically Block RAM, which is purpose-

built for high-performance data manipulation in FPGAs. This type of memory is particularly

valuable for swiftly handling random-access operations with an exceptionally low latency (just

a single cycle). In this respect, it shares similarities with traditional cache memory.

However, like caches, Block RAM also faces certain limitations. Its high-performance charac-

teristics come at the cost of reduced density, and it’s typically available in limited quantities,

often in the order of megabytes in modern FPGAs. Furthermore, it is distributed across the

entire chip, which imposes additional restrictions on its utilization.

These TLBs are responsible for managing traditional OS page mappings, similar to the way a

conventional CPU’s TLB operates. However, in this context, the cost of a TLB miss is signifi-

cantly higher because the overhead associated with a page fault from an external device is much

more substantial than that of a page fault within the host CPU’s MMU.
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Figure 4.13: Translation Lookaside Buffers in Coyote.

To mitigate this issue, it’s crucial to ensure that these TLBs offer comprehensive coverage, min-

imizing the occurrence of page faults. Considering a standard 4 kB OS page size, it’s evident

that a conventional approach involving replicated 4 kB TLBs on the FPGA would not provide

sufficient coverage. For instance, even a relatively large 1 MB TLB would only be able to ac-

commodate less than 400 MBs worth of host OS pages. Given today’s big-data-driven world,

it’s evident that this level of coverage is inadequate.

Hugepages

To address this challenge, we turn to the solution of using hugepages. These large-sized memory

pages prove to be an ideal remedy for this particular use case. They are instrumental in enhancing

system performance by minimizing the overhead linked to managing smaller memory pages, and

their utilization is common in operating systems to fine-tune system efficiency, especially when

there’s a substantial demand for memory, such as in virtualization scenarios.

In the context of Coyote, the most significant advantage of hugepages is the notable reduction

in TLB misses and their ability to offer much broader memory coverage compared to traditional

4 kB pages. To take advantage of these large pages, we provide parallel TLBs with parallel

lookups, enabling simultaneous operation. These parallel TLBs have variable page sizes and

thus users have the flexibility to choose their preferred hugepage size to meet their specific

requirements. To illustrate the benefit of hugepages, when 1 GB hugepages are activated along-

side 64 kB TLBs, the potential coverage extends to approximately 5 terabytes, a well-sufficient

capacity for target Coyote applications.
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TLB Fields

Each TLB entry contains additional fields, beyond the address information of the mapping. The

first of these is the target interface field, which holds crucial information about the location of

the actual physical data associated with the mapping. This field can indicate whether the data

resides in the host memory or the FPGA-side memories. If the current value of this field doesn’t

align with the one in the incoming request (even if the tags match), it will result in a page fault.

This page fault is then handled by the driver in a specific manner (a process we will explore in

one of the next sections). Ultimately, this page fault will initiate a migration process to relocate

the data to its required destination.

The second set of fields comprises identifier fields, specifically the hpid and ctid. The hpid

stands for the standard process ID from the host OS, and it serves the purpose of managing TLB

entry invalidations. As Coyote relies on CPU MMU invalidation notifiers to keep TLBs up to

date, the hpid field is used to match the mappings which need to be cleared when invalidation

commands arrive.

The ctid, on the other hand, represents the Coyote Thread ID. This thread ID introduces an

additional multitasking dimension, unique to Coyote. Beyond running multiple vFPGAs in

parallel, Coyote allows for the execution of multiple host threads within a single vFPGA, which

can correspond to different host OS processes. This ctid field is used to enforce protection and

identification at this level. A deeper exploration of Coyote threads will be covered when we dive

into the application layer 5.3.1.

Evictions

In TLBs, the eviction algorithm determines which of the set-associative entries are to be removed

when a new one arrives and all slots are filled. While LRU (Least Recently Used) is an ideal

choice, it’s less common in hardware due to its complexity, resource requirements, and potential

latency overheads.

For a more hardware-friendly solution, Coyote employs the NRU (Not Recently Used) algorithm

for evictions. This algorithm assesses pages based on when they were last accessed. To imple-

ment this, we use two bits to indicate the page’s “rank.” First bit is the reference bit, which is set

when the page is read. Second bit is the modify bit, which is set when the page is altered through

a write operation. Additionally, a dedicated timer circulates through the TLB, periodically re-

setting the reference bits for all set-associative entries within TLB rows. The number of bits

required to implement this algorithm is not extensive. It amounts to twice the set-associativity

of the TLB multiplied by the number of TLB rows, resulting in a small overhead.
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Figure 4.14: Read and Write Engines

4.2.4.2 Invalidations and Page Faults

The MMU employs dedicated engines responsible for managing all data requests. These engines

are designed as finite state machines, governing the flow of data requests. The MMU is equipped

with a set of these engines for each of the vFPGAs, enabling parallel operation. Furthermore,

both the read and write data paths operate concurrently, enhancing parallelism in handling re-

quests. This concurrency is crucial because, in typical acceleration scenarios, both read and

write operations are issued simultaneously. In the standard operation mode, these engines han-

dle data requests by initially verifying the TLB for the existence of accurate mappings. If the

mappings are detected, the engines then proceed to partition these requests into pages (compris-

ing both normal and huge pages) and subsequently transmit translated entries to the respective

DMA units. The synchronization between the read and write engines is achieved through the

hardware mutex located in front of the TLB.

The state machine responsible for managing these requests within the engines during regular op-

eration is depicted in Figure 4.15. It’s evident that in the absence of page faults, the requests will

be seamlessly passed on to the DMA, with minimal intervention from the read/write engines.

Consequently, this approach incurs minimal overhead in the overall request flow.

A critical operation that can disrupt this “normal” request handling is host invalidations. These

invalidations refer to actions initiated by the host kernel, signaling to the MMU that specific

virtual address range, belonging to certain processes, are about to be invalidated. Therefore, the

MMU must update the values within the TLBs to reflect these operations.
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Invalidations

The original reasons behind these invalidations can vary. They might occur due to routine mem-

ory deallocation of vFPGA memory, or could be a result of host process memory being swapped

out to disk, among other possibilities. How this operation is carried out and the general handling

of memory between the host and the FPGA is a fundamental distinction in Coyote compared to

standard FPGA integration into host kernels.

Typically, external accelerators pin the host memory while it’s in use by the accelerators, im-

posing additional constraints on the operating system and its memory management. In contrast,

Coyote offeres a different approach. Instead, the accelerator relies entirely on MMU notifiers to

keep its TLBs up to date, thus avoiding constraints on the host kernel and allowing for a more

transparent memory management. It’s important to note that for legacy reasons, Coyote does

offer traditional page pinning methods for maintaining TLBs.

Since these invalidations are tightly integrated with the host operating system and directly impact

the host MMU, it is imperative to respond to them in an organized manner. Otherwise, user

applications might attempt to access physical memory that has been released or reassigned to

another process, potentially leading to system corruption.

Handling these operations is facilitated through a specialized API within the Linux kernel. Linux

has introduced the mmu invalidate notifier function, precisely designed for similar pur-

poses for which we employ it. To utilize these notifiers, a kernel module registers a set of call-

backs with the kernel for a particular host process. These callbacks are then invoked whenever

a mapping in the page table is invalidated for a specific address range.
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Once these callbacks are triggered, we issue these invalidations to the FPGA’s read/write en-

gines, informing them about the impending invalidation. These invalidation messages include

the host process ID and the virtual address range to be invalidated. The code of these inval-

idaitons is shown in the Listing 4.1.

Listing 4.1: Invalidation callback from the MMU notifier.

1 if (mmu_notifier_range_blockable(range))

2 mutex_lock(&d->mmu_lock);

3 else if (!mutex_trylock(&d->mmu_lock))

4 return false;

5
6 mmu_interval_set_seq(interval_sub , cur_seq);

7
8 // TLB unmap

9 first = start >> PAGE_SHIFT; last = end >> PAGE_SHIFT;

10 n_pages = last - first;

11 tlb_unmap_hmm(d, start << PAGE_SHIFT , n_pages, hpid, huge);

12
13 // Wait for invalidation ACK

14 wait_event_interruptible(d->waitqueue_invldt ,

15 atomic_read(&d->wait_invldt) == FLAG_SET);

16 atomic_set(&d->wait_invldt , FLAG_CLR);

17
18 mutex_unlock(&d->mmu_lock);

19 return true;

However, an additional concern arises during these invalidations. The kernel may request a

specific invalidation, but at that moment, we might have in-flight transactions within the address

range scheduled for invalidation. This implies that our vFPGAs are actively accessing this data,

and the kernel cannot proceed with invalidation until these operations have been fully executed.
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Since these operations might endure for some time, the callback function must have the capa-

bility to enter a sleep state. Relying on polling would be prohibitively expensive in this context.

Consequently, the kernel needs to be alerted once it’s permissible to carry out updates to its own

page tables. In Coyote, we accomplish this through an invalidation acknowledgment, which is

issued via a dedicated interrupt line. The callback function, therefore, goes into a sleep state

until the acknowledgment is received, signaling to the kernel that the invalidation process is

complete.

A trivial approach here to determine the existence of any outstanding transactions would be to

wait until all transactions within a particular vFPGA are completed. However, as previously

mentioned, Coyote supports multiple processes per single vFPGA, and this approach could

potentially introduce substantial overhead. To address this, we implement dedicated circular

buffers that store the ranges of all outstanding transactions in the system for each of the parallel

data channels, including one streaming channel and a number of potential parallel FPGA side

memory channels.

Duing invalidatations the state machine enters states (Figure 4.16) that examine these circular

buffers for potential colliding addresses that are currently in-flight. If such collisions are de-

tected, the engine will remain in these states until the outstanding transactions are resolved.

One of the key benefits of this approach is that it ensures that all other in-flight transactions,

associated with different Coyote threads and processes, are not required to finish their respec-

tive operations. Consequently, invalidations can be executed with reduced overhead, as only the

specific pages being invalidated are examined.

Page Faults

Finally, in situations where the mapping, returned from the TLB, is incorrect, such as when the

ID fields do not match, the addresses are inaccurate, or the data is located in a different location, a

page fault is triggered. This situation initiates a separate page fault handling mechanism within

the read/write engines. A specific section of the state machine (Figure 4.17) is tasked with

managing these page faults, guaranteeing that the details about the specific page fault are relayed

to the host for resolution.

In the event of a page fault, the engines will notify the host driver via a dedicated interrupt

line. The driver acknowledges this interrupt and retrieves all the essential information regarding

the page fault (virtual address, length, etc.). After handling the page fault and installing new

mappings, the driver informs the engines that they can resume their operation. Engines then

restart the faulted transaction. If the new mappings have been correctly installed, the operation
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proceeds in the usual request handling format.

Coyote employs packetization within data requests, which means it frequently receives multiple

incoming packets featuring sequentially increasing addresses (parsed packets from initial user

requests). Handling each of these packets individually would result in high overhead as it would

trigger a new page fault for each packet. To address this, Coyote incorporates an optimization in

the form of a special cache buffer that groups these packets together to create larger page fault

notifications.

Thus, when a page fault occurs, we will continue reading the next packets that are in the input

queue and simultaneously write them into this cache buffer. If any of these packets contain vir-

tual addresses that are sequential to the one that triggered the page fault, we expand the size of

the page fault to encompass these additional pages. Consequently, when the driver eventually

reads the page fault information, it will encompass a potentially larger amount of pages, span-

ning across these sequential packets. This coalescing reduces the number of individual page

faults that need to be handled.

Following the resolution of the page fault, the subsequent requests are initially retrieved from

this request-cache (if there are any, preserving the order of requests), depleting its contents, and

then the regular request handling process resumes.

Page faults and invalidations are closely intertwined since both update the state of the TLBs

and current mappings. Consequently, careful consideration of locking mechanisms is essen-

tial to prevent potential deadlocks or race conditions. In Coyote, a dedicated driver-level lock

(lock mmu) is in place. Any operation on the TLBs necessitates obtaining this lock.
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However, given the high latencies involved in page faults and invalidations (in the range of

microseconds), situations can arise where, for instance, the lock has been acquired by an invali-

dation initiated from the Linux kernel, while simultaneously, a hardware page fault has occurred.

The page fault is issued, but the kernel-level lock is held by the ongoing invalidation. Mean-

while, the hardware’s FSM is waiting for the page fault to be resolved, leading to a deadlock.

To prevent this scenario, in Coyote, we give priority to the issued invalidations. Therefore, from

any stable state, such as ST IDLE, ST WAIT PAGE FAULT or ST LOCKED, the FSM transitions to

dedicated invalidation states when instructed to handle invalidations. This approach eliminates

deadlocks and ensures the efficient operation of the system.

It is also noteworthy to illustrate the amount of overhead incurred when page faults are triggered.

In Coyote, page fault handling exhibits a latency ranging from 2 to 3 microseconds on average.

If a sufficient number of in-flight transactions can be initiated, this latency can be effectively

concealed behind these ongoing operations, thereby requiring only an initial page fault latency

to be paid. This aspect becomes important in situations where TLB overflow can arise. For

instance, consider a scenario where the amount of mapped memory surpasses the capacity of the

TLBs. When such an overflow occurs, a page fault is triggered and handled, while simultane-

ously, in-flight transfers are in progress. As a result, this page fault becomes concealed behind

these ongoing transfers, effectively hiding page fault overheads from the end users.

4.2.5 Unified Memory

Now that we have a better overview of the hardware architecture which is needed to provide

the higher level abstractions, we move to software and expore the shared virtual memory model

employed within Coyote.

Shared Virtual Memory (SVM) is a memory model that offers multiple devices a shared repre-

sentation of memory, enabling them to utilize identical virtual addresses. This is possible even

when these devices operate independently and lack direct access to each other’s physical mem-

ory. In the specific scenario of FPGAs integrated into a single host, this implies that both the

FPGA and the CPU possess a shared perspective of memory. It’s important to emphasize that

this shared perspective doesn’t inherently require the utilization of identical physical memory.

Instead, it denotes an abstract representation created collaboratively by the operating system and

the devices engaged in this abstraction.
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Shared virtual memory streamlines the exchange of data among multiple execution threads on

different devices, eliminating the need for explicit data copying. The primary advantage is the

simplification of the programming model, relieving end users from the burden of explicit data

management. It also enhances data sharing efficiency by reducing the necessity for numerous

data copies in many scenarios. Moreover, the seamless exchange of virtual addresses between

devices simplifies the programming of complex data structures (such as pointer rich structures).

As these data management operations are handled in the background, the process of porting

applications between platforms becomes considerably more straightforward, as it doesn’t require

the utilization of device-specific APIs.

Unified Memory is an example of a shared virtual memory in modern heterogeneous architec-

tures featuring discrete GPUs. It facilitates concurrent CPU and GPU access to a unified memory

space, optimizing data transfers. This approach allows developers to allocate and utilize mem-

ory seamlessly in both CPU and GPU code, simplifying the programming model and enhancing

the accessibility and portability of GPU acceleration.

Listing 4.2: Example of processing with FPGA-side memory without unified memory.

1 // NO UNIFIED MEMORY

2 void *src_data; void *results;

3 src_data = malloc(size); results = malloc(size);

4 ...

5 fill_data(src_data, ...); computation(src_data, ...);

6 ...

7 void *fpga_data;

8 fpga_data = fpga_alloc(&fpga_data , size);

9 memcpy(fpga_data , src_data, size);

10 host_to_card(fpga_data , size);

11
12 execute_kernel(fpga_data , ...);

13
14 card_to_host(fpga_data , rslt_size);

15 memcpy(results, fpga_data , rslt_size);

16 computation_2(results, ...);

17
18 ...

19 fpga_free(&fpga_data);

20 free(src_data); free(results);

Given that FPGA-side memory is often employed in a manner akin to GPU memory usage,

the concept in Coyote is to extend this approach to simplify FPGA-side memory management,

similar to the way unified memory simplifies memory management for GPUs.

Let’s illustrate this simplification with an example: Consider a scenario where some application

is deployed on the FPGA to provide acceleration. In this instance, the application works with
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substantial datasets and is performing iterative processing. Thus, it could significantly benefit

from the lower latency and increased bandwidth of local FPGA-side memory. Consequently,

data needs to be transferred to the FPGA-side before processing. The standard code for per-

forming operations like this from the host side can be found in the provided listing. 4.2

To begin, we will initially reserve memory buffers in the host CPU’s memory to store our initial

data set and eventual results. Some preliminary computations on this data may be performed on

the host side at this stage. After completing this initial host-side processing, the data is ready for

offloading to the FPGA for acceleration. Unfortunately, due to the absence of data management

abstractions in this context, this process must be performed manually.

First, a specific allocation function of some kind must be invoked (fpga alloc), typically trig-

gering a system call to the device driver. The allocation function will reserve a buffer in the

device’s memory and, at the same time, generate a corresponding memory buffer in the host,

ensuring that it is pinned and prepared for transfers to external devices. Subsequently, the data

set designated for acceleration must be copied to this pinned buffer using the memcpy function.

An alternative approach is to pin the already existing data set buffer; in either case, both methods

still require a dedicated device-specific API function call at this point.

Listing 4.3: Example of processing with FPGA-side memory with Unified Memory abstraction.

1 // WITH UNIFIED MEMORY

2 void *src_data; void *results;

3 src_data = malloc(size); results = malloc(size);

4 ...

5 fill_data(src_data, ...); computation(src_data, ...);

6 ...

7 execute_kernel(src_data , results, ...);

8
9 computation_2(results, ...);

10 ...

11 free(src_data); free(results);

With the buffer prepared, we are ready to offload it to the FPGA’s memory. This process is again

executed through a dedicated API function which will, in turn, issue a system call to the driver

(host to card). Only once this function completes can we start the desired acceleration in

the FPGA using the execute kernel function. Once this function is finished, and the FPGA

has processed our data, we must reverse these steps. Initially, the data must be retrieved in the

reverse direction (card to host), followed by copying it to the result buffer. From there, we

can continue processing the data on the host side. Finally, at the end of the operation, we must

deallocate all the device-specific memory resources.
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As evident from the previous example, a substantial number of additional device-specific func-

tions are required to facilitate data movement to the accelerator. Now, let’s examine another

example to observe how the same operation would look like with the unified memory abstrac-

tion. The corresponding code for this example is presented in Listing 4.3.

The start is the same as before, we allocate some buffers for our data set and results and perform

the initial host-side computation. We then reach a point where we need to invoke our accelerator.

As we can see from the code example, in this case, we can execute the kernel on the FPGA-

side straight away (execute kernel). No additional management of the memory is needed.

Additionally, when the accelerator is done, it can load the results directly into the result buffer

(due to the mastering capability on the device). From here onwards, we can continue without

any additional device-specific API calls.

From these two small examples, it becomes clear that the code becomes significantly simpler

when leveraging the unified memory abstraction. Not only is there a reduction in the number of

lines of code, but also, we no longer rely on device-specific APIs for data management. The data

also importantly remains consistent even when accessed concurrently by multiple devices. The

most significant advantage of this approach, however, is the increased portability of the code

between various devices. This simplifies code management and accessibility, particularly in ex-

tensive codebases. Furthermore, it effectively conceals device-specific constraints. For instance,

even when confronted with data sets that surpass the device’s memory capacity, unified memory

seamlessly manages overprovisioning, removing the need for explicit user side intervention.

4.2.6 FPGAs Are Not GPUs!

The unified memory model, typically found in the realm of modern GPUs, was successfully

adapted for use with FPGAs in Tapasco [116]. This research demonstrated the feasibility of

replicating a typical GPU unified memory model on FPGAs. However, it’s important to note

that the flexibility of FPGAs far exceeds that of GPUs. While FPGAs can indeed be employed

similarly to GPUs (catering to specific applications that can leverage this style of compute), this

represents only a small subset of the broad spectrum of applications that can take advantage of

reconfigurable hardware. Therefore, limiting FPGAs to just a subset of their features by adhering

exclusively to the GPU compute model is not the most suitable approach.

In this traditional GPU compute model, data is usually transferred to the GPU’s memory and

remains there, ideally for repetitive processing on the GPU before being transferred back to the
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and network interface.

CPU at a later stage. This model is particularly represented in modern machine learning training,

where iterative processing over extensive datasets is a frequent requirement.

FPGAs can certainly be employed for similar types of tasks, but they may often lag behind GPUs

due to their inherently lower clock speeds. The real strength of FPGAs lies in their adaptabil-

ity, as they can be customized for various compute models. Consequently, it is imperative to

explore how these alternative compute models can be integrated into a shared virtual memory

environment.

Consider a scenario where, instead of conducting machine learning training, we need to perform

data inference. In this case, the data resides in the host memory initially. If we were to restrict

the FPGA to a GPU compute model, we would first be required to transfer this dataset to the

FPGA-side memory. Only after the data has been moved to the FPGA-side memory can we

begin transferring it to our accelerator (see Figure 4.18). This additional data transfer step di-

rectly impacts performance because our ultimate goal is to “stream” data directly from the host

memory to the FPGA accelerator without an intermediate stop in the FPGA-side memory.

Afterward, as this data is fed into the accelerator, it undergoes processing, and the results are

initially written back to the FPGA-side memory and subsequently transferred to the host mem-

ory. Ideally, all of these operations should be fully pipelined, allowing data reading, processing,

and result writing to occur simultaneously. This is what allows us to really exploit the pipelined

parallelism in FPGAs, an area where they can deliver substantial performance improvements.
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As an example of the added flexibility FPGAs can offer, consider including networking in the

previous scenario (Figure 4.19). Now, imagine that we need to perform inference in a cloud

environment. In this case, data arrives through the network, and the results must be written to

the host memory for additional processing. Using FPGA-side DRAM in this context would be

highly inefficient. This underscores the importance of having streaming interfaces (along with

network interfaces) and the necessity of adapting the overarching memory model to address

such scenarios, in addition to the traditional GPU compute model. Offering these additional

interfaces maintains the flexibility and vital features of FPGAs while also providing high-level

abstractions and ease of use. Coyote, therefore, provides multiple data interfaces to meet the

needs of diverse applications deployed on FPGAs:

1. Card Memory Interface: These memory accesses are directed toward the FPGA side

memory (HBM or DRAM). This memory is primarily employed for high-performance

processing, emphasizing the need for maximum throughput and minimal latency, particu-

larly in iterative processing scenarios. The allocation and mapping of this memory among

users are managed by the host driver. This interface shares high similarities with the in-

terfaces commonly found in modern GPUs between the memory and processing units.

2. Host Memory (Streaming) Interface: This interface allows the end user applications to

access the host memory directly. It is special in comparison to a traditonal GPU acceler-

ator. GPUs usually copy the data into off-chip memory prior to processing it. This extra

“stop” for the data can lead to excessive overheads, especially if only one pass of the data

is necessary. Through this interface, FPGAs in contrast, can directly stream data from and

to the host side CPU memory. It is important to note that this interface is only possible

through an IOMMU, as the CPU’s MMU needs to remain protected.

3. Network Interface: Coyote contains an RDMA network stack which provides a network-

ing memory abstraction allowing processes to communicate between remote machines in

virtual address space. In this case, it is the MMU’s job to make sure the requests contain

the virtual addresses, pointing to the buffers, particularly designated for the exchange be-

tween two remote nodes. Since this interface is serving remote accesses, it is indirectly

integrated into the memory model (and host OS) through the two interfaces mentioned

above.

We will now provide a more detailed explanation of these interfaces and describe how they

operate. In Section 4.2.7, we will delve into the implementation of these interfaces.
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4.2.6.1 Card Memory Interface

The Card Memory Interface offers a closely aligned abstraction to the GPU’s unified memory

model. It enables user logic in the virtual FPGAs to access data from the local FPGA memory

resources, whether it’s stored in DRAM or HBM. In the event that the user logic requests data

not currently present in the FPGA-side memory, the migration process is initiated without re-

quiring any additional input from the end user. This migration of data is orchestrated through

the collaborative efforts of the FPGA-side MMU, host-side MMU, and importantly, the Coyote

device driver.

A visual representation of this migration mechanism is depicted in Figure 4.20. The data re-

quests follow a sequence of steps. First, the data requests are submitted and subsequently enter

the MMU, where they trigger a TLB miss. It’s important to note that at this point, the TLB may

potentially contain the mapping for the particular virtual address within the request, but the page

fault could still be raised if the mapping is tied to the location in the host memory. Dedicated

flags in the TLBs would not match in this case.

The TLB miss event triggers a page fault, which is signaled through the interrupt lines. Upon

receiving this interrupt, the device driver reads the page fault status, which includes the vir-

tual address, range and thread information. It then performs a page table walk to retrieve the

corresponding pages. As mentioned, these pages may already be mapped, and if so, they are

scheduled for migration, and their TLB entries are updated. If they are not mapped, new en-

tries are added to the TLBs, and the pages are migrated in a similar manner. For the migration

process, a dedicated migration DMA channel is employed.
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After migration, the pages that have been migrated are substituted with special device pages.

These device pages do not have real memory backing; instead, they serve as indicators that the

pages have been migrated elsewhere. In a sense, these pages are now handled as if they were

swapped out to a disk.

At this stage, the TLBs are updated and the driver can instruct the MMU to reinitiate the original

transaction. This time, a TLB hit will occur, and the operation will proceed as usual. The data

will be fetched from the local FPGA memory and provided to the virtual FPGA. From the user’s

standpoint, apart from the additional latency, the operation remains unchanged, regardless of

whether migration occurred in the background or not. The entire operation has been effectively

concealed from the end users.

The interesting aspect of this memory model comes into play when an access is made from one

of the applications on the CPU side to these migrated pages (see Figure 4.21). In this scenario,

a reverse process unfolds. The special device pages, which now stand in for the migrated pages

in the kernel, are accessed. This access triggers a CPU page fault, managed by the device driver.

The special device pages contain information about the migrated pages, which is used to facili-

tate the migration of the pages back, once again via a dedicated migration DMA channel. All the

entries in the FPGA TLBs that correspond to these pages will be updated to indicate that these

pages now reside in the host memory (same for the host-side MMU). Subsequently, the access

from the user application is reinitiated, and the data is provided to the CPU. As in the previous

scenario, the entire process occurs entirely transparently to user applications.

This ping-pong operation, characteristic of shared virtual memory, is what plays a crucial role in
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maintaining data consistency in these heterogeneous platforms. Without this mechanism, con-

current accesses from the CPU and the FPGA could potentially lead to data corruption if explicit

synchronization is not in place. The absence of the need for this particular synchronization is

a significant factor that simplifies interactions with these heterogeneous systems, especially in

cases where heterogeneous workloads run alternately on a CPU and an accelerator.

Unified memory’s overprovisioning capability is another significant feature. For example, if

there isn’t enough available FPGA-side memory to fulfill a request, the remainder of the memory

is allocated on the host side. This results in memory being split between the FPGA side and the

host side, with as much as possible allocated on the FPGA side. Processing begins using the

available memory allocated on the FPGA side. At some point, the processing may experience a

page fault (when this memory runs out), triggering migrations to bring the new portion of data to

the FPGA. The process continues in this iterative manner. The advantage here is that users can

make use of the FPGA-side memory even when there isn’t sufficient space for the entire dataset.

4.2.6.2 Host Memory (Streaming) Interface

Here, we will provide an overview of the Streaming Interface, which is employed for direct host

memory accesses. This interface serves as a key differentiator from the standard unified memory

model employed in modern GPUs.

This interface also complements the Card Memory Interface and can be fully utilized concur-

rently. In fact, these two interfaces can even be employed together, such as for instance conduct-
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ing in-memory computations where data is processed as it is read from the FPGA-side memory

and written into the CPU-side memory.

Similar to the Card Interface, this interface depends on the FPGA-side MMU for the protection

of the host-side memory. The distinction lies in how it operates when a page fault occurs. In

such cases, it checks whether the TLB contains the correct mappings and whether the data is

available in the host-side memory. If these conditions are not met, a page fault is triggered.

However, in this instance, migration may take place, but it will occur in the opposite direction.

Any requested page residing in the FPGA-side memory will be moved to the host-side memory.

The manner in which this page fault is handled is similar to the handling of page faults in

the Card Memory Interface. The driver performs page table walks to obtain and check all the

pages related to the data request. Necessary migrations (or just TLB updates) are then managed.

However, a notable difference arises in that the data is no longer read from (or written to) the

FPGA-side memory; instead, it is directly streamed to/from the user logic in the virtual FPGA

through a dedicated streaming DMA channel of the host CPU-FPGA interconnect.

It is important to note again that no page pinning on the host-side is occurring during all of these

processes, if any updates to the TLBs are needed, they will be signaled by the host-side MMU

notifiers and handled asynchronously. During these operations consistency of the data will not

be violated.

An essential aspect of the Streaming Interface involves page synchronization and potential in-

validations. Unlike the Card Interface, where migrated pages cannot be swapped out (as they

are already migrated), in the case of the Streaming Interface, as the pages are not pinned, there

is a possibility that current mappings within the FPGA may be invalidated by the host system

for various reasons (such as swapping out to disk, migrations, etc.).

In such cases, the invalidation process will wait until all outstanding transactions have been

completed before the mappings are removed from the TLB on the FPGA side. This approach

ensures data consistency as pages in the host MMU cannot be invalidated prior to receiving the

acknowledgment of invalidation from the FPGA.

Once this acknowledgment is received and the pages are invalidated on both sides, any subse-

quent access to these pages from the FPGA will trigger a new page fault, which will then need

to be resolved on the host side as any other page fault signaling FPGA-side TLB miss.
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4.2.7 Heterogeneous Memory Management

In this section, we will look into the system software responsible for facilitating the shared

virtual memory model employed in Coyote. Two critical components within the Linux kernel

that enable this functionality are the the MMU notifier interface and the Heterogeneous Memory

Management (HMM) API [141].

4.2.7.1 Notifiers and Invalidations

The conventional method for accessing host memory and facilitating data exchange between

host and device memory involves explicitly pinning the host pages that need to be accessed by

an external device. These pages are typically accessed by the device for additional processing

via device-side DMAs. While devices can work with virtual addresses, the actual accesses are

performed using physical addresses, with protection provided by the host IOMMU.

The reason for pinning is that the host operating system always retains the capability to swap

out pages to disk when memory is running low. Unless the pages are pinned, the operating

system does not guarantee that the allocated buffer used by the device will remain in the exact

physical location. Once these pages are pinned, they cannot be swapped out or deallocated. This

can potentially place a significant burden on the host operating system, as it must manage these

pages carefully to avoid disruptions, especially in virtualized environments [39].

An alternative approach is to depend on the kernel for notifying the driver of address space inval-

idations. Since there is no pinning in this scenario, there is a need to maintain synchronization

between the TLBs on the FPGA side and the page tables in the host MMU.

The Linux kernel has introduced MMU notifiers to address the limitations of page pinning, with

a focus on virtualized environments. In this setup, the kernel driver registers callback functions

for a specific user process. These functions are invoked whenever a portion of the process’s page

tables is invalidated. In response to these invocations, we can invalidate all entries in the TLBs

to keep them synchronized. Importantly, the host MMU cannot complete the invalidations until

we return from the callback function.

Given the substantial latency of invalidations, which involves traversing the CPU-FPGA inter-

connect and ensuring the completion of all in-flight transfers (which can take some time), it’s

essential that our callback function is capable of sleeping. The callback function is defined

within the mmu interval notifier ops structure. Significantly, for our application, the call-
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back function can sleep, making it a suitable fit for the invalidation framework, as it can be

awakened with the interrupt from the FPGA.

Listing 4.4: Invalidation callback function.

1 // Callback function prototype

2 bool cyt_interval_invalidate(

3 struct mmu_interval_notifier *interval_sub , // Notifier

4 const struct mmu_notifier_range *range, // Virtual address range

5 unsigned long cur_seq);

6 ...

7 // Callback function

8 if (range->event == MMU_NOTIFY_MIGRATE && range->owner == d)

9 return true;

10
11 if (mmu_notifier_range_blockable(range))

12 mutex_lock(&d->mmu_lock);

13 else if (!mutex_trylock(&d->mmu_lock))

14 return false;

15
16 mmu_interval_set_seq(interval_sub , cur_seq);

17
18 if (atomic_read(&d->wait_invldt) == FLAG_SET) { // Invalidation completed

19 mutex_unlock(&d->mmu_lock);

20 return check_invalidation_range(d, range); // Check if retry

21 } else if (atomic_read(&d->wait_invldt) == FLAG_PENDING) { // Invalidation ongoing

22 mutex_unlock(&d->mmu_lock); return false;

23 } else { // Free to invalidate

24 atomic_set(&d->wait_invldt , FLAG_PENDING);

25 // Invalidate and go to sleep if possible

26 ret_val = tlb_unmap_hmm(d, range, hpid, huge);

27 mutex_unlock(&d->mmu_lock);

28 return ret_val;

29 }

In Coyote, the primary entities exposed to users are Coyote threads (ctid). A single host user

process can contain one or more of these threads. As the MMU notifiers are associated with user

processes and do not have awareness of Coyote threads, TLBs in Coyote include host process

IDs (hpid). These process IDs allow us to differentiate between invalidations, as multiple distinct

host processes can have the same virtual address ranges and may be concurrently mapped in the

TLB of the same virtual FPGA. As soon as a user process is registered in Coyote, it will also

be registered to an MMU notifier. To keep track of the registered notifiers and to ensure their

proper deregistration when the process exits, this association is maintained in a dedicated hash

table.

The code of the callback function triggering invalidations in Coyote is shown in Listing 4.4.

A special case where the callback function is invoked is during the HMM migration procedures
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within Coyote (MMU NOTIFY MIIGRATE flag). When pages are being migrated within HMM, the

callback will be triggered automatically. However, because these pages are explicitly managed

within dedicated driver migration functions, there is no need to further update the TLBs.

Another crucial aspect of the callback is to perform a preemptive check on whether the function

can be put to sleep. In a typical operation, the invalidate function can sleep, allowing for a kernel

context switch. However, if the function is not blockable (mmu notifier range blockable),

we issue the invalidation to the device and return from the function straight away. This action

indicates that the address range has not been invalidated properly within the device.

In such cases, the kernel must handle invalidations with the awareness that the invalidation of

the device pages has not been completed. The kernel can proceed to retry the invalidation of the

same address range at a later time, with successive attempts, until the invalidation is successfully

executed. Atomic flags within the driver are signalling the current status of the invalidation in

hardware (FLAG CLR, FLAG PENDING, FLAG SET).

4.2.7.2 Migrations

The Heterogeneous Memory Management API is a framework within the Linux kernel, primar-

ily aimed at managing heterogeneous memory resources. HMM offers a set of helper functions

that revolve around the management of device private pages. These private pages serve as an

abstraction of device pages and, as mentioned before, are not directly backed by physical mem-

ory. HMM operates with minimal assumptions about the structure of device memory, placing

the responsibility for the complete allocation of device-side memory on the device driver.

This aspect aligns well with Coyote’s requirements, as it allows for adaptability in structuring

device memory to suit our specific needs. For example, within Coyote, certain physical address

ranges in device memory may be reserved for retransmission buffers used by network stacks.

Additionally, Coyote offers the flexibility to partition FPGA-side memory into different page

sizes, aligning with the capabilities of loaded TLBs.

The initial integration of the Heterogeneous Memory Management API into Coyote posed a

challenge, primarily due to the diverse page sizes employed within the TLBs. This challenge

arose from the fact that huge pages are allocated and pinned in the host memory at system boot

time and remain pinned throughout the runtime.

The HMM, on the other hand, relies on the swappability of pages and does not work with pinned

pages. This inherent incompatibility with huge pages poses a major obstacle in HMM integra-

tion, and it is a critical bottleneck in related work [116]. Without support for huge pages, the
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FPGA-side TLBs have limited coverage, resulting in a high number of page faults and conse-

quent performance degradation. Finding a way to overcome this issue became imperative.

Fortunately, in the Linux environment, there is an alternative for managing huge pages backed

by a file system. The high overhead associated with pinning these huge pages, the need for

additional APIs, and the requirement for explicit user-space management imposed additional

burdens on developers and adversely affected application portability. Consequently, a differ-

ent solution (which is now the prevalent method for allocating huge pages [130]) is the use of

Transparent Huge Pages (THP).

Transparent Huge Page (THP) support, as the name suggests, aims to function without demand-

ing significant alterations to the application code. In the THP system, a background Linux thread

continually attempts to consolidate individual pages into larger, contiguous blocks, typically 2

MB or 1 GB in size. The entire process operates transparently to the user. This approach elimi-

nates the need for page pinning, allowing users to enjoy the standard advantages associated with

huge pages, such as reduced TLB misses.

In the context of Coyote, the use of Transparent Huge Pages is ideal because these pages behave

indistinguishably from regular 4 kB pages. In the context of migrations within the kernel driver,

these pages can be divided and managed as an array of standard 4 kB pages. Since these pages

are still physically contiguous, they can still be mapped as huge pages in Coyote’s TLBs. There-

fore, the standard HMM API can be utilized with these pages, ensuring the continued coverage

of huge pages within the FPGA. The splitting process may introduce some overhead, particu-

larly when migrations involve a large number of individual 4 kB pages. However, since these

operations (migrations) are rarely on the critical path, these overheads are acceptable.

We will now briefly outline the migration steps, which make use of the HMM API to handle most

of the complex operations in the background. To initiate migration, the process begins with a

call to migrate vma setup. This call accepts a single argument, a migrate vma struct that

encapsulates crucial information regarding the pages designated for migration. It provides data

about the contiguous virtual address range and the migration direction.. Additionally, it contains

arrays that are subsequently populated with the actual page structures that will be migrated.

Information for this structure can be supplied either through a page fault or, alternatively, explicit

migration can be triggered using the Coyote API from the user space, thereby eliminating the

initial page fault overhead, if required. This function prepares the virtual address range for

migration by collecting all physical pages and storing them in the src array.
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Listing 4.5: HMM Migration API.

1 // Structure containing migration information

2 struct migrate_vma {

3 struct vm_area_struct *vma; // Virtual memory area

4 unsigned long *dst; // Destination pages array

5 unsigned long *src; // Source pages array

6 unsigned long cpages; // Collected pages

7 unsigned long npages; // Number of overall pages

8 unsigned long start; // Starting address

9 unsigned long end; // Ending address

10 void *pgmap_owner; // Info for migrating back

11 unsigned long flags;

12 struct page *fault_page;

13 };

14 ...

15 // Main migration functions

16 int migrate_vma_setup (struct migrate_vma *args);

17 void migrate_vma_pages (struct migrate_vma *migrate);

18 void migrate_vma_finalize (struct migrate_vma *migrate);

It is then possible to check if the pages are pinned. If they are, no migrations will be performed

on them. The acquired pages might be fragmented between the host-side and the FPGA-side

memories. However, the HMM ensures the data consistency of these pages. This is achieved by

examining the pages to determine which pages need to be migrated. Some pages might already

be in their correct location, requiring only TLB mapping updates.

Subsequently, additional memory allocation occurs based on the migration direction. When

pages are being moved to the FPGA-side memory, the custom Coyote allocator is invoked to

provide new pages in the device, if required. In parallel, the allocation of device private pages is

carried out.

These device private pages store the physical addresses of the allocated FPGA-side pages in the

zone private data field. They also contain the pagemap struct, which has a field pointing to

custom user-defined function within the driver, which will be invoked when the CPU page faults,

trying to access these pages. It is within these functions that we trigger the migration back from

the FPGA. All of this information (among other) is essential for determining the correct pages

for migrations in the opposite direction.

Physical addresses on both sides are then obtained, and the migration is initiated. The migration

is carried out by triggering the FPGA’s DMA engines to transfer data in the specified direction.

Each vFPGA can concurrently initiate a migration, and their DMA descriptors are arbitrated

using round-robin arbitration. This approach allows for parallelism among vFPGAs, and, in

general, each vFPGA can be managed as an individual device from the driver’s standpoint.
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The migration process may take some time, and interrupts are employed to signal the com-

pletion of DMA operations. Once the interrupt is received, TLBs are updated with new map-

pings (old ones get invalidated). The migrate vma pages function will then perform the actual

swap of the source pages to the destination pages. Finally, the host-side MMU will be up-

dated with the new page information and unlock the pages, effectively ending the procedure

(migrate vma finalize).

4.2.8 Evaluation of the Shared Virtual Memory

Next, let’s assess the Shared Virtual Memory model utilized in Coyote. In the modern land-

scape, machine learning stands out as a prominent domain characterized by two fundamental

processing phases: training, in which models acquire knowledge from labeled data, and infer-

ence, where these trained models provide predictions for new data. These two computations

are exceptionally well-suited to showcase Coyote’s adaptability, particularly when compared to

other state-of-the-art systems that adhere to strict computation models.

4.2.8.1 Machine Learning Clustering

Let’s begin with K-Means, a well-known illustration of unsupervised machine learning. Like

most machine learning training algorithms, this is a computationally demanding procedure that

necessitates optimizations across multiple iterations. Therefore, it benefits greatly from high

data throughput and minimal latency to ensure efficient performance. In general, modern GPUs

are well-suited for such training tasks due to their parallel processing capabilities and high mem-

ory bandwidth. Additionally, FPGAs can be configured to effectively support machine learning

training, despite operating at lower clock speeds. They offset this limitation by employing deep

processing pipelines, resulting in improved overall performance [211, 120].

It’s worth emphasizing that our intention in this example is not to advocate for the use of FPGAs

in machine learning training. That task is better suited for other research and discussions. In this

context, our aim is to assess whether the unified memory abstraction is a suitable approach for

these types of workloads in a general sense.

It’s important to remember that the primary advantage of this abstraction is its ability to sim-

plify the end-user interface. Our objective here is to investigate whether the cost paid for this

abstraction (demand paging) is acceptable in the context of workloads that fit these patterns.
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Figure 4.23: Unified memory overhead for K-Means clustering.

We have chosen to integrate a K-Means clustering algorithm as an example of a widely-used

machine learning training method. K-Means is clustering technique that groups data points

based on their similarity. The process begins by selecting K initial centroids, followed by as-

signing each data point to the nearest centroid. After that, it recalculates the centroids, repeating

these steps for a fixed number of iterations or until convergence is achieved. The outcome is

the formation of K clusters that minimize the squared distances between data points and their

respective cluster centroids. Due to its iterative nature and substantial computational demands it

imposes, this algorithm is ideally suited for execution with FPGA-side memory.

For the K-Means hardware operator, we choose an open-source bit serial K-Means operator

implemented specifically for an Intel HARP platform [106, 103]. The porting is fairly straight

forward and a lot of boilerplate code present in the original repository particularly designed to

support the operation on HARP is removed. The experiment is executed on the Alveo-u55c

board [15] with 16 GB of HBM attached.

At the beginning of the operation, we allocate and prepare three distinct buffers: one for the

initial centroids, one for the dataset, and another for the results. The CPU initially populates

these buffers with data, and they are then transferred to the FPGA-side memory for further

processing. The unified memory abstraction seamlessly manages the allocation of these buffers

and the data transfer to the FPGA-side memory, simplifying the process. In contrast, when using

the baseline approach without unified memory, the management of memory and data movement

needs to be explicitly handled, as detailed in Section 4.2.5. After the data is transferred to the

FPGA memory, it is streamed to the hardware operator where the primary processing takes

place. This processing is carried out iteratively for a predetermined number of iterations. Once

the entire operation is completed, the resulting clusters are returned to the host side.
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The objective is to assess the overhead associated with this entire operation when relying on the

unified memory abstraction for data management, as opposed to the conventional approach of

manually managing the data. The results of the K-Means algorithm, for these two scenarios,

across different number of iterations, for a dataset size of 128 MB, are shown in the Figure 4.23.

As evident from the results, even with a small number of iterations and a relatively modest

dataset, the overhead incurred by using Unified Memory and demand paging is around 10%.

This cost is primarily attributed to page faults on both sides, the need to remap pages by mod-

ifying page tables, and the data copying between the host and FPGA. In practice, this cost is

distributed over the number of iterations the computation performs for each data transfer. As a

result, for a higher number of iterations, the overhead becomes nearly negligible.

This is particularly significant since these interfaces are designed to cater to large machine learn-

ing models with substantial datasets that require a significant number of iterations to complete

(far greater than in this example). Consequently, the abstraction of Unified Memory significantly

simplifies development and reduces the need for user involvement in data management, all while

imposing minimal overhead on targeted applications. The resource usage of the K-Means oper-

ator is shown in the Table 4.4.

Table 4.4: K-Means resource usage (Alveo-u55c).

Configuration CLBs LUTs Registers Block RAM

User shell 53 467 (32.81 %) 253 399 (19.44 %) 337 595 (12.95 %) 1034 (51.29 %)

K-Means (1-engine) 22 830 (14.01 %) 114 859 (8.81 %) 123 548 (4.74 %) 900 (44.64 %)

4.2.8.2 Machine Learning Inference

The model of computation that relies on FPGA-side memory is common in modern FPGA shells

(while lacking the shared virtual memory). However, it’s important to note that certain algo-

rithms do not benefit from this model and may require a different approach to achieve optimal

performance.

Let’s stay within the realm of machine learning to illustrate how even within a single field,

different computation requirements can arise. Instead of focusing on training, we’ll shift our

attention to inference. Inference, in the context of machine learning and artificial intelligence,
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involves using a pre-trained model to make predictions or draw conclusions from new data.

Inference is a critical step in deploying machine learning models for real-world applications and

typically has lower latencies compared to the training phase. FPGAs excel in inference tasks,

thanks to their ability to handle processing within deep pipelines efficiently [80, 206, 154].

In this scenario, we opt for the decision tree algorithm. Decision trees are a commonly used

form of supervised machine learning, suitable for tasks such as classification and regression.

They are built through a recursive process of dividing the data into multiple groups. A cost

function is employed to evaluate potential splits, and a greedy algorithm selects the best split

candidate at each step. Recursive splitting continues until a predefined tree depth is reached to

prevent overfitting.

The integrated application is an open-source [165] implementation of Gradient Boosting Deci-

sion Trees [153], with a specific focus on performing inference over decision tree ensembles.

This application is well-established and has been deployed in real-world scenarios, particularly

for scoring flight routes [166]. To assess its performance, we are conducting a comparison of

the inference execution in Coyote on different platforms with the results obtained on Amazon

F1 instances, utilizing the Xilinx SDAccel programming framework [7], and the Intel HARP

environment [162].

In our performance comparison, we assess the inference throughput (measured in scored tuples

per second) on Coyote in comparison to the same application running on the Amazon F1 plat-

form and on Intel’s hybrid CPU-FPGA HARP v2 platform. We perform the test on both the

vcu118 development board and the Enzian platform. Notably, both of these platforms incorpo-

rate the same chip as the Amazon F1, making them an appropriate basis for comparison. It’s

important to highlight that the design on the Enzian platform attained a higher clock frequency

(300 MHz) compared to the designs on the vcu118 and the F1 instance (250 MHz), likely due

to the use of a chip with a superior speed grade. The HARP v2 was more limited in this respect,

with the FPGA design clocked at 200 MHz.

Given that the F1 platform is designed for OpenCL applications, the SDAccel port adheres to

a strict GPU-based compute model, resulting in higher data transfer overhead. In all scenarios,

we evaluate the throughput with both one and two instances of the application running on the

FPGA, each processing a dataset with 4,000 tuples. The inference engine across all platforms

is compute-bound and requires just 4 GB/s of memory bandwidth, enabling two instances to

operate at full capacity.

The results are shown in Figure 4.24, while the resourse usage is shown in 4.5. Significantly,
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Figure 4.24: Gradient boosting decision trees.

Coyote exhibits comparable or superior performance when compared to the two commercial

baselines. It’s essential to note that the primary focus of this comparison is the F1 instance, and

the results show that the F1 platform delivers the lowest performance among all the platforms.

The main contributing factor to this performance gap is the strict compute model, as discussed

earlier. This highlights how even a robust cloud platform can experience reduced performance

for a significant subset of applications due to the limitations of the compute model.

In addition, it’s important to highlight that Coyote offers portability and supports multiple ten-

ants, allowing for a more versatile usage. In contrast, SDAccel limits the usage to a single tenant

and single dynamic region on the FPGA. On the other hand, HARP provides direct access to

host memory, similar to Coyote, but it is restricted to only this specific type of access without

the capability to efficiently utilize FPGA-side memories. Similar to the F1 platform, HARP

lacks other abstractions like multi-tenancy.

These examples highlight the critical importance of flexibility in the compute model within the

shells of these devices. Such flexibility is necessary to address a wide range of modern compute

challenges and accommodate different types of algorithms effectively.

Table 4.5: Gradient Boosting Decisiont Trees resource usage (Alveo-u55c).

Configuration CLBs LUTs Registers Block RAM

User shell 38 671 (23.73 %) 188 574 (14.46 %) 236 029 (9.05 %) 616 (30.56 %)

Decision Trees (1-engine) 21 103 (12.95 %) 109 251 (8.48 %) 118 596 (4.55 %) 505 (25.05 %)
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4.3 Network Services: TCP/IP

FPGAs are commonly viewed as straightforward accelerator devices linked to the host process-

ing system through conventional interfaces like PCIe. However, modern computing is heavily

intertwined with network interactions, where data arrives from numerous locations for process-

ing. Therefore, the setup in which the FPGA’s sole connection to the external world is through

the PCIe link is suboptimal.

The primary challenge lies in the excessive data movement, which is a significant source of over-

head in modern computing [152]. Whenever data intended for FPGA acceleration is received

from or transmitted over the network, it necessitates additional detours through the host CPU

memory. This, in turn, demands additional CPU involvement to coordinate the entire interaction

with the accelerator and manage the data transfer to and from the FPGA. This often results in

inefficient utilization of the CPU’s processing capacity, which could otherwise be employed for

more productive tasks. The cumulative latency overhead resulting from this extra data movement

can be substantial [184, 126].

The solution to this issue is to eliminate the dependency of FPGAs on the host CPU. Instead of

directing data from the network straight to the CPU at the outset, the data can be initially routed

through the FPGA. This approach is made feasible by the abundant I/O and high-performance

transceivers available on modern FPGAs, which can directly connect to high-speed network traf-

fic. Consequently, the FPGA can function as a ”bump-in-the-wire” for network data, allowing it

to carry out its acceleration tasks with minimal additional data movement.

However, to effectively work with data in modern data centers and cloud environments, it’s

essential to operate at a much higher level of abstraction compared to the lower physical layers

of the networking stack. Otherwise, the FPGA would lack awareness of the actual processing

and data structures used in these network communications. To address this, dedicated high-

performance network stacks must be implemented in the FPGA fabric. These stacks have to be

designed to handle the line rates encountered in modern distributed computing.

Fortunately, there is existing work in this domain, and capable high-performance network stacks

designed for modern data-center FPGAs have been developed. One example of such a stack is

the open-source FPGA network stack that facilitates high-speed TCP/IP communication [186].

This stack, entirely developed using high level synthesis, delivers complete and dependable

TCP/IP communication directly to the FPGA fabric.

The TCP/IP protocol is important primarily because it forms the foundation of internet and
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Figure 4.25: Network Stack Architecture, as shown in [185].

network communication today. By directly embedding support for this protocol into FPGAs,

these devices can seamlessly integrate into modern networking architectures. This streamlines

the process of harnessing their acceleration capabilities, as it eliminates the need for extensive

efforts to provide compatibility. In the context of Coyote, the TCP/IP stack is offered as a

service to each of the tenants. This provision allows Coyote to grant each tenant access to a

high-performance TCP/IP interface, enabling every tenant to conduct real-time computation on

network data as it seamlessly traverses the system.

4.3.1 TCP/IP Architecture and Interfaces

The architecture of the open-source TCP/IP stack is extensively described in [185]. It comprises

several modules responsible for managing different layers of the networking stack (from link

layer all the way to transport layer). Notably, since all of these modules are pipelined in both

send and receive directions independently, they operate in parallel, enabling the stack to fully

leverage the performance capabilities of the FPGA, reaching speeds of up to 100 Gbps.

When this stack is deployed within FPGA fabric, it maintains complete modularity, enabling it

to be customized for varying feature sets and functionalities. This is particularly evident in its

capacity to scale the number of connections by dedicating more on-board resources.
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Figure 4.26: TCP/IP Interfaces.

The stack also ensures dependable communication, which is vital in data-center clusters where

network congestion is a frequent occurrence. To support this reliable communication, it’s essen-

tial to have a substantial external memory capacity to store buffers in case of data retransmis-

sions. Since the on-chip memory of an FPGA is often insufficient for this purpose, the network

stack must be equipped with a dedicated pathway to store retransmission data in the FPGA’s

off-chip memory (either DDR or HBM).

The stack distinctly separates various networking layers, a fundamental aspect that facilitates

the development of additional networking protocols by leveraging existing ones. This separation

enhances modularity and serves as the foundation for the exploration of additional protocols on

FPGAs. One such protocol of significance for Coyote in this context is RDMA.

The interfaces the TCP/IP stack exposes are shown in 4.26. The structure of these interfaces is

a priority in Coyote, as these interfaces need to be modified to function effectively in a multi-

tenant environment, ensuring that they offer fair quality of service to all tenants. Here are brief

descriptions of these interfaces:

• Listen Port request and response interfaces are located on the Rx (Receiving) side of a

network. Its primary function is to activate a specific port, enabling it to enter a listening

state. Once the port is in this state, external entities can establish TCP connections to it,

enabling data transfer.

• The Notification interface serves as a mechanism to alert the user logic about incoming

network packets. These notifications relate specifically to packets that have been placed

into receive buffers designated for a particular connection session ID.
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• Rx requests and responses are interfaces dedicated to receiving data. In this context, re-

quests are typically initiated through this interface by user logic after receiving a notifica-

tion that data is present in receive buffers.

• Connection management interfaces are used for the purpose of establishing and control-

ling connections with remote TCP/IP nodes. If the connection establishment is successful,

the response will include a session ID, which is subsequently employed to identify, man-

age and eventually close the specific connection.

• Tx requests and responses are designed for sending data. They serve as counterparts to the

Rx (Receiving) interfaces. Through these Tx interfaces, users can transmit data to external

connections, each represented by its respective session ID.

4.3.2 Integration of the TCP/IP Stack

Within the Coyote system, there’s a requirement for an additional arbitration layer to manage

multi-tenancy effectively. It’s crucial to ensure that incoming and outgoing network packets are

correctly directed to and from the respective tenant for each data request. Furthermore, each of

these packets must maintain the thread abstraction within Coyote.

This implies that it’s not only necessary to route the data to the correct vFPGA, but also each data

word must include an additional ctid field representing the appropriate Coyote thread ID for both

the inbound and outbound data transfers. Simultaneously, we must uphold the quality of service,

and it’s imperative that each tenant can achieve a fair share of the overall TCP bandwidth. The

architecture of the TCP arbiter is shown in Figure 4.27.

Since the port-activating interface is inherently in-order, there is no need to propagate Coyote-

specific IDs (vfid, ctid) all the way to the network stack. A straightforward round-robin arbitra-

tion scheme for each tenant is sufficient to guarantee consistent QoS. The IDs associated with

the user granted permission by the arbiter, are recorded in the queues. Subsequently, when re-

sponses are received, we can extract this user-specific information, enabling us to accurately

direct the response to the appropriate destination.

We will also retain a mapping at this point between the port and the Coyote-specific IDs. This

information will prove valuable in the future, especially when an external connection is initiated

to a specific port. It helps in determining the destination vFPGA that should be notified when

this connection decides to send data.
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Figure 4.27: TCP/IP interleaving and arbitration.

The same principle extends to the connection management interface. The initiation of connec-

tions is subject to arbitration among all vFPGAs, and the corresponding responses are matched

with the information stored in the dedicated queue to ensure proper handling. We streamline the

process additionally by combining separate interfaces for opening and closing of connections

into a single one, treating them as a union. This approach reduces the overall number of bits that

the complete TCP interface needs to expose.

In the case of the notification interface, the process becomes somewhat more intricate. Here, no-

tifications arrive with session IDs originating from remote nodes that lack awareness of Coyote-

specific identifiers. Consequently, it’s essential to establish a mapping between these session

IDs and the corresponding Coyote IDs in order to designate the appropriate destination.

This mapping can be initially created when a connection is being opened through a dedicated

opening request. This interface carries Coyote IDs that can be associated with the session ID in
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the response, provided the connection opening is successful. Additionally, the mapping can be

added if a remote node initiates a connection to a specific local port in the opposite direction. In

such a scenario, the port information is conveyed through the extension within the notification

interface. The lookup is then executed in the port table to identify the correct destinations, which

are subsequently incorporated into the session ID table to complete the mapping.

Finally, a simplification of the Tx (transmit) and Rx (receive) data interfaces has been introduced.

Rather than relaying notifications about received data to the end users, we now respond promptly

by initiating a data request as soon as notifications appear. These data requests and responses are

executed in an orderly manner, ensuring they are routed to the appropriate vFPGA as indicated

in the notification. Any potential backpressure stemming from user applications in this scenario

is managed at higher levels of the stack, primarily through a credit system.

4.3.3 Resource Usage of the TCP/IP Stack

The TCP/IP brings a lot of potential use cases as it allows us to create connections by using the

most common protocol in the modern world. However, as with everything, this doesn’t come

for free. The resource usage of the TCP/IP stack in the shell is shown in Table 4.6.

The utilization of CLBs by TCP amounts to approximately 20% of the total resources within

the chip. This represents a significant allocation of FPGA fabric dedicated to the network stack.

Additionally, it necessitates the establishment of a dedicated memory channel to handle retrans-

mission buffering on the FPGA side. These memory channels are typically positioned in the

central area of the devices [9, 8, 10], or at the bottom in the case of HBM [10, 14, 15]. In

contrast, the network transceivers are located at the periphery of the FPGA. This architectural

arrangement can result in routing extending over a broad area, which could be a major source of

congestion.

Table 4.6: TCP/IP stack resource usage (Alveo-u55c).

Module CLBs LUTs Registers Block RAM

TCP stack 32 657 (20.04 %) 185 513 (14.23 %) 205 981 (7.9 %) 152 (7.54 %)

Nevertheless, the trade-off here is acceptable due to the immense potential of applications and

interactions that these devices can harness when granted direct access to external networks.

160



4.3. Network Services: TCP/IP

128 256 512 1k 2k 4k
0

20

40
60

80

100

MTU size [bytes]

Throughput [Gbps]
Coyote-TCP
CPU/Linux kernel stack (1 flow)
CPU/Linux kernel stack (2 flow)
CPU/Linux kernel stack (4 flow)

Figure 4.28: TCP/IP throughput comparison.

4.3.4 Evaluation of TCP/IP

In this section, we will evaluate the performance of the TCP/IP stack. Our analysis will involve

a comparison between the fully offloaded TCP/IP stack in Coyote and the traditional CPU-based

Linux kernel TCP/IP stack.

The experiments take place in a cluster comprising in total of 10 nodes, each equipped with

four Intel Xeon Gold 6234 processors and 376 GB of memory. The FPGAs employed for these

tests are Alveo u55c FPGAs, which are connected to each host CPU via PCIe with 16 lanes.

These CPUs and FPGAs are interconnected via a high-speed 100 Gbps Cisco Nexus 9336C-

FX2 network switch. This configuration provides a robust and high-performance environment

for conducting the experiments.

First, we examine the results of the throughput test, as illustrated in Figure 4.28. As depicted in

the figure, a single standard CPU-based TCP/IP flow is not as efficient as a single FPGA flow,

and the performance difference is quite significant. The CPU is only able to achieve a throughput

of approximately 40 Gbps at larger MTU (Maximum Transmission Unit) sizes. Consequently,

a substantial portion of network bandwidth remains unused in this scenario. To saturate the

network using a CPU, we had to run four concurrent flows. This exerts significant pressure

on CPU cores, essentially rendering it ineffective for any other concurrent tasks apart from

networking. In a multitasking environment, this implies that a substantial portion of CPU cycles

will be wasted, resulting in a notable degradation in the overall performance.

At the same time, the latency figures, as depicted in Figure 4.29, reveal even more pronounced

differences. Particularly, for smaller MTU sizes, the disparities in latency are evident. The added

data movement overhead within the CPU results in significantly higher latency numbers.
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Figure 4.29: TCP/IP latency comparison.

While there are software-based optimizations available that can expedite TCP/IP processing,

such as DPDK [11], it’s important to note that the processing remains CPU-bound. This means

that the CPU is still heavily involved, diverting valuable computing cycles from other tasks. This

is where the offloaded TCP/IP network stack demonstrates one of its primary advantages—it

manages the entire processing without the need for additional involvement from other devices.

Consequently, the offloaded TCP/IP network stack can directly deliver data at the transport layer

to the FPGA fabric, enabling FPGA-based applications to process it directly. This forms the first

foundation for the implementation of ”bump-in-the-wire” type of processing, where the FPGA

seamlessly intercepts and processes the data without the need for CPU intervention.

4.4 Network Services: RDMA

Now, let’s delve into another networking service provided by Coyote: Remote Direct Memory

Access (RDMA). RDMA embodies a networking access pattern that offers a higher level of

abstraction in contrast to the TCP/IP. It fundamentally serves as a memory abstraction operating

at virtual address layer. This makes it a considerably more appropriate choice for Coyote when

compared to the TCP/IP stack.

RDMA greatly improves data transfer capabilities between remote machines. In contrast to

conventional approaches where the CPU is responsible for data transfer, RDMA enables two

remote machines to communicate by giving them the ability to directly read and write data to

each other’s memory. The CPU is relieved of the responsibility for handling data transfers since

all data movement is delegated to a dedicated Network Interface Card (NIC).
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One of the most compelling features of RDMA is its ability to enable two user processes to

communicate at a very high level of abstraction with minimum overheads. They can achieve

this by directly sharing data using their user space pointers. Importantly, throughout these oper-

ations, RDMA completely circumvents the operating system kernel, effectively eliminating most

of the overheads that can stem from it. Additionally, all transfers are executed using zero-copy

mechanisms, eradicating any redundant data movement. This results in efficient and rapid data

transmission between processes. Essentially, RDMA offers a streamlined and highly efficient

method of data communication, rendering it an optimal choice for situations where swift, low-

latency data transfer is of critical importance. RDMA finds extensive use in high-performance

computing clusters, data centers, and cloud environments [164, 79, 133].

In addition to the advantages of reduced latency, RDMA also offers high throughput, accom-

modating high-speed data transfer rates. This capability holds significant importance in modern

data centers and clouds, where network communication speeds are continually on the rise, and

400 Gbps networks are already becoming available. In order to achieve optimal performance at

such high speeds, it is crucial to have a dedicated network processing module. This relieves the

CPU from the need to handle this processing (which may well not be possible at these speeds).

How can FPGAs leverage this networking abstraction? One approach is by establishing a direct

connection between the FPGA and an RDMA-capable NIC. In this configuration, the FPGA is

situated between the NIC and the host memory, essentially transforming the entire system into a
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highly adaptable smart NIC. This arrangement allows for enhanced data processing capabilities

and efficient data transfer between the network and the host memory. Unlike the TCP/IP stack,

which lacks memory abstractions and requires additional management for network packets to

interface with memory and other system components, in this context, network packets traveling

to or from the FPGA can be directly processed as they are written to or read from the main

memory. This approach achieves a true ”bump-in-the-wire” processing, where data is processed

on-the-fly without the need for any additional data movements or delays.

However, off-the-shelf smart NICs (combining FPGA and RDMA-capable NIC [150]), come

with fixed network processing capabilities due to fixed design of the networking card, offering

limited modularity. This imposes constraints, especially when attempting to explore additional

abstractions within the system (as is the case in Coyote). For example, exploring multi-tenant

RDMA environment would be very difficult with fixed NIC interfaces in this configuration.

An alternative is to integrate the RDMA NIC directly into the FPGA fabric. FPGAs come

equipped with high-speed transceivers and are well-suited to meet contemporary networking

speeds and demands (as demonstrated with the TCP/IP stack). This approach offers the advan-

tage of complete flexibility for the stack, enabling the adaptation of interfaces as required and

even providing room for further exploration in network packet processing, such as the addition

of extra one-sided or two-sided verbs.

The network stack already integrated into Coyote at this point (the TCP/IP stack) is highly

modular, allowing for easy addition and expansion of networking layers. One such imple-

mentation [185] brings RDMA functionality with RoCEv2 (RDMA over Converged Ethernet,

Figure 4.31). In RoCEv2, network messages are encapsulated within standard UDP packets,

resulting in a simplified transport layer compared to previous version. RoCE incorporates the

164



4.4. Network Services: RDMA

InfiniBand communication standard encapsulated within UDP packets. It supports both tradi-

tional two-sided verbs (SEND), involving remote CPUs, and RDMA-specific one-sided verbs

(READ, WRITE). The latter resemble traditional load and store instructions over the network,

offering high performance and low latency. The implemented RoCE stack operates at 100 Gbps,

keeping pace with modern FPGA networking speeds.

RoCE combines Ethernet for network connectivity with RDMA for direct memory access, in

contrast to earlier RDMA implementations that relied on a higher-overhead TCP/IP transport

layer (iWARP [75]). RoCE simplifies the transport protocol, replacing the TCP stack with a

more straightforward transport protocol like UDP. This simplification results in higher perfor-

mance, lower latency, and greater scalability. RoCE also performs exceptionally well in virtual-

ized environments [151], making it an ideal fit for Coyote.

4.4.1 RDMA Architecture and Interfaces

The architecture of the integrated RDMA stack, depicted in Figure 4.32, shares a significant por-

tion of the lower networking layers, with the existing TCP/IP stack. This commonality extends

all the way up to and including the IP layer. Above this layer, the already established UDP is

used as the foundation (transport layer) for the RDMA stack. Notably, this shared lower layer

structure allows both the RDMA stack and the TCP stack to coexist on the same device, utiliz-

ing the same networking port. While this is technically feasible in Coyote and bitstreams can be

built with this functionality baked in, it’s important to acknowledge that, in practice, the com-

plexities of routing and increased resource consumption may limit its utility. This may become

a more viable option in the future as FPGAs continue to grow.

The integrated base RDMA stack in Coyote features parallel receive and transmit paths, ensuring

optimal performance in both data transfer directions. Network packet headers are parsed in

sequential pipelining stages, utlizing the benefits of pipelined parallelism. In this regard, RDMA

stack is similar to the already covered TCP/IP stack.

The initial InifiniBand header parsed is the Base Transport Header (BTH), which contains essen-

tial queue pair information, encompassing all details related to a specific connection. Notably, in

the context of Coyote, the queue pair number (QPN) is used to encode additional critical infor-

mation during creation, enabling the mapping of queue pairs to their respective tenants and thus

establishing a true multi-tenant RDMA environment. The BTH also holds packet sequence num-

bers (PSN), vital for correctly ordering packets from various queue pairs and ensuring reliable

communication, a topic we’ll explore further later on.
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Following the BTH, the RDMA extended headers (RETH) provide details about the actual data

exchange. These headers include crucial user space virtual addresses specifying where data will

be read from or written to. Importantly, certain fields within this header are utilized to encode

Coyote-specific information as well.

Finally, the AETH (ACK Extended Transport Header) header contains all the necessary informa-

tion to acknowledge network messages between remote machines. A comprehensive explanation

of the RDMA pipeline architecture can be found in [185].

The base stack initially incorporates only one-sided RDMA verbs, specifically RDMA READ

and RDMA WRITE. As their names imply, these verbs are tailored for typical memory access

at the endpoints and, in such operations, excel by delivering exceptional performance with low

latency and high throughput.

However, our aim is to facilitate a more extensive array of operations, particularly as we in-

corporate accelerators into the system. To achieve this, we additionally introduce support for

the traditional two-sided SEND verb. Despite its two-sided nature, this verb presents intriguing

applications within our specific system, which we will explore in one of the next sections 4.4.5.

It’s crucial to underscore that our choice to adhere to the SEND verb is intentional, driven by
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our commitment not to introduce verbs that are not inherently supported by typical commer-

cial RDMA NICs. Ultimately, our objective is to maintain complete compatibility, facilitating

efortless communication between these RDMA NICs and Coyote. This enables inter-cluster

communication and the seamless integration of FPGAs into the broader data center hierarchy.

We will now look into the interfaces the RDMA stack exposes. These are shown in Figure 4.33.

Similarly to the TCP/IP stack, these need to be modified to function effectively in a multi-tenant

environment. Here is the brief description of these interfaces:

• The Send Queue interface serves as the primary method for issuing commands to the

RDMA stack. Through this interface, users can initiate any of the available RDMA stack

operations, such as reads, writes, and sends. This interface describes the buffers involved

in data exchange, using standard virtual addresses that seamlessly align with Coyote’s

native user descriptors.

• The Completion Queue interface is responsible for relaying completion events at the queue

pair level to the broader system. It informs when remote writes or sends have been com-

pleted upon receiving acknowledgments. In the case of reads, it notifies the users when

the RDMA stack has finished processing the responses.

• The Receive Queue interface operates in the opposite direction of the Send Queues. It

handles remote write or read requests directed to the local node.

• All RDMA data passes through the Rx and Tx lines, which are multiplexed for all the

RDMA verbs, including RDMA READ, RDMA WRITE, and SEND.

• The Connection Management interface is utilized for initializing queue pairs. This inter-

face is where all the network-level routing information is supplied.

4.4.2 Integration of RDMA

Another crucial aspect of the RDMA stack, particularly in a modern data center environment,

is the need for reliable communication between nodes. The high likelihood of network conges-

tion underscores the importance of preventing critical packets from being lost. The InfiniBand

standard incorporates functionality to ensure this reliability by relying on retransmissions.

In its basic form, this mechanism utilizes acknowledgments to indicate the successful transmis-

sion of packets. If an acknowledgment is not received, it could mean either the packet itself
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Figure 4.33: RDMA interfaces.

or the acknowledgment signal were lost in transit. In such cases, the sender will retransmit the

packets after a certain interval. Packet sequence numbers (PSN) play a crucial role in ensuring

the proper handling of packets on the receiving side.

Recognizing the paramount importance of a reliable connection within the Coyote RDMA stack,

this functionality is essential. Consequently, the base stack and its retransmission architecture

have been adapted to fully support reliable communication.

The primary processing for retransmissions is managed within a dedicated state machine, closely

coordinated with a specialized retransmission timer responsible for issuing retransmission events.

The retransmission timer is a table where each entry represents a queue pair specific timer. It

operates by performing a circular traversal across the table, decrementing each entry. When the

timer for a specific QPN expires, it triggers a retransmission event. The timer for each QPN is

reset upon receipt of remote acknowledgments.

Additionally, retransmissions can potentially be triggered by explicit NACKs from the remote

node, indicating that the packets were not successfully delivered. In such instances, retransmis-

sion is initiated without waiting for a timeout. All outstanding requests are retained in a meta

table, which includes the original request details that might require retransmission and the as-

sociated queue pair information. The state machine of the retransmission operation is shown in

Figure 4.34.

It’s worth noting that, unlike the TCP/IP stack, which lacks memory abstraction and must buffer

all outstanding data, RDMA has the benefit that the original data remains in memory. Therefore,

no buffering is necessary, and only the requests need to be preserved for potential retransmission,

as the original data can be retrieved from its original location. However, there’s a caveat – if the
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original data is modified in the meantime, it may become corrupted. Similarly, if the original data

was fetched from host memory, retransmission could be relatively costly due to the additional

round trip over the host interconnect.

To address these concerns, in Coyote, we implement buffering on a queue-pair basis for each

of the requests. This means that in-flight data is consistently stored in the FPGA-side memory,

effectively mitigating the aforementioned issues. The trade-off is increased resource utilization

and a requirement for a dedicated memory channel.

Another critical aspect of the design involves the synchronization mechanisms between remote

nodes, necessitating a dedicated flow control system. Without proper flow control, a scenario

may arise where the sender can transmit data at a much faster rate than the receiving side can

manage. Without a proper backpressuring mechanism across the network, this situation can

result in a substantial number of lost packets, wasted network bandwidth, and numerous unnec-

essary retransmissions.

In Coyote, we adopt a traditional RDMA concept that employs Send Queues and Completion

Queues to enforce flow control. What’s innovative in this context is that we offload these data

structures to the hardware itself. Each Queue Pair in Coyote has the capability to send a spe-

cific number of outstanding transactions (compile time parameter). To manage the flow control,

we implement a circular buffer in on-chip memory for each of the Queue Pairs. These buffers

store minimal information, mainly consisting of pointers. As a result, they utilize a minimal

amount of on-chip FPGA memory resources. They efficiently serve as the required backpressur-

ing mechanism for each tenant when the need arises.

Finally, the arbitration between tenants is managed by linking the Queue Pair Numbers (QPNs)

to the Coyote IDs. This mapping is illustrated in Figure 4.36. Each QPN consists of 24 bits,

within which we encapsulate information about the target tenant and the thread that owns the
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QPN. The remaining portion of the QPN accommodates a session ID, which can be assigned as

needed by end users.

Given that the QPN is present throughout every stage of RDMA processing, this design allows us

to efficiently integrate this crucial user information not only into requests but also into accompa-

nying data streams where necessary. This approach simplifies the management of multi-tenancy

and quality of service, making it a relatively straightforward task. The size of the ID fields

in Coyote is a compile-time parameter, making it adaptable to various applications to ensure a

sufficient number of queue pairs and supported connections.

23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Queue Pair Number (qpn)

vFPGA (vfid) Thread ID (ctid) Session ID (sid)

Figure 4.36: QPN mapping in Coyote
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4.4.3 Resource Usage of RDMA Stack

The RDMA stack significantly enhances the capabilities beyond those of the TCP/IP stack.

Operating at a virtualized level, it offers a robust networking abstraction.

Interestingly however, the resource usage of the RDMA stack is comparable to that of the TCP/IP

stack, as shown in Table 4.7. The comparable resource usage can be attributed to the more com-

plex state-keeping structures within the TCP/IP stack when compared to RoCE, which is built

on top of a much lighter-weight UDP. These complexities offset the more intricate abstraction

of the RoCE protocol.

The utilization of CLBs is quite similar to that of TCP, accounting for approximately 20% of the

total resources on the Alveo u55c chip. Block RAM usage is highly dependent on the specific

configuration. By default, it is set up to support up to 1000 concurrent Queue Pairs. The trade-

off here is akin to the one with TCP. These abstractions come at a cost, which can be mitigated

by reducing the number of supported connections.

Additionally, in the case of RDMA, there is an option to disable retransmission buffering and

instead use the host memory as the fallback (initial memory locations from which the data was

fetched). This not only reduces resource consumption but can also simplify floorplanning tasks,

potentially offering benefits even if there are performance and data consistency trade-offs.

Retransmission can also be completely disabled, and the protocol can revert to an unreliable con-

nection (an option supported within RoCE) to further reduce resource overhead. However, it’s

improbable that this feature will see widespread usage, given that reliable communication holds

utmost significance in modern computing environments, as confirmed by our own experience.

Although there are some resource usage penalties associated with it, the enhanced functionality

provided by the RDMA stack justifies these costs. However, the question that remains is whether

hardening certain portions of these network stacks might be a feasible option going forward.

Both RDMA and TCP/IP share lower layers of the stack (such as IP layer). Efficient hardening

of these layers, along with retaining the upper layers in the FPGA fabric, can alleviate resource

constraints without sacrificing flexibility.

Table 4.7: RoCE v2 RDMA stack resource usage (Alveo-u55c).

Module CLBs LUTs Registers Block RAM

RDMA stack 31 434 (19.29 %) 167 783 (12.87 %) 213 803 (8.2 %) 150 (7.48 %)
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4.4.4 Evaluation of RDMA

We will now assess the performance of the RDMA stack in Coyote, with a specific emphasis on

comparing it to commercial RDMA NICs. The experimental setup remains consistent with the

previous configuration, featuring a cluster of 10 Alveo-u55c FPGAs. Additionally, we introduce

the Mellanox ConnectX-5 RDMA NICs [189] as a reference point for baseline results.

In each experiment, we measure the elapsed time until the conclusive results are stored in the

memory of the client machine for both Coyote and the baseline system. To evaluate the system’s

performance, we assess the network throughput and response time for both RDMA read and

write operations. For accurate read measurements, we calculate the network Round Trip Time

(RTT) and average it over 1000 iterations. To obtain precise write measurements, we employ

a ping-pong exchange between the server and the client. The procedure entails the client first

transmitting the writes to the server, and only once these operations are finalized, the server

starts similar transfers in the opposite direction. This methodology guarantees that data has

been correctly written into the memories, rather than relying solely on ACKs, which may only

signify the completion of operations within the NIC.

The transfer size denotes the cumulative data transmitted over the network in a single request.

We adjust this parameter until we reach network saturation at least. At the same time we are

employing a 4 kB MTU packet size.

4.4.4.1 Comparison with Commercial RDMA NIC (Host Memory)

We will begin with throughput microbenchmarks to establish a comparison between what is

commercially available and our implementation. The test results, conducted across various

transfer sizes, are depicted in Figure 4.37.

The results demonstrate that the RDMA stack in Coyote consistently delivers more stable out-

comes. This is especially evident in the saturation region, occurring at larger transfer sizes,

where Coyote attains notably higher peak throughput.

The latency results are presented in Figure 4.38. The difference in latency is not considerable.

Our RDMA stack achieves low round-trip times for small transfer sizes, approximately around

6 microseconds, whereas the corresponding latency on the Mellanox card is approximately 4.5

microseconds. While the Mellanox card is a full-blown ASIC with much higher internal clock

speeds, it only marginally outperforms our implementation at low transfer sizes. However, its
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Figure 4.37: RDMA throughput comparison.
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Figure 4.38: RDMA latency comparison.

advantage starts diminishing for higher transfer sizes, where the peak throughput of the FPGA

stack comes into play.

These results show that the implementation of the RoCE RDMA stack in the FPGA fabric

achieves comparable and in some cases, even better results than a dedicated commercial ASIC

RDMA NIC. This is promising, as the main advantage that the FPGA RDMA stack has is not

even pure performance, it’s the ability to freely pipeline additional computation on top of these

RDMA NICs in the FPGA fabric. This is what opens the door for a wide array of use cases and

where the main benefit of this abstraction comes.
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Figure 4.40: Comparison of RDMA Latency: Host Memory vs. FPGA-Side Memory.

4.4.4.2 Host Memory vs. FPGA Memory

In this next experiment, we compare RDMA in Coyote for: 1) data transfer to the host memory

(with PCIe in between) and 2) the FPGA-side memory. Notably, we observe that the latency

(Figure 4.40) of accessing FPGA-side memory is smaller, approaching the latency of the Mel-

lanox NIC. This outcome served as the primary motivation for investigating smart disaggregated

memory architectures, a capability enabled by this setup and explored in a later chapter.

In this scenario where FPGA-side memory is employed, the bandwidth limitation lies in the

network (no PCIe). Increased bandwidth of FPGA-side memory can thus be effectively utilized.

Imagine a scenario where data filtering is applied, and large portions of data are dropped without

being forwarded to the network (e.g. database selection). In this scenario, filtering can be

performed at much higher rates than the available network bandwidth, leading to more efficient

overall utilization. This stands in contrast to the baseline, where a PCIe bottleneck in the path

would limit filtering throughput and ultimately result in lower network bandwidth utilization.
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Figure 4.41: Bandwidth distribution when multiple tenants are utilizing the RDMA.

4.4.4.3 Network Multi-Tenancy

Finally, it is crucial to validate the quality of service in Coyote, particularly concerning network-

ing. Given that Coyote is a multi-tenant environment, guaranteeing fair service to each tenant

is imperative. Therefore, we conduct an experiment similar to the one we performed for local

memory accesses, aiming to demonstrate fair resource sharing when multiple tenants share the

same FPGA. The results of this test, conducted with four concurrent tenants in Coyote, are de-

picted in Figure 4.40. In this case, continuous 1 MB RDMA reads are issued concurrently by

each tenant.

As evident from the results, we observe a similar behavior to what was recorded for normal local,

non-network accesses from the FPGA. The system maintains fair-sharing across all tenants with

minimal variances. This consistency is of great importance as we delve into user logic interfaces

in the next chapter. It ensures that the expected behavior of the system remains consistent,

regardless of whether accesses are made to local or remote nodes.

4.4.5 Is RDMA a Fitting Abstraction?

Having established the fundamentals of the RDMA stack, we can now elevate the level of dis-

cussion and explore how well RDMA fits as an overarching networking abstraction for these

heterogeneous platforms.

RDMA, at its core, serves as a memory abstraction. It establishes a connection between two

remote machines and facilitates seamless read and write operations. However, heterogeneous

systems we are analyzing offer more than just basic memory interfaces. Instead of solely trans-

ferring data directly to/from host memory through the network, the primary advantage they offer
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is the capacity to perform additional processing on this data. In these heterogeneous system, the

ultimate target for network packets is not merely memory; we must also consider the presence

of custom processors along the path.

For instance, consider a scenario where some form of processing is applied to the data as it is

read from memory. This processing could involve a regular selection operation in response to

an incoming data query. In this case, we need the ability to instruct our accelerator along the

path regarding what actions to take and what kind of selection to apply. Traditional one-sided

RDMA READ falls short in such cases, as it assumes the presence of memory on the other end,

rather than a specialized accelerator with a custom interface. Therefore, to fully leverage these

platforms, a new approach is required. Otherwise, multiple round trips would be necessary to

achieve the desired operation, resulting in significant overheads.

Consequently, what are the prerequisites for the operational model we aim to establish, allowing

us to engage these accelerators and, in the end, deliver a suitable framework for our system?

1. Utilization of Existing InfiniBand Verbs: We could consider adding new InfiniBand

verbs tailored to our needs. However, this approach has drawbacks, including potential

incompatibility with commercial NICs, which would hinder interoperability and compli-

cate integration into modern data centers. As a result, our space for exploration is limited

to the existing verbs within the protocol.

2. Targeting Traditional One-Sided Verb Performance: We aim to achieve the perfor-

mance levels associated with traditional one-sided verbs. Introducing additional round-

trips or significantly increasing latency would diminish any advantages.

3. Diverse Accelerators on the Path: Given the FPGA’s versatility, it can accommodate a

range of accelerators with distinct behaviors. Consequently, we require a generic method

for invoking these accelerators. Ideally, users should be equipped with a universal inter-

face for this purpose.

4.4.5.1 Combination of One-Sided and Two-Sided Verbs

The solution that appears to satisfy all the necessary requirements is to utilize a combination

of one-sided verbs and traditional two-sided verbs. In this approach, instead of using reads to

invoke our remote accelerators, we achieve the same outcome with a two-sided SEND verb,

copuled with one-sided RDMA WRITE in the other direction.
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In traditional terms, two-sided verbs involve the CPU handling all the received data. However,

this behavior doesn’t align with our goals. We utilize the RDMA stack precisely to avoid using

the remote CPU and wasting its computational resources. In our approach, we employ the

semantics of the SEND verb, but the response to this command doesn’t come from the remote

CPU. Instead, it’s the FPGA fabric that takes action. In essence, although we use two-sided

verbs, we are employing them in a one-sided manner, avoiding the consumption of CPU cycles.

These SEND verbs are also highly versatile, and can encapsulate various types of accelerator

invocations. For example, if we revisit the selection example, we can include multiple predi-

cates within this verb, which will be passed to the accelerator directly. Simultaneously, we can

issue an instruction to read the data from memory, which will then undergo filtering in the ac-

celerator. Finally, the results produced by the accelerator are sent back over the network using

regular RDMA WRITE verbs, completing the round trip. This approach allows us to utilize

the supported set of verbs without adding significant overhead to the critical path. Moreover, it

provides a generic interface as SEND verbs can carry arbitrary data of varying sizes.

While this approach meets the specified requirements, it does come with certain drawbacks. For

instance, it necessitates the inclusion of detailed buffer information within the SEND verb since

there are no dedicated headers that convey this data. Sharing such information with the remote

machine could potentially introduce security vulnerabilities. It may also not be the most suitable

abstraction for our specific needs. In fact, RDMA itself might not be the ideal abstraction for

the current landscape of heterogeneous architectures and the increasing hardware complexity in

modern computing systems. Much of the complexity in RDMA could be considered unneces-

sary, and future exploration could lead to the development of a lighter-weight generic protocol

built on top of UDP or similar technologies.
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4.5 Summary

In this chapter, we presented an in-depth overview of services that are provided to the end users

within Coyote.

We first explored Coyote’s memory organization, beginning with the physical layer and working

our way up to the high-level shared virtual memory model.

Additionally, we presented a view of the critical networking services, which often serve as the

primary source of performance advantages provided by FPGAs.

In the following chapter, we will start exploring the user application layer. We will examine how

Coyote establishes an environment for running untrusted applications and how these applications

can ultimately interact with the system.
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After we’ve covered the crucial system architecture and the services in the system, we can shift

the focus to the application layer.

The application layer consists of multiple parallel vFPGAs, which, as mentioned previously,

closely resemble a conventional concept of an operating system process. Similar to processes,

they play a crucial role in establishing a standardized execution environment, guaranteeing that

an application running in one process will also run consistently in another. They can also be

time-shared, resembling the concept of a context switch to a certain extent, albeit without any

preemptions involved. The vFPGAs are split into two sub-layers. The first is the user wrapper,

and the second is the actual user application.

Static
Layer

Dynamic
LayerHardware

Kernel

Shell
(Process Mgmt)

Process Environment
And Applications

Application
Layer (vFPGA)

Figure 5.1: Application layer
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Since Coyote is a virtualization framework, the concept of the user wrapper closely resembles

that of a virtual machine monitor, commonly encountered in modern cloud environments. This

is typically either a software or a hardware layer that creates and manages the virtual machines.

It abstracts the underlying physical system resources, ensures the required isolation and pro-

vides the ultimate interfaces to virtual machines. In this context, these user wrappers serve as

the ultimate layer of the Coyote hypervisor. They encapsulate the applications and protect the

overall system from user deployed hardware. Sticking with this virtualization paradigm, the

user applications can be compared to the actual virtual machines. What hardware gets deployed

within these “containers” is determined by the system’s end users.

We will start the chapter by exploring the user wrappers and the hardware interfaces they present

to hardware applications. With this, we will conclude our study of the overall hardware infras-

tructure in Coyote.

Having covered all the hardware abstractions, we will demonstrate how the virtual FPGAs can

be made accessible to users. To truly justify the ”virtual” aspect of their name, we will illustrate

how they can be exposed beyond mere interaction with the host OS. Instead, we’ll reveal how

traditional hypervisors running on the host OS can elevate these vFPGAs to the level of virtual

machines, enabling interaction with them from different virtual operating systems concurrently

within the same host.

This will finally enable us to begin our exploration of the user software API in Coyote. When

combined with the virtual machine abstraction and all the services featured so far, this will

constitute the ultimate abstraction for end users provided by the system.

We will end the chapter by validating the overall framework, presenting examples that demon-

strate how the presented abstractions can be applied in real-world practical scenarios, yielding

significant performance advantages.

5.1 Unified Logic Interface

For a long time, a fundamental challenge of modern FPGAs was the lack of standardized ex-

ecution environments. Each FPGA platform arrived with its unique set of constraints and in-

terfaces. Consequently, migrating hardware designs was anything but straightforward and often

demanded substantial engineering efforts. This situation resulted in developers dedicating a sub-

stantial amount of time to design the necessary infrastructure for their applications to operate in,
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rather than focusing on the application development itself. Even after this foundational work

was completed, the designs would exclusively function on the specific platform. Porting them

to another platform often required repeating the same extensive efforts.

To solve this issue, standard execution environment for AMD Xilinx FPGAs was first provided

through SDAccel [7] and subsequently Vitis [207] flows. These environments, coupled with

dedicated FPGA shells [208], served as the foundations for the widely adopted cloud FPGA

system, the Amazon F1 [30]. Comparable environments were also offered by other vendors,

such as Intel’s HARP [62].

The drawback of all these environments was the notable shortage of features they provided.

They restricted FPGA functionality to a limited set of capabilities, severely constraining the

potential of the FPGA and reducing the range of features exposed to the end users. This, in

turn, restricted the overall advantages that these devices could potentially offer. It’s reasonable

to speculate that with a broader range of features, the adoption of these devices could have been

more widespread.

In Coyote, we establish a standard execution environment by developing a Unified Logic Inter-

face that provides a well-defined set of interfaces accessible to users. Significantly, these inter-

faces do not impose limitations on the FPGA features, granting access to all the abstractions we

have discussed thus far.

5.1.1 Service Interfaces

First, let’s examine the interfaces of all the services we’ve covered so far, shown in Figure 5.2.

5.1.1.1 Control and Notification Interfaces

To manage the operation of the deployed hardware applications, users need to have the capability

to control it from the software side. To serve this specific purpose, a dedicated AXI4 Lite bus in

hardware is made accessible to the software. This lightweight bus is memory-mapped into the

application’s user space, allowing users to perform direct read and write operations. Each virtual

FPGA has its own distinct address range for this interface. Initially, the driver maps this address

range from the I/O space into the kernel’s virtual address space. Subsequently, the software

API further maps it directly into the users’ virtual address space. Importantly, this arrangement

bypasses the host kernel, resulting in a reduction of operation latency.
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Figure 5.2: Services and Interfaces exposed to user wrappers and user logic in Coyote

Within the hardware, this interface is connected to a collection of control and status registers,

and the function of these registers is entirely determined by the specific application and the

software API. Through this interface, users have the ability to manage, manipulate and monitor

the operation of their hardware.

Listing 5.1: Control Interface memory mapping accross the stack.

1 // Driver code: Map from I/O -> Kernel VA

2 d->vfpga_dev[i].fpga_cnfg =

3 ioremap(d->vfpga_dev[i].fpga_phys_addr_ctrl , FPGA_CTRL_CNFG_SIZE);

4
5 // Software API: Map from Kernel VA -> User space VA

6 ctrl_reg = (__m256i*) mmap(NULL, ctrlRegionSize ,

7 PROT_READ | PROT_WRITE , MAP_SHARED , fd, mmapCtrl);

However, in many scenarios, it’s not efficient to continually poll hardware applications to check

for specific events (this would consume valuable CPU cycles). A more effective approach is

to leverage interrupts. Therefore, Coyote offers a dedicated notification interface accessible to

user hardware. This interface can be viewed as the opposite of the previous AXI Lite control

bus we discussed. Instead of granting only the host software application the ability to notify the

hardware, the hardware application can also inform the software about a particular event.

Through this interface, hardware applications can send aribtrary 32-bit integer values which will

be read by the driver during the interrupt handling. These will then be immediately forwarded

to the user space of the corresponding software application. To achieve this functionality, an
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Figure 5.3: Hardware notification mechanism in Coyote

eventfd object is used. The eventfd serves as an event wait/notify mechanism within the kernel

for user-space applications. In a similar fashion to traditional signal handlers within the kernel,

when the driver receives an interrupt, it utilizes the eventfd interface to asynchronously signal

the specific Coyote thread in the user space. A separate user space thread will then periodically

check for this signaling event.

The advantage of this approach over traditional signal handlers is that eventfd permits the regis-

tration for each Coyote thread, which is not feasible with traditional signal handlers, which can

only interrupt the entire process. In that case, if the user has registered multiple Coyote threads,

these users would need to additionally determine which one triggered the signal. With eventfd

signals are sent with specific thread IDs (ctid), and each thread is allocated a distinct handler,

making it easier to pinpoint the source of the signal.

5.1.1.2 Local Data Interfaces

To initiate a data transfer, whether it’s a read or write operation targeting either local memory or

FPGA-side memory, user applications must send a descriptor that includes essential information

such as the virtual address of the data location, the length of the transfer, the Coyote thread ID,

and a set of flags indicating the requested transfer details. Among these flags is the specification

of the target location for the data, which can either be in the host or the FPGA-side memory.

Once the request is initiated, it is ultimately passed on to the memory management unit, which

takes charge of processing the request and routing it to the correct destination. The data transfer

is then initiated. In the case of reads, data will start arriving through the slave AXI streams, while

for writes, users will need to provide the data to the outgoing streams. It’s worth noting that all

these interfaces, including the descriptors, adhere to standard AXI streams, making integration

straightforward, whether you’re working with traditional RTL or some form of HLS.
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It’s important to highlight that there are several parallel data interfaces leading to the FPGA-side

memory, crossing over from the user wrappers to the dynamic layer. This is because the FPGA-

side memory boasts high bandwidth, and by having these parallel interfaces, the full bandwidth

can be effectively utilized. The broader management of bandwidth distribution at a higher level

among virtual FPGAs is handled by the MMU and the physical memory layers, as discussed in

earlier chapters.

5.1.1.3 Remote Data Interfaces

Much like the set of interfaces for local memory services, a similar set of interfaces exists to

interact with all the remote (network) services in Coyote.

The TCP stack in Coyote operates at lower level of abstraction compared to other services.

The primary reason for its inclusion and continuous support in Coyote is its widespread use in

modern networking, particularly for implementing control plane operations. When it comes to

high-performance data transfers, user applications should rely on the RDMA stack.

In essence, TCP stack, apart from carrying raw data payloads, lacks higher-level metadata within

its data streams. Unlike all the other interfaces, it doesn’t include any notion of memory or

the ultimate data destinations. This is in contrast to RDMA, which, while delivering line-rate

performance, essentially provides the same interface as all other local data interfaces targeting

the memories within the local node.

Hence, the interaction with the TCP stack involves traditional two-sided send and receive op-

erations. When it comes to send operations, only the length, Coyote thread ID, and connection

session ID need to be provided (along with the accompanying data). In other direction, the

user logic will be notified whenever a remote node sends data. This is done through the re-

ceive interface. The meta information remains the same, but in this case, it applies to incoming

data. In addition to these data interfaces, the set of TCP interfaces also encompasses connection

management interfaces.

The RDMA interface comprises the following essential components: the send queue, the receive

queue, and the completion queue. The send queue is responsible for initiating data transfers to

a remote node. To do so, users need to provide the same set of information as if they were

transferring data to local memory, which includes the virtual address, length, and thread ID.

This time an additional session ID is also needed that identifies the connection.

From these signals (Coyote thread ID, session ID, and vFPGA ID), the queue pair number is

generated. This request is passed to dedicated circular buffers, from where it is forwarded to the
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RDMA stack. The receive queues contain identical information, with the distinction that they

signal remote nodes writing to a specific local memory and a particular Coyote thread. Similar

to TCP, RDMA also features an interface for managing connections, primarily to register and

manage all queue pairs within the system.

5.1.2 Unifying the Interfaces

All these interfaces predominantly rely on AXI streams, making integration a straightforward

process. User logic can interact with these interfaces by simply establishing a basic handshake

mechanism to transmit or receive data. Example handshakes in RTL and HLS are shown in

Listing 5.2.

Listing 5.2: Sending data through the AXI stream (handshake in RTL and HLS).

1 // RTL (Verilog)

2 host_read_req.valid = 1;

3 host_read_req.data = {vaddr, len, ctid, last, ...};

4 if(host_read_req.ready) {

5 // Read request sent

6 // ...

7 }

8
9 // HLS

10 host_read_req.write(rdReq(vaddr, len, ctid, last, ...)); // Blocking

11 // Read request sent

12 // ...

The emphasis on user-friendliness is crucial, as one of the primary objectives of the framework

was to enable the simple integration of custom user circuitry. However, if we take another look

at Figure 5.2, which illustrates the interfaces across all services, it becomes apparent that the

number of these interfaces is substantial. Although they all conform to these uncomplicated

streaming protocols, individually handling each interface can remain challenging due to their

sheer quantity. When considering that each of these interfaces is accompanied by its own set of

specific data structures, the complexity of integration can escalate quickly. Secondly, the large

number of these interfaces also increases the number of overall signals that have to cross from

one reconfigurable region to another which has a detrimental impact on overall resource usage

and routability of the design.

The solution lies in unifying these interfaces (shown in Figure 5.4). This is where the virtualiza-

tion abstractions within Coyote become essential. Thanks to virtualization, each data interface

in Coyote relies on standard virtual address pointers (except for TCP, which solely requires the
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Figure 5.4: Services and Interfaces exposed to user wrappers after unification.

session IDs). Consequently, we can merge a number of these interfaces into a single one. So,

the question arises: which type of interface would be suitable for this unification?

As previously discussed, RDMA is constructed upon a memory abstraction, much like local

data requests. If we dive into the RDMA framework, it uses the concept of send queues, receive

queues, and completion queues, which is a conventional mechanism for data operations (also

commonly found in modern storage devices). When we examine the other interfaces in Coyote,

they all essentially revolve around the same fundamental concept: the transfer of data from

one location to another, primarily through DMA operations. Consequently, this abstraction is

appropriate for all the interfaces in Coyote, enabling us to consolidate them under a single set

of send, receive, and completion queues. Any instruction that the user application needs to issue

can be executed through this unified interface, whether the data is local or remote.

To further remove unnecessary interfaces, we can also relocate network management operations

and control them through slave registers via AXI Lite buses, directly from the CPU. We can do

this as they do not affect the critical path of user applications in any way. This further simplifies

the system. Consequently, apart from the send, receive, and completion queues, we are left only

with regular data lines, greatly simplifying interaction and enhancing ease of use.

Despite a notable reduction in the overall number of interfaces, a question arises regarding how

this streamlined set of interfaces can effectively cover the entire spectrum of services in Coyote.

We can demonstrate this with the example of the primary invocation interface, the send queues

(Figure 5.5, two per vFPGA, one for reads, one for writes).
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OPCODESIDCTIDVFIDDESTLVADDRLEN

Request IdentificationFlagsTarget Buffer Operation

Figure 5.5: Send queue data structure (unified request).

Table 5.1: Send Queue (SQ) interface

Field Description

Opcode This field determines both the nature of the operation (read or write) and whether

it is executed locally (HOST or CARD) or remotely (RDMA or TCP).

Ctid Coyote thread ID assigned to this request. Any data corresponding to this request

will have the same ID.

Vfid vFPGA ID. This is a reserved field. It is tied to the correct value in the dynamic

layer.

Sid Session ID. Used for network requests to identify the connection.

Dest Destination field. It is used to designate the target queue within the user wrapper

for the data. This field will be covered in the following section.

Last Last transfer, trigger a completion event.

Vaddr Virtual address. The address of the buffer from where the data is read or where it

will be written. Importantly, this can be either local address or a remote one.

Len Length of the transfer.

The receive queues (RQ) share an identical data structure with the send queues, with the distinc-

tion that they handle incoming data and serve to notify the hardware application when a remote

node initiates a network request, either for data retrieval or data writing to a local destination.

Finally, the completion queues (CQ) are responsible for informing hardware applications about

the completion status of specific send queues.

With this streamlined set of interfaces, user applications can easily interact with the full array of

services, whether they are local or remote. This simplification of the overall hardware interface

significantly boosts design productivity.
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5.1.3 Parallel Data Streams

Before we begin examining how we provide the untrusted container to the end user applications,

we will present an additional interface abstraction within the user wrapper. This abstraction

primarily focuses on simplifying the integration of user applications, especially when there is a

need for multiple simultaneous streaming interfaces from different sources.

In the initial versions of Coyote, we had only one set of interfaces for each service in the system.

This meant that each vFPGA had a single set of slave and master data lines (streams) to the host

memory, the card memory and network services. The reason for this design choice was that

introducing additional data streams wouldn’t necessarily result in performance improvements,

as a single set was sufficient to saturate the available bandwidth.

However, this situation differed for the FPGA-side memory. Despite the bandwidth being shared

among multiple vFPGAs, scenarios could arise where there is unused bandwidth left (HBM

can support up to 400 GB/s). In such scenarios, it became advantageous to establish parallel

channels to this memory within a single vFPGA. This is where the dest field comes into play.

It designates the queue in the user wrapper, which will either be used to store data (in the case

of a read operations) or from which data for writing will be retrieved (in the case of write

operations). This allows user applications yet another interface to organize and distinguish their

data. Although this functionality was initially introduced to make the most of the available

FPGA off-chip memory bandwidth, it was extended to other interfaces as it proved quite useful.
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Figure 5.7: Example of user application (multiply-add unit) which utilizes multiple parallel streams.

An illustrative example of a potential application for these parallel streams is depicted in Fig-

ure 5.7. In this scenario, a multiply-add unit can be seamlessly integrated into the user wrapper

as parallel streams allow for the easy retrieval of multiple inputs from various sources (without

any extra logic needed from the application). The only task required of the user application is to

issue multiple requests with the dest field set to the appropriate queue.

Significantly, as these requests are further broken down into packets and interleaved at lower

levels of the stack, users can be assured that potential head-of-line blocking issues will not arise.

This concern is effectively managed by the system through interleaving and a crediting system,

which we will cover in the next section.

5.1.4 Untrusted Environment

An important aspect of vFPGAs is their ability to accommodate arbitrary user logic, as long as

it conforms to the provided interfaces. Drawing a parallel with operating system processes, one

key consideration is that applications running within them are inherently untrusted. Therefore,

it’s essential to take all necessary precautions to protect the rest of the system from malevolent

behaviour. This is why software applications can only access memory locations that the ker-

nel explicitly grants them access to. In Coyote, similar protection is ensured by employing a

dedicated memory management unit to enhance the security of the entire system in this context.

However, when dealing with hardware, additional protective measures must be taken into con-

sideration. In hardware applications, operations occur at a much lower level, involving the

manipulation of electrical signals that propagate throughout the system. This implies that, in ad-
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Figure 5.8: Credit based system.

dition to ensuring the security of memory, we must also safeguard other concurrently operating

hardware modules.

As an example, let’s imagine a situation in which a single vFPGA requests data but, upon receiv-

ing the data, fails to consume it. In this case, this single vFPGA (process) has the potential to

create backpressure on the entire system, thereby disrupting the operation of other vFPGAs and

the system as a whole. Similarly, the reverse situation could occur, where a request is made to

write some data, but no data is subsequently provided. In such a case, the pipelines throughout

the system could potentially stall.

Consider the impact if processes in a traditional operating system were capable of causing these

problems, it would lead to significant issues to say the least. Therefore, a solution is required to

preempt these potential issues and effectively isolate user logic from the overall system.

5.1.4.1 Credit System

In Coyote, the solution used is a credit-based system, which is implemented in the user wrapper

of each vFPGA (Figure 5.8). This credit-based system is built on top of the destination queues

discussed in the previous section.

The operation is as follows: when a request is initiated through a send queue interface, it is

first directed to the appropriate credit module, which is separate for reads and writes. It’s worth

mentioning here that the send queue requests are multiplexed prior to this, combining both host-

issued (software application) and FPGA-issued (hardware application) requests. This is how
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Coyote enables both host-CPU and FPGA-side initiated requests. This credit module then breaks

down the request into packet-sized chunks, which are then passed to the module responsible for

verifying whether there are enough credits available to send this request to the MMU. These

credits are tied to the current usage of the destination queues in both directions. The number of

outstdanding requests that can be issued for each queue is a compile time parameter.

To illustrate this process, if a read request is generated, the credit module evaluates whether

there is sufficient space in the target receive queue (based on dest) for a read packet. If there

isn’t enough space, the request won’t be forwarded, and backpressure will be applied to the

user logic rather than the system below. The same principle applies to write requests, where the

request is only forwarded if enough data (the required packets) has been provided to fulfill the

entire request. This approach ensures that the operation of a single vFPGA does not adversely

impact the rest of the system in the dynamic layer or other hardware processes.

This solution is employed for all outgoing requests, regardless of whether they are local or re-

mote. However, because networking operations typically involve significantly higher latencies,

the receive and send destination queues for these operations are sized more generously, accom-

modating a larger number of possible outstanding transactions. This approach assists in hiding

the inherent latency of networking operations.

Furthermore, the network receive queues exhibit different behavior (Figure 5.9) since, in this

case, the application is not the one initiating the request. Instead, requests are incoming over

the network (through which there is no exchange of credit information). Consequently, we

must consider adversarial behaviour for this interface as well. When the application receives

requests but does not consume the data, it can potentially backpressure the entire system and,

ultimately, the network stacks. This situation could lead to the potential stalling of all other

network packets that are received. To address this, we allow the network stack to probe the

receive queues directly and check if they have adequate space for incoming packets. If there is

sufficient space, the packet will be forwarded. However, if the receive queue lacks space, the

network stack itself will promptly drop the packet and fall back on retransmission.

In this manner, if the packets are not yet ready to be received by a specific tenant, it won’t

negatively impact other tenants, and the packets will be received at a later time when space

becomes available.

Lastly, if the hardware application fails to cooperate for an extended period, and given the ab-

sence of preemption mechanisms, it will be terminated. The advantage of having the credit sys-

tem within the dynamic region (in the user wrapper of the application) is that during removal,
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Figure 5.9: Dropping receive packets.

any potentially remaining internal state is cleared. This ensures that the next application can be

loaded safely, and once the loading process is completed, it’s immediately ready for operation.

5.2 Virtual Machines

Virtual machines (VMs) are software emulations of the underlying hardware, enabling multiple

environments, such as operating systems and applications, to operate on a single piece of hard-

ware. Each virtual machine operates independently, with its own isolated set of resources and

configurations. This isolation helps protect against conflicts, security breaches, and potential

malicious actions in one virtual machine affecting others or the underlying physical hardware.

Consequently, virtual machines serve as the primary means for renting modern FPGAs (among

other devices) in cloud environments. [30, 26].

However, the current cloud rental model involves virtualizing the entire FPGA as a single PCIe-

attached device. In Coyote, our aim is to take a different approach by exploiting the hardware

multi-tenancy in the framework. In this approach, individual virtual machines are allocated for

each distinct virtual FPGA (and its untrusted application). Thus, instead of allocating an entire

FPGA to a single user and launching a single virtual machine, we are able to offer simultaneous

access to multiple users, each running in their separate virtual machine.

This final layer of virtualization in the Coyote framework (covered in [74]), utilizing virtual

machines, aligns well with the core principles of multi-tenancy and user isolation. This combi-

nation of hardware and software based emulation enables much more efficient utilization of the

modern cloud resources.
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5.2.1 Virtualization of the Host Resources

Before we can proceed with the virtualization of FPGA hardware, the initial step involves as-

sessing how to prepare and virtualize the existing CPU resources on the host side. Modern

computing offers a wide range of virtualization mechanisms, encompassing bare-metal hypervi-

sors, OS hosted hypervisors, even extending to full user-space emulation. In our case, we decide

to opt for a traditional way things get virtualized in Linux kernel, by using an open-source

Kernel-based Virtual Machine (KVM) [174].

This is a virtualization technology that transforms the underlying operating system into a Type-1

(bare-metal) hypervisor, running directly on the physical hardware. Its close integration with the

Linux kernel makes it a suitable choice for Coyote, especially since the primary management

layer within our system relies on the Linux kernel as well. It also comes with low requirements

since the majority of modern physical hardware supports this type of virtualization (Intel VT-

x [194] and AMD-V [2]). This hardware support primarily offers hardware-based nested paging

capabilities that greatly improve the efficiency of translating memory addresses between guest

virtual machines and the physical hardware. These hierarchical tables manage the resource-

intensive translations from guest virtual to host virtual addresses and then from host virtual to

physical addresses. Additionally, they are the enabling factor for running multiple VMs on a

single physical host while preserving their distinct address spaces. If one VM attempts to access

memory beyond its allocated range, the nested page table guarantees that it remains isolated

from the memory of other VMs or the hypervisor.

Besides the CPU and memory resources, virtualization of other hardware components, such as

GPUs, NICs, FPGAs, etc., is not handled by KVM and is typically the responsibility of the user,

who may use additional tools to implement this virtualization. One such tool is QEMU [52].

QEMU is an open-source emulator that goes beyond emulating traditional resources like the

CPU and memory; it also targets various other hardware components. Notably, it includes sup-

port for emulating a PCIe bus and the devices connected to it. This PCIe bus virtualization en-

ables us to virtualize the FPGAs and the entire hardware deployed within it. Therefore, QEMU

is a preferred tool for achieving the virtualization of a heterogeneous platform.

The QEMU offers a software-based mechanism for users to manage emulated devices. When a

virtual machine operating within QEMU sends I/O requests to a specific device, QEMU inter-

cepts these requests and emulates the expected behavior of the device using software routines.

This emulation can be entirely executed in the user space. Notably, QEMU also supports com-

plete pass-through of hardware devices.
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Access from the user space is done by mapping the address range exposed by the physical device

directly into the virtual machine’s memory space. When users access this memory, it does not

trigger a trap, and the access is directly forwarded to the device. While this method may raise

security concerns, particularly for generic devices shared among VMs, it is not a concern in

Coyote. Coyote’s lower layers of the stack are designed to handle multi-tenancy, ensuring secure

interaction with devices from VMs with virtually no performance overhead.

Generally speaking, QEMU offers a notable level of flexibility when it comes to determining the

extent of virtualization applied to a specific device. This flexibility enables users to customize

device virtualization to meet their particular needs and preferences, as is the case in Coyote.

5.2.2 Background

Modern FPGAs typically lack extensive built-in virtualization hardware support and often rely

on standard DMA operations over PCIe, that work with physical addresses only. However,

efforts have been made by companies like AMD to introduce specialized cores (QDMA [35])

that incorporate virtualization support directly into the hardware. This hardware support is based

on the Single Root I/O Virtualization (SR-IOV) technology [4].

SR-IOV is primarily aimed at enhancing the performance of virtual machines (VMs) by offload-

ing critical components of the virtualization framework to the hardware. The hardware device

can then partition its internal resources to accommodate multiple concurrent VMs (referred to

as virtual functions), along with the necessary management layers for the host hypervisor (re-

ferred to as physical functions). The hypervisor can then control the device’s operation directly

(without traps) through the exposed physical functions in the host kernel.

However, it’s important to highlight that SR-IOV support is exclusively available for the QDMA

core and is not extended to other PCIe cores provided by AMD. This core unfortunately comes

with certain limitations and a strict operating model for the host driver (based around ring

buffers). As a result, it provides less flexibility and involves a more complex integration pro-

cess when compared to XDMA, used in Coyote. The virtualization hardware integrated within

the FPGA would also utilize a substantial amount of extra resources, diverting them from other

logic. In addition, the vendor FPGA shells that included this core were discontinued, and there

may be a lack of future support.

All these factors make it a less viable choice for virtualization in Coyote. As a result, our system

relies on software emulators to achieve system-wide virtualization, ultimately providing similar

functionality without these hardware limitations.
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It’s important to mention previous work in the field of multi-tenant FPGA hypervisors. One such

example is the Optimus hypervisor, which was created to virtualize multi-tenancy in FPGAs on

the Intel HARP platform [62]. We discussed Optimus already in the background section of the

Chapter 2.

Optimus operates in a way similar to Coyote, but there’s a key difference. In Optimus, the design

is fixed, and it doesn’t support dynamic changes. Instead, a set number of accelerators (basically

vFPGAs) are programmed into the FPGA, and these can then be arbitrarily assigned to different

virtual machines running on the host hypervisor.

Optimus also supports the shared virtual memory model, but with a limitation: it doesn’t con-

sider FPGA-memory resources. The way this shared memory model is implemented differs

significantly from Coyote. In Optimus, the system relies on the host IOMMU rather than having

a dedicated MMU within the FPGA fabric.

To make this memory model work for multiple tenants and VMs on top, Optimus divides the

page table into multiple regions. Each region is allocated a distinct address space, corresponding

to a different tenant. To ensure proper address translation, all virtual addresses are given an

offset. When a user’s logic accesses data using an address, the FPGA shell adds this offset to

the address. This adjustment ensures that the translation occurs within the correct region of the

page table.

One significant distinction, apart from the use of a host IOMMU, is that Optimus lacks the

capability to handle page faults. In other words, if the user’s logic encounters a fault, there are no

built-in mechanisms to address and resolve that fault. As a result, all mappings must be explicitly

managed by the user space program. This approach somewhat simplifies the virtualization and

the implementation of the hypervisor.

Crucially, Optimus provided us with the concept of implementing and operating virtual ma-

chines on individual vFPGA devices within a single FPGA. This concept primarily involves the

utilization of the Virtual Function I/O (VFIO) Linux kernel API to virtualize device files in the

kernel, coupled with KVM for virtualizing the host CPU and memory resources.

5.2.3 Virutalization of vFPGAs

The hypervisor is constructed on top of the existing Coyote device driver, extending it to support

multiple virtual machines. Its primary responsibility is to virtualize the character device files
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Figure 5.10: Virtual machines in Coyote.

in the Linux kernel that represent the virtual FPGAs running in hardware. The hypervisor is

designed with the following set of guidelines:

1. It’s crucial to maintain a consistent interface for these device files within the guest VMs.

This ensures that users can run their code seamlessly, whether it’s within a VM or in the

native OS. To achieve this, we need to preserve the same set of standard system calls used

by Coyote’s API (predominantly based on ioctl and mmap).

2. Equally important is the preservation of isolation properties, both in hardware and soft-

ware. Each VM is mapped to one vFPGA at a time to prevent interactions with other VMs

or other vFPGAs.

3. Effective memory isolation is essential as well; users of one VM should not have access to

the memory of other VMs. Coyote’s custom MMU architecture, which handles protection

on a per vFPGA basis, inherently supports all the necessary features for this functional-

ity. Unlike Optimus, which required workarounds such as page-slicing to manipulate the

host IOMMU, Coyote already supports memory isolation between multiple vFPGAs (the

benefit of custom IOMMU).
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4. Preserve performance; our primary goal is to accelerate tasks using FPGAs. If excessive

kernel overhead due to numerous traps leads to a major performance loss, our virtualiza-

tion efforts would be counterproductive. To avoid this, we must enable direct hardware

control within VMs for the corresponding vFPGAs, removing kernel overhead.

5. Memory translation needs to be efficient. Mappings in the TLBs should mirror shadow

page tables and translate directly from guest virtual addresses to physical addresses (elim-

inating the need for an extra translation step to host virtual addresses in between).

The virtualization process leverages the established combination of KVM for CPU and memory

virtualization and QEMU for FPGA device and tenant virtualization. The primary role of the

hypervisor is to ”lift” the virtual FPGA device files into the guest virtual machines. This is

achieved by mimicking standard PCIe emulation within a guest VM.

The guest driver in the VM will identify this PCIe pass-through device and make it accessi-

ble through another character device file within the guest VM. Essentially, this PCIe emulation

establishes a bridge between the VM and the hypervisor, enabling communication between char-

acter device files from both the guest and the host. This guest driver runs exclusively inside the

VM and is implemented as a regular PCIe driver.

5.2.3.1 PCIe Emulation and Interrupt Forwarding

To enable PCIe device pass-through from the hypervisor to the guest VM, we utilize QEMU,

which manages all accesses to emulated devices. Additionally, we leverage the existing API in

the Linux kernel, VFIO [142], to allocate and share host PCIe resources among different VMs.

The guest driver in the VM detects and probes the emulated PCIe devices, which leads to the

creation of a character device file. This character device file provides an interface to the user

that resembles the one used in the non-virtualized Coyote driver. However, the driver in the VM

operates in a virtualized environment and communicates with the hypervisor by triggering traps

through memory accesses to designated physical addresses. This mechanism enables the driver

to capture and handle device-specific operations, including registration and mapping procedures.

Accesses to these emulated PCIe devices are controlled by QEMU. The responsibility of the

guest driver is to determine whether user accesses should be routed to the hypervisor for fur-

ther mediation, or if they have permission to directly interact with the physical PCIe device,

forwarding the accesses directly to the actual vFPGAs. This setup thus gives us two modes
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Figure 5.11: PCIe accesses: trapping and direct forwarding to hardware.

of operation: mediated accesses, which are trapped and handled by the hypervisor, and direct

memory-mapped accesses that go straight to the vFPGAs with no overhead.

To allow using different vFPGAs in different VMs, we have to be able to emulate multiple PCI

devices at the same time. This is done by exposing multiple device files, each implementing

the VFIO API that can then be used by different QEMU hosts to enable the usage of different

vFPGAs in different VMs. A device file that implements VFIO allows directly accessing device

resources using reads and writes at specific offsets to the device file. In the case of PCIe devices,

this means that we can access the internal memory regions of the device (PCIe Base Address

Registers) directly from the user space.

We utilize different memory regions in an emulated PCIe device to detect which VM is making

the access and where the access is destined. This allows us to mediate and route the accesses

to either the corresponding vFPGAs directly or to the underlying hypervisor, while additionally

providing all the information on the access that the hypervisor might need to resolve it. All of

this is done completely transparent to the end user in the guest VM.

We also need to address the signaling in other direction, from vFPGAs to the VMs through

interrupts. In this case we need to ensure that only the correct VM, the one owning the vF-

PGA, receives the interrupt. One possible approach is to signal the interrupt using eventfd, a
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mechanism already employed in Coyote for notifying user space from vFPGAs (notification in-

terface in ULI). In this method, we can signal QEMU, which runs in user space, and QEMU

can, in turn, signal KVM to interrupt the VM. However, this approach introduces some addi-

tional overhead, as the context moves additionally through user space and then back into KVM.

An alternative solution is to use the KVM irqfd library, which enables direct signaling of KVM

from the hypervisor’s interrupt handler. KVM will then forward the interrupt to the VM, and

the VM can handle it similarly to the interrupt handler in the base Coyote driver. This approach

incurs significantly less overhead due to fewer context switches.

5.2.3.2 Memory Mapping

It’s also important to note the necessary changes in memory handling within the hypervisor. In

the base Coyote driver, the mappings installed in TLBs translate from host-virtual addresses to

host-physical addresses. However, in this context, these mappings must translate from guest-

virtual to host-physical addresses. Therefore, when any explicit memory mapping by users

occurs (or page faults), the guest driver must temporarily pin the pages inside the VM, which

provides the necessary guest physical addresses. This also ensures that these pages are not

swapped out during subsequent hypervisor page table walks. After obtaining guest physical

addresses, the guest driver accesses the emulated PCIe device at a specific memory region, which

triggers a hypercall (trap) into the hypervisor. This hypercall contains the necessary arguments

for resolving the memory mapping, including the initial guest virtual and obtained guest physical

addresses.
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Figure 5.13: Host link throughput comparison: native vs VM (1 vFPGA).

Within the hypervisor, these guest physical addresses are then used to obtain host virtual ad-

dresses (using the gfa to hva function). With these host virtual addresses, another page table

walk occurs, this time in the host OS, to obtain the physical addresses that need to be mapped

into the TLBs. Finally, the mappings are executed in the TLBs through dedicated control lines,

same as in base driver.

It’s important to emphasize that despite the increased complexity of the host software driver

code, there are no changes to the hardware. Coyote seamlessly supports this type of virtualiza-

tion without requiring any modifications to the underlying hardware.

5.2.4 Evaluation

We will now run the benchmarks to estimate if virtualization adds overhead to normal operation

in native system. All experiments are performed on Alveo u55c machines present at ETH cluster,

which were already used in previous experiments.

5.2.4.1 Microbenchmark

In this first microbenchmark, we will assess the performance of the CPU-FPGA link in the

virtualized environment. The objective of this test is to determine whether virtualization intro-

duces any additional overhead to the overall performance. Our primary focus is to establish

whether users (including virtual machines) can fully leverage the host CPU-FPGA interconnect

for conventional acceleration operations. We execute a simple loopback test, where data is read

from and simultaneously written back to the host memory. The comparison is made between
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Figure 5.14: Decision trees: VM vs native (1 and 2 vFPGAs).

the native Coyote environment (no VMs) and a single virtual machine running on a KVM on

the host (both cases take control of one vFPGA). The test’s throughput results are presented in

Figure 5.13.

The result demonstrates that when a single virtual machine runs on a single vFPGA, it achieves

nearly identical throughput and latency to a scenario where no virtual machine is active. This

outcome is of significant importance because it illustrates the effectiveness of the bypassing

techniques we employ. These techniques involve directly memory mapping most of the control

registers on the critical path into the user space of the virtual machine through QEMU. This

approach eliminates all the overhead associated with the additional virtualization layer. As a

result, KVM and the full kernel are effectively bypassed, allowing us to achieve near-native

performance without incurring significant performance penalties. Simultaneously, we are still

able to provide an extra layer of virtualization and isolation to end-user applications.

5.2.4.2 Concurrent VMs

We will now examine whether this outcome remains consistent when multiple virtual machines

are involved. In this instance, we will conduct the same test but with two virtual machines and

two vFPGAs. For this test, we will use the same Gradient Boosting Decision Trees that we

used for the evaluation of Coyote’s memory model. It’s worth noting that this test employs the

same bitstream generation that was done for the experiments on Enzian in Section 4.2.8.2, un-

derscoring that no modifications to hardware code were required to accommodate the additional

virtualization layer.

We conduct a comparison of throughput (per vFPGA) between native execution (utilizing one

and two engines) and running with one or two virtual machines. The results are shown in

201



Chapter 5. Application Layer: The Virtual FPGA

64 256 1k 4k 16k
0
2
4
6
8

10
12

Transfer Size [Bytes]

Throughput [GB/s]

Native-WRITE
VM-WRITE

Figure 5.15: RDMA Throughput comparison: VM vs native (1vFPGA).

Figure 5.14. Much like the microbenchmarks, we once again observe minimal differences in

performance. Furthermore, we notice that we achieve nearly perfect linear scaling when using

two virtual machines, mirroring the behavior observed in native execution. This underscores

that, even for real-world applications, we experience almost negligible virtualization overhead.

5.2.4.3 RDMA Performance

Lastly, we aim to demonstrate that the additional software virtualization layer not only offers a

high level of abstraction and isolation for a single machine but extends its benefits to scenarios

involving multiple machines connected over a high-speed networking fabric. In this scenario,

we have two machines linked by high-speed networking and intend to facilitate data exchange

between users, each of whom has been allocated their own respective virtual machines on these

different physical machines. These users wish to exchange data at high speeds, and for this

high-performance communication, they opt to utilize RDMA (Remote Direct Memory Access).

Given that RDMA operates at the user space level, it bypasses not only the lower layers of the

host kernel stack in Coyote but this time also includes the software virtualization layers added to

support the virtual machines. Figure 5.15 presents the throughput comparison between the net-

work communication (RDMA WRITE) executed on native Coyote and the same communication

between two users while they are running inside their respective virtual machines. Crucially, as

observed in our other experiments, we detect virtually no overhead. This demonstrates our ca-

pability to achieve a high degree of isolation provided by both virtual machines and Coyote’s

framework, while still being able to leverage the full networking performance.
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Figure 5.16: Software API architecture.

5.3 Software API

We will now explore the API accessible to end users who are writing software targeting the

heterogeneous hardware. At this stage, we have addressed not only the hardware abstractions

but also the virtualization layers within the software, which collectively comprise the interface

for developers and users creating conventional code that interracts with the framework.

Coyote’s API is predominantly created using the C++ programming language. The main fac-

tors behind opting for C++ include its cross-platform compatibility, focus on high-performance

applications, support for low-level operations (particularly fine-grained memory control), all of

which are advantageous for Coyote. Furthermore, C++ offers a range of higher-level abstrac-

tions compared to standard C, which contribute to a more streamlined development process. We

also conducted some preliminary experiments with possible bindings for other programming

languages (Go for instance). We plan to explore additional programming languages, with a par-
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ticular emphasis on porting the API to Rust. Rust is of significant interest as it appears to be a

modern and fitting replacement for C++ [57], especially for a system like Coyote.

When examining traditional interaction with FPGA hardware, it typically involves low-level,

bare-metal interfaces where the primary assumption is that the FPGA serves as a single “dumb”

accelerator attached as a slave device to the host CPU. In this setup, the CPU offloads data for

acceleration, awaits completion, and then retrieves the results.

However, this deployment model often overlooks the fact that, in addition to a powerful FPGA,

there is typically a highly capable CPU (e.g., Enzian’s 48-core CPU). Therefore, beyond maxi-

mizing parallelization and multitasking in the FPGA (a primary focus of Coyote), it is essential

to consider how to provide abstractions that parallelize execution on the host CPU simultane-

ously. This was the core concept behind the development of the Coyote API: to offer comple-

mentary set of multitasking abstractions that are distributed across both the CPU and the FPGA.

Our exploration of the API will start by focusing on the foundational element in Coyote’s API:

the Coyote thread.

5.3.1 Coyote Threads and Tasks

As previously established, Coyote’s hardware primarily revolves around a single virtual FPGA,

which serves as the fundamental abstraction. These vFPGAs play a vital role in ensuring iso-

lation within both the FPGA hardware and the memory hierarchy of the system. Given this

context, it might be tempting to directly assign each of them to individual host processes. How-

ever, in a practical sense, we are limited to deploying only a small number of these vFPGAs at

once, typically no more than 10. This limitation can be rather restrictive and prevents us from

fully exploiting the parallelization potential that FPGAs offer.

The additional potential for parallelization primarily resides in the FPGA hardware’s capacity

for comprehensive pipelining. This enables multiple threads of execution to advance through

the pipelines stages without needing to wait for the completion of their predecessors. This is a

crucial characteristic for achieving a higher level of parallelization in the FPGAs. This form of

pipelined parallelism is a key advantage that FPGAs possess over accelerators like GPUs.

This is where Coyote threads, which we have already mentioned quite a few times in this thesis,

enter the picture. They enable us to “move” multiple threads of execution through the shared

pipelines within the same vFPGA (instead of being limited to a single thread of execution).
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This is achieved while maintaining the essential distinction between the individual threads for

all the data words entering these pipelines, allowing for straightforward differentiation and data

manipulation. A similar concept (to an extent) is already well-established in modern superscalar

CPUs, where hyperthreading allows multiple threads to run on each CPU core simultaneously

to reduce data access latencies. One can argue that this idea is inherent to FPGA accelerators,

especially since they primarily extract performance from deep processing pipelines.

5.3.1.1 Implementation of Coyote threads

Every Coyote thread is symbolized by a dedicated software object (cThread). This object serves

as the fundamental building block of the software API, providing users with the means to interact

with vFPGAs in hardware.

When a thread is initially created, it is associated with a specific vFPGA. The thread’s construc-

tor will first open the vfpga dev character device file in the kernel, immediately followed by an

explicit system call for registration of the new Coyote thread. This registration process allocates

a unique ID (ctid) to the thread, which is then returned to the user space. At the same time,

during the registration, host process ID is provided which will be registered to this thread in the

Coyote driver. This host process corresponds to the actual user application utilizing the vFPGA.

The memory pages of this process will be accessible to Coyote thread (note that this process

may not necessarily be the one that initiated the system call, as we’ll see in the Section 5.3.2).

During this initial call to the constructor, users can also provide a pointer to the scheduler object

responsible for handling any required dynamic reconfigurations. This scheduler implements the

modified priority-based queue scheme discussed in a previous chapter. In addition, users have

the option to supply a pointer to a function that will execute asynchronously when a vFPGA

notification (interrupt) is received. The implementation of this function can be tailored to suit

the user’s specific needs.

Following the registration process, the thread will establish a series of default direct memory

mappings (through mmap system calls). These mappings enable the thread to access all the

necessary resources required for direct interaction with the vFPGA. It’s essential to emphasize

that these Coyote threads can exist in different host processes, and multiple threads can also be

instantiated within the same process. Therefore, they are not tightly bound to any specific user

space OS abstraction.

For synchronization between these Coyote threads running within a single vFPGA (whether they

are within the same process or across different processes), named mutexes are employed in user
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space. These mutexes are implemented in shared memory and are managed by the API (not

directly exposed to end users). Since they reside in shared memory, they do not incur any kernel

overhead for managing inter-process communication.

Listing 5.3: Coyote thread API.

1 class cThread {

2 ...

3 private:

4 void processRequests(); // Process submitted user tasks

5
6 std::thread notify_thread; // Thread for notifications from vFPGAs

7 std::thread cyt_thread; // Coyote thread (run user submitted tasks)

8 ...

9 public:

10 // Constructor , pid can be from different process

11 // The scheduler is responsible for dynamic reconfiguration of user applications

12 // Uisr is a function pntr to custom interrupt routine when notified by vFPGA

13 cThread(int32_t vfid, pid_t pid,

14 cSched *csched = nullptr, void (*uisr)(int) = nullptr);

15
16 // Control/Status registers

17 inline auto setCSR(uint64_t val, uint32_t offs) { ctrl_reg[offs] = val; };

18 inline auto getCSR(uint32_t offs) { return ctrl_reg[offs]; }

19
20 // Invoke all data operations in Coyote (local or remote data transfers)

21 // csInvoke is a struct describing the operation

22 void invoke(const csInvoke& cs_invoke);

23 // Check for completion of the operations

24 uint32_t checkCompleted(CoyoteOper coper);

25
26 // Start the thread

27 void start_thread();

28
29 // Submit user tasks

30 void scheduleTask(std::unique_ptr <bTask> ctask);

31 }

After the initial object construction, a small set of functions becomes available to users for direct

interaction with the vFPGA. The primary functions in the API are shown in Listing 5.3. One

of the key functions is the invoke function, which serves as the primary means for initiating

all data transfers within Coyote, both locally and remotely. The details of the operation to be

executed are specified through the csInvoke struct. Importantly, this struct also includes all the

virtual addresses necessary to identify the buffers for the transfers, whether they are local or

remote. This highlights the benefit of the shared virtual memory model, as users are freed from

the need for additional explicit memory allocations or unnecessary memory copies; they can

simply utilize virtual pointers directly.
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In addition to the invoke function (and its corresponding completion function), there is a function

which directly accesses control/status registers in the vFPGAs. Users can employ this to explic-

itly control the operation of their hardware applications. There are some additional functions in

the API besides these, such as explicit memory mapping or network connection establishment

operations, but they hold less importance in this context. Thus, compared to the typical FPGA

interaction, Coyote’s abstractions rely on far fewer functions in the API, making the interaction

much simpler.

Listing 5.4: Coyote task template.

1 template <typename Func, typename... Args>

2 class cTask : public bTask {

3 private:

4 std::tuple<Args...> args;

5 Func f;

6 public:

7 explicit cTask(int32_t tid, int32_t oid, uint32_t priority, Func f, Args... args)

8 : f(f), args{args...}, bTask(tid, oid, priority) {}

9
10 virtual int32_t run(cThread* cthread) final {

11 int32_t tmp = apply(f, std::tuple_cat(std::make_tuple(cthread), args));

12 return tmp;

13 }

14 };

5.3.1.2 Coyote Tasks

However, the set of functions shown in Listing 5.3 is not the final level of abstraction in software.

As the name implies, these Coyote threads are not just threads in the hardware context, but are

also just regular software threads as well. These objects encapsulate standard POSIX threads [1]

and are responsible for executing user-submitted tasks via the submitTask function. These tasks

are essentially wrappers around user-defined lambda functions, which include a pointer to a

Coyote thread as their first argument. These threads execute the lambdas while setting the first

argument (the handle to the Coyote thread) to themselves. Crucially, before executing these

tasks, a Coyote thread contacts the scheduler to request the loading of a specific hardware oper-

ator (partial bitstream) required for the task. The task is executed only after receiving approval

from the scheduler (bitstream has been loaded). As a result, Coyote threads, in conjunction with

the scheduler, orchestrate the execution of these user-submitted tasks.

This approach enables writing code (tasks) in a manner that separates the code from the actual

execution. Users don’t have to concern themselves with the exact thread in which their task
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will be executed or manage the complex details of dynamic reconfiguration, scheduling and

ultimate loading of target bitstreams. This can simplify the management and distribution of

these tasks throughout the system, making it easy to build things like load balancers for instance,

without pushing the complexity of these implementations to the end users. An example of a task

performing K-Means clustering on a dataset, is provided in the Listing 5.5. In this particular

task, the impact of unified memory is also clearly demonstrated, as users can direct data where

needed (CARD and HOST flags) without having to allocate and manage explicit buffers and data

migration between different devices.

Listing 5.5: K-Means task.

1 template <typename Func, typename... Args>

2 cthread->submitTask(opKMeans, tid, priority,

3 [] (cThread *cthread, kMnsStruct prms, void *cntMem, void *dataMem, void *rsltMem)

4 -> int32_t {

5 // Set parameters

6 cthread->setCSR(prms.data_set_size , KMEANS_DATA_SET_SIZE_REG_OFFS);

7 cthread->setCSR(prms.n_iterations , KMEANS_N_ITER_REG_OFFS);

8 cthread->setCSR(prms.n_clusters , KMEANS_N_CLUSTERS_REG_OFFS);

9 cthread->setCSR(0x1, KMEANS_CTRL);

10
11 // Stream initial clusters

12 cthread->invoke(

13 {CytOper::LOCAL_CARD_READ , centMem, prms.n_clusters * sizeof(uint64_t), false}

14 );

15 // Stream data

16 for(int i = 0; i < prms.n_iterations; i++)

17 cthread->invoke(

18 {CytOper::LOCAL_CARD_READ , dataMem, prms.data_set_size * sizeof(uint64_t)}

19 );

20 // Write results (blocking , poll for completion)

21 cthread->invoke(

22 {CytOper::LOCAL_HOST_WRITE , rsltMem, prms.n_clusters * sizeof(uint64_t), true}

23 );

24
25 return 0;

26 })

5.3.2 Coyote Daemon

The tasks offer an intuitive way to work with the hardware and abstract away much of the

complex management happening within the framework. However, these tasks still require their

creators to understand the hardware’s operation and the interface it exposes (as evident from the
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K-Means example code). This level of abstraction might not be suitable for end users who just

want to run a specific acceleration function without being concerned about the details of how it

is executed.

For these end users, a further layer of abstraction is provided through the Coyote daemon object.

This object launches a system-wide Coyote service in the background, which listens for periodic

service requests from applications running on the same system. It can be viewed as a system-

wide library of accelerators that is offered as a service to end users. These end users don’t need

to be well-versed in how vFPGAs and their hardware components function. Their only job is to

invoke tasks with specific arguments and specifying the required hardware operator needed for

the execution (target bitstream).

The Coyote daemon is initially loaded with a range of bitstreams (hardware operators) that can

be loaded on demand onto the available vFPGAs. The Coyote daemon then manages Coyote

threads for each end user process that registers with the service. Communication between end

user applications and the Coyote daemon is facilitated through standard Unix Domain Sockets,

which handle all inter-process communication in this case.

Since the Coyote daemon acts as a middleware, scheduling tasks from end user applications to

Coyote hardware, the end user applications themselves don’t require special security permis-

sions to execute their requests. Ultimately, it’s the Coyote daemon that interacts with the Coyote

driver and issues system calls. This introduces an extra security layer that separates end users

from the lower parts of the stack, and can also be employed to incorporate various additional

features or functionalities.

This also explains why, as mentioned in the previous section, we can register Coyote threads for

processes that are not the ones directly making the system calls. In this case, the system call is

made by the Coyote daemon, while the process ID (pid) and memory regions to be accessed,

belong to the end user application that requested access.

Listing 5.6: Request to Coyote daemon to execute K-Means.

1 cLib clib("/tmp/coyote-daemon-vfid-0"); // Registration

2 clib.task({opKMeans , {params, cntMem, dataMem, rsltMem}}); // UDS request, blocking

Returning to the example of K-Means mentioned earlier, in this scenario, an end user who wants

to execute the same operator only needs to write the lines of code shown in Listing 5.6. This

is the only interaction an end user has with the system, so there’s no need for an extensive

understanding of the system, nor does it involve much complexity.
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Figure 5.17: AES “multithreading” example.

5.3.3 Multithreading

Now that we’ve discussed the software API and Coyote threads, let’s return to the hardware

aspect and explore how concurrent Coyote threads can be effectively used in certain scenarios

to better leverage the available performance in the hardware.

We’ll revisit our AES encryption core, which we’ve used in various tests throughout this thesis.

This time, we’ll focus on the sequential CBC mode, which isn’t parallelizable. Our AES core

takes 128-bit data input and consists of 10 sequential pipelined stages of computation. Each 128-

bit data word within a single thread of execution has a dependency on the previous 128-bit data

word. This means that each subsequent 128 bits must wait for the preceding 128 bits to complete

the full pipeline. If there are other threads of execution waiting for the same computation, they

will be stalled until the entire computation is finished. Consequently, a substantial portion of our

pipeline will remain empty and underutilized (9 out of 10 stages).

To address this issue, we can pass multiple threads of execution (from different processes)

through the pipeline while keeping track of which data belongs to which thread at any given

point. Each data word contains an association with a specific thread ID (ctid), which makes it

easy to differentiate between data words, monitor their progress within the pipeline, and ulti-

mately write them to appropriate locations.

In the simple example of this, we run the AES in CBC mode with 4 different user processes

using the core, and submitting 4 MB encryption tasks continuously. First we will process these

tasks fully sequentially, as would be the case in shells which support only a single thread of

execution.

210



5.4. Use Case - ACCL

0 1 2 3 4 5 6 7

Multithread

Singlethread

5.764.332.91.45

1.46

Throughput [GB/s]

Figure 5.18: Single thread of execution vs multithreaded execution (AES CBC pipeline).

In the second case we will modify the core and utilize the abstractions in Coyote (Figure 5.17).

We will use 4 different Coyote threads in these 4 different processes to interract with the vFPGA

concurrently. Then we will use the destination queues to interleave the requests. In this way

data will be fetched from the memory and thus available in different queues even if the previous

requests were not fully completed.

The achieved throughputs of the two tests are shown in Figure 5.18. The higher throughput of

the accelerator in the “multithreaded” case is a direct result of better pipeline utilization. It’s

important to note that this is a simple illustration, and while similar pipelined parallelism might

be feasible to exploit in other systems, it’s not common (to the best of our knowledge) to find

systems that support multiple concurrent host processes accessing the same hardware operator.

The advantage here lies in the available abstractions, which simplify the design of such circuits

and the management of these operations. With these abstractions, there is no need to worry

about how to manage and identify multiple data sources, protect memory accesses of different

processes or handle request interleaving, making the process much more straightforward.

5.4 Use Case - ACCL

The question that emerges is: what practical applications can now effectively leverage these

abstractions that Coyote offers? A great illustration of a higher-level framework that can make

use of Coyote is ACCL [105]. ACCL serves as an FPGA-based collective offload engine for

distributed applications. We port this framework to the Coyote infrastructure, thus allowing it

to fully exploit the flexibility of modern FPGA devices. We also conduct a direct comparison

to assess the benefits that Coyote brings to ACCL, as opposed to its previous operation within a

state-of-the-art vendor shell.

ACCL extends the networking abstractions beyond the existing networking services in Coyote.

In many scenarios, the networking services available in Coyote, such as TCP and RDMA, lack
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Figure 5.19: ACCL internal architecture.

the higher-level abstractions required for designing distributed applications. In the context of

general-purpose hardware, high-level collective communication and data synchronization oper-

ations, such as those provided by MPI (Message Passing Interface), are commonly utilized and

widely available within the system libraries. These operations can greatly simplify the process

of developing distributed applications, especially when handling complex data exchange pat-

terns (scatter, reduce, etc.) among a substantial number of distributed machines. These kind of

abstractions are missing in modern FPGAs and are the main contribution of ACCL.

ACCL was initially designed for use with the AMD XRT shell [208] and operates within the

Vitis [207] environment. It’s important to emphasize that this environment is not the standard

Vitis shell but rather an enhanced shell [104] that provides the essential TCP support that the

base shell lacks. This extended shell utilizes the same base TCP network stack as Coyote.

The architecture of the ACCL hardware operator is shown in Figure 5.19. ACCL provides MPI-

like functionality for memory-mapped applications and is characterized by a highly modular

design featuring multiple abstraction layers. It is a “true” heterogeneous framework, serving

both software applications running on the host CPU and hardware applications executed on the

FPGA. As a result, it is a highly compatible system for operation within the Coyote environment.

ACCL exposes a straight forward software API that offers collective operations commonly found

in MPI libraries, such as reduce, broadcast, and gather to end user applications.

The primary control within ACCL’s hardware is managed by the softcore CPU in the FPGA
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fabric, which significantly reduces overall resource consumption and, consequently, the cost

associated with ACCL. This FPGA-side CPU is responsible for managing the entire operation

of the collectives, from their initiation to completion. Its primary role involves control of the

overall data movement, primarily through dedicated DMA operations, spread out across the

hardware platform. Additionally, the MPI-like collectives provided by ACCL can be triggered

from either the host CPU or directly from the FPGA fabric, further improving the flexibility.

Another significant advantage of ACCL, when compared to traditional MPI implementations

over NICs, is the ability to seamlessly integrate additional processing directly into the path

of these collectives within the FPGA. This enables users to conveniently extend the existing

collectives and conduct additional pipelined processing as required.

In the context of this thesis, we won’t dive into the finer architectural details of ACCL, as our

primary focus is to demonstrate how ACCL can leverage a system like Coyote to significantly

enhance its flexibility and, ultimately, its performance.

5.4.1 Abstractions Used

What abstractions within Coyote are beneficial for ACCL?

Direct Streaming

The first interface utilized by ACCL to increase performance, as opposed to its operation in the

XRT shell, is the streaming interface provided by Coyote. This interface facilitates direct data

transmission for collectives to the host memory, eliminating the need for an intermediate step of

storing data in the local FPGA-side memory. For instance, in a scenario where data is received

from a remote node, this approach bypasses the extra copying step and directly transfers data
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Figure 5.21: Kernel invocation times, comparison between Coyote and XRT.

to the host memory without any additional interruptions. Simultaneously, it’s possible to enable

multiple parallel data streams directed to the FPGA memory, offering ACCL added flexibility in

determining how to partition and employ the buffers between host and FPGA memories.

This interface significantly reduces overhead, not only by eliminating extra data movement to

the FPGA-side memory but also by avoiding the subsequent data migration to the host (or from

the host), which, in the case of XRT, requires major additional CPU involvement, thus negating

the advantages of collective offload in the first place.

Lower Hardware Invocation Time

The second significant factor influencing performance is the total time taken for the host CPU to

invoke the hardware operators. This invocation encompasses the time required to issue a series

of sequential commands that are aimed at configuring and initiating the operations within the

hardware operators. This time is primarily constrained by the speed of the host CPU-FPGA

interconnect and, in the case of PCIe, typically falls within the microsecond range.

The benefit of our approach in Coyote is that these commands are issued through a memory-

mapped bus in the user space, which eliminates any potential kernel overheads. Consequently,

the speed of issuing individual commands approaches the lower bound of PCIe. In contrast,

with the XRT shell, due to the absence of kernel bypass, every command first needs to undergo

a context switch into the kernel space, which introduces a significant amount of overhead. The

comparison of the time it takes to set up and start the operation of a collective in ACCL between

Coyote and XRT is illustrated in Figure 5.21.

RDMA

Another advantage of Coyote lies in its RDMA stack and the high-level networking abstractions

it offers. For a system like ACCL, which is built around networking communication using

memory-mapped buffers, this abstraction is crucial for achieving optimal performance. This is
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because it removes the need for extra control mechanisms within the FPGA to explicitly manage

networking data.

The XRT shell exclusively supports TCP and does not offer RDMA support. The reason for

this limitation is that XRT does not expose the host memory hierarchy and lacks any virtualiza-

tion layers on top of FPGA-side memory. As a result, interaction with memory in XRT from

hardware applications is limited to the physical memory on the FPGA side.

In contrast, RDMA demands additional levels of virtualization, a dedicated IOMMU, and the

ability for the FPGA shell to independently handle transactions (without CPU involvement).

None of these components are available in the XRT shell due to its constrained memory model.

Therefore, TCP remains the sole option, as it can handle the networking data exchange to and

from the hardware operators while leaving any further interaction with the FPGA memory or

host-side applications to be managed by the hardware operators themselves.

This ultimately implies that, in Coyote with the added RDMA support, there’s no requirement for

additional commands to be issued by ACCL to manage incoming or outgoing network packets.

This information is inherently present within the packets, leading to a substantial improvement

in overall system performance.

Dynamic Reconfiguration

Lastly, another beneficial feature is the application level dynamic reconfiguration. This allows

us to easily replace the processing kernels running on top of ACCL collectives on-the-fly while

keeping the remainder of the system operational. This implies that we can have several indepen-

dent ACCL instances within a single FPGA. This flexibility enables a wide range of computa-

tions to be provided on-demand on top of these collectives. In contrast, this level of flexibility is

not achievable in XRT, as it lacks fine-grained dynamic reconfiguration capabilities.

5.4.2 Resource Usage

The resource utilization of ACCL in Coyote is presented in Table 5.2. ACCL leverages various

abstractions within Coyote, including parallel host and card memory interfaces with multiple

data streams, all while utilizing RDMA for reliable communication. This serves as an excellent

example of how extensively we can utilize the system when all these features are active.

ACCL, on its own, consumes less than 20% of the total resources. This low usage is primarily

due to the offloading of the control plane to the softcore CPU in the FPGA fabric, which has

minimal resource requirements. Approximately 40% is allocated to the shell and the static layer.
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This leaves roughly 40% of resources available for arbitrary user-defined processing that can be

integrated on top of the collectives.

This resource allocation highlights the fact that these abstractions are not without cost, and a

significant portion of the FPGA must be allocated for the shell itself. However, this trade-off is

deemed acceptable as it is essential to enable the desired end functionality on these devices.

At the same time, we notice that similar resource utilization persists in the base XRT shell as

well. Therefore, Coyote offers similar resource usage as the XRT shell while providing a far

higher level of functionality and features to the application.

Table 5.2: ACCL resource usage (Alveo-u55c).

Platform CLBs LUTs Registers Block RAM

Coyote-RDMA 96 667 (59.32 %) 416 395 (31.94 %) 759 263 (29.12 %) 443 (21.99 %)

Coyote-TCP 88 356 (54.22 %) 427 476 (32.79 %) 707 116 (27.12 %) 455 (22.59 %)

XRT-TCP 96 782 (59.4 %) 423 435 (32.48 %) 690 168 (26.47 %) 492 (24.43 %)

5.4.3 Evaluation

The evaluation of ACCL on Coyote is performed on a heterogeneous cluster, which has been

the primary testbed used for most of the evaluations in this thesis. All devices in the cluster are

connected through high-speed 100 Gbps links, with the CPUs linked to Mellanox NICs for this

purpose. All experimental results are based on the average of 250 runs.

ACCL is evaluated in two distinct scenarios: one where data is stored in FPGA-side memory

and another where it resides in host memory. Coyote inherently provides direct access to both of

these memories, making this option transparent to ACCL. In Coyote, data is directly transferred

from the network, passing through ACCL and reaching the intended target memory (for all

receive operations, while the opposite direction is taken for sends).

In the baseline scenario involving host memory access, full data movement is managed by the

Mellanox NIC, which manages the reading and writing of data to host memory. However, in

the baseline cases where FPGA-side memory is utilized, the additional data transfer to/from the

FPGA memory is coordinated by the CPU.
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Figure 5.22: Send collective.

5.4.3.1 Microbenchmarks

To start, we will perform microbenchmarks aimed at evaluating the maximum throughput of es-

sential data movement operations in ACCL, specifically the send and receive operations. For the

baseline comparison, we will use a commercial Mellanox card executing equivalent operations

using OpenMPI 4.1.3 [100]. The results of this test are shown in Figure 5.22.

As evident from the results, they closely resemble the ones obtained for the base RDMA perfor-

mance in Coyote. This confirms the core concept behind the incorporation of the RDMA stack

into Coyote. It enables the integration of various user applications on top of the RDMA, with

minimal overheads. Similar to the base RDMA test, we also observe comparable performance to

the commercial NIC, with ACCL operating on Coyote achieving a slightly higher peak through-

put (as previously noted), thanks to the efficient pipelined execution in FPGAs. This supports

the fact that FPGAs are not a bottleneck in modern network workloads.

5.4.3.2 Collective Performance

We will now briefly evaluate the performance of one of the frequently used collectives in ACCL,

the gather operation. For this test, we have deployed 8 Alveo-u55c boards that are communicat-

ing with each other. Data is gathered from all other devices to one designated device. This test

also shows how Coyote supports operation across a large number of devices in a cluster.

The performance of the collective operation for both host memory and FPGA-side memory is

presented in Figure 5.23(a) and Figure 5.23(b), respectively. The results clearly demonstrate

that ACCL on Coyote delivers substantial performance advantages when compared to software
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Figure 5.23: Gather collective with a) host memory and b) FPGA-side memory.

MPI libraries running on commercial RDMA NICs. The performance is not only superior when

FPGA memory is used (where the baseline needs additional copying), but it also remains ahead

when host memory is employed, showing that networking performance on FPGAs can compete

with commercial NICs.

Large portions of these performance benefits, besides the efficient ACCL implementation, come

from the fact that FPGAs are well suited for these kind of networking operations. Additionally,

in Coyote we can transfer data to the desired locations without the need for extra copies and with

minimal overheads, further improving overall performance.

5.4.3.3 Comparison to XRT Shell

Finally, we will perform a quick comparison between ACCL running on Coyote and ACCL run-

ning on the XRT shell. Since XRT does not support RDMA, the only fair option for comparison

is to utilize TCP in Coyote as well (which limits ACCL performance in Coyote).

The results for the same gather collective, in the scenario where data is located in host memory,

are shown in Figure 5.24. As evident from the results, ACCL achieves significantly higher

performance with Coyote. This is primarily due to the considerably high kernel invocation

overheads in the XRT shell and the substantial cost associated with migrations in the XRT due

to the absence of direct host streaming interfaces.
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Figure 5.24: ACCL comparison: Coyote vs XRT (both TCP/IP).

5.5 Summary

In this chapter, we explored the user interface exposed by Coyote. We began by presenting an

overview of the Unified Logic Interface, which serves as the standard execution environment

and plays a pivotal role in ensuring high portability.

Next, we looked into the user wrapper, which encapsulates user-deployed hardware applications.

We illustrated how these user applications are safely decoupled from the rest of the system.

The following section then assessed how the virtual FPGAs in Coyote can be leveraged within

the software context of virtual machines, providing an interesting model for modern cloud de-

ployments of FPGAs.

We proceeded to cover the software API and the final layer of abstractions within Coyote. Lastly,

we showed a real-world application that maximizes the potential of Coyote, delivering substan-

tial performance benefits.
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Chapter6
Farview: Smart DisaggregatedMemory

While we have already explored how applications and additional abstractions can be executed

and applied on Coyote, this chapter will take a broader perspective. We will investigate how the

existing abstractions in FPGAs can be leveraged to build innovative systems for modern database

workloads, with a particular focus on a promising research direction that is highly relevant in

modern data center and cloud environments: disaggregation.

Cloud deployments disaggregate storage from compute, providing more flexibility to both the

storage and compute layers. In this chapter, we explore disaggregation by taking it one step fur-

ther and applying it to memory (DRAM). Disaggregated memory uses network attached DRAM

as a way to decouple memory from CPU. In the context of databases, such a design offers sig-

nificant advantages in terms of making a larger memory capacity available as a central pool to

a collection of smaller processing nodes. To explore these possibilities, we have implemented

Farview on top of Coyote. Farview is a disaggregated memory solution for databases that oper-

ates as a remote buffer cache with operator offloading capabilities.

Farview is an FPGA-based smart NIC making DRAM available as a disaggregated, network at-

tached memory pool capable of performing data processing at line rate over data streams to/from

disaggregated memory. Farview supports query offloading using operators such as selection,

projection, aggregation, regular expression matching and encryption.

We evaluate Farview and demonstrate its competitiveness with a local buffer cache solution for

all workloads. In several cases, it outperforms the local solution, confirming that a well-designed

disaggregated memory can serve as a viable alternative for databases in cloud environments.
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6.1 Motivation

Historically, databases have invested significant efforts to reduce I/O overheads. Initially, mem-

ory was very limited in capacity and disks were slow. Over time the bottleneck shifted as faster

storage became available (SSDs, Non-Volatile Memory (NVM)), memories became larger, and

multicore emerged. Yet, the I/O overhead remains a major factor in the overall performance.

To minimize it, databases have relied on keeping more and more data in memory, a trend that

cannot continue for two main reasons: databases induce considerable data movement, which is

known to be highly inefficient in modern computing; and the amount of data to be processed

keeps growing while DRAM capacity does not.

Optimized query plans typically push down selection and projection operators to filter out the

base tables as early as possible. However, filtering base tables to get the data actually needed

by the query is an expensive step. Base tables are fetched from storage as blocks that are placed

in a buffer cache in memory. From there, a query thread reads the data and filters it to form

the input to the rest of the query plan. Often, most of the data is dropped because it does not

match the query’s selection predicate. As more data is involved, the overhead becomes larger.

Data movement has been identified as one of the biggest inefficiencies in computing [76, 77],

making the way databases operate intrinsically problematic from a systems perspective, even if

main memory could grow indefinitely.

However, DRAM capacity is also a major limitation, because the size of data processed by

analytical databases keeps growing [131]. The current approach to tackle such a limitation is to

use NVM, introduced as an alternative that is both cheaper and has higher capacity than DRAM

(and persists data), but has larger latency. In databases, it is increasingly used to improve and

expand the memory hierarchy [157, 177, 41, 40, 176, 42]. Such designs do not address the

overhead of moving large data sets to the CPU, only to have most of it filtered or projected out.

Specialized hardware between memory and the CPU has even been proposed to filter data as

early as possible, minimizing bus congestion and cache pollution [25, 87].

An alternative approach for addressing memory pressure is to exploit the distributed nature of

database engines, particularly in the cloud, to take advantage of non-local memory. In such

distributed settings, the coupling of storage, compute, and memory capacity is problematic both

cost-wise and performance-wise: the inability to independently provision each of those elements

leads to inefficiencies due to over-provisioning. For instance, allocating large amounts of mem-

ory for tasks that are not compute-heavy leaves CPU unused, as other applications might not be
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Figure 6.1: Farview query execution: Offloading of query operators to the smart disaggregated memory

and splitting the query plan between compute and memory nodes.

able to run on the remaining memory. Conversely, allocating many virtual CPUs to a task may

result in the memory being underutilized for lack of compute capacity for other tasks. Due to

these challenges, essentially all cloud architectures follow a clear trend towards disaggregation.

Currently, the most visible form of disaggregation is the separation of compute and storage.

The next step is the disaggregation of memory and compute, which is being pursued in various

forms: disaggregated DRAM [139, 94, 140], disaggregated persistent memory [147, 193], far

memory [24, 29] and smart remote memory [187, 123].

With Farview we demonstrate that databases are uniquely positioned to exploit disaggregated

memory to address both the issues of inefficient data movement and DRAM capacity. Our ap-

proach is based on physically detaching query processing from memory buffer management.

The buffer pool is placed on network attached disaggregated memory, with query processing

nodes provisioned on demand to run a query by reading the data from the network attached

buffer pool. This design presents multiple advantages. Consider, for example, queries with low

selectivity (e.g., TPC-H Q6) or an aggregation after a GROUP BY statement. In the first case, the

query reads a large amount of data from the buffer pool just to discard most of it. In the sec-

ond case, a query of the form SELECT T.a, COUNT(*) FROM T GROUP BY T.a will usually

return only a handful of tuples, but it still requires reading the entire table. The smart disag-

gregated memory we propose offers the opportunity to (1) reduce data movement by pushing
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Figure 6.2: Disaggregation with Farview.

down operators to the disaggregated memory, so that the processing nodes receive only the rel-

evant data; and (2) reduce memory requirements for computing nodes by centralizing the buffer

cache in disaggregated memory and removing unnecessary copying of the data to the compute

nodes. Figure 6.1 shows an example where projection and selection of two concurrent queries

are offloaded to smart disaggregated memory, while the join and the final projection happen at

the compute nodes.

To prove that these ideas can work in practice, we develop Farview (FV), a novel platform for

data processing over disaggregated memory. Farview supports near-data processing to compen-

sate for the added latency of accessing memory through the network by moving data reduction

operators (selection, projection, aggregation, etc.) to the disaggregated memory.

Farview is an example of a system built on top of Coyote that makes comprehensive use of its

features. In the context of Farview, Coyote is transformed into a dedicated smart NIC, which

enables dynamic operator push-down on concurrent streams that read from memory. Farview

effectively employs the RDMA stack, which has been extensively discussed in previous chapters,

to optimize the interaction between the network and memory and minimize processing overhead

on the CPU of the computing nodes, freeing up processing capacity.

From a database perspective, Farview functions as a disaggregated memory buffer pool with

operator push-down capability. This memory is byte-addressable by the threads running queries

on the computing nodes.

Farview currently supports a wide range of query operators: selection, projection, aggregation,

distinct, group by, regular expression matching, and encryption. All these operators achieve near
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line-rate speed, adding insignificant latency to baseline network overheads. Farview also sup-

ports concurrent access, with multiple clients all accessing the same disaggregated memory. Our

experiments show that Farview induces almost no overhead over operating on local memory and

provides significant performance gains when data can be reduced in the disaggregated memory.

In this work we focus on the design, architecture, and experimental evaluation of Farview when

running queries, leaving other aspects such as cache replacement policies and query processing

elasticity to future work.

6.2 Background and Related Work

In this section we motivate Farview and discuss related work. Farview is based on extensive

experience in data center, computer, and processor design [55, 88]. For reasons of space, we

focus here only on two salient aspects: memory disaggregation and near-data processing.

6.2.1 Coping With Memory Pressure

Data growth has turned DRAM into a major bottleneck [83, 131]. To cope with this bot-

tleneck, advances in memory technologies and networking are leveraged to increase effective

DRAM capacity. Within a local node, studies have explored compressing cold pages into local

DRAM [131] or using local NVM directly as memory or with DRAM acting as a transparent

caching layer [168, 171, 81]. These designs have also been used in databases in different ways,

to expand virtual memory [157], directly as memory [40], or as a cache [176]. While in many

cases there are performance advantages, these efforts require significant redesign in the database

engine and do not address the underlying problem of inefficient data movement.

In a distributed setting, the notion that memory can be shared across a cluster of machines

has been around for decades [36]. More recently, the advent of fast networks like InfiniBand

FDR/EDR has renewed interest in exploiting memory (DRAM or NVM) accessed over the

network. Remote memory, a distributed memory infrastructure where a group of comparably

equipped compute nodes make their memory available to their peers, has been exposed to ap-

plications as a remote paging device [29, 102], as a file system [22], and as distributed shared

memory [79, 155, 182]. Although this organization leverages existing resources and can im-

prove resource utilization of otherwise unused memory, it entangles compute and memory for

provisioning and expands the failure domain and attack surfaces of each machine [131, 23].
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In contrast, disaggregated memory systems use network attached memory that is distinct from

the memory in the compute nodes [140, 193]. This approach allows the disaggregated mem-

ory to scale independently of the system’s computing or storage capacity [139], and removes

the need to over-provision one resource to scale another. From the database perspective, this

is a promising architecture. An evaluation of existing database engines (MonetDB and Post-

gresSQL) using LegOS [181], an operating system for disaggregated memory, indicates that the

network overhead is the main bottleneck [213, 214]. The authors conclude that disaggregated

memory has potential, but significant performance loss occurs due to the use of sub-optimal

algorithms and lack of suitable data structures.

In Farview, we demonstrate that disaggregated memory is especially suitable to database engines

when used as a buffer pool (also suggested in [213]). This makes the integration of disaggregated

memory a more natural way to address the memory capacity limitation as neither the interface to

memory needs to be changed nor the memory hierarchy expanded. What remains to be addressed

are the data movement inefficiencies and network overheads.

6.2.2 Efficient Data Movement

Data movement inefficiencies can be addressed by using near-data processing. Expanding on

decades-old work that memory and storage can be active components [163, 121, 170, 169],

several approaches to memory disaggregation explore increasing the intelligence of network-

attached memory. Far memory [24] proposes simple hardware extensions to reduce the number

of network traversals to access non-local memory, and support for efficient notifications to facili-

tate consistency of data cached in the local memory of the nodes. In the context of databases, the

advantages of processing data in the disaggregated memory have also been suggested [213, 214],

but without proposing a possible implementation. The argument in favor of such designs is sim-

ple: push down selection and projection operators (as well as potentially other operators such as

grouping, aggregation or even joins where one of the tables is small) to the memory or storage

so that the base table is filtered out in-situ and irrelevant data does not need to be moved or

sent. Although to our knowledge not yet used with disaggregated memory, the idea mirrors a

growing trend to push SQL operators near the data, until now mostly to storage [205, 113]. Even

more ambitious are accelerators embedded in the data path between memory and CPU caches

[71, 87], which can filter data as it is read from memory to reduce data movement and cache

pollution. Finally, in the cloud, systems like Amazon’s AQUA [45] use SSDs attached to FPGAs

to implement a caching layer for RedShift that supports SQL filtering operations and operator
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push-down to minimize the amount of data movement from storage to the processing nodes.

These designs are based on introducing a bump-in-the-wire processor to be able to process data

closer to where it initially resides, instead of moving it first and then processing it. In Farview

we adopt a similar design, with operators placed directly in the path of the network and memory.

Farview requires neither changes to the storage layer interface nor specialized processors, whilst

adding a layer of dynamicity provided by the reconfigurable platforms. Moreover, we focus

on disaggregating the buffer pool in DRAM, rather than introducing additional caching layers

between storage and compute.

The network overheads can be addressed using advances in networking (in addition to compen-

sating for it by using near-data processing). Most of the work on different forms of disaggregated

memory utilizes low-latency RDMA instead of TCP/IP, often extending one-sided operations on

RDMA to offload group-based operations for storage replication (e.g., HyperLoop [123]), con-

currency and transactions for data structures (e.g., AsymNVM [147]), and memory access oper-

ations for key-value stores (e.g., StRoM [187]). RDMA employs the network protocol (Infini-

Band [107], RoCE [108]) and the Network Interface Card (NIC) to move data directly between

the memory of different machines. At the speed at which networks operate today, RDMA can be

used to efficiently transfer large amounts of data across machines at the rates of DRAM memory

channels [93]. It is thus especially suitable for disaggregated memory and databases [27]. It has

been shown to speed up distributed operators such as data shuffling [143], joins [48, 49], transac-

tional workloads [50], and indexing [215]. In Farview, we use RDMA to efficiently transfer data

through the network so that the query processing thread directly gets the data from the remote

buffer pool. As suggested by current architectural trends in the cloud, Farview is implemented

on top of Coyote and functions as an FPGA-based smart NIC. It supports SQL operators acting

on the RDMA data streams as they move along the data path connecting the disaggregated mem-

ory to the network. The design efficiently combines near-data processing with faster network

transfers, while removing the need for a conventional CPU to support the disaggregated memory

(a design that resembles that of AQUA, which also uses FPGAs instead of conventional CPUs,

and that is aligned with how FPGAs are deployed in Microsoft’s Azure [172, 62, 91]).

6.3 System Overview

Farview is a smart disaggregated memory attached to the smart NIC with operator offloading

capabilities that behaves as a database buffer pool. Traditionally, query processing threads access

base tables by reading them from the buffer pool and copying the data to their private working
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space. With Farview, nothing changes for the query thread, except that the read operation is

on a remote disaggregated memory rather than local memory, potentially with a subset of the

operators already applied.

6.3.1 Smart Buffer Pool With Operator Offloading

Farview exposes a data API to the buffer pool (Section 6.4.2) that can offload operators to the

disaggregated memory. Farview executes an operator pipeline with one or more operators (e.g.,

a selection and then an aggregation) to process the data as it is read from disaggregated mem-

ory, effectively functioning as a bump-in-the-wire stream processor (Section 6.5). As done in

conventional query processing, operator pipelines are constructed from individual blocks that

implement a given operator and provide standard interfaces to combine them into pipelines.

The modular nature of these pipelines and the reconfigurability of the FPGAs allows the list of

operators to be swapped and easily extended in the future (e.g., join operators).

Farview currently supports a range of operators, including:

1. Projection operators to reduce the columns returned (and potentially reduce memory ac-

cesses).

2. Selection operators that filter data according to a collection of predicates.

3. Grouping operators that combine tuples (e.g., distinct, group by and aggregation).

4. System support operators that process data in-situ before sending the data (e.g., encryp-

tion/decryption) and perform system optimization tasks like packing the data to reduce the

overall network usage.

6.3.2 FPGA-Based Architecture

Prototyping smart disaggregated memory requires several components, including DRAM, mem-

ory controllers, a network stack, a mechanism to support concurrent access to the memory, and

stream processing capacity for operator push-down. Modern FPGAs are a natural match for

such functionality, as high performance and flexibility can all be combined in a single device

rather than having to connect separate components such as processor, NIC, and memory, all

inducing significant data movement overheads. FPGAs can also support substantial amounts of
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local memory, directly attached to the FPGA. This on-board memory is usually organized in

multiple channels (even High Bandwidth Memory (HBM)) [70]. Farview’s design (Section 6.4)

leverages these characteristics and abstractions provided by Coyote to implement disaggregated

memory as a lean component.

To deploy operators that can process data on the disaggregated memory, the FPGA is divided

into multiple isolated virtual FPGAs that operate concurrently. These dynamic regions can be

obtained by different clients and can process different query requests. Each dynamic region

serves an access request to the disaggregated memory and can implement a separate operator

pipeline that can execute a set of different queries.

In this context, we make use of Coyote’s dynamic reconfiguration capabilities. The logic de-

ployed in the vFPGAs can be swapped at runtime, eliminating the need to reconfigure the entire

FPGA. As demonstrated earlier, this swapping process takes a matter of milliseconds, with the

exact time dependent on the size of the region being swapped.

A combination of operators is precompiled as an operator pipeline into a hardware design that

is dynamically loaded into the FPGA at runtime, upon a request from a client (i.e., a thread

processing a query at a computing node). The operators and their pipelines can be modified or

extended, and new ones can easily be added by combining the existing ones or changing their

parameters.

6.4 Implementation

Farview is implemented on top of Coyote. The primary abstractions we leverage from Coyote

include FPGA-side services such as the RDMA network stack, memory stack, memory virtual-

ization and dynamic reconfiguration.

6.4.1 Architecture

Farview is organized around three main modules: the network stack, the memory stack, and

the operator stack. A closer examination of this architecture (Figure 6.3) reveals the absence of

the host CPU, which represents a significant difference in Farview compared to the base Coyote

system. This is due to the fact that data paths no longer require access to the host memory.

Instead, the path between the disaggregated memory and RDMA serves as the only data path in

the system. As Farview is a research platform, we still use the host CPU to ease management
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Figure 6.3: High level view of Farview’s architecture.

operations. However, in practical deployment scenarios, these management operations could

potentially be handled by a softcore CPU within the FPGA fabric. Besides reducing the system’s

cost, one possible additional benefit of this potential architecture is the reduction of FPGA-side

resources, as the host-side interconnect would not be needed.

The network stack manages all external connections and RDMA requests, providing fair share

mechanisms across all concurrent accesses. The memory stack implements the buffer pool, and

can be used as regular memory, with blocks/pages being loaded from storage as needed. The

memory stack houses the memory management unit (MMU), which handles all address transla-

tions to the on-board memory attached to the FPGA and provides the necessary arbitration and

isolation between concurrent accesses. The operator stack contains the dynamic logic necessary

to push down operators to the disaggregated memory. It lies between the memory and the net-

work stacks and can be seen as a specialized stream processor acting on the data as it moves

from the memory stack to the network stack. It also controls how data is retrieved from the
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memory stack. The operator stack is reconfigurable, and its operator logic can be changed at

any point without affecting the operation of the rest of the system.

Clients access the disaggregated memory by opening a connection with Farview to one of the

dynamic regions, each able to contain one of the possible operator pipelines. Whenever a client

makes a request to Farview, the network stack routes the request to the correct virtual dynamic

region in the operator stack belonging to the client that initiated the request. The read request

is forwarded to the memory stack, which translates the virtual address to a physical address in

the on-board FPGA memory, and then issues the actual data request. The clients have the local

catalog information that is used to determine the addresses of the tables to be accessed. The

returned data is streamed back to the dynamic region, where the loaded operators are applied.

Finally, the resulting data is forwarded to the network stack, and further sent directly to the

memory of the client.

The interfaces of the data and the requests are all based on a simple AXI stream handshaking

protocol [145], which provides uncomplicated synchronization, pipelining, and backpressure

mechanisms, all allowing Farview nodes to support processing at high throughput. The standard

interfaces help with portability across different boards. The dynamic region where the operators

are loaded always exposes the same set of interfaces to the operators, thereby simplifying the

task of creating the operators. This protocol also permits deep pipelining of the overall design,

which allows processing to occur simultaneously in different areas of the system.

To attain high frequencies and reduce the impact of the physical distance between the stacks,

data is buffered in queues as it traverses from one stack to the other. The queues, as well as any

temporary state created by Farview operators, are implemented using fast on-chip FPGA mem-

ory. The buffering allows clear decoupling of processing stages, which helps with structuring

the overall system and allows Farview nodes to achieve the operating frequencies necessary to

sustain processing at line speeds. The frequencies of the components in Farview range between

250 MHz (network stack, operator stack) and 300 MHz (memory stack).

Compared to existing FPGA frameworks, in Farview the dynamic regions must be connected

to network and memory stacks, which have fixed locations within the FPGA, thus reducing

the degrees of freedom in placement and sizing. Farview’s management infrastructure must

cope with network speeds of 100 Gbps (and even higher internal speeds), which require wide

buses (512 bit) [187, 179], further restricting region placement and sizing. We choose predefined

dynamic regions to accommodate these placement and sizing restrictions. In practice this implies

that the size of each virtual dynamic region is fixed and cannot be changed. However, each region

is more than large enough for the purposes of offloading the operators we intend to support.
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6.4.2 Farview Programmatic Interface

Farview exposes a simple high level data API covering both the critical path operations and con-

nection management operations. The former utilize the high performance 100G fabric, whilst

the latter are handled via regular TCP/IP connections. The critical path operations include both

standard low level one-sided RDMA read and write commands to read (write) data from (to)

memory and an extra Farview command, which invokes the operator(s) in the Farview node di-

rectly over the read data stream. We use the Farview command as the basis for more complex

SQL expressions.

A client running on a remote computing node begins by establishing a connection to Farview.

In response, it gets a created object representing the connection (QPair), which holds all the

necessary information for the connection and is used as an argument to subsequent Farview

methods. The following function is used for this purpose:

bool openConnection(QPair *qp, FView *node);

The client can then at any point request that a different operator pipeline be loaded. Operator

pipelines are precompiled and kept in the operator pipeline library on the target Farview node.

The operation is executed with the following command, where the opid is a unique id of the

requested pipeline:

bool loadPipeline(QPair *qp, int32_t opid);

Farview memory is virtualized, and internal management is handled by the MMU in the Farview

node. Since we are focusing on read-only scenarios, Farview does not currently provide concur-

rency control. Clients allocate memory for tables using the following allocation functions:

bool allocTableMem(QPair* qp, FTable *ft);

void freeTableMem(QPair *qp, FTable *ft);

Regular RDMA requests for simple reading/writing of the remote table can be sent with the

following two functions:

void tableRead(QPair* qp, FTable *ft);

void tableWrite(QPair* qp, FTable *ft);

Farview’s request corresponds to a specialized InfiniBand verb [107] that invokes the remote

processing capabilities with an arbitrary parameter set, specific to each operator pipeline. This

verb is invoked in the following generic function, which is used as the basis for building addi-

tional higher level functions supporting specific operator combinations and queries:
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void farView(QPair* qp, FTable *ft, uint64_t *params);

As an example higher level function, we present a selection operator with real number predi-

cates:

void select(QPair* qp, FTable *ft, uint64_t *projection_flags ,

↪→ uint64_t *selection_flags , float predicate);

This function can be used for the following type of queries:

SELECT S.a FROM S WHERE S.c > 3.14;

In this case, the projection flags variable signals column awhile selection flags signals

column c. The predicate is passed as a value. More complex variations are possible: for instance,

if the hardware operator supports it, the predicate operand could also be a variable.

The interface presented here is intended to be used by the frontend query engine in Farview,

rather than directly by the client.

6.4.3 Network and Memory Stacks

Coyote provides network and memory stack services that ensure efficient interleaving, fair-

sharing of the resources, and robust security for stable operations. In the context of Farview,

the network stack is responsible for managing all client to server connections and communca-

tion, while the disaggregated buffer pool is implemented in the memory stack using the on-board

DRAM or HBM memory attached to the FPGA.

Upon connection establishment, each network connection flow and its corresponding queue pair

are associated with one of the available vFPGAs and in turn with data streams from the Farview

memory stack. These data streams are used to read the queried data into the vFPGAs, process

it, and send it over the network. The flow is ready to process data once the operator pipeline

corresponding to the flow is present in the vFPGA.

The RDMA queue pairs keep track of memory buffers both in the server nodes (where the tables

reside) and the client nodes (where results are written). As part of establishing the connection

flow, the client sends the virtual address of its local buffer to the server Farview node. Upon

completion of query requests, the results will be loaded into this client buffer.

The buffer in the server Farview node can also be shared between different queue pairs, enabling

multiple requests to share intermediate results. The current version of Farview focuses on read-

only operators and has no transactional memory support.

233



Chapter 6. Farview: Smart Disaggregated Memory

Projection
Operator

Operator
Pipeline

Set of Operator
Parameter Queues

Farview network
Requests(RQ) Farview Network

Responses (SQ)

Base RDMA

Read
DATA

Write
Data

Card Memory (SQ)

Dynamic Region (vFPGA)

512b * Num. of Card Memory 
Destination Queues

512b

Requests (RQ)

RQ (Rd + Wr)

Figure 6.4: Single dynamic region (vFPGA) in the operator stack.

The method to execute queries in Farview (initiated by client nodes) involves a combination of

two communication actions: the two-sided SEND verb, utilized to invoke the query, and the one-

sided RDMA WRITE verb in the opposite direction, employed to transmit the query results back

to the client. A detailed explanation of this operation has been covered in Section 4.4.5.

Requests sent using the SEND verb are directly written into the receive queues within the vF-

PGAs, bypassing the intermediate step of storing them in memory. This allows operators to

promptly respond to these requests without incurring any additional latency overhead. The SEND

verb can also include a variable number of operator-specific parameters, which serve to instruct

the disaggregated memory on how to access and handle the data effectively.

6.4.4 Operator Stack

The operator stack is where the operator pipelines attached to connection flows to/from mem-

ory are deployed. The operator stack is implemented as a collection of predefined dynamic

regions (vFPGAs). The operators deployed in the dynamic regions use the interfaces exposed

by Farview’s network and memory stacks.

Operator pipeline logic can be deployed and swapped on-the-fly without affecting the integrity

and operation of the system or other operator pipelines belonging to other clients. These regions

and their access to memory are isolated from each other. Such functionality is typically not

available in commercial systems, but very often studied in the literature, e.g., [122, 210].
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Figure 6.4 illustrates how a single dynamic region processes a query request. The base RDMA

read and write requests forward the virtual address and transfer length parameters directly to the

memory stack and to the MMU, bypassing the dynamic region. If the request is a simple RDMA

read/write request, it contains no additional parameters. If the request is a Farview command,

it carries a number of operator-specific parameters (purple path, receive queue), along with

information about the virtual memory locations it is accessing. The number of parameters can

vary depending on the specific operators that are present in the operator pipeline.

The write path allows RDMA updates to the memory. The operators’ bump-in-the-wire data

processing occurs along the read data path. The width of the data path’s input to the dynamic

region scales with the number of available memory channels (destination queues). As a result,

with the aforementioned striping technique, each dynamic region gets the full bandwidth poten-

tial of the disaggregated memory and its multiple memory channels. The output is forwarded to

the network stack using a 64-byte datapath width, the same as the provided network interface.

Query responses are sent via the response channel (purple path, send queue), which initiates

one-sided RDMA transfers to the client. The operator pipeline dynamically generates these

responses for each result packet only when the packet is ready to be sent to the client node. This

approach enables the operators to dynamically control the size of the result data transfers, which

is important for operators (e.g., filtering) where the size of the result data is unknown when the

request arrives, prior to processing. The direct data streams between the memory controller,

the operator, and the network are scaled so as to saturate the bandwidth in each module and to

provide optimal performance.

6.5 Operators and Pipelines

In this section we discuss operator pipelines and four classes of operators: projection, selection,

grouping and system support.

6.5.1 Operator Pipelines

As described above, a query is transformed into an operator pipeline, which is deployed on a

dynamic region allocated to the corresponding client. An operator pipeline contains one or more

operators that provide partial query processing on datapath operations to disaggregated mem-
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ory. This processing is effectively a bump-in-the-wire that operates on data without introducing

significant overheads.

Figure 6.5 illustrates a generic operator pipeline that includes a broad set of operator classes,

including projection, selection (e.g., predicate selection, regular expression matching), grouping

(e.g., distinct, group by, and aggregation), and system support (e.g., encryption/decryption).1

These example operators are described in more detail in the remainder of this section. Which

operators are actually present in the pipeline depends on the requested set of queries to be ex-

ecuted. In one scenario, the pipeline can support projection, followed by selection and group

by. In another, it can support regular expression matching on encrypted strings, which requires

decryption early in the pipeline. The reconfigurable nature of the regions provides flexibility, as

it allows arbitrary operator types and combinations to be natively supported by the system.

1We assume that all data is stored in row format, but there is nothing intrinsic preventing support for column
data.
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When a query request arrives, it is first forwarded to the query request handler, which requests

the data from the memory stack via smart addressing. At the same time, any necessary param-

eters for additional processing are forwarded to the remaining operators in the pipeline. Data

arriving from the memory is processed in a streaming fashion by these operators. Once the pro-

cessing is done, the resulting data is sent back to the client over the network. Each pipeline has

the potential to be fed with input data each FPGA clock cycle. In query terms, this translates to

each pipeline being fed with up to a single tuple in each cycle. In the same manner, a pipeline

has the potential to produce results on the output of every cycle. Using this design, operator

processing overhead can be efficiently hidden behind the memory and network operations.

Operators are written by the Farview developer as part of the smart disaggregated memory sys-

tem design, using common hardware description languages like VHDL or Verilog or in the

C++-like syntax supported by high-level synthesis tools such as Vivado HLS. The operator

pipeline is precompiled, so that it can be deployed to a dynamic region at runtime. Operator

implementations use Farview’s network, memory and operator stack interfaces, rather than the

interfaces of the underlying FPGA board, which makes the operators portable across Farview

deployments on different platforms.

6.5.2 Projection Operators

Projection: A common operation in databases is projection, which returns a subset of a table’s

columns. Consider for example a projection of the form SELECT S.car, S.price FROM S,

where S.car and S.price are non-consecutive attributes and have a number of fixed-length

attributes between them. The projection operator reads the table from the disaggregated mem-

ory, parses the incoming data stream based on query parameters describing the tuples and their

size, and projects the requested tuples into the pipeline for further processing using annotation.

During parsing, the tuples are annotated with parameters from the requested query, and obtained

from the parameter queues. These parameters are simple flags that state which of the columns

are part of the selection, projection or grouping phases. Their interpretation depends on the

actual combination of operators being used and their specific implementations.

Smart addressing: In scenarios where queries request only a small subset of the columns from

a very wide table, performance would benefit from reading only the requested columns from

memory, rather than reading full rows and applying the projection on the incoming data stream.

For this purpose, we implement a smart addressing optimization that issues multiple, more spe-

cific, data requests to memory. Smart addressing is most effective when the total number of
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columns per tuple is large and the number of projected columns is much smaller than the total;

otherwise, it is more efficient to read entire tuples and project using annotations, as described

above, since the memory access is sequential. We explore the crossover point between these two

modes in Section 6.6.2.

6.5.3 Selection Operators

Selection operations that filter data directly map to the SQL WHERE clause (e.g., in queries of

the form SELECT * FROM T WHERE T.a > 50). These operators have the ability to greatly

reduce the amount of data to be processed by later stages and ultimately the overall amount of

data sent through the network, thus reducing the overall network bandwidth usage. For example

in TPC-H Q6, only 2% of the data is finally selected. Pushing the filtering to the disaggregated

memory reduces the I/O overhead by orders of magnitude. Farview’s selection operators consist

of predicate selection, regular expression matching and vectorized selection operators.

Predicate selection: Farview implements a versatile predicate selection pipeline (Figure 6.6)

capable of handling a wide array of predicate combinations for evaluation. Within a tuple, the

selection pipeline can compare an attribute’s value to a constant specified in the query request.

Simultaneously, it provides the capability to directly compare different attributes within the same

tuple. This is achieved through configurable comparator blocks, which can be tailored using

the query request. The results of these comparisons are subsequently directed to a truth table,

implementing the predicate evaluation function supplied in the query request. This approach

enables the implementation of a highly adaptable selection pipeline, minimizing the need for

dynamic reconfigurations, as it supports a diverse range of queries (while incurring minimal

increase in resource consumption).

Regular expression matching: String matching is becoming an increasingly important opera-

tor in SQL (e.g., using either LIKE predicates as in TPC-H Q16 or regular expression matching).

It is even more important in unstructured data types, such as in the case of JSON fields in

PostgreSQL. In Farview we have integrated an open source regular expression library for FP-

GAs [111] and use it to filter strings. In these operators, data is retrieved from the remote node

only when it matches the given regular expression. The operator implements regular expression

matching using multiple parallel engines, instantiated in the operator stack. The parallelization

allows the module to fully sustain processing at line rate. Unlike software solutions, the per-

formance of the operator is dominated by the length of the string and does not depend on the

complexity of the regular expression used [111].
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Vectorization: Farview implements a limited form of vectorization as an optimization to im-

prove the performance of stateless operators like selection. To alleviate the inefficiencies of

the tuple-at-a-time query processing model [99] and its next() function calls that pass tuples

from one operator to the next, the database community has adopted query compilation [156]

and column stores. Column stores either process data in full batches like MonetDB [54], or in

smaller vectors like VectorWise [217]. The latter allows the use of tight loops and/or SIMD

instructions to process column data, allowing DBMSs to take advantage of the latest CPU ad-

vances for data processing. In Farview, we use a vectorized model similar to that of VectorWise,

but with a vector size that is chosen based on the degree of memory striping (described above),

rather than trying to fit the size of the processor’s L1 cache. With vectorization, data is read in

parallel from multiple memory channels, and individual tuples are emitted to a set of selection

operators executing in parallel. The number of parallel operators is chosen based on the number

of memory channels and the tuple width. This approach achieves both higher read bandwidth

from the memory stack (due to memory striping) and higher processing throughput (due to the

parallel operators). At the moment the operator pipeline with vectorization is enabled for the

simpler queries and workloads that can be easily parallelized without data dependencies (e.g.,

selection).
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6.5.4 Grouping Operators

Distinct: The distinct operator eliminates repeated column entries before they are sent over the

network. It directly maps to the SQL DISTINCT clause, in queries such as: SELECT DISTINCT

T.a, T.b FROM T. It operates by hashing the values and preserving the entries in the hash

tables present in the fast FPGA on-chip memory. As the complete hashing is calculated in the

FPGA, the distinct operation can be done on multiple columns without noticeable performance

overhead, but using more FPGA resources.

To sustain the line rate without negatively affecting the overall pipeline processing, the distinct

operator needs to be fully pipelined in order to overcome the latency of the lookups and updates

of the hash table. This pipelining creates potential data hazards, in the case where two successive

tuples with the same value will be inserted into the hash table and ultimately sent over the

network as distinct elements. Because of the latency of the hash table, the second (following)

tuple cannot see the update produced by the first one. To approach this problem we apply the

strategy explained in [205] by implementing an LRU cache to hide the hash table latency. The

main difference is the far higher line rate that we have to sustain in our system (over 40 times

greater), yielding additional design constraints.

To guarantee full pipelining and constant lookup times, the hash table that we implement does

not handle collisions. Instead, collisions are written into a buffer, which is sent to the client to

be deduplicated in software. To greatly reduce the collision likelihood, we implement cuckoo

hashing, with several hash tables that can be looked up in parallel. Upon eviction from one of

the tables, the evicted entry is inserted into the next hash table with a different function. This
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occurs in the background and does not affect the full pipelining of the operator.

To successfully hide the latency of the hash table, we implement a cache to hold the most recent

keys. The cache needs to be a true Least Recently Used (LRU) cache in order to guarantee

protection from possible data hazards. The standard implementations of LRU caches come with

a lot of overhead, as pointers and extra history-keeping data structures need to be present. For

this reason, we implement the cache with a shift register, which adds a negligible latency to the

data streams (the amount depends on the number of cuckoo hash tables), but is able to efficiently

provide a quick lookup. The nature of the shift register provides a true LRU replacement policy

and this solution thus fully satisfies the strict requirements imposed by Farview. The architecture

of the distinct operator (and other aggregation operators) is shown in Figure 6.7.

Group by: In many applications, data is read and grouped to perform some form of aggregation

(e.g., TPC-H Q1). Operations like these directly map to the SQL GROUP BY clause (e.g., queries

such as SELECT T.b, COUNT(*) FROM T GROUP BY T.b).

Farview provides a group by operator with a structure similar to the distinct operator, with

analogous challenges and design choices. The same cuckoo hash tables are used to preserve the

groups. The implemented cache in this case is write-through, as it is no longer sufficient to just

discard the data prior to sending it. The operator reads the complete table and all of its tuples

without sending anything over the network, to perform the full aggregation. At the same time,

it inserts the distinct entries into a separate queue. Once the aggregation has completed, the

queue is used to lookup and flush the entries from the hash table along with any of the requested

aggregation results to the network.

Aggregation: Aggregation operators can easily be supported in FPGAs as standalone, where

simple computations are performed directly on the passing data streams, or on top of the group

by operator, where each entry in the hash table contains an additional aggregation result. Farview

supports a range of standard aggregation operators like count, min, max, sum and average.

6.5.5 System Support Operators

Encryption/Decryption: A key concern for both remote memory and smart disaggregated

memory is the need for data encryption [131]. Farview implements encryption so that the data

is treated similarly to Microsoft’s Cypherbase [38], where a database stores only encrypted data,

but can still answer queries over such data by using an FPGA as a trusted module. We have

implemented encryption as an operator using 128-bit AES in counter mode. Since the AES
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module is fully parallelized and pipelined, it can operate at full network bandwidth. This means

that no throughput penalty is paid when this operator is applied on the stream, incurring only

a negligible overhead in latency. This allows the data to be stored securely. Because no real

processing penalty is incurred, encryption/decryption can be placed at both the input and the

output of the operator pipeline. Similarly one could provide additional system support operators

such as compression, decompression, etc.

Packing: At the end of the processing pipeline, the annotated columns are first packed based on

their annotation flags in a bid to reduce the overall data sent over the network. Multiple columns

across the tuples are packed into 64 byte words prior to being written into the output queue.

This packing uses an overflow buffer to efficiently sustain the line rate. In case of the vectorized

processing model, the tuples are first combined from each of the parallel pipelines with a simple

round-robin arbiter.

Sending: The sender unit is the final step before the results are emitted to the network stack.

It monitors the queue where the packed results are written, and, based on the queue’s status,

issues specific RDMA packet commands needed to produce correct packet header information

in the network stack. The sender module’s dynamic approach to handling RDMA commands

allows us to create RDMA commands even when the final data size is not known a priori, as is

the case with most of the operators.

6.6 Evaluation

In this section we evaluate Farview’s performance, and compare it with alternatives using a local

buffer cache or a remote buffer cache. We first describe our experimental setup, including the

hardware implementation details of our platforms. We then measure individual query perfor-

mance using various operators, and query performance with multiple clients.

6.6.1 Experimental Setup

We compare Farview’s smart disaggregated buffer pool (FV) with two different baselines: a

buffer cache implemented in local (client) memory, where the processing is done on the local

CPU (LCPU), and a remote buffer cache implemented on the memory of a different machine

and reachable through a commercial NIC via two-sided RDMA operations (RCPU). This latter

configuration resembles what is being done today for storage, where part of the processing is
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Table 6.1: Resource consumption of Farview

Configuration CLB LUTs Regs BRAM tiles DSPs
6 regions 29% 28% 30% 0%

Operators (per dynamic region) CLB LUTs Regs BRAM tiles DSPs
Projection/Selection/Aggregation 2.7% 1.4% 0% 0%

Regular expression 2.3% <1% 0% 0%

Distinct/Group by 2.1% 1.3% 8% 0%

En(de)cryption 3.6% <1% 0% 0%

Packing/Sending <1% <1% 0% 0%

moved to a CPU located in the storage server. It also matches the definition of remote memory

proposed in the literature. For RDMA microbenchmark experiments, we compare remote reads

from Farview (FV) to remote reads to a different machine using one-sided RDMA operations

over a commercial NIC (RNIC) that accesses the remote memory over PCIe. Finally, in the

selection tests we also use a version of Farview with vectorization (FV-V).

For these tests, Farview runs on an Alveo-u250 board [9]. The board has up to 4 DRAM chan-

nels (16GB each) connected directly to the FPGA. Each channel has a softcore (running as

reconfigurable logic on the FPGA) DRAM controller with a maximum theoretical bandwidth of

18GB/s. In our tests we used two of the four available channels to reduce compilation times. The

tests can be done with four channels as well, which might yield some additional performance

in specific cases. The board has two (QSFP) 100Gbps network ports. The boards are directly

connected to each other through one of the two available QSFP (or network) ports.

The CPU baselines contain Intel Xeon Gold CPUs: LCPU uses a Xeon 6248 (clocked at 3.0–

3.7 GHz), and RCPU uses a Xeon 6154 (clocked at 2.5–3.9 GHz). For the remote buffer cache

and one-sided RDMA microbenchmark baselines (RCPU and RNIC, respectively), we used a

commercial Mellanox 100G card (ConnectX-5 VPI) [189]. For the CPU-based baselines we

used all available compiler and code optimizations.

As shown in Table 6.1, Farview requires doesn’t require large amounts of FPGA resources

(around 30% of the total on-chip resources) to implement the operator stack, the network stack,

and the memory stack. The majority of the utilized on-chip memory is attributed to the memory

management unit and the state keeping structures of the operator and network stack. Most of the

implemented operators are not compute heavy and do not consume many resources, making it

easier to combine them.
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Figure 6.8: Standard projection vs. smart addressing.

For each experiment, we measure the running time until the final results are written to the mem-

ory of the client machine for both Farview and the baselines. This makes the performance

numbers comparable, as the initial and end states are the same. We evaluate performance for

a range of the operators and supported queries. Unless otherwise mentioned, our base tables

consist of 8 attributes, where each attribute is 8 bytes long. The results for each experiment are

averaged over multiple runs. As the CPU configurations may experience interference (e.g., due

to context switches, interrupts), the LCPU and RCPU results are averaged over 10000 runs.

Because the FPGA circuits provide more deterministic behavior, the Farview (FV) experiments

are averaged over 1000 runs.

6.6.2 Projection

To investigate how to maximize the efficiency of accessing DRAM, we compare the standard

projection operator, where the whole table is fetched from memory and projection is done in

the first pipeline stage, versus the smart addressing operator, which issues individual memory

requests only for the target projected columns. In this experiment, we project three contiguous

8-byte columns from a larger row. Figure 6.8 illustrates execution times for the smart addressing

operator on a 512-byte tuple (FV-SA) and the standard projection operator with tuple sizes of

256 bytes and 512 bytes (FV-t256B and FV-t512B, respectively). For smaller tuples (FV-
t256B), it is more beneficial to read the whole table sequentially from the DRAM memory and

handle the projection in the operator pipeline. Once the tuples become larger (512 bytes), it is

better to use smart addressing to read only the columns that are required by the query (FV-SA).

In the following experiments, which use 64B tuples, smart addressing is not used.
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Figure 6.9: Response times for selection queries with 100%, 50% and 25% selectivity, respectively.

6.6.3 Selection

As mentioned, selection in Farview can have more than one predicate, even on multiple columns.

The overhead of the selection on the overall processing is negligible and is fully hidden behind

memory operations. For the evaluation, we run the following query:

SELECT * FROM S WHERE S.a < X AND S.b < Y;

We compare Farview with the aforementioned baseline systems. The 64-byte tuples are equal to

the width of the pipeline, which leads to the highest pipeline throughput (i.e., a tuple is forwarded

each cycle). We vary the selectivity of the query and present our results in Figures 6.9.
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As we observe, in all cases (FV, FV-V) Farview outperforms both LCPU and RCPU. LCPU
incurs high overheads, as it must read the input data from DRAM (not from the processor cache)

and then write the results back to DRAM. The RCPU baseline additionally has to transfer the

data through the network, leading to consistently slower response times than LCPU. The advan-

tage of the bump-in-the-wire processing present in Farview is clear, especially as the amount of

data becomes larger. We now go into specific details for each selectivity level.

On Figure 6.9(a), the query does not discard any tuples and it fetches the whole table. The query

is equivalent to executing:

SELECT * FROM S;

Since no data is excluded from the selection predicate, FV and RCPU send the whole table

through the network. Farview has similar performance for the vectorized (FV-V) and non-

vectorized (FV) models of processing, because the available network bandwidth is the bottle-

neck (i.e., parallelization does not provide additional benefit). The memory bandwidth of the

remote node is thus underutilized in this specific scenario.

Figure 6.9(b)’s 50% selectivity query alleviates the pressure on the network and permits more

utilization of the DRAM bandwidth, leading to higher overall performance for Farview. In this

case, the vectorized model is slightly more performant than the standard execution model, as

the parallelization of the processing allows the reads from DRAM to occur at higher speeds.

Still, even at this selectivity, the network is the bottleneck and the DRAM bandwidth is not

fully utilized for a single client. The execution times of the baselines improve relative to 100%

selectivity, especially as the input size grows, but they are still slower than both of Farview’s

execution models.

With 25% selectivity (Figure 6.9(c)), only a small portion of the data is sent over the network,

so the network is no longer the bottleneck. For LCPU, the data movement between the DRAM

and the CPU is reduced because less data is written back; as a result, its performance is better

when compared to 50% selectivity, but still worse than Farview. For Farview’s non-vectorized

model (FV), the bottleneck shifts to the bandwidth of a single query pipeline and performance is

similar to the 50% selectivity case. The pipeline parallelization of the vectorized model (FV-V)

can fully utilize the available memory bandwidth, and thus FV-V is roughly twice as fast as FV.
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Figure 6.10: Response times for the distinct operator.

6.6.4 Grouping

In this section we evaluate the performance of the DISTINCT and GROUP BY grouping operators.

We use the same baselines as in the selection experiments. For these operators, our baselines

use a hashing implementation based on a very fast hash map library2.

Figure 6.10 presents the results for the following query:

SELECT DISTINCT(S.a) FROM S;

The number of distinct elements is randomized and the results are averaged out over a number

of runs. For the cuckoo hash table implemented in Farview, we assume that no hash collisions

occur. In the case of collisions, they would be written in an overflow buffer and sent to the CPU

for post-processing. Farview outperforms both baselines, and the baseline runtimes increase dra-

matically as the input size gets larger. We attribute part of the difference to reading from/writing

to DRAM, as in the case of selection. Two additional factors contribute to the slowdown of the

baselines: 1) the memory resizing of the hash table as more elements are added and 2) the ability

of FPGAs to hash much faster than CPUs, even when the hash function is complex [119]. Addi-

tionally, in Farview the query is fully pipelined and there is not much overhead compared to the

base selection. Finally, the number of distinct tuples has an impact on performance, similar to

the impact of selectivity in the selection experiments. The lower the number of distinct elements

is, the lower the amount of data moved through the network, leading to better performance.

2https://github.com/greg7mdp/parallel-hashmap
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Figure 6.11: Response time comparisons for (a) a group by query with aggregation on an increasing

number of elements, and (b) a group by query by with aggregation on a stable number of groups.

Next, we execute a simple query that has a GROUP BY and an aggregation (SUM):

SELECT S.a, SUM(S.b) FROM S GROUP BY S.a;

In Figure 6.11(a) and Figure 6.11(b), we present the performance of the query for increasing data

sizes and number of tuples, respectively. The GROUP BY operator performs a similar operation

as the DISTINCT operator. The main difference is that for GROUP BY, we calculate aggregated

statistics for each of the distinct tuples in the hash table. After the aggregation is complete, all

of the (unique) entries in the hash table along with their aggregations are sent over the network.

This process adds a small amount of latency to the operator execution. The response time is thus

bigger if the number of aggregates is higher. Even with this added latency, Farview outperforms

the LCPU and RCPU baselines for both experiments, for the same reasons that were mentioned

in the distinct experiment.

6.6.5 Regular Expression Matching

We compare the performance of Farview and the baselines for regular expression matching

for different string sizes, where the regular expression matches 50% of the generated strings

(Figure 6.12. The baselines use the highly optimized Google RE2 regular expression library [96].

FV outperforms both LCPU and RCPU. FV’s regular expression operator is able to sustain the

full line rate regardless of the predicate complexity, due to its use of deep pipelining and parallel

regular expression engines, which take advantage of the spatial architecture of the FPGA. This
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Figure 6.12: Regular expression matching.

implementation outperforms RE2, as the implementation on the CPU has far less parallelization

potential and the overhead of the data movement from/to DRAM is quite high.

6.6.6 Encryption/Decryption and Multiple Clients

As an example of a commonly used system support operator, we explore encryption/decryption.

The encryption algorithm used in Farview is a 128-bit AES in parallelized counter mode. The

operator can be placed at the beginning or the end of the operator pipelines (handling decryption

and encryption) with only a small extra overhead. This allows Farview to decrypt data residing

in disaggregated memory for processing and sending it to the client; to encrypt data after pro-

cessing to secure the transmission to the client; or to decrypt the data, process it, and encrypt it

again for transmission. The response time graph in Figure 6.13(a) compares the time taken to

decrypt data being read in Farview and in the two baselines. The ability of the FPGA to sustain

line rate processing yields a big advantage, as the overhead of the encryption is fully hidden. FV
significantly outperforms the LCPU and RCPU baselines, which use the same encryption/de-

cryption scheme through the Cryptopp [72] library. The difference in execution time is caused

by both the cold caches as well as the decryption overhead in the CPU compared with the highly

parallelizable AES implementation available in the FPGA.

The throughput graph in Figure 6.13(b) compares an RDMA read operation in Farview (FV-RD)

and the same operation together with the decryption (FV-RD+Dec) on the read data stream. As

the throughput graph shows, there is no noticeable performance penalty, indicating that encryp-

tion/decryption can be easily combined with all the previous operators without changing the

overall performance.
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Figure 6.13: Encryption response time (a) and throughput (b).
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Figure 6.14: Multiple clients.

We finally evaluate the behaviour of the system with multiple clients reading from memory at

the same time. We use six clients running the distinct query in both Farview and the two CPU

baselines (LCPU, RCPU). The number of distinct elements is small to prevent the network from

becoming the main bottleneck and to maximize DRAM performance in all of the clients. For

the CPU baselines, we use MPI with 6 processes.

The measurements shown in Figure 6.14 represent the time taken until all six client queries have

completed. Farview achieves better performance than both CPU baselines due to the spatial

parallelization between multiple dynamic regions, each containing a separate client. The decou-

pling of the DRAM and the fair sharing provide optimal distribution of the DRAM bandwidth

between all dynamic regions and their clients. Both CPU baselines compete for access both to

the DRAM and the shared caches, causing interference that affects the overall performance.
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6.7 Farview Frontend

Farview is tailored for database workloads, but the programmatic interface we discussed in Sec-

tion 6.4.2 is implemented in C++ and offers a level of interaction with the system that is much

lower than what database clients typically prefer. Ideally, these clients would like to write stan-

dard SQL queries to interact with the system.

To bridge this gap, a frontend database query engine is needed. The objective is for this engine

to accept standard SQL queries as input, while on the other end, it should contain the interface

to communicate with the programmatic interface in Farview.

Therefore, there is a requirement for a versatile and adaptable database query engine that aligns

with our specific requirements. Modularis [127] is an open-source data analytics execution layer

that fits these needs well for the following reasons:

• Modularis’s primary contribution lies in its adaptability to diverse hardware backends with

minimal alterations to the rest of the framework. This feature aligns with Farview’s re-

quirements, as it enables us to concentrate only on the interface between Farview and

Modularis, without the need to address the higher layers of the engine’s stack.

• Modularis offers compatibility with existing RDMA backends, as it includes integration

with RDMA libraries. It thus already contains the similar interfaces as ones needed for

the integration with Farview.

• Modularis is built on the concept that database operators adhere to common interfaces.

As a result, it divides larger operators into smaller sub-operators with clearly defined in-

terfaces. This approach enables high levels of modularity and encourages reuse. This

modularity is what ultimately enables us to integrate Farview.

The concept is to employ Modularis as the client-side execution engine, which will subsequently

communicate with Farview’s disaggregated nodes through RDMA. The primary advantage of

having Modularis in the frontend is the ability to push down specific operators, such as projec-

tions and selections. This approach significantly enhances overall performance, as illustrated

by Farview already. This approach enables the frontend database engine to implement a variety

of optimizations and allows end users to compose queries in traditional high-level languages

without the need for direct interaction with Farview.
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It’s important to note that our objective is not to offload complete queries to Farview nodes.

Rather, by leveraging Modularis, we gain the capability to effectively identify the sub-operators,

typically located in the lower sections of the query plan, that are suitable for offloading to

Farview (selections, projections, etc.).

6.7.1 Modularis

The execution of queries in Modularis begins with clients composing queries within the Python

frontend, where they also specify the target platform. This is where we introduce the additional

option for Farview as a backend.

The parser then analyzes the input query to generate a Directed Acyclic Graph (DAG). This DAG

is subsequently serialized and handed over to the C++ backend, where the bulk of transforma-

tions and optimizations take place. Once these are completed, the outcome is a pipeline com-

prising sub-operators that communicate through standardized interfaces (Volcano model [98]).

These interfaces encompass simple functions that operate on individual tuples, including open,

close, and next calls. Provided that the sub-operators adhere to these interfaces, they can be cus-

tomized to meet specific requirements and, therefore, be adapted to various hardware platforms.

We integrate Farview into Modularis by introducing Farview-specific hardware sub-operators.

This way, Farview transparently becomes an extension backend for Modularis.

6.7.2 Integration

We will now explain the high-level overview of the integration of Farview into Modularis. De-

tailed implementation specifics are beyond the scope of this thesis and can be explored in [216].

Figure 6.15 shows the complete system with Farview in the backend and Modularis in the

frontend. Modularis serves as the database engine and operates on the client machines, while

Farview is deployed on the disaggregated server nodes. The essential high-performance network

communication is facilitated through RDMA. In this setup, Modularis sends queries to Farview,

which then processes them and sends back the results to the clients.

On Farview side, we introduce a new hardware query parser tasked with interpreting the Mod-

ularis queries submitted via the two-sided SEND verb. This parser operates by extracting infor-

mation from the receive queues. It extracts essential information such as the columns to project,

predicates, table locations, transfer sizes, and more. Utilizing this information, the parser trig-
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Figure 6.15: Modularis and Farview integration.

gers a request to Farview’s memory stack to retrieve the requested table and its tuples. Simul-

taneously, it initializes the operator pipeline to process this query. These operator pipelines are

flexible sequences of operators that we’ve already discussed in the context of Farview.

The primary modification in Modularis involves the introduction of a new sub-operator, the

Farview Scan. This operator establishes a network connection with Farview nodes (through

queue pairs) and issues query requests, offloading common projection and selection operators.

The sub-operator completely aligns with the Volcano operating model within Modularis, mak-

ing the integration a straightforward process. In this model, each database operator processes

individual tuples sequentially, and different operators can work on processing tuples concur-

rently. This aligns well with the existing computational model in Farview, where tuples are also

processed sequentially within internal hardware pipelines.

For our initial testing of the Farview and Modularis integration, we’ve created an operator

pipeline that combines both projection and selection operations to create the hardware Farview

Scan operator.

Table 6.2: Farview resource usage with the Farview Scan operator.

Configuration CLB LUTs Regs BRAM tiles DSPs
Farview Scan (+ the whole shell) 18.2% 17.3% 36.2% 0%
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6.7.3 Initial Evaluation of a Compete System

Experiments are executed, yet again, on the HACC cluster at ETH. For these tests we use the

Alveo-u55c [15] cards, equipped with 16GB of HBM memory. The baselines are running on the

16-core AMD EPYC CPUs. The processors are equipped with 1KiB of L1 cache, 8MiB of L2

per core, as well as 128MiB total L3 cache. The clock speed of the CPU is 3GHz. The resource

usage of the bitstream with projection and selection pipeline is shown in Table 6.2. In this case,

the largest usage is the on-chip memory which has been used generously for queues to decouple

the operators within the pipeline.

In the baseline test, Modularis is executed on a single server using a single-core configuration,

and it exclusively employs pre-existing sub-operators. Before each hardware test with Farview,

once the connection is initially set up, the table is loaded into the disaggregated memory node.

Following this initial loading, the table data is treated as read-only.

To compare Modularis with and without Farview and show the advantages of reducing data

transfer, a series of tests involving projections and selections are conducted. The SQL code used

to execute these queries is as follows:

SELECT S.a, S.b, S.e

FROM ex_relation S

WHERE S.a < p1 OR S.b < p2 OR S.e < p3 OR S.h >= p4;

The test varies the selectivity within the queries (parameters p1, p2, p3 p4), similar to what

was done in base Farview tests of the selection operator. The table used has a size of 2MB and

consists of 32k rows. Each test is averaged over 100 runs.

The results obtained are presented in Figure 6.16. They show a comparison of throughput (mea-

sured in queries per second) between running a query entirely within Modularis and offloading

the query to Farview, accross a range of selectivity values.

We can infer from the results that Farview outperforms the baseline Modularis for all selectivity

values. At lower selectivity levels, Farview can efficiently filter the data with minimal cost. As

a substantial portion of the data is filtered out, the CPU only needs to process a small number

of tuples on the client side, thus the added data movement is minimal. In contrast, at higher

selectivity levels, Farview doesn’t filter out as much data, and consequently, the CPU has to

iterate over most of the tuples. In such cases, the advantage of offloading selection and projection

operations decreases. While these are just preliminary tests, they already indicate that offloading
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Figure 6.16: Comparison between base Modularis and with added Farview Scan.

these basic database operations to a smart disaggregated memory solution like Farview can yield

performance benefits. More comprehensive testing on this platform is reserved for future work.

6.8 Summary

Farview implements network-attached disaggregated memory with the capability to offload query

processing operators directly to the memory. In this chapter, we have discussed the design of

Farview and how it helps to address DRAM capacity challenges (by allowing us to move the

buffer pool to a central location) and data movement inefficiencies (by enabling near-data pro-

cessing to filter the data before it is sent through the network).

Through the use of RDMA, Farview provides performance that is comparable to that attainable

using local memory, a performance advantage that is augmented by the ability to process data in-

situ. The next steps for the Farview project are to further explore the integration into Modularis,

to design suitable cache management strategies to move data back and forth to persistent storage,

and to expand the range of operators supported, which might open up the potential for offloading

larger portions of the queries.
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Chapter7
Conclusion

Modern computing hardware is constantly evolving, and it is a far cry from traditional load/store

architectures. The emergence of multicore processors, GPUs, specialized accelerators, high-

speed interconnects and highly flexible FPGAs has given rise to a diverse and heterogeneous

computing landscape, introducing in a considerable level of complexity.

Regrettably, the system software abstractions for this innovative hardware are lagging behind,

predominantly maintaining a simplistic and outdated view on modern hardware. Consequently,

conventional set of abstractions in current use proves insufficient when applied to these diverse

novel systems and must be extended to encompass an entire range of new functionalities.

Through this thesis, our goal was to overcome these limitations by examining how traditional

system software abstractions can be adapted and expanded to exploit the vast potential of mod-

ern heterogeneous systems. Our primary focus was on hybrid computing systems that combine

general-purpose CPUs with FPGAs, primarily because these devices offer a vast array of com-

putational possibilities and heterogeneous configurations due to their remarkable adaptability.

These hybrid systems allowed us to investigate diverse memory structures and leverage the

extensive networking capabilities of these devices to explore distributed systems that extend

beyond the limits of a single node.

The outcome of this thesis is Coyote, a comprehensive ”hardware operating system” designed

for modern heterogeneous platforms incorporating FPGAs. Coyote, akin to a microkernel, offers

a foundational set of essential abstractions upon which additional services can be built. By doing

so, it serves as the potential foundation for additional research into these novel architectures.
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In Chapter 2, we offered an in-depth examination of the existing abstractions within modern het-

erogeneous systems. We illustrated how traditional operating system abstractions can be applied

to these hybrid computing platforms. We explored familiar abstractions and services, including

processes and context switching, virtual and physical memory management, scheduling, net-

working and IPC. Additionally, we set the initial framework for the development of Coyote.

Chapter 3 dived into the implementation details of Coyote. At this stage, we explored the lowest

levels of the system, focusing on the organization of the static layer, which, in some aspects, can

be considered as the core or kernel of the entire system. We showed how this static layer is

structured and how it interacts with the host CPU hardware and software. This layer ensures

system-wide portability, provides a uniform execution environment, and forms the foundation

for a multi-tenant environment in our system. We then gave a practical demonstration of these

principles by successfully porting Coyote to Enzian, a custom-designed research computer. Ad-

ditionally, we investigated the hierarchical reconfiguration, which introduces an innovative ap-

proach to improving system flexibility.

Chapter 4 took us a step further, concentrating on one of the most important abstractions in oper-

ating systems, the virtual memory. We showed numerous significant advantages this abstraction

can bring when applied to FPGAs, and investigated the hardware and software structures that

enable its implementation. In the latter part of this chapter, our focus shifted to what is arguably

the most powerful abstraction in modern FPGAs: the network services. We integrated both the

TCP stack, in use for majority of the modern networking, and a high performance RDMA stack.

In Chapter 5, we arrived at the application layer. This chapter primarily focused on the user-

facing interfaces provided by the system. We demonstrated how our earlier abstractions enable

us to unify interfaces, both in software and hardware, significantly simplifying interactions with

the system as a whole (which was one of the main goals). Additionally, we explored how Coyote

can facilitate the interaction between hardware tenants and virtual machines, offering a model

for sharing multi-tenant FPGAs in the cloud. Lastly, we showcased how practical applications

can fully leverage Coyote’s capabilities and how additional services can be developed on top.

Having completed our exploration of the foundational Coyote system, Chapter 6 explored how

our ”microkernel” can be employed to investigate common computing paradigms, like disag-

gregation. We introduced Farview, a system constructed on top of Coyote, which offers smart

disaggregated memory to address the substantial data movement bottlenecks and memory ca-

pacity limitations encountered in modern databases. It achieves this by bringing computation

closer to the data, by offloading traditional database operators and performing ”on-the-fly” com-

putations.
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Through the systems developed throughout this thesis we have demonstrated a set of contem-

porary hardware and software abstractions for modern heterogeneous hardware. We hope that

these open-source end-to-end systems can play a role in bridging the gap between modern hard-

ware and system software development, while also making meaningful contributions to future

research.
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