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Abstract 
Thermohaline convection of subsurface fluids strongly influences heat and mass fluxes within the 

Earth’s crust. The most effective hydrothermal systems develop in the vicinity of magmatic 

activity and can be important for geothermal energy production and ore formation. As most parts 

of these systems are inaccessible to direct observations, numerical simulations are necessary to 

understand and characterize fluid flow. Here, we present a new numerical scheme for 

thermohaline convection based on the Control Volume Finite Element Method, allowing for 

unstructured meshes, the representation of sharp thermal and solute fronts in advection-

dominated systems and phase separation of variably miscible, compressible fluids. The model is 

an implementation of the Complex System Modeling Platform CSMP++ and includes an accurate 

thermodynamic representation of strongly non-linear fluid properties of salt water for magmatic-

hydrothermal conditions (up to 1,000 °C, 500 MPa and 100 wt% NaCl). The method ensures that 

all fluid properties are taken as calculated on the respective node by using a fully upstream-

weighted approach, which greatly increases the stability of the numerical scheme. We compare 

results from our model with two well-established codes, HYDROTHERM and TOUGH2, by 

conducting benchmarks of different complexity and find good to excellent agreement in the 

temporal and spatial evolution of the hydrothermal systems. In a simulation with high-

temperature, high-salinity conditions currently outside of the range of both HYDROTHERM and 

TOUGH2, we show the significance of the formation of a solid halite phase, which introduces 
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heterogeneity. Results suggest that salt added by magmatic degassing is not easily vented or 

accommodated within the crust and can result in dynamic, complex hydrologies. 

1. Introduction 
Thermohaline convection of fluids in the subsurface plays a leading role in many hydrological and 

geological processes (Ingebritsen et al. 2006), forming hydrothermal systems that can be of 

significant economic importance for georesources such as geothermal energy or mineral deposits 

(Kesler 1994). Gradients in temperature, salinity and fluid pressure are the driving forces for 

thermohaline convection and are strongest in the vicinity of magmatic activity in the Earth’s upper 

crust. With the emplacement of shallow magma chambers, fluids at ambient temperatures as 

determined by the geothermal gradient can be exposed to magmatic temperatures of more than 

1,000°C. Depending on the size of the magma chamber, magmatic-hydrothermal systems can 

influence the hydrology over several kilometers laterally and vertically. The relevant processes 

take place on multi-millennia timescales. This combination of extreme conditions at depth, large 

size, and long lifetimes excludes direct observation as means for a comprehensive understanding 

of such systems. Therefore, numerical simulations are an important method that allows us to 

understand and characterize fluid flow and its interaction with the rock in magmatic-

hydrothermal systems (Ingebritsen et al. 2010) and the considerable variation between different 

geological settings. 

Hydrothermal systems at divergent plate margins present the volumetrically most abundant and 

effective form of thermohaline convection, accounting for 25 % of the global heat flux from the 

Earth’s interior to the surface (Stein and Stein 1994). At mid-ocean-ridges, magmatism is 

predominantly basaltic, with a relatively low water content, and mainly acts as a heat source for 

the convection of seawater that percolates through the ocean floor into the crust and returns to 

the ocean at black smoker vent fields (Halbach 2003). 

Tectonic activity at convergent plate margins produces more hydrous magmas. Melts generated 

during the subduction process rise through the lithosphere and may eventually get trapped at 

shallow, upper-crustal levels. During crystallization, these magma chambers also release 

magmatic volatiles because the initial melt was able to dissolve more water than can be 

incorporated in the solidified rock. These magmatic fluids are released into the overlying host 

rock, displacing or mixing with the ambient waters in the pore space. Hydrothermal veins and 

breccias in fossil magmatic settings and seismic activity at active hydrothermal systems show that 

elevated fluid pressures can lead to rock failure (Cox 2005). Fluid inclusion analyses in ore-

forming systems and observations at high-enthalpy geothermal systems show that fluid pressures 

can locally and temporarily rise to near-lithostatic values (Fournier 1991; Rusk et al. 2004).  

Salts such as NaCl and other metal chlorides strongly influence fluid flow as they widen the field 

of vapor-liquid coexistence to much higher temperatures and pressures as compared to pure 

water (Driesner and Heinrich 2007) (Figure 1). The presence of evaporite layers in the host rock 

stratigraphy can increase salinity through dissolution by the convecting fluids. Submarine 

magmatic-hydrothermal systems at mid-ocean ridges and submerged volcanoes contain fluids of 

seawater salinity of about 3.2 wt% NaCl and magmatic volatiles released at arc volcanic settings 

contain several wt% NaCl (Cline and Bodnar 1991).  Initially moderate salinities can also locally 

increase to much higher values if fluids phase-separate into high-salinity, high-density brines and 

low-salinity, low-density vapors that flow with different velocities after separation. Fluids can also 

locally saturate in solid halite (Cloke and Kesler 1979). 
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Figure 1. Phase diagram of the H2O‐NaCl System. The black tunnel‐shaped surface shows the phase transition from a 
single‐phase fluid at high‐temperature, high‐pressure conditions to a two‐phase coexistence of liquid and vapor at 
conditions within the black tunnel. The green curtain‐shaped surface shows the transition from a single‐phase fluid 
with dissolved salt to a salt‐saturated liquid; at conditions behind the curtain liquid coexists with solid halite. The blue 
carpet‐shaped surface marks the three‐phase coexistence of vapor, liquid, and halite. The beige‐colored surface below 
this carpet indicates the coexistence of vapor and halite. The dark red line shows the boiling curve of H2O, which ends 
in the critical point of H2O at 374°C and 21.1 MPa. The critical curve of the H2O‐NaCl system (red line) is the crest of 
the liquid–vapor coexistence field (modified from Driesner & Heinrich 2007). 

Apart from magmatic processes, gradients driving thermohaline convection can also arise 
naturally from lithological contrasts, e.g. at the interface of rock units with different permeability 
(Ingebritsen et al. 2006). Hydrological differences induce gradients where fluids from different 
reservoirs interfere, such as basinal brines with low-salinity groundwater (Kesler 1994). 
Topographical differences can induce fluid flow by introducing horizontal pressure gradients, 
wheras pressure perturbations by metamorphic devolatilization and earthquakes are other 
natural drivers or triggers for subsurface fluid flow (Sammel et al. 1988; Sibson 1992; Connolly 
and Podladchikov 2004; Bani-Hassan et al. 2012). Thermohaline convection can also be 
stimulated by injection or withdrawal of fluids through wells (e.g. Gunnarsson et al. 2011). In 
enhanced geothermal (or petrothermal) systems, cold fluid is injected to increase fluid pressure 
in order to stimulate failure of fractures to enhance permeability (Evans et al. 2005; Fairley et al. 
2010). 

Numerical simulations of thermohaline convection in general – and of magmatic-hydrothermal 
systems in particular – require an approach that can represent fluid properties of salt water from 
ambient to magmatic temperatures and lithostatic pressures in the upper crust and handle strong 
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gradients and large source terms. There are several existing flow codes and their approaches and 

capabilities have been the subject of a recent review (Ingebritsen et al. 2010). However, most 

codes are still of limited applicability to magmatic-hydrothermal systems. HYDROTHERM, a finite 

difference code provided and maintained by the USGS, can handle high temperatures and 

pressures but is limited to fluid properties of pure water (Kipp et al. 2008). Further, although the 

finite difference method can be refined locally, the structural mesh imposes constraints on the 

spatial discretization. The FEHM code can simulate hydrothermal convection of pure water using 

the finite element method (e.g. Keating et al. 2002). Other approaches combine the finite element 

method with a node-based semi-Lagrangian advection scheme (Bani-Hassan et al. 2012). TOUGH2 

includes salt water but is limited to temperatures up to 350°C  (Pruess 2004). It uses an integrated 

finite difference method (IFD) to discretize the governing equations in space. 

Several efforts have been initiated to overcome these limitations. A subversion of the TOUGH-

family of models, TOUGH-NaCl, is extending the range to higher temperatures (Kissling 2005b; 

Kissling 2005a). The CSMP++ code uses a combined finite element finite volume (FEFV) approach 

on unstructured grids and can treat salt water up to magmatic temperatures (Geiger et al. 2006a; 

Geiger et al. 2006b; Coumou 2008; Coumou et al. 2009). The FISHES code solves for thermohaline 

convection on structured meshes with a finite volume approach (Lewis and Lowell 2009). 

The major challenge of numerical simulations of thermohaline convection is the treatment of the 

highly non-linear fluid properties and phase separation. These transiently evolving non-

linearities are introduced as coefficients to advection-diffusion type equations. Here, we present 

an implementation of the Control Volume Finite Element Method (CVFEM) to solve for mass and 

heat transport in porous media. This transport code has been built within the Complex System 

Modeling Platform CSMP++ (Matthai et al. 2007) and is coupled to an accurate thermodynamic 

model for H2O-NaCl fluids (Driesner 2007; Driesner and Heinrich 2007).  

As analytical solutions are limited for these non-linear systems, benchmarking studies and inter-

code comparisons are essential to increase our confidence in the existing numerical models and 

have been called for in a recent review paper (Ingebritsen et al. 2010) and a white paper by the 

International Partnership for Geothermal Technology (IPGT; Ketilsson et al. 2012). We compare 

our simulations with the results of two other well-established models, namely HYDROTHERM 

(Kipp et al. 2008) and TOUGH2 (Pruess 1991; Pruess 2004). We further show an example of a 

high-temperature, high-salinity flow system that is currently outside of the range of these two 

models. 

While our new numerical method was tailored to ensure stable solutions in regions with strong 

gradients, highly non-linear fluid properties, phase transitions and large source terms, as required 

for simulations of magmatic-hydrothermal systems, it can also be applied to a wide range of less 

drastic hydrological settings. Here, however, we focus on the dynamics and numerical 

implementation of multi-phase flow of H2O-NaCl fluids at magmatic-hydrothermal conditions. 

2. Method 

2.1 Continuum Porous Medium Approach 

For large scale description of upper crustal hydrology, fluid flow and heat transport through 

porous and fractured rocks can be described with a continuum porous medium approach based 

on the extended form of Darcy’s Law, where  
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is the Darcy velocity v  of phase i , k  denotes permeability, rk  
relative permeability,   dynamic 

viscosity, p  total fluid pressure,    fluid density, and g  acceleration due to gravity (Ingebritsen 

et al. 2006). The simulated fluid is a mixture of H2O and NaCl that can separate into up to three 

coexisting phases vapor v, liquid l, and solid halite h – depending on phase relations determined 

by temperature and/or enthalpy, pressure and salinity (TPX and HPX; Figure 1). 

In the flow equations, solid halite is considered to be immobile and acts as part of the rock as it 

reduces pore space, while in the mass and salt conservation equations it is treated as an 

(immobile) part of the NaCl component of the fluid phase. We generally use a linear relative 

permeability model with a residual saturation of  0.3 1l hR S   for the liquid phase, 0.0vR   

for the vapor phase and 1rv rl hk k S   , where S is the volumetric saturation. This model 

implies that there is little interaction between the liquid and vapor phase (Wang and Horne 2000; 

Ingebritsen et al. 2010). However, any relative permeability model can be applied within the 

presented scheme (e.g. Brooks and Corey 1964). 

2.2 Mass and Energy Conservation 

The numerical method ensures conservation of mass, energy and solute (in this case salt). 

Conservation of fluid mass is obtained by 

 
  

   
2

l l v v h h
l l v v H O NaCl

S S S
v v Q

t
   

  

  
   


,   (2) 

with the porosity  , the time t , and a source term 
2H O NaClQ  .  

Conservation of salt mass is computed as 
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,  (3) 

with X denoting the mass fraction of NaCl in the phase indicated and a source term NaClQ .  

Conservation of energy accounts for heat conduction and advection and is described by 

 

   
     

1 r r l l l v v v h h h
l l l v v v e

h S h S h S h
K T v h v h Q

t
     

 
            


,(4) 

with the subscript r indicating the rock, ih  denoting the specific enthalpy of the phase indicated, 

thermal conductivity K , temperature T , and a source term eQ .  

Depending on the specific problem to solve, further terms might be needed. For example, diffusion 

and dispersion of salt could be added to the salt conservation equation (Geiger et al. 2006a; 

Coumou et al. 2009). Capillary effects are not explicitly calculated but could be added as another 
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non-linear diffusion equation using variable switching (Annewandter et al. 2013). Potential and 

kinetic energies are currently ignored as they are expected to be of minor importance for most 

systems (Faust and Mercer 1979). Given the strong pressure, temperature, and compositional 

gradients within magmatic-hydrothermal systems – the main objective for this numerical scheme 

– this set of conservation equations will describe fluid flow reasonably well in most instances. 

2.3. Fluid Properties 

Given the conservation equations (Eqns, 2, 3 and 4), the simulated fluid is characterized by its  

specific enthalpy, salinity, and pressure (HPX formulation). However, the thermodynamic model 

for the system H2O-NaCl is commonly formulated in terms of temperature, pressure and salinity 

(TPX formulation; Figure 1). Therefore, the exact temperature of the rock and fluid in the control 

volume has to be calculated in a thermal equilibration step by numerical iteration. The 

thermodynamic model covers conditions relevant for magmatic-hydrothermal systems with 

temperatures up to 1000°C, fluid pressures of up to 500 MPa, and salinities of 0 to 100 wt% NaCl. 

The  properties in the pure H2O limit are taken from the IAPS-84 equation of state (Haar et al. 

1984) and the effect of adding NaCl is described by the model of Driesner and Heinrich (2007) 

and Driesner (2007). These fluid properties include the values required by Equations 1 to 4: i , 

i , ih , iX  and iS  for the individual phases  , ,i l v h  and the bulk fluid i f . 

The model also provides the isenthalpic compressibility of the fluid 

 
1

f
HXp






 
  

 
,         (5) 

describing the density change with pressure at constant bulk enthalpy and salinity. In the two- 

and three-phase cases, we apply adapted versions of the  isenthalpic compressibility as described 

in Grant and Sorey (1979), which results in values that can be orders of magnitude higher than 

the single-phase compressibilities, because changes in the bulk density can easily be 

accommodated by changing the phase proportions of the liquid and vapor phases via 

condensation or evaporation. 

2.4. Thermal Evolution and Operator Splitting 

In the geological settings of interest, the mass of rock in a given control volume is much greater 

than the mass of the fluid, as porosities usually have low values and the density of the rock 

typically is at least two to three times larger than the density of the fluid. Heat transfer by 

conduction will therefore be almost entirely within the rock mass, whereas heat transfer by 

advection happens exclusively by fluids. Hence, the advection-diffusion-type equation of energy 

conservation (Eqn 4) can be split into a parabolic diffusion and a hyperbolic advection part (Geiger 

et al. 2004; Geiger et al. 2006a; Helmig et al. 2013). 

Diffusion of heat in the rock is calculated as 

      1 1r
r pr c

H Tc K T Q
t t

  
 

     
 

,     (6) 

with the enthalpy of the rock
 rH  , the rock’s specific heat capacity prc  and a heat source term cQ

. The implementation could be adjusted to also account for heat conduction through the fluid by 

an appropriate averaging of thermal conductivity and heat capacity. 
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Advective heat transport by the fluid f
 
is calculated as 

    f
l l l v v v a

H
v h v h Q

t
  


   


,      (7) 

with the energy stored in the fluid f l l l v v v h h hH S h S h S h     , and a source term aQ that 

accounts for the energy added or subtracted by a fluid source or sink. 

As a result of this operator splitting, rock and fluid will heat or cool at different rates. However, 

for the spatial and time scales of the processes considered in this model, rock and fluid in a control 

volume can be assumed to be in thermal equilibrium at all times. The total energy of rock and fluid 

calculated as 

  1t r fH H H            (8) 

will therefore be redistributed at every modeling time-step to ensure that fluid and rock have the 

same temperature. 

Thermal equilibration of fluid and rock results in the current temperature of the respective 

control volume and the thermodynamic model provides the resultant thermodynamic phase 

relation as 

    1t r r l l l v v v h h hH h S h S h S h               (9) 

and introduces a discrepancy 
 
between the thermodynamic density f of the fluid mixture and 

the actual mass per pore volume m  as 

 

l v h

m

l l v v h h f

m m m
V

S S S



   

 

 
 

,       (10) 

with the mass m  and the control volume V .  

To ensure strict mass conservation during calculations with operator splitting, we insert the term 

m  into the equation of mass conservation (Eqn 2) and obtain the equation for advective mass 

transport  

 
 

   
2

m
l l v v H O NaClv v Q

t


  


   


.      (11) 

Likewise, the total mass of salt normalized per pore volume is related to its thermodynamic 

equivalent determined from the phase states at the respective TPX condition as 

  NaCl
f f l l l v v v h h h

m X S X S X S X
V

    


    .     (12) 

The bulk mass fraction is identical in the two expressions and is given by 
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NaCl NaCl
f

H O NaCl m

m mX
m m V 

 


.        (13) 

The equation for solute transport after operator splitting therefore reads 

    

NaCl

l l l v v v NaCl

m
V v X v X Q
t

 

 
 
     


.     (14) 

The term   arises because fluid pressure is kept constant during the thermal equilibration step 

and can be of critical importance whenever fluids cross phase boundaries. If the control volume 

equilibrated as a closed system, pressure could be varied until 1   by expanding or compressing 

the fluid. However, in an interconnected domain, local variations in fluid pressure will also cause 

changes in the far-field pressure. By changing the velocity field, pressure diffusion will also 

influence advection between neighboring control volumes. Such a volume discrepancy is common 

for compositional models (Trangenstein and Bell 1989; Geiger et al. 2009; Fritz et al. 2012). The 

numerical scheme has to ensure that   remains reasonably close to 1 throughout the simulation 

by introducing a correction term in the calculation of the pressure field during the subsequent 

time step. 

2.5. Pressure Evolution and Velocity Field 

For multi-phase flow of compressible fluids, a transient pressure equation can be derived from 

the mass conservation equation (Eqn 2) by expanding the derivative of f

 

into its pressure 

component (Geiger et al. 2006a): 

 
 

 1f f f
f f f f r

p

p p
t t t t t t

  
       

      
               

,  (15) 

with the isenthalpic compressibility of the fluid f  as defined in Equation 5 and the 

compressibility of the rock r . The density change at constant pressure and changing 

temperature and salinity can be calculated directly from the phase relations and fluid properties 

after the thermal equilibration and will be considered with the source term 

 
f f f m f

p
p

Q
t t t
    

  
   

   
   

.      (16) 

Inserting the density derivative (Eqn 15), the phase velocities (Eqn 1) and the pressure source 

term (Eqn 16) into the mass conservation equation (Eqn 2) gives the equation for transient fluid 

pressure: 

 

 

2

2 2

1 rl l rv v
f f r

l v

rl l rv v
H O NaCl p

l v

k kp k p
t

k kk g Q Q

 
   

 

 

 


  
             

 
    

 

.   (17) 
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This equation has a diffusion-type formulation even though it is derived from an equation 
describing an advective process.  

2.6. Control Volume Finite Element Method 
The governing equations are solved using the finite element and control volume capabilities of the 
CSMP++ simulation tool (Matthai et al. 2007), with the geometric relationships and naming 
conventions described in Figure 2. The Control Volume Finite Element Method (CVFEM) seeks to 
combine the advantages of the Control Volume Method (CVM) and the Finite Element Method 
(FEM) and to mitigate their limitations, by using the geometric flexibility of the FEM and the ability 
of the CVM to reproduce strong gradients (Forsyth 1991; Voller 2009). The general CVFEM 
formulation of a steady-state advection-diffusion-type equation solving for a property  is  

  
1 1

0
j j

f f

j jA A

ndA v n dA  
 

         0
f f

ndA v n dA ndA v n dA     ndA v n dA    ndA v n dA ndA v n dA      ndA v n dA ndA v n dAndA v n dA    ndA v n dAndA v n dA 
f f

 
f f

ndA v n dA ndA v n dAndA v n dA    ndA v n dA ndA v n dA    ndA v n dA   ndA v n dA ndA v n dA ndA v n dA ndA v n dAndA v n dA    ndA v n dA ndA v n dA    ndA v n dA ndA v n dA    ndA v n dA ndA v n dA    ndA v n dA ,      (18) 

where the first term describes diffusive processes and the second term advective processes, f
specifies the number of facets within all elements in support of the respective control volume 
(blue line in Figure 2A), jA denotes the area of the respective facet,   represents a diffusivity 
term and v n
(blue line in Figure 2A), 

v nv nv n  is the velocity projected to the facet normal (Voller 2009). 

 
Figure 2. Construction of finite element and control volume capabilities. (A) The user‐defined finite element mesh (red) 
is superimposed by a node‐centered control volume mesh (blue) by the CSMP++ model. Facets are constructed from 
the mid‐side point of the element's faces to the element's barycenter and define the segments of the control volume. (B) 
Fluid flow is calculated across these facets by projection onto the facet normal, exemplified by the red, blue, and gray 
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arrows representing horizontal flow from left to right (black arrow) and the colors indicating the upwind nodes within 
the finite element. 

Given its diffusion-type character, we can formulate our pressure equation (Eqn 17) according to 

the first term of the general CVFEM formulation  

 
1

0
j

f

j A

ndA 


    ,         (19) 

 resulting in  
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1 1

1 1

j j

j j

f f

m sl sv
j jV A A

f f

l v
j jA A

H O NaCl p
V V

dc pdV c p ndA c p ndA
dt

G ndA G ndA

Q dV Q dV

 

 



     

   

 

   

  

 

,     (20) 

with the coefficient of the mass matrix  

  1m f f rc         ,
        (21) 

the coefficients of the stiffness matrix 

ri i
si

i

kc k 




,
           (22) 

and the gravity components  

2
ri i

i
i

kG k g z


            (23) 

for the mobile phases  ,i l v . 

With this formulation, the general diffusivity term   of Equation (19) is replaced by the hydraulic 

conductivity as defined by slc and svc . However, averaging diffusion constants to the facet’s 

midpoint as normally done in the diffusion term within the FEM requires interpolation or 

averaging of nodal fluid properties, which is difficult at phase transitions and may result in 

unrealistic thermodynamic values. 

In a finite element-finite volume (FEFV) scheme (Geiger et al. 2004; Coumou 2008), which was 

the precursor of the numerical scheme presented here, slc  and svc  were calculated as elemental 

variables by taking into account the upwind direction within the element. However, this approach 

still required averaging of fluid properties. In the presence of strong gradients in fluid properties, 

phase transitions within an element, or large source terms 
2H O NaClQ   

and pQ , numerical solutions 

became unstable, because the pressure equation (Eqn 17) and mass advection (Eqn 11) can 
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considerably deviate from each other, despite being derived from the same equation of mass 

conservation (Eqn 2). 

Mass advection calculated on the control volume mesh can be described by the second term of the 

general CVFEM formulation as  

  
1

0
j

f

u
j A

v n dA


   ,         (24) 

where the subscript u  indicates that the fluid properties  are taken from the upstream node of 

the respective facet (Figure 2B). In order to prevent deviation between the calculations of fluid 

pressure and mass advection, we reformulate the pressure equation as a combination of the two 

terms of the CFVEM as given by Equations 17 and 24, and obtain: 

 

   

   

2

1 1

2 2

1 1

j j

j j

f f
rl l rv v

m
j jl vV A Au u

f f
rl l rv v

j jl vA Au u

H O NaCl p
V V

k kdc pdV k p n dA k p n dA
dt

k kk g n dA k g n dA

Q dV Q dV

 

 

 

 

 

 



   
        

   

   
        

   

 

   

  

 

.  (25) 

By taking all fluid properties as upstream-weighted nodal variables when computing the 

coefficients of the stiffness matrix according to Equation 25, they represent the exact values of the 

fluids stored in the respective control volume as calculated from the thermodynamic model. Only 

the permeability k  remains as an element property. 

The coefficient of the mass matrix mc  (Eqn 21) also has to be calculated as a nodal property rather 

than being evaluated on the constraint points of the finite element. This way, the fluid 

compressibility can directly react to the pressure source terms 
2H O NaClQ  and pQ

 
which should 

also be formulated as nodal properties. This spatial discretization is essential because the 

compressibility f and, therefore, mc  
vary over several orders of magnitude (Grant and Sorey 

1979), so that averaging or interpolation will result in physically meaningless numbers at phase 

transitions. 

The CVFEM formulation calculates a pressure gradient that is piecewise constant across an 

element. However, phase velocities are no longer defined on the element’s barycenter because 

relative permeabilities rik , fluid viscosities i  
and densities i  

will vary between the facets of the 

element. Consequently, when computing the advection of mass, solute and heat on the control 

volume mesh, only the pressure gradient is projected onto the facet and the fluid properties are 

taken from the same upwind node as in the formulation in the pressure equation. Now, the spatial 

and temporal discretizations of all the variables in the pressure equation (Eqn 17) are identical to 

the discretizations for advective mass transport (Eqn 11), which is consistent with the fact that 

they are both derived from the mass conservation equation (Eqn 2). 

For graphical representations of the results, Darcy and pore velocities at the element’s barycenter 

are calculated as a post-processing step using interpolated upstream-weighted fluid properties. 
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These velocities are not used for the transient flow calculations and should not be used for any 
further calculations that require rigorous mass and energy balances. 

To ensure that the numerical solution of the pressure diffusion equation is stable and 
computationally efficient on the one hand, and minimize numerical dispersion so as to resolve 
sharp fronts during advection-dominated transport on the other hand, the pressure equation is 
integrated in time with a semi-implicit formulation while the advection equation is integrated in 
time with an explicit formulation. Solving the pressure diffusion equation semi-implicitly in time 
results in a set of linear differential equations that needs to be inverted at every time step. Since 
the resulting matrix is sparse, symmetric and positive definite, we do this in a computationally 
efficient manner using the algebraic multi-grid solver SAMG (Stüben 2001). The stronger coupling 
of the pressure equation to the calculation of advection terms keeps the discrepancy value close 
to 1, i.e. the mass stored in the pore volume is almost identical to the thermodynamic density 
throughout the simulation when computed in the right sequence and carefully acknowledging 
time-stepping restrictions imposed by the explicit time-discretization of the advection step. 

2.7. Computational Sequence and Time Stepping 
The governing equations are solved in a sequential approach (Figure 3). Fluid properties are kept 
at the current time level and only updated after all advective and diffusive processes have been 
computed. The sequencing attempts to capture the dynamics of the relevant physical processes 
with each process being solved using the numerical method that is best-suited for its governing 
equation. The sequential approach aims to provide a strong coupling of the system of equations 
so as to ensure that the solution is stable, consistent, and convergent. 

 
Figure 3. Computational sequence of the control volume finite element method (CVFEM) for flow of subsurface fluids 
characterized by enthalpy, pressure, and composition (HPX). 
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The pressure equation uses a semi-implicit discretization, where the equation is solved implicitly 

but the non-linear coefficients are taken from the previous time-step rather than estimated 

iteratively at the next time-step; properties are not evaluated or averaged at an intermediate time-

level or estimated using a predictor-corrector scheme (e.g. Coumou 2008; Weis et al. 2008). In 

conjunction with the calculation of mass, heat and solute transport with explicit discretization in 

time, our implementation of the CVFEM can be regarded as a modification of the standard implicit 

pressure-explicit concentration approach IMPEC, which is a common procedure for integrating 

compositional models in time (Huber and Helmig 1999; Gerritsen and Durlofsky 2005). Heat 

conduction is solved using a fully implicit discretization in time because the relevant coefficients 

are assumed to be constant. The overall scheme thus includes a mixture of implicit, semi-implicit 

and explicit discretizations in time. However, the explicit integration of the advection equation 

imposes limits to the overall permissible size of the time steps. 

After setting up the constants and the initial and boundary conditions, the transient calculations 

advance with variable time steps dt . During the temporal evolution of the simulated 

hydrothermal system, periods of fast fluxes of low-density fluids (e.g. vapor transport in a boiling 

zone) will require time-step sizes that are orders of magnitude smaller than those required during 

phases of single-phase convection of liquid-like fluids. As soon as the time-step criteria permit 

larger time steps (e.g. after a boiling event) the time-step size is gradually increased in order to 

avoid large variations in time-step size. At the beginning of any time step, dt  is increased by a 

user-specified factor, e.g. 1.01 (increase by 1%) or 1.1 (increase by 10%), up to a user defined 

maximum time step. 

This time step is used to solve the semi-implicit pressure equation (Eqn 17) (Figure 3). From the 

solution of the pressure equation, the pressure gradients in each finite element can be obtained 

using the derivatives of the finite-element basis functions. To determine the maximum 

permissible time step for the advection step computed with Equations 7, 11 and 14, the Courant-

Friedrich-Levy (CFL) criterion is evaluated once the pressure gradients have been computed. The 

CFL is calculated for fluxes of both the liquid and vapor phase across every facet as 

 
dxdt
v n





,          (26) 

with the distance dx  between the nodes connected by the respective facet and the subscript i  

indicating the values of the respective phase at the upstream node u . If the suggested time step is 

larger than the smallest calculated CFL criterion, the pressure equation is solved again with an 

accordingly smaller time step. This is repeated until the time step fulfills the CFL criterion (inner 

loop in Figure 3). 

As the upwind direction may switch after the new pressure field has been calculated, we 

experimented with iterative procedures that solve for a new pressure field using upwind nodes 

consistent with the new time level. However, we found that 1) all procedures were 

computationally expensive, 2) directions mainly switch at facets with very little flow, e.g. with 

orientations in the direction of flow, and 3) updating the upwind nodes had no visible effect on 

the results. To save computational time, we therefore use the old velocity field to define the 

upwind nodes for every facet, which is also consistent with using fluid properties from the same 

time step. 
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After advecting mass, heat and solute, the method performs a second mass-based time-step 

criterion check (outer loop in Figure 3). Here, the flux of mobile phases out of a control volume is 

balanced with the mass stored in the control volume in the respective phase i  at the old time level 

as  

 

   
2

1 1
j j

i i

f f
ri i ri i

j ji iA A uu outflow

Sdt
k kk p n dA k g n dA

 

 

  


    
        
     

  

.   (27) 

If the outflow exceeds the content of mass, heat or solute available in a control volume, the time 

step will be reduced accordingly and the pressure equation will be recalculated with the new 

suggested time step. Both time-step criteria ensure that flow across an entire control volume 

cannot occur during one single time step in an explicit time discretization. This procedure proved 

to be essential to avoid occasional oscillations in the highly-compressible two-phase region. 

After both time-step checks have passed successfully, heat conduction in the rock can be 

performed without any further time-step control as the heat conduction equation (Eqn 6) is 

solved with an implicit finite element Euler formulation using the Galerkin method (Geiger et al. 

2004; Coumou 2008) (Figure 3). Since the energy contents of both rock and fluid have now 

changed, a thermal equilibration  is performed at constant pressure, and fluid properties are 

updated for the new temperature (Figure 3). This will inevitably lead to a mismatch   (Eqn 10) 

between the fluid mass stored in the pore space and the new thermodynamic density, especially 

when crossing phase boundaries, and result in the pressure source term pQ  (Eqn 16). The 

updated fluid properties and source terms are then used in the pressure equation of the following 

time step. 

This new CVFEM-HPX scheme describes transient multi-phase flow of H2O-NaCl fluids. Any 

additional functionality relevant for the system, such as temporal variations in rock properties, 

can be added after equilibration and before starting the new time step. 

2.8. Rock Properties 

The continuum approach assumes that permeability can be treated as a material property that is 

constant over a representative elementary volume. Depending on the nature and heterogeneity of 

the system, the model domain may require local mesh refinement in order to be able to represent 

important geological features with contrasting permeabilities such as fault zones that may act as 

fluid conduits. 

In contrast to shallow groundwater systems at moderate temperatures where permeability is 

mostly assumed to be an intrinsic property of the rock, high-temperature hydrothermal systems 

in fractured rocks at deeper levels of the crust can have a dynamic permeability. In a continuum, 

porous medium approach, fluid-rock interactions can be incorporated by mapping constitutive 

relationships describing dynamic permeability for a respective finite element. A temperature-

dependent permeability, for example, can describe the transition from brittle to ductile rock 

behavior (e.g. Hayba and Ingebritsen 1997; Fournier 1999; Driesner and Geiger 2007; Gruen et al. 

2012; Weis et al. 2012) and a fluid pressure-dependent permeability can describe hydraulic 

fracturing and fault activation (e.g. Rice 1992; Rojstaczer et al. 2008; Taron et al. 2009; Lupi et al. 

2011; Weis et al. 2012). Chemical fluid-rock interactions, such as serpentinization, quartz 

precipitation or more complex chemical reactions, can also lead to changes in porosity and 
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permeability and influence the hydrology (e.g. Taron et al. 2009; Iyer et al. 2010; Steele-Maclnnis 

et al. 2012).  

Permeability is a tensor variable and can be highly anisotropic. Resolving anisotropic 

permeabilities with strong variations in the directional permeability remains a challenge for many 

numerical techniques that operate on structured grids. The finite difference method, as applied 

by HYDROTHERM, requires k-orthogonal grids; that is, the principal axes of the permeability 

tensor must be parallel to the lines connecting neighboring grid points in each spatial direction 

and, furthermore, the interfaces between two neighboring grid points are perpendicular to the 

lines connecting them. A lack of k-orthogonality can lead to numerical errors unless more complex 

numerical discretization schemes are employed such as multi-point flux approximations or 

mimetic finite difference methods (e.g. Aavatsmark 2002; Lie et al. 2012). Although the integrated 

finite difference approach, as applied by TOUGH2, gives more flexibility to resolve complex 

geological structures, the requirement of k-orthogonality still remains and generating IFD meshes 

that are k-orthogonal is not straightforward.  

The CVFEM method has restrictions as well. A Delaunay triangulation is needed to ascertain 

physically correct upwind weighting of the flux terms (Forsyth 1991). However, modern finite 

element meshing algorithms almost always produce Delaunay grids (Shewchuk 2002). If 

anisotropy in the permeability tensor is strong, cases can be constructed where the flow field is 

calculated incorrectly with the CVFEM approach because of the lack of flux continuity in a single 

control volume (Edwards 2006). While finite volume discretization schemes exist that can deal 

with strongly anisotropic permeabilities on unstructured grids, these approaches pose other 

challenges when simulating multi-phase flow processes (Schmid et al. 2013).  

The numerical method presented here has already been used to model the flow of phase-

separating magmatic fluids in highly heterogeneous and transiently evolving permeability fields 

(Weis et al. 2012; Weis and Driesner 2013). However, heterogeneity and anisotropy of material 

properties is beyond the scope of the present study which focuses on the dynamics of multi-phase 

flow of H2O-NaCl fluids. We hence keep rock properties constant and uniform, using an isotropic 

permeability of 
15 210k m , a porosity of 0.1   , a heat capacity of 880 J

pr kg Cc


 , a thermal 

conductivity of 2 W
m CK


 and a rock density of 32700 kg
r m

   for all simulations presented below.  

2.9. Simulating Magmatic-Hydrothermal Systems 

As the model simulates transient flow of H2O-NaCl fluids only, magmatic activity as a driving force 

for the hydrothermal system has to be parameterized or pre-assigned in the modeling domain. 

The current scheme offers three ways to do so that are common in the literature and can also be 

used in combination: 

Defining a temperature anomaly representing a magmatic heat source (condition 1). 

The initial outline of a magmatic intrusion within the modeling domain can be locally assigned as 

an anomaly with magmatic temperatures as initial conditions. This condition has been applied to 

investigate volcanic and geothermal systems (e.g. Cathles 1977; Norton and Knight 1977; Hayba 

and Ingebritsen 1997) and has the advantage that the extent of the magma chamber can be 

directly applied as a constraint. This method mimics a single emplacement of magma. Any further 

magmatic activity would overwrite parts of the modeling domain. Defining a constant 

temperature boundary condition can represent a continuous magmatic heat source outside the 
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modeling domain. This condition is usually applied to the bottom boundary of the domain and is 

common for simulations of mid-ocean ridge hydrothermal systems (e.g. Fontaine et al. 2001). This 

method has the advantage that the observed temperatures can be directly assigned to the system.  

Defining a heat flux representing a subjacent magma chamber (condition 2). 

This condition is also common for simulations of mid-ocean ridge hydrothermal systems (e.g. 

Coumou et al. 2008b; Coumou et al. 2009). By changing the source term cQ accordingly, this 

condition has the advantage that the heat input can be directly controlled. 

Defining a magmatic fluid source representing the fluid supply rate from a subjacent magma 

chamber (condition 3). 

This condition is commonly applied for hydrous magma chambers releasing volatiles during 

crystallization (e.g. Hanson 1995; Gruen et al. 2012; Weis et al. 2012). In our transport scheme, 

fluids are characterized by their mass, enthalpy, and salt content, and magmatic volatiles can enter 

the system with the source terms 
2H O NaClQ  , NaClQ and aQ .  

All three conditions will be used in simple forms as benchmarking examples. We used version 3.1 

of HYDROTHERM, a simulation tool developed and maintained by the US Geological Survey, which 

can be downloaded from the internet for free, and the PetraSim version of TOUGH2, which can be 

licensed. Both programs have graphical user interfaces, which provides comparatively easy access 

to perform simulations but also places a number of constraints on possible model configurations. 

3. Results 
We performed a series of one-dimensional (1D) advection-dominated examples with constant 

temperature conditions (condition 1) with and without salt, two-dimensional (2D) convection 

examples with constant heat flux (condition 2), and 2D fluid expulsion examples with a constant 

source of magmatic fluids of varying enthalpies and salinities (condition 3). 

3.1. One-dimensional simulations 

All 1D benchmarks are performed with constant temperature and fluid pressure conditions on 

both ends of a domain of 2 km length with a mesh resolution of ∆x = 10 m. Initially, the domain 

has a linear pressure gradient given by the values at the end points while the temperature is 

constant and equal to the temperature at the downstream end. The domain is first oriented 

horizontally with higher pressure and temperature values at the left boundary node (no 

gravitational effects, hot fluids flow from left to right), and then rotated to the vertical with the 

higher values at the bottom (with gravitational effects). The assigned pressure gradient exceeds 

the hydrostatic pressure gradient imposed by the colder fluids from the initial conditions, so that 

the hotter fluids move upward in the vertical simulations. 

For comparison, HYDROTHERM simulations have been set up with the same settings. For the 

horizontal benchmarks, the mesh is a pseudo-2D domain where the grid spacing is ∆x = 10 m in 

the horizontal direction and the model is only one single cell high (∆y = 10 m) in the vertical 

direction. The vertical examples use a similar mesh, with a grid spacing of ∆y = 10 m and one single 

cell in the horizontal direction with a width of  ∆x = 10 m. Since HYDROTHERM applies boundary 

conditions on the nodes at the center of the elements, the domain is represented by a length of 

2010 m and 201 elements. HYDROTHERM also uses a different numerical technique to solve the 

equations, applying a fully-coupled, fully-implicit and hence iterative scheme. This method allows 
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for larger time steps as it is not tied to the CFL-criterion. These larger time steps, however, can 
cause numerical dispersion which leads to a “smearing” of the thermal front. The time-step size 
cannot be controlled directly in the interactive version of HYDROTHERM. However, by setting the 
output interval of the variables to one year and setting the maximum time-step size in our CSMP++ 
simulations to the same value, we were able to enforce comparable time steps for both models. 

3.1.1. Pure water, single-phase flow 
We performed six examples of 1D flow on a heating path (Figure 4). The first example shows 
horizontal flow of a 350°C fluid into an initially 150°C domain (Figure 4A). As fluid pressure is 
fixed by the 50 and 25 MPa boundaries, the fluids stay in the single-phase liquid (or liquid-like) 
field. The thermal front has progressed approximately to the middle of the domain after 250 years 
of simulation time. Results from HYDROTHERM and CSMP++ are almost identical. Rotating the 
domain to the vertical also shows an excellent match (Figure 4B). Here, the thermal front 
progresses about three times slower due to gravitational effects and reaches the middle after 
about 750 years. 

 
Figure 4. Snapshots of single‐phase, one‐dimensional simulations of a heating thermal front in horizontal (A,C,E) and 
vertical (B,D,F) orientation. Results for fluid pressure (blue) and temperature (red) from CSMP++ are plotted as solid 
lines, results from HYDROTHERM as dashed lines (dark gray). 
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Increasing boundary temperatures to 450°C and 300°C and lowering fluid pressure to 40 MPa and 
20 MPa, respectively, moves the fluids into the so-called supercritical field right above the critical 
point of pure water (374°C, 21.1 MPa). The thermal front in these two examples has passed 
through the domain about halfway after 120 years for the horizontal case (Figure 4C) and after 
350 years for the vertical case (Figure 4D). Again, the agreement of results obtained with CSMP++ 
and HYDROTHERM is nearly perfect. 

With a further increase in temperature (500°C  and 350°C) and further decrease in pressure (15 
MPa and 1MPa), the fluids enter the single-phase vapor field. This example develops no clear 
thermal front since temperatures at the right side of the domain drop drastically by up to 50°C 
(Figure 4E-F). This effect results from the increase in fluid pressure, which causes a vapor of 
constant enthalpy to cool to lower temperatures. Due to the low density, the gravity component 
has a minor effect only and the propagation of the thermal front after 1500 years looks very 
similar for both the horizontal and vertical case. Again, there is excellent agreement for the results 
obtained with CSMP++ and HYDROTHERM.  

3.1.2.  Pure water, two-phase flow 
We computed a further one-dimensional simulation where we inject 400°C hot steam into a 150°C 
liquid-dominated domain (Figure 5). Fluid pressure is kept below the critical point of H2O with 
fixed values of 20 MPa and 1 MPa at the boundaries, resulting in two-phase flow conditions during 
the advance of the hot steam. This two-phase field is bounded by two distinct thermal fronts: in 
the horizontal case the main front has progressed about 1000 m after 200 years while the second 
front has progressed about 750 m into the domain (Figure 5A). In between these fronts, the 
thermal profile follows the boiling curve. In the vertical case the main front has progressed about 
halfway after 1000 years (Figure 5C) and the two-phase region is about twice as wide as in the 
horizontal case. 

 
Figure 5. Snapshots of two‐phase, one‐dimensional simulations with pure water in horizontal (A,B) and vertical (C,D) 
orientation. Results for fluid pressure (blue), temperature (red) (A,C), and liquid saturation (green) (B,D) from CSMP++ 
are plotted as solid lines, results from HYDROTHERM as dashed lines (dark gray). 
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In the horizontal case the volumetric saturation of the liquid phase settles at a value of 0.3 in the 
boiling zone (Figure 5B). This value was chosen as the residual saturation of the liquid phase, i.e. 
the saturation at which the relative permeability of the liquid phase is zero and the residual liquid 
becomes immobile. In the vertical case the liquid saturation stays above that value (Figure 5D). 
Here, the results with CSMP++ show a slight lead of the thermal front as compared to the results 
with HYDROTHERM, while the results of the horizontal case match perfectly. 

In a modification of this example, we assign a smaller pressure gradient by lowering fluid pressure 
at the left end of the domain to 4 MPa (Figure 6A-B). This example can only be performed in a 
horizontal orientation, as the pressure gradient assigned by the boundary conditions is smaller 
than the hydrostatic pressure gradient of the initial 150°C fluid in the vertical case. Also lowering 
temperature at that boundary to 300°C allows for an additional comparison with results from 
TOUGH2 as the conditions are now within the model’s temperature range. For TOUGH2, a 
horizontal pseudo-3D domain in the PetraSim software has been configured similarly to 
HYDROTHERM with a total length of 2010 m. The results show an excellent match of all three 
models (Figures 6A-B).  

 
Figure 6. Snapshots of multiphase, one‐dimensional simulations with (C,D) and without (A,B) salt. Results for fluid 
pressure (blue), temperature (red) (A,C), liquid saturation (green), and halite saturation (black) (B,D) from CSMP++ are 
plotted as solid lines, results from HYDROTHERM (pure water only; dark gray) and TOUGH2 (gray) as dashed lines. 

3.1.3. Salt water, multi-phase flow 
We continue the comparison with TOUGH2 and add salt to the fluid in the simulations. We keep 
the pressure-temperature conditions as in the last example (300°C, 4 MPa at the left and 150°C , 
1 MPa at the right boundary) and initialize the liquid in the domain as salt saturated, with an initial 
halite saturation of 0.1. The node at the left boundary is kept as pure water vapor (Figure 6C-D). 
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The PetraSim version of TOUGH2 uses a different permeability-dependence on halite saturation 
than we normally use with CSMP++ (see section 2.1). For this particular benchmarking example 
we therefore adjusted the relative permeability functions to still be linear, albeit without 
consideration of the effect of solid halite. Instead, halite reduces permeability as 

  
2

0 1 hk k S  ,         (28) 

with the initial permeability 0k .  

The hot steam at the left boundary progressively heats the domain and dissolves the immobile 
solid halite phase (Figure 6D), moving fluids from the liquid-halite field to a single-phase liquid 
field. Boiling starts shortly afterwards, moving the fluids into the two-phase vapor-liquid field. 
The residual liquid saturation has been kept at a value of 0.3, where the liquid saturation remains 
in the vapor-liquid field as in the horizontal simulations with pure water. After a brief transition 
through the three-phase coexistence of vapor, liquid and halite, the heated part of the domain lies 
in the vapor-halite field. However, halite saturations in this region are close to zero, since most 
NaCl has already been washed out through the right side of the domain. Again, results from 
CSMP++ and TOUGH2 are in very good agreement. 

 
Figure 7. Mesh and model configuration for two‐dimensional simulations. (A) CSMP++ uses an unstructured grid with 
about 2600 nodes representing a mesh of about 5000 triangular elements. (B) The mesh in HYDROTHERM and TOUGH2 
has been set to a uniform grid with a spatial resolution of 100 m, leading to a total number of 2790 elements. We ensured 
that the distance from the nodes at the bottom to the nodes at the top is exactly 3 km by assigning a domain height of 
3100 m in the graphical user interface. We also used coarser and finer meshes (not shown) to investigate the influence 
of spatial resolution on the results. The blue lines indicate the location for the increased heat flux (condition 2), and the 
red points mark the injection location of the magmatic fluid source (condition 3). 
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3.2. Two-dimensional simulations 

The 2D examples are performed on a rectangular domain of 9 km width and 3 km depth (Figure 

7), representing a vertical section through the upper crust. The top boundary represents the 

Earth’s surface and is kept at atmospheric pressure and a temperature of 10°C. At the bottom, a 

constant background heat flux of 20.05 W
c m
Q  is applied. In all simulations, the domain has been 

initialized with a constant temperature of 10°C and a hydrostatic pressure gradient. In the center, 

somewhere below the bottom boundary of the domain, we assume a magmatic source which we 

represent either as a heat source, by locally increasing the heat flux along a 1 km wide segment 

located in the center of the bottom boundary (condition 2), or as a fluid source of magmatic 

volatiles (condition 3). 

3.2.1. Pure water, single-phase flow 

In a first 2D-simulation, an increased heat flux of 25 W
c m
Q 

 
was applied along a length of 1 km at 

the central part of the bottom boundary (Figure 7), which equals a total energy input of 5 kW 

considering a unit thickness of 1 m for the 2D modeling domain. A hydrothermal plume evolves 

with time, reaching temperatures greater than 300°C in the deeper center parts of the plume 

(Figure 8A-C). At quasi-steady state (Figure 8C), fluid pressures are lower in the center part due 

to lower densities of the heated fluids compared to the recharging, colder fluids at the sides. Fluid 

pressures and temperatures calculated by CSMP++ and HYDROTHERM show a very good match. 

For the next example, instead of an increased heat flux, we inject hot fluids at the center node of 

the bottom boundary (i.e., at x = 4.5 km) as a fixed point source with a constant source rate of . We 

start with a moderate enthalpy fluid of , which results in a source term in the energy equation of  

= 20 kW (Fig. 8D–F). The addition of these hot fluids to the domain leads to a quasi‐radial increase 

in fluid pressures accompanying propagation of the thermal front. This pressure anomaly relaxes 

with the breakthrough of the injected fluids to the surface, due to their lower viscosity and the 

reduced gravitational load of the lower density fluids (Fig. 8F). 

Again, fluid pressures and temperatures calculated by CSMP++ and HYDROTHERM agree very 

well. The rising plume in the HYDROTHERM simulation tends toward a more triangular or pointed 

progression, while the plume in the CSMP++‐simulation progresses as a rounded, more radially 

oriented front. 

We performed the same example with a coarser mesh resolution and with an increased mesh 

resolution in a central zone of 1 km width (Figure 9). The grid spacing in the HYDROTHERM 

meshes was varied in the horizontal direction and kept constant in the vertical direction to 

investigate the influence of aspect ratios of the structured grid. The results show that the spatial 

resolution has no significant influence on the results. 
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Figure 8. Snapshots of single‐phase, two‐dimensional simulations with an increased bottom heat flux (A–C) and a hot 
fluid source (D–F). Results for fluid pressure (blue) and temperature (red) from CSMP++ are plotted as solid lines, 
results from HYDROTHERM as dashed lines (dark gray). The excerpts show the center 4 km of the modeling domain of 
9 km width (Fig. 7). 
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Figure 9. Mesh sensitivity of two‐dimensional pure water simulations with fluid source (Fig. 8E). The plots show the 
50°C and 100°C isotherms after 2000 years of simulation time. The bottom panels (C, F) show the results from the 
standard meshes used in this study (Fig. 7) as red lines with the results from the coarser meshes (A, D) as black lines 
and from meshes with a finer central part (B, E) as blue lines. 

3.2.2. Pure water, two-phase flow 
In order to produce hotter plumes that enter the two-phase field upon ascent, we increased the 
heat flux anomaly to 29 W

c m
Q   (total energy input: 9 kW) and the enthalpy of the injected fluid to 

1.5 MJ
f kgh  while keeping the source rate at 

2
0.04 kg

H O sQ  which results in a source term in the 

energy equation of aQ = 60 kW (Figure 10). The results for pressure, temperature and phase 
saturations for the quasi-steady state situation still match reasonably well, yet not as perfectly as 
in the 1D- and the single-phase 2D-simulations. Again, CSMP++ produces a slightly stronger 
outward propagation than HYDROTHERM. We also simulated the high-enthalpy source set-up 
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with TOUGH2 and the results agree very well with the ones from CSMP++ and HYDROTHERM 
(Figure 10B). HYDROTHERM and TOUGH2 produce nearly identical results. 

 
Figure 10. Snapshots of two‐phase, two‐dimensional simulations with increased heat input. Results for fluid pressure 
(blue), temperature (red), and liquid saturation (green) from CSMP++ are plotted as solid lines, results from 
HYDROTHERM as dashed lines (dark gray). The outer solid green line marks a liquid saturation of 1.0, indicating the 
extent of the two‐phase field. The inner green line shows liquid saturation of 0.9 for the heat flux simulation (A) and 
0.75 for the fluid source simulation (B). The gray‐shaded areas show the same saturations as calculated by 
HYDROTHERM. Results from the fluid source simulation (B) with TOUGH2 are plotted as gray dashed lines. 

Increasing the enthalpy of the input fluid leads to a stronger mesh and resolution dependence of 
the results (Figure 11). The tendency of the results from HYDROTHERM to develop triangular, 
pointed thermal fronts in comparison to a more radial progression with CSMP++ is enhanced 
compared to the results with lower enthalpy fluid (Figure 9). Changing the aspect ratio of the 
regular finite difference mesh has a visible influence on the lateral propagation of the thermal 
front with HYDROTHERM. Results from CSMP++ also show that the mesh orientation of the coarse 
mesh influences the propagation of the front while the mesh refinement in the center part has a 
minor effect. All simulations still show overall good agreement in the representation of the 
thermal evolution of the system. 

3.2.3. Salt water, two-phase flow 
We extended the comparison with TOUGH2 by adding salt to the high-enthalpy fluid source. 
However, TOUGH2 and CSMP++ treat salt-water source terms differently. In our approach, 
additional fluids can enter the domain through the source terms 

2H O NaClQ  , NaClQ  and aQ . 
Assigning a constant source term therefore requires the assignment of an enthalpy for the total 
fluid, i.e. H2O + NaCl, and a constant salinity. In order to avoid temperatures exceeding the validity 
of PetraSim, we assigned a fluid source that initially results in the same temperature as in the pure 
water example (Figure 10B) by assigning 1.3638 MJ

f kgh   and 0.1fX  , leading to the source 

terms 
2

0.04 kg
H O NaCl sQ   , 0.004 kg

NaCl sQ  and 
2a H O NaCl fQ Q h  = 54.552 kW. 

In the PetraSim version of TOUGH2, a fluid source is applied by assigning a constant flux of 
additional H20 and NaCl separately, i.e. there are separate values for the enthalpy of H2O and NaCl. 
Here, we define a source term for H20 as 

2
0.036 kg

H O sQ  with an enthalpy of 
2

1.5 MJ
H O kgh  , and a 
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source term for NaCl as 0.004 kg
NaCl sQ  with an enthalpy of 0.138 MJ

NaCl kgh  , adding up to the 
same energy source term as  

2 2
54.552H O H O NaCl NaCl aQ h Q h kW Q     . 

 
Figure 11. Mesh sensitivity of two‐dimensional pure water simulations with the high‐enthalpy fluid source (Fig. 10B). 
The plots show the 100, 200, and 300°C isotherms after 1000 years of simulation time. The bottom panels (C, F) show 
the results from the standard meshes used in this study (Fig. 7) as red lines with the results from the coarser meshes 
(A, D) as black lines and from meshes with a finer central part (B, E) as blue lines. The dashed lines show HYDROTHERM 
results with variations in the vertical resolution instead of the horizontal resolution for coarser (∆y = 200 m, ∆x = 100 
m; A) and finer (∆y = 50 m, ∆x = 100 m; B) meshes (not shown). 

Propagation of the thermal front is similar to that with pure water (Figure 11) with TOUGH2 
developing a plume shape similar to that of HYDROTHERM, with faster propagation along the 
center-line. The results of both models generally agree very well at the quasi-steady state, i.e. after 
the breakthrough of the thermal plume to the surface and after a boiling zone has been established 
in the upper part of the geometry (Figure 12). Again, the thermal plume calculated with CSMP++ 
extends slightly further outward than the one calculated with TOUGH2. Phase separation into a 
low-salinity, low-density vapor phase and a high-salinity, high-density brine starts at a depth of 
about 1 km (Figure 12). 



26 
 

 
Figure 12. Snapshots of two‐phase, two‐dimensional simulations with salt water. Results for temperature (red), liquid 
saturation (green) (A), fluid pressure (blue), and bulk salinity (black) (B) from CSMP++ are plotted as solid lines, results 
from TOUGH2 as dashed lines (gray). The outer solid green line marks a liquid saturation of 1.0, indicating the extent of 
the two‐phase field; the inner green line shows liquid saturation of 0.75 (A). The gray‐shaded areas show the respective 
saturations as calculated by TOUGH2. Increases in bulk salinities are shown as isolines of 11 and 12 wt% NaCl for both 
simulations (B); the 13 wt% NaCl isoline from the TOUGH2 simulation is the center dashed line. 

The thermal profile through the central upflow zone for the simulations including high-enthalpy 
fluid sources, with and without salt, show that the injected fluids ascend at almost constant 
temperatures in the lower part and follow the boiling curve within the two-phase field in the 
upper part (Figure 13). Liquid saturations gradually decrease at shallower levels with a low-
density, high-enthalpy vapor phase rapidly venting through the surface. In the simulation with 
salt water, this phase separation leads to an increase in bulk salinity as the high-density, high-
salinity brine phase ascends more slowly. With salt, TOUGH2 calculates slightly lower fluid 
pressures and higher temperatures for the single-phase up-flow zone (Figure 13C). Within the 
boiling zone, liquid saturations are lower and bulk salinities are higher in the TOUGH2 results as 
compared to CSMP++ (Figure 13D). However, the results of the two models agree well in general, 
especially considering the differences in numerical discretization methods and equations of state 
for the thermodynamic properties of the H2O-NaCl fluids. 

3.2.4. Salt water, multi-phase flow 
As a final example, we increase the enthalpy of the input fluid to 3.0 MJ

f kgh  , reduce its salinity to 
1 wt% NaCl and repeat the same simulation with three different meshes (Figures 14 and 15). The 
resulting propagation of a thermal and saline front of magmatic fluids cannot be compared with 
the two other models used for the benchmarking examples because of its salinity (not applicable 
for HYDROTHERM) and high temperature (not applicable for TOUGH2). 
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Figure 13. Snapshots along the vertical profile at the center of the two‐phase, two‐dimensional simulations with (B,D) 
and without (A,C) salt (Figs 10 and 12). Results for fluid pressure (blue), temperature (red) (A,B), liquid saturation 
(green), and bulk salinity (black) (C,D) from CSMP++ are plotted as solid lines, results from TOUGH2 as dashed lines 
(gray). 

In contrast to the two-phase simulations with and without salt shown above, where phase 
separation happened in the uppermost part of the up-flow zone (Figure 13), here, fluids occur as 
a two-phase mixture of liquid and vapor above 500°C (Figure15A). The low-density, low-salinity 
vapor phase physically separates from the high-density, high-salinity liquid, leading to a rapid 
increase in bulk salinity to values above 30 wt% NaCl at the injection location (Figure 14A). The 
ascending low-density vapor develops a hot shell of single-phase vapor above and around the two-
phase field at the injection point (Figure15A). As in the previous simulations with fluid sources, a 
fluid pressure anomaly develops to drive away the initial fluids and accommodate the injected 
fluid mixture. The results obtained for the different mesh resolutions are generally very similar.  

Continuing phase separation at depth and decreasing fluid pressures due to breakthrough of the 
thermal front to the surface lead to saturation of the fluids in solid halite (Figures 14D-F  and 15D-
F). After 2000 years, the injected two-phase mixture has saturated in halite only a few hundred 
meters above the injection location. After a brief transition through the three-phase coexistence, 
fluids enter the two-phase vapor-halite field. At the cooler flanks of this upflow zone, fluids are 
again in the liquid-vapor coexistence field. 

Comparing the results of different mesh resolutions shows that the general patterns such as the 
thermal profile and the overall distribution of fluid states are the same for all resolutions. 
However, the system is so dynamic and non-linear that mesh refinement has a visible effect in the 
details of the results. Only in the finest mesh resolution is the field of three-phase coexistence 
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(V+L+H) seen to form a continuous ring surrounding the two-phase injection zone (Figure 15F). 
This transition cannot be resolved with the coarsest mesh (Figure 15E). High bulk salinities are 
predominant in the lower part of the system and reach values above 70 wt% NaCl as a rim 
surrounding the injection location. Salinities in the upflow zone only exceed 10 wt% NaCl in the 
V+L zones flanking the V+H zone in the center. The effect of solid halite on the relative 
permeability of the mobile phases invokes a pulsating behavior: with decreasing fluid pressure, 
the hot fluids drop from the V+L field into the V+H field, increasing halite saturation and thereby 
reducing pore space and permeability. As a result of the blocking effect of solid halite, fluid 
pressure at the source increases until enough halite is re-dissolved and a batch of fluid can escape 
to higher levels of the crust. 

 
Figure 14. Snapshots of multiphase, two‐dimensional simulations with a high‐enthalpy salt water source after 500 
years (A–C) and 2000 years (D–F) with standard (A, D), coarser (B, E), and refined resolution (C, F). Results for 
temperature (red) and fluid pressure (blue) are plotted as solid lines. Increasing bulk salinity is illustrated with the 
gray‐shaded areas. 
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Figure 15. Snapshots of phase relations of two‐dimensional simulations with a high‐enthalpy salt water source after 
500 years (A–C) and 2000 years (D–F) with standard (A, D), coarser (B, E), and refined resolution (C, F); L = liquid, V = 
vapor, H = halite. 

This pulsating behavior leads to an episodic upward movement of a salt front (Figure 16). Even 
though the salinity of the fluid source is only 1wt%, bulk salinities rapidly rise to values 
approaching 100 wt% NaCl, meaning that the pore space is almost entirely filled by solid halite. 
In Figure 16, the location of the salt front is highlighted with colored solid lines, arrows and shaded 
areas at 1, 4, 7 and 10 kyrs corresponding to simulations with the standard mesh. These solid lines 
often plot on top of the dashed lines which indicate intermediate stages. This overlap shows, for 
example, that the location of the salt front was at roughly the same place between about 5 to 8 
kyrs (green area) before it was pushed further to the location marked by the red area (9 and 10 
kyrs). At shallower depths above the salt front, bulk salinity only slowly increases with time. 

The simulation with the coarser mesh predicts a similar propagation of the salt front (Figure 16B). 
The main difference between the results with standard and coarse mesh is the front location after 
4 kyrs (blue area), indicating that in these simulations the front remained in place for an even 
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longer period between 4 and 8 kyrs. However, this may also simply be a result of the low 
resolution, as the extent of the salt front is resolved by only four nodes in the center line of the 
coarse mesh as compared to eight nodes in the standard mesh. The overall pattern of salt front 
propagation is captured by the coarse resolution, as indicated by the good agreement of the 
respective fronts at 10 kyrs. 

 
Figure 16. Propagation of the salt front in the two‐dimensional simulations with a high‐enthalpy salt water source with 
standard (A), coarser (B), and refined resolution (C) along the vertical profile in the center of the domain. Bulk salinities 
are plotted with increments of 1000 years as solid or dotted lines with points showing the calculated nodal values. The 
colored arrows and the shaded areas illustrate the upward propagation of the high‐salinity front in time in the standard 
mesh. 

Refining the resolution in the central part of the mesh resolves the propagation of the salt front in 
more detail (Figure 16C). The fact that some lines still plot on top of each other shows that, even 
with this fine resolution, the salt front is pushed upwards episodically as a result of the pulsating 
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behavior of the system. The high-resolution simulation indicates that several salt peaks may 
develop during the upward propagation. A first high-salinity peak stays relatively constant about 
200 to 300 m above the injection point at 3 km depth. Bulk salinities decrease above this first peak 
and increase again to form a second peak at the actual salt front. The salinity profile after 7 kyrs 
even shows three salinity peaks, with the middle peak developing latest whereas the outer ones 
were already in place after 6 kyrs. This middle peak in the high-resolution simulation agrees well 
with the salt front of the standard-resolution simulation at the same time, whereas the actual salt 
front has already progressed further upward in the finer resolution mesh (green area). The fronts 
at 10 kyrs (red area) agree remarkably well between standard and refined meshes, and here the 
simulation with standard resolution also resolves a two-peak salinity profile (Figure 16A). 

Calculating the total salt mass retained in the subsurface in relation to the total salt mass injected 
into the modeling domain reveals that only a small proportion of the salt added is vented through 
the surface in the early stages of the system (Figure 17). After a peak at 10% of vented salt at about 
1 to 1.5 kyrs, the rate of salt venting first decreases and later slowly increases with time. However, 
even after 10 kyrs of constant fluid injection, more than three quarters of salt mass added are still 
retained in the crust. The three different meshes all show the same general trend but vary in the 
details. 

 
Figure 17. Accumulation of salt mass in the subsurface. (A) The temporal evolution of the total mass of salt integrated 
over the modeling domain with the three different meshes is plotted as solid lines. The total salt mass injected during 
the simulation is shown by the dashed black line. (B) The ratio of salt mass retained in the crust versus the total injected 
salt mass indicates the percentage of salt mass vented through the top boundary. 



32 
 

4. Discussion 
The results from the numerical scheme described here are generally in good to excellent 

agreement with the results from HYDROTHERM and TOUGH2. All 1D benchmarking examples 

show almost perfect matches with only minor differences (Figures 4-6). Even simulations with 

highly non-linear fluid properties, including multi-phase flow and solid halite, yield essentially 

identical results. 

Comparisons of 2D results show that all models predict similar evolution of convecting 

hydrothermal systems. Differences in the results increase with an increasing degree of non-linear 

behavior. For systems with comparatively low temperatures, the results of our scheme are in 

excellent agreement with the results from HYDROTHERM (Figures 8-9). Increasing the 

temperature leads to larger differences (Figures 10,11 and 13) between CSMP++ and both 

HYDROTHERM and TOUGH2. Adding salt to the system increases these differences further 

(Figures 12-13). The equations of state for salt water implemented to TOUGH2 and CSMP++ differ 

in their details (Pruess 1991; Pruess 2004; Driesner 2007; Driesner and Heinrich 2007), which 

might explain differences like the deviations in bulk salinity. However, the general pattern of salt-

water dynamics is the same for both CSMP++ and TOUGH2. 

Contrasting numerical implementation and spatial and temporal discretization of variables may 

explain other deviations. Differences in the shape of the thermal plume might be related to 

differences in the spatial and temporal discretization of transient fluid pressure. The CVFEM as 

applied with CSMP++ calculates pressure gradients that are piecewise constant across a finite 

element. In contrast, the FD approach taken by HYDROTHERM and TOUGH2 calculates local 

horizontal and vertical pressure gradients defined by two neighboring nodes. This difference in 

discretization may explain why the thermal front progresses faster along the middle vertical line 

compared to CSMP++, while the diagonal progression is faster in CSMP++ and slower in 

HYDROTHERM and TOUGH2. The dependence of lateral propagation on mesh resolution and 

aspect ratio of the rectangular elements of HYDROTHERM (Figure 11C) supports this 

interpretation. The orientation of regular grids has been shown to have a strong effect on fluid 

flow, with faster front propagation where one direction of the grid is orientated parallel to the 

main direction of flow (Huber and Helmig 1999; Huber and Helmig 2000; Kozdon et al. 2008). 

As the differences increase with increasingly non-linear fluid properties at higher temperatures, 

the discretization of fluid properties in space and time is also likely to play a role. While CSMP++ 

always uses fluid properties from the upwind node, HYDROTHERM interpolates some properties 

onto the midpoints, such as viscosity and density, while others are taken at the upstream node, 

such as enthalpies and relative permeabilities. The slightly faster advance of the thermal front in 

the pure-water two-phase example in vertical orientation could be related to this difference in 

spatial discretization of fluid density (Figure 5C-D); small differences in density will impact the 

gravity component and hence rate of vertical flow. We observe that the horizontal example shows 

a perfect match of the thermal fronts (Figure 5A-B). Another factor that impacts the small 

differences observed in the results could be that HYDROTHERM uses fluid properties at the next 

time level and allows for larger time-steps, and hence introduced more numerical dispersion, 

while CSMP++ uses the properties at the current time level and smaller time steps with less 

numerical dispersion. These factors are also likely to affect the shape of the thermal front. The 

same holds for TOUGH2, which also uses a fully-coupled, fully-implicit, and hence iterative time-

stepping approach that allows for larger time steps at the expense of increased numerical 
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dispersion. Despite these deviations, the general pattern of the hydrothermal systems is always 

in good agreement for all three numerical models. 

The final example illustrates that the complexity of the full range of phase relations of the H2O-

NaCl system for magmatic-hydrothermal conditions can lead to heterogeneities within the 

modeling domain even when a static, uniform permeability is invoked (Figure 14-17). Effects of 

mesh orientation can already be observed with increasingly non-linear behavior of the fluid 

properties, e.g. in the example with high heat flux (Figure 10A) where the thermal plume in the 

unstructured mesh as calculated with CSMP++ has a slight tendency towards the left side as 

compared to the results from HYDROTHERM which is obtained on a perfectly symmetric finite 

difference grid. Also, the mesh dependency of the shape of the plume in the results from 

HYDROTHERM increase with increasing temperatures (Figures 9C and 11C).  

These effects are even stronger when solid halite is precipitating, because of its immediate 

influence on the remaining available permeability for the liquid and vapor phases. However, one 

remarkable result is that even the coarsest resolution is able to capture the large-scale dynamics 

of the fluid plume and the propagation of the salt front (Figure 14). On the other hand, the 

hydrothermal system under these extreme conditions is so dynamic that mesh refinement in the 

inner part of the domain has a visible effect on the results. With the finest mesh, the upflow zone 

becomes more dynamic, leading to slightly higher temperatures and slightly lower salinities at the 

right side of the center line, as is illustrated by the discontinuity in the 10 wt% salinity field at 1 

km depth (Figure 14F). Similar impacts of the mesh resolution have been shown for dynamic 

convection systems with pure water (e.g. Coumou et al. 2006). 

The final example further demonstrates the influence of phase-separation of saline fluids within 

the crust. Even though we chose a moderate salinity of 1 wt% NaCl for the magmatic volatiles, the 

hydrothermal system is unable to transport most of the salt to the upper parts of the domain or 

through the surface (Figure 17). Only small corridors of liquid-vapor coexistence at the flanks of 

a large central vapor-halite field manage to move saline fluids upward. Most of the salt is 

precipitated as solid halite when the hot saline liquid-vapor mixture enters the vapor-halite field 

with a decrease in fluid pressure during ascent (see Figure 1 for phase relations) and can only 

episodically be pushed further upward in pulses (Figure 16). 

Such non-linear behavior cannot be resolved with approximations or dimensionless numbers that 

require a steady-state convection pattern but has to be resolved with transient numerical 

calculations. The CFL- and mass-based time step criteria required within the presented scheme 

can have a significant effect on computation time, especially when very fine meshes are used. This 

constraint requires that for every simulation, the level of detail that is needed or desired has to be 

evaluated when constructing the modeling domain and mesh. If high-resolution meshes are 

needed to capture the dynamics, parallel techniques implemented in CSMP++ using the message 

passing interface (MPI) may help to keep computational time acceptable (Coumou et al. 2008c). 

In general, the results presented in this study suggest that the amount of magmatic salt added to 

hydrothermal system is not easily accommodated or flushed out of the subsurface. The blocking 

effect of the solid halite phase may be overestimated in the 2D simulation performed for this study 

because the radial outward propagation can disperse some salt into the third dimension, i.e. the 

high-salinity ring around the injection point (Figure 14) would become a rounded cap in 3D. Also, 

some solid salt might be carried with the upward-streaming fluids, though this effect is likely to 

be small if halite coexists with a low-density vapor  phase. The results suggest that this halite 
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phase might be a very significant component of magmatic-hydrothermal systems, at least 

temporarily. The effect might be overlooked as solid halite is rarely or only indirectly documented 

by fluid inclusions (Cloke and Kesler 1979; Muntean and Einaudi 2000). Conceptual hydrological 

models for salt water systems should therefore take into account the amount of salt added to the 

system, either by quantitative mass-balance calculations or by testing hydrological concepts with 

numerical simulations. 

5. Conclusions 
We developed a new numerical scheme for simulations of thermohaline convection at magmatic-

hydrothermal conditions based on the Control Volume Finite Element Method (CVFEM). The 

scheme incorporates an accurate module for phase states and fluid properties of salt water and 

was tailored to ensure stable solutions for extreme conditions in concert with large fluid source 

terms as might arise in crustal settings where magmatic volatiles are released into the subsurface 

hydrosphere. We found that avoiding interpolation or averaging of fluid properties is key for the 

stability of the numerical scheme, which motivated conversion from a FEFV to a CVFEM approach. 

In a series of one- and two-dimensional benchmarking examples with and without salt, we 

compared our results with two well-established models, HYDROTHERM and TOUGH2, and found 

good to excellent agreement. With increasingly non-linear fluid behavior, the different numerical 

approaches start to exhibit differences in the detail, while the general patterns continue to show 

good agreement between simulations. 

These non-linearities can result in highly dynamic and unexpected behavior, which is illustrated 

in a final example under high-temperature, high-salinity conditions currently outside of the range 

for the two other models. Here, precipitation of solid halite introduces heterogeneities to the 

system which influence the fluid dynamics. While mesh orientation and resolution have an effect 

in the detailed picture, the general, larger-scale pattern can be captured by a relatively coarse 

mesh.  

This scheme and its precursors have shown how important an accurate treatment of multi-phase 

H2O-NaCl fluids is for providing insights into a range of Earth science questions. For example, the 

formation of heat-pipes under two-phase flow conditions can strongly increase energy transport 

within mid-ocean ridge hydrothermal systems (Coumou et al. 2008a). Further, the large range in 

observed vent fluid salinities at black smoker fields can be explained by brine-vapor dynamics in 

the subsurface (Coumou et al. 2009) with system-scale permeability controlling venting 

temperatures and salinities (Driesner 2010). Simulations of the hydrology of Brothers volcano in 

the Kermadec arc, New Zealand, revealed that a source of magmatic fluids is required to explain 

venting behavior of this active submarine arc volcano (Gruen et al. 2012). The interplay of a 

dynamic permeability model describing the brittle-ductile transition and hydraulic fracturing 

driven by expulsion of saline magmatic volatiles from a cooling magma chamber results in a 

hydrological divide that stabilizes copper precipitation in ore shells of porphyry deposits (Weis et 

al. 2012). This divide separates a magmatic fluid plume at high temperatures and near-lithostatic 

fluid pressures from cooler meteoric fluids convecting under near-hydrostatic pressures and may 

also be a pre-requisite for so-called supercritical geothermal systems (Weis and Driesner 2013). 

Generic simulations with low-salinity, high-enthalpy magmatic fluids in this study show that salt 

is not easily flushed through the system and that precipitation of solid halite can cause episodic 

fluid fluxes even with a steady rate of fluid supply and constant, homogeneous rock properties. 
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The numerical method will also allow us to implement additional fluid-rock interactions due to 

chemical reactions or rock mechanics, such as might be required to characterize enhanced 

geothermal systems or carbon storage in the subsurface. Modeling reactive transport also 

requires that fluid properties be evaluated at the location of thermal and chemical equilibration, 

as interpolations and averaging are unlikely to represent physically and chemically meaningful 

fluid or rock properties. Heterogeneity effects similar to those described for solid halite in this 

study are likely to become even stronger with additional interplay of fluid flow, rock mechanics 

and chemistry. 
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