Doctoral Thesis

Continuous-Time Quantum Monte Carlo Algorithms for Fermions

Author(s): Gull, Emanuel

Publication Date: 2008

Permanent Link: https://doi.org/10.3929/ethz-a-005722583

Rights / License: In Copyright - Non-Commercial Use Permitted
Continuous-Time Quantum Monte Carlo Algorithms for Fermions

A dissertation submitted to
ETH ZURICH
for the degree of
Doctor of Sciences

presented by
Emanuel Gull
Dipl. Phys. ETH
born 3. Aug. 1980
citizen of
Schwerzenbach ZH

accepted on the recommendation of
Prof. Dr. M. Troyer, examiner
Prof. Dr. A. Georges, co-examiner
Prof. Dr. P. Werner, co-examiner

2008
# Contents

1 Introduction ................................................. 9

2 Dynamical Mean Field Theory ........................................ 13

   2.1 Single Site DMFT ........................................ 14

   2.2 Single Impurity Anderson Model (SIAM) – Hamiltonian 14

      2.2.1 Impurity Solvers .................................. 15

      2.2.2 Self Consistency Equations .......................... 16

   2.3 Self Consistency Loop .................................... 19

   2.4 Multiple Orbital Extensions ................................. 20

   2.5 Cluster Extensions ........................................ 21

      2.5.1 CDMFT .............................................. 22

      2.5.2 DCA ................................................ 24

   2.6 Alternative Methods for the Solution of the Impurity Model 25

      2.6.1 Numerical Renormalization Group (NRG) Solvers 25

      2.6.2 Exact Diagonalization (ED) Solvers .................. 26

      2.6.3 DMRG ................................................. 26

      2.6.4 Discrete Time QMC Solver – The Hirsch-Fye Algorithm 26

   2.7 Interaction Representation .................................. 28

   2.8 Action Formulation ........................................ 29

   2.9 Continuous-Time QMC Algorithms ........................... 30

3 Monte Carlo sampling of partition functions .................. 32

   3.1 Monte Carlo Integration .................................... 32

      3.1.1 Importance Sampling ................................ 34

   3.2 Markov process and Metropolis Algorithm .................. 35

   3.3 Partition Function Expansions – the Sampling of Infinite Series 36

   3.4 The Sign Problem .......................................... 40

4 Weak Coupling algorithm ...................................... 43

   4.1 Single Impurity Anderson Model – Partition Function Expansion 43

      4.1.1 Ensuring Positivity of the Weights ................... 44

      4.1.2 Multiple Orbital Problems ............................ 46

      4.1.3 Cluster Calculations .................................. 47

   4.2 Updates .................................................. 47

      4.2.1 Insertion and Removal Updates ...................... 48
# Contents

7.2 Measurements ................................................. 92
7.3 Implementation Notes ......................................... 93
7.4 Tree Algorithm .................................................. 94

8 Performance Comparison ........................................ 98
8.1 Matrix Size ....................................................... 98
8.2 Accuracy for Constant CPU Time .............................. 99
  8.2.1 Kinetic and Potential Energy .............................. 100
  8.2.2 Green’s Function and Self Energy ......................... 101
8.3 Away from Half Filling .......................................... 103
8.4 Scaling Considerations .......................................... 104

9 Local Order and the gapped phase of the Hubbard model ..... 106

10 LDA + DMFT – Beyond Model Hamiltonians ................. 115
  10.1 LDA – Success and Limitation ............................... 116
  10.2 LDA+DMFT – the Method ................................... 116
  10.3 Self Consistency Loop ....................................... 118
  10.4 Double Counting Corrections ................................. 119
    10.4.1 Double Counting Correction in the Hamiltonian .... 119
    10.4.2 Hartree Term ........................................... 119
  10.5 Hybirdization ................................................. 120
  10.6 Approximations ............................................... 121
  10.7 Sources of Errors ............................................ 122
  10.8 Cerium Model and Hamiltonian .............................. 122
    10.8.1 The Physics of Cerium .................................. 123
    10.8.2 Cerium Results ......................................... 124

11 Spin freezing transition in a 3-orbital model ............... 125

A Inverse Matrix Formulas ......................................... 132
  A.1 Inversion by Partitioning ................................... 132
  A.2 Spinflips ...................................................... 134

B Fourier Transforms in Continuous-Time DMFT Algorithms .... 136
  B.1 Green’s Function in Frequency Space ....................... 136
  B.2 Spline Interpolation ......................................... 137
  B.3 Fourier Transform using the High Frequency Tail ...... 138
  B.4 Density-Density Multi-Orbital Problems .................... 139
    B.4.1 Lattice Green’s Function and Self Energy Terms ... 140
    B.4.2 Bare Green’s Function and Hybridization Function 140
    B.4.3 Self Energy Calculation ................................ 141
Abstract

The numerical investigation of strongly correlated electron systems is a fundamental goal of modern condensed-matter systems. Unfortunately, standard methods to solve the many-body system have their limitations: straightforward exact the problem is only possible for a small number of sites, as the effort grows exponentially in the number of sites \([1]\). Standard lattice Monte Carlo methods fail, as the sign problem \([2, 3]\) makes low temperatures and large systems inaccessible. Other methods like the density-matrix renormalization group theory \([4]\), are limited to the ground state of (quasi) one-dimensional systems.

A useful and numerically feasible approach to treat fermionic systems in the thermodynamic limit is the so-called dynamical mean field theory or DMFT. Development of this field started with the demonstration by Müller-Hartmann and by Metzner and Vollhardt \([5, 6]\) that the diagrammatics of lattice models of interacting fermions simplifies dramatically in an appropriately chosen infinite dimensional (or infinite coordination) limit. This insight was developed by Georges, Kotliar and co-workers \([7, 8]\) who showed that if the momentum dependence of the electronic self-energy may be neglected \((\Sigma(p, \omega) \rightarrow \Sigma(\omega))\), as occurs in the infinite coordination number limit, then the solution of the lattice model may be obtained from the solution of a quantum impurity model plus a self-consistency condition.

In this thesis, we explain recent algorithmic improvements in the field of fermionic lattice Monte Carlo solvers and their application. These novel solvers, known as continuous-time solvers, are able to solve the impurity problems orders of magnitude more efficiently than previous attempts \([9]\) and therefore open new horizons to the field. All impurity solvers described herein have been implemented and tested thoroughly as part of this thesis, and one algorithm has been newly developed \([10]\).

We then apply these algorithms to physical problems: The four-site DCA method of including intersite correlations in the dynamical mean field theory is used to investigate the metal-insulator transition in the Hubbard model. At half filling a gap-opening transition is found to occur as the interaction strength is increased beyond a critical value. The gapped behavior found in the 4-site DCA approximation is shown to be associated with the onset of strong antiferromagnetic and singlet correlations and the transition is found to be potential energy driven. It is thus more accurately described as a Slater phenomenon (induced by strong short ranged order) than as a Mott phenomenon. Doping the gapped phase leads to a non-Fermi-liquid state with a Fermi surface only in the nodal regions
and a pseudogap in the antinodal regions at lower dopings $x \lesssim 0.15$ and to a Fermi liquid phase at higher dopings.

A single-site dynamical mean field study of a three band model with the rotationally invariant interactions appropriate to the $t_{2g}$ levels of a transition metal oxide reveals a quantum phase transition between a paramagnetic metallic phase and an incoherent metallic phase with frozen moments. The Mott transitions occurring at electron densities $n=2,3$ per site take place inside the frozen moment phase. The critical line separating the two phases is characterized by a self energy with the frequency dependence $\Sigma(\omega) \sim \sqrt{\omega}$ and a broad quantum critical regime. The findings are discussed in the context of the power law observed in the optical conductivity of $SrRuO_3$.

Finally, a simulation on Cerium using the realistic band structure and interaction matrix is used to revisit the properties of the $\alpha$ - and $\gamma$ - phase of Cerium. Using LDA+DMFT-techniques we obtain spectra for the two phases and observe the development of a Kondo resonance as well as crystal field splitting effects.

This thesis on continuous-time algorithms is arranged in two parts: the first part presents algorithms and their implementation as well as an introduction to the quantum mechanical framework needed to derive them. The second part uses these algorithms and applies them to problems in condensed matter physics.

The part on the continuous-time methods sets out with a description of the dynamical mean field theory and partition function expansions. We present the Monte Carlo method and show how it can be applied to the sampling of convergent series with an infinite number of terms.

In the main part of the thesis, three “impurity solver” continuous-time algorithms are presented. We set out with the description of the “weak coupling” continuous-time algorithm by Rubtsov et al. that expands a Hamiltonian or action in the interaction. We then present our recently developed continuous-time auxiliary field (CT-AUX) - algorithm that decouples the interaction using an auxiliary Ising field. Finally, we derive the hybridization expansion algorithm that is based on an expansion in the hybridization between an impurity and its environment.

The application part consists of several independent parts: we first present a comparison of the performance of continuous-time algorithms. Then we show their application to a small cluster ($2 \times 2$ plaquette) and a 3-orbital model, and finally we present some applications to “real materials”: within the framework of LDA+DMFT the hybridization solver is used to compute the spectral function of Cerium in the $\alpha$ and $\gamma$ - phases.
Zusammenfassung


Eine 1-Site Studie des Dreibandmodelles mit Wechselwirkungen, die rotati- onsvariant im Spin- und Orbitalraum sind, zeigt einen Quantenphasenübergang
zwischen einer paramagnetischen metallischen Phase und einem incohärenten Metall mit “frozen moments”. Der Mott-Übergang für Elektronendichten von 2 oder 3 Elektronen pro Site findet innerhalb dieser “frozen moment”-Phase statt. Die kritische Linie, die die beiden Phasen trennt, kann durch eine Selbstenergie-Abhängigkeit von $\Sigma(\omega) \propto \sqrt{\omega}$ in einem grossen Bereich des Quanten-kritischen Gebietes beschrieben werden. Wir diskutieren diese Erkenntnisse im Bezug auf das Verhalten der optical conductivity von $SrRuO_3$.

Schliesslich integrieren wir eine realistische Bandstruktur und Wechselwirkungsmatrix, um die Eigenschaften von $\alpha$ und $\gamma$-Cerium zu rechnen. Mit der LDA+DMFT-Methoden berechnen wir das Spektrum der beiden Phasen bei hohen und tiefen Temperaturen und finden die Kondoresonanz sowie Kristalldoppelt-Effekte.

Diese Dissertation über fermionische Algorithmen ohne Zeitdiskretisierung gliedert sich in zwei Hauptteile: einen Methodenteil, der die Algorithmen und ihre Implementierung vorstellt, und einen Resultatenteil, der deren Anwendung auf verschiedene Probleme der Festkörperphysik und die dabei gewonnen Erkenntnisse erklärt.

Der Methodenteil beginnt mit einer Einführung in die DMFT und in die Reihenentwicklung einer Wirkung. Wir erklären die Monte Carlo - Methode und zeigen, wie sie auf das Sampling von konvergenten Reihen mit unendlich vielen Termen angewendet werden kann.


Der Anwendungsteil besteht aus einzelnen unabhängigen Teilen, die die Anwendung der neuen Algorithmen auf physikalische Probleme zeigen. Einer Vergleichsrechnung der verschiedenen Algorithmen folgt eine Cluster-DMFT-Studie und eine Anwendung für realistische Modelle von Materialien innerhalb der “LDA+DMFT” - Methode, sowie eine Anwendung, die die volle Wechselwirkungsmatrix in einem Dreiorbitalmodell berücksichtigt.
Chapter 1

Introduction

The fundamental goal of condensed matter physics is the understanding of material properties and phases of solids and liquids. Since the inception of the field, enormously important discoveries with far-reaching consequences have been made – from the discovery of superconductivity by Kamerlingh Onnes in 1911, to applications of early quantum mechanics, the theory of metals by Fermi, the discovery of high temperature superconductivity, and the recent Nobel prizes in 2003 and 2007 that were awarded for research in this field. All this activity has led condensed matter physics to become one of the largest fields in contemporary physics, full of exciting open questions and opportunities.

For almost all materials in nature, a description within the framework of (effective) single particle quantum mechanics is sufficient. The major challenge, however, arises from the infinite complexity that a system of many strongly interacting particles exhibits. While many single- and few-body problems can be tackled either exactly or within well-controlled approximate methods, the behavior of systems of a large number of correlated particles is in general much more complicated, and its understanding requires elaborate theories or computational tools.

Nature has provided us with two distinct classes of particles: fermions and bosons. Particles with half-integer spins, like electrons, belong into the first category, while some atoms like $^4\text{He}$ are bosonic. The fundamental difference between the two is that the wave function of particles is even under the exchange of two bosons, but odd under the exchange of fermions. The presence of regions of the wave function with opposite sign for fermions causes many computational algorithms that are successful for bosons to fail for fermions. Thus, while bosons are computationally tractable and systems of many strongly interacting bosons can be solved up to almost arbitrary precision on today’s computers, even for tens of thousands of particles, the simulation of strongly interacting fermionic systems is still an open problem of great importance.

The electronic structure problem – the theory that describes how electrons in a material interact with each other – is an important example of such a fermionic problem. If we consider ions and electrons of a typical material, where the nuclei are much heavier than the electrons, we can assume the atomic positions to be...
fixed and employ the so-called Born-Oppenheimer approximation to obtain the Hamiltonian of the electronic structure problem

\[ H = \sum_{i=1}^{N} \left( \frac{-\hbar^2}{2m} \nabla_i^2 + V(r_i) \right) + e^2 \sum_{i<j} \frac{1}{|r_i - r_j|}, \quad (1.1) \]

where \( V(r_j) \) describes the potential of the ions at the electron positions \( r_j \), and \( e \) and \( m \) are charge and mass of the electrons.

The general solution of the Schrödinger equation \( H\Psi = E\Psi \) for this Hamiltonian is an open problem of enormous interest.

Over the years many successful approximations to Eqn. (1.1) have been developed, the most notable ones being the Fermi liquid theory and the local density approximation to the density functional theory [11, 12], for which the 1998 Nobel prize in chemistry was awarded to Kohn. Density functional theory is an exact theory based on two theorems by Hohenberg and Kohn, which state that the ground state energy of a system in an external potential is a functional of that potential and the ground state density with a universal functional, and that this ground state density minimizes the functional. Thus instead of directly solving the many-body Schrödinger equation \( H\Psi = E\Psi \) for Eqn. (1.1), the solution of a mapping of the system onto a three-dimensional density is sufficient. The universal functional, however, is unknown and needs to be approximated. One popular and very successful approach that works for most materials is the so-called local density approximation or LDA, where the functional is written as a sum of Coulomb, Hartree, and exchange terms and the exchange term is fitted to the one of an electron gas.

In materials where correlations of electrons are weak, density functional theory and the local density approximation are very successful and manage to predict experimental properties like the band structure of real materials to high accuracy. Various improvements to it, like the local spin density approximation or the generalized gradient approximation have been developed [13].

All these approaches however share the weakness that the electronic correlations are assumed to be small. For many interesting materials this approximation is not valid – in fact it is the strong correlations that makes these systems exhibit interesting properties and phases. Typical materials of this field of strongly correlated electron systems [14] include the cuprates, rare-earth systems, actinides, and transition metal oxides. The features exhibited by materials with strong correlation effects include metal-insulator transitions, magnetism, or superconductivity.

Physicists early on have been searching for model systems that are simpler and easier to understand than the properties of real materials, but still capture the essential properties and phases. One of the possible simplifications is the mapping of the continuum problem (1.1) onto a lattice model that consists of a truncated number of basis states and a Hamiltonian that has electron hopping and interaction terms. In second quantized form:

\[ H = -\sum_{ij} t_{ij} \hat{a}_{i\sigma}^{\dagger} \hat{a}_{j\sigma} + \frac{1}{2} \sum_{ijkl\sigma\sigma'} V_{ijkl} \hat{a}_{i\sigma}^{\dagger} \hat{a}_{k\sigma'}^{\dagger} \hat{a}_{l\sigma'} \hat{a}_{j\sigma}. \quad (1.2) \]
Besides the limitation to a truncated basis set, we can further limit the interaction terms $V$ we allow in Eqn. (1.2). One popular choice that is often considered is the so-called Hubbard model [15], where only the largest contributions of (1.2) are kept. $V_{ijkl}$ is restricted to the on-site Coulomb repulsion $V_{iiii} = U$ and $t_{ij}$ to purely nearest neighbor hopping:

$$H = -\sum_{\langle ij \rangle, \sigma} t_{ij} (c^\dagger_{i\sigma} c_{j\sigma} + c^\dagger_{j\sigma} c_{i\sigma}) + U \sum_i n_{i\uparrow} n_{i\downarrow}. \quad (1.3)$$

At large $U$ and low temperatures, away from half filling, we obtain the $tJ$-model [16, 17] by preventing double occupancy and thereby limiting the number of available states per site to three. In the half-filled insulating state, Eqn. (1.3) simplifies to the quantum Heisenberg model.

Even the solution of such a simplified model presents a serious challenge, apart from the one-dimensional case where an exact solution exists [18, 19]. The solution therefore has to resort to approximate analytical or numerical methods. Limiting ourselves to a lattice with finite extent we can explicitly build the Hamiltonian matrix for a small number of sites and diagonalize it on a computer, obtaining eigenvalues and eigenstates. This method, known as “exact diagonalization” or ED [20], is exact but limited to few sites, as the size of the Hilbert space (and therefore the size of the matrix to be diagonalized) grows exponentially with the number of sites. For one-dimensional systems like chains or ladders, the density matrix renormalization group theory [21, 22, 4, 23] provides an efficient variational method for the solution. While extensions to two-dimensional systems have been proposed [24, 25, 26, 27, 28], it is not clear at the moment how well they work [29]. Other approaches, like the mapping of the Hamiltonian onto a stochastic differential equation [30, 31] and its integration or the straightforward Monte Carlo integration of the partition function expansion of the lattice model are still being developed [32, 33].

It is therefore important to have approximate methods that are able to capture the interesting correlation physics of the model, while being analytically or numerically tractable. The dynamical mean field theory described in chapter [2] where (1.2) is mapped onto a quantum impurity problem that is numerically solvable, is believed to be such a method. Its important property is that it becomes exact both for very weak and very strong interaction, is exact in infinite dimensions, and able to provide solutions in the intermediate regime.

In this thesis, we explain recent algorithmic improvements in the field of fermionic Monte Carlo solvers and their application. These novel solvers, known as continuous-time solvers, are able to solve the impurity problems orders of magnitude more efficiently than previous attempts [9] and therefore open new horizons to the field. All impurity solvers described herein have been implemented and tested thoroughly as part of this thesis, and one additional algorithm has been newly developed [10].

The thesis starts out with a general introduction to the DMFT for the reader who is not familiar with the subject. Then partition function expansions, the basis for the diagrammatic quantum Monte Carlo impurity solvers, are explained. Af-
terward we introduce three impurity solver algorithms: the weak coupling solver [34], the continuous-time auxiliary field solver [10], and the hybridization expansion solver [35].

The second part of this thesis contains applications of the impurity solvers. First a performance comparison [9], then applications to plaquettes [36], real materials [37], and larger clusters. Some numerical tricks are explained in the appendix.
Chapter 2

Dynamical Mean Field Theory

Figure 2.1: Illustration of the DMFT self-consistency loop

This thesis describes continuous-time lattice and impurity solver algorithms for fermions, which can in principle be studied without the application to the dynamical mean field theory, or DMFT. However, almost all results presented here have been obtained by applying a DMFT self-consistency. We therefore give a short introduction to the subject and refer the interested reader to an introductory article [38], an extensive review on the subject [8], as well various lecture notes and reviews on electronic structure [39, 40, 41] and cluster DMFT [42] applications. We follow [8, 9] for most of the description.
2.1 Single Site DMFT

The numerical investigation of strongly correlated electron systems is a fundamental goal of modern condensed-matter systems. Unfortunately, standard methods to solve the many-body system have limitations, as described in chapter 1: straight-forward exact diagonalization of the problem is only possible for a small number of sites, as the effort grows exponentially in the number of sites [1]. Standard lattice Monte Carlo methods fail, as the sign problem [2, 3] makes low temperatures and large systems inaccessible. Other methods, like the density-matrix renormalization group theory [4], are limited to the ground state of (quasi) one-dimensional systems.

A useful and numerically feasible approach to treat fermionic systems in the thermodynamic limit is the so-called dynamical mean field theory or DMFT. Development of this field started with the demonstration by Müller-Hartmann and by Metzner and Vollhardt [5, 6] that the diagrammatics of lattice models of interacting fermions simplifies dramatically in an appropriately chosen infinite dimensional (or infinite coordination) limit. This insight was developed by Georges, Kotliar and co-workers [7, 8] who showed that if the momentum dependence of the electronic self-energy may be neglected ($\Sigma(p, \omega) \rightarrow \Sigma(\omega)$), as occurs in the infinite coordination number limit, the solution of the lattice model may be obtained from the solution of a quantum impurity model plus a self-consistency condition.

2.2 Single Impurity Anderson Model (SIAM) – Hamiltonian

To describe the effect that local moments exhibit in diluted solutions of e.g. iron and nickel in a nonmagnetic metal, Anderson [43] proposed to describe them with an “impurity model”: a model that is able to describe both localized electrons on the iron or nickel atoms and free charge carriers. We allow for electrons to propagate either in the bands of the nonmagnetic metal, or to stay on the impurity sites, and to hop from the impurity to the bath and back. When two electrons are located on the impurity, we obtain a Coulomb repulsion $U$. This effect is a many-body effect, and the model will exhibit correlation effects at large $U$.

We will present the single impurity Anderson [43] model mostly following [44]. The extensions to the multi-orbital and cluster models of section 2.4 and 2.5 are straightforward.

The system consists of two parts: an impurity part (designed to describe the impurity atoms of the system), and a “bath” part that describes a collection of uncorrelated states. The impurity is described by the operators $c_\sigma, c_\sigma^\dagger$ while the bath states are denoted here by operators $a_{p\sigma}, a_{p\sigma}^\dagger$ with an additional momentum
index \( p \). The Hamiltonian of the single impurity Anderson model is given by

\[
H = H_\mu + H_U + H_{\text{bath}} + H_{\text{mix}},
\]

\[
H_\mu = -\mu \left[n_\uparrow + n_\downarrow\right],
\]

\[
H_U = U \left(n_\uparrow n_\downarrow - \frac{n_\uparrow n_\downarrow}{2}\right),
\]

\[
H_{\text{mix}} = \sum_{p\sigma} \left(V_\sigma^p c_\sigma^p a_{p\sigma} + h.c.\right),
\]

\[
H_{\text{bath}} = \sum_{p\sigma} \epsilon(p) a_{p\sigma}^\dagger a_{p\sigma}.
\]

The operators \( n_\uparrow = c_\uparrow^\dagger c_\uparrow \) and \( n_\downarrow = c_\downarrow^\dagger c_\downarrow \) act on the impurity site described by the four impurity states \( |0\rangle, |\uparrow\rangle, |\downarrow\rangle, |\uparrow\downarrow\rangle \). The term

\[
H_{\text{loc}} = H_\mu + H_U
\]

describes the influence of the chemical potential \( \mu \) and the on-site interaction \( U \) on the impurity site. The impurity is coupled to a bath with dispersion \( \epsilon(p) \) by a hybridization term \( V_\sigma^p \). The bath itself is described by \( H_{\text{bath}} \), and the mixing between bath and site by \( H_{\text{mix}} \).

### 2.2.1 Impurity Solvers

We can also describe the impurity model (2.1) by an action with a time-dependent bare Green’s function \( G^0(i\omega_n) \), that represents the retardation effect from the bath states that can be integrated out (see section 2.8, where the calculation is performed explicitly). This quantum impurity model is in the most general case defined as

\[
S_{\text{eff}} = -\int_0^\beta d\tau d\tau' \sum_{ij} c_i^\dagger(\tau) G_0^{-1}(\tau - \tau') c_j(\tau)
\]

\[
+ \sum_{ijkl} U_{ijkl} \int_0^\beta d\tau c_i^\dagger(\tau) c_{kl}^\dagger(\tau) c_{lk}(\tau)c_{ij}(\tau),
\]

where the indices can depict both different sites on a lattice or multiple orbital indices. It simplifies to the single impurity Anderson Model (SIAM) in the action formulation

\[
S_{\text{eff}} = -\sum_{\sigma} \int_0^\beta d\tau d\tau' c_{\sigma}^\dagger(\tau) G_{\sigma\sigma}^{-1}(\tau - \tau') c_{\sigma}(\tau) + U \int_0^\beta d\tau n_\uparrow(\tau)n_\downarrow(\tau).
\]

for a single impurity site with four states \( |0\rangle, |\uparrow\rangle, |\downarrow\rangle, |\uparrow\downarrow\rangle \). A “impurity solver” is a numerical program or analytic scheme that is able to obtain the observables of interest, like the Green’s function,

\[
G(\tau - \tau') = -\langle T_c(\tau)c_{\sigma}(\tau') \rangle_{\text{eff}},
\]

from the effective action Eqn. (2.8). In the non-interacting case \( U = 0 \), the Green’s function \( G(\tau - \tau') \) is \( G^0(i\omega_n) \). Efficient impurity solvers are presented in section 2.6, and novel continuous-time algorithms that can be applied as quantum impurity solvers are derived in chapters 4 through 7 of this thesis.
2.2.2 Self Consistency Equations

DMFT is based on a mapping of the lattice problem (1.2) onto the impurity problem (2.7) and a self-consistency equation. While there are several ways to derive these equations – the historically first one obtained by Müller-Hartmann and Metzner and Vollhardt [5, 6] – we will derive the DMFT equations here using the so-called “cavity” method, following [8]. We pick one site of a lattice, call it impurity, and treat it isolated from the remaining sites. What remains on the lattice is a hole, or cavity. After integrating out all degrees of freedom of the lattice Hamiltonian that are not on this one site we are left with the impurity action (2.7).

We derive the DMFT equations here for the Hubbard model Eqn. (1.3). In Grassmann variables $c, c^+$ the partition function $Z$ for the Hubbard Hamiltonian on a lattice is given by

$$Z = \int \prod_i Dc^+_i Dc_i e^{-S_{\text{Hub}}},$$  
(2.10)

$$S_{\text{Hub}} = \int_0^\beta d\tau \left( \sum_{i,\sigma} c^+_i (\partial_\tau - \mu) c_i - \sum_{i,j,\sigma} t_{ij} c^+_i c_j + U \sum_i n_i \right).$$  
(2.11)

Denoting one particular site with the index 0 we find the effective single site problem by “tracing out”, i.e. integrating over all other sites:

$$\frac{1}{Z_{eff}} e^{-S_{eff}[c^+_0, c_0]} = \frac{1}{Z} \prod_{i=0,\sigma} Dc^+_i Dc_i e^{-S_{\text{Hub}}}. $$  
(2.12)

This single site action will still give us access to impurity observables (functions of $c_0, c^+_0$), but will not have the degrees of freedom nor the complexity of the full problem. In order to obtain an expression for $S_{eff}$, we split the action (2.11) into three parts: $S_{\text{rem}}$ contains the operators on the lattice without the impurity, $S_0$ contains the action on the impurity, and $\Delta S$ contains the action linking the impurity to all remaining sites:

$$S_{\text{Hub}} = S_{\text{rem}} + S_0 + \Delta S,$$  
(2.13)

$$S_{\text{rem}} = \int_0^\beta d\tau \left( \sum_{i,\sigma} c^+_i (\partial_\tau - \mu) c_i - \sum_{i,j,\sigma} t_{ij} c^+_i c_j + U \sum_i n_i \right),$$  
(2.14)

$$S_0 = \int_0^\beta d\tau \sum_{\sigma} c^+_{0\sigma} (\partial_\tau - \mu) c_{0\sigma} + U n_{0\uparrow} n_{0\downarrow},$$  
(2.15)

$$\Delta S = -\int_0^\beta d\tau \sum_{i,\sigma} t_{0i} (c^+_i c_{0\sigma} + c^+_{0\sigma} c_i).$$  
(2.16)

Integrating out the variables $c_i$ (with $\eta_i = t_{0i} c_{0\sigma}$ the source coupled to $c^+_i$ and $G^{(0)}$ the cavity Green’s function, i.e. the connected Green’s function of the cavity Hamiltonian $H_{\text{rem}}$ belonging to $S_{\text{rem}}$) we obtain:

$$S_{eff} = \sum_{n=1}^\infty \sum_{i_1 \ldots i_n} \int \eta^+_i(\tau_{i_1}) \ldots \eta^+_i(\tau_{i_n}) \eta^+_{j_1}(\tau_{j_1}) \ldots \eta^+_{j_n}(\tau_{j_n}) G^{(0)}(\tau_{i_1}, \ldots, \tau_{i_n}) \ldots G^{(0)}(\tau_{j_1}, \ldots, \tau_{j_n})$$

$$+ S_0 + \text{const}$$  
(2.17)
This result is not useful in general, as the cavity Green’s function $G^{(0)}$ is not readily available. However, in the limit of large dimension, the hopping $t_{ij}$ has to be rescaled as $t_{ij} \propto 1/\sqrt{d}$ [6] to have interaction and kinetic terms of the same order and obtain a non-trivial model. We can use this relation to simplify Eqn. (2.17) in this limit of infinite dimensions: The scaling of $t_{ij}$ ensures that $G^{(0)} \propto (1/\sqrt{d})^{l_{i-j}}$, and therefore the leading term is of order 1, while all higher order terms decay at least as fast as $1/d$. As $n$-th order terms of (2.17) are of order $(1/\sqrt{d})^n$, only the leading $n = 1$ term remains for $d \to \infty$, and (2.17) simplifies to

$$S_{\text{eff}} = -\int d\tau d\tau' c_{\alpha \sigma}^+ \left( -\partial_\tau + \mu - \sum_{ij} t_{ij} G^{(0)} \right) c_{\beta \sigma} + \int d\tau U n_{\alpha} n_{\beta} \tau n_{\beta} \tau. \quad (2.18)$$

Setting

$$G^{(0)}(i\omega_n)^{-1} = i\omega_n + \mu - \sum_{ij} t_{ij} G^{(0)}_{ij}(i\omega_n), \quad (2.19)$$

we obtain equation (2.7) for the effective action of the single impurity Anderson model Eqn. (2.8):

$$S_{\text{eff}} = -\int_0^\beta d\tau d\tau' \sum_{\sigma} c_{\alpha \sigma}^+ c_{\beta \sigma} G^{(0)}(\tau - \tau')^{-1} c_{\beta \sigma} + \int_0^\beta d\tau U n_{\alpha} n_{\beta} \tau n_{\beta} \tau. \quad (2.20)$$

Note that the cavity Green’s function $G^{(0)}$ entering $G^{0}$ is still not known, and we still have to relate it to the original lattice Green’s function. For some simple cases, like the Bethe lattice (or Cayley tree, [45]), there is an analytic expression:

$$G^{0}_{\text{Bethe}}(i\omega_n)^{-1} = i\omega_n + \mu - t^2 G^{0}_{\text{Bethe}}(i\omega_n). \quad (2.21)$$

In this case the simplification is possible because the Bethe lattice has no loops, and the removal of a site restricts the summation in Eqn. (2.19) to $i = j$. As the removal of a site does not change the Green’s function, $G^{(0)}_{ij} = G^{(0)}_{ij}$.

For a general lattice the relation of $G^{(0)}$ and $G$ is obtained by expanding $G$ in the hopping $t_{ij}$, and considering the infinite dimensional limit. This yields an expression originally derived by Hubbard:

$$G^{(0)}_{ij} = G_{ij} - \frac{G_{i0} G_{0j}}{G_{00}}, \quad (2.22)$$

which, when inserted into Eqn. (2.19) yields

$$G^{0}(i\omega_n)^{-1} = i\omega_n + \mu - \sum_{ij} t_{ij} G^{0} \left( G_{ij} - \frac{G_{i0} G_{0j}}{G_{00}} \right). \quad (2.23)$$

To proceed, we Fourier transform hopping and Green’s function $G_{ij}(\tau - \tau') = -(c_{i\sigma}(\tau)c_{j\sigma}(\tau'))$ to frequency and momentum space. The density of states $D(\epsilon)$
and the dispersion $\epsilon(\vec{k})$ have to be computed from the hopping elements $t_{ij}$ and are related by

$$D(\epsilon) = \sum_{k \in BZ} \delta(\epsilon - \epsilon(\vec{k})),$$

$$\epsilon(k) = \sum_{ij} t_{ij} e^{-\xi_{ij}},$$

(2.24)

(2.25)

The tight binding band structure on a square lattice with nearest-neighbor hopping $t$ and next-nearest neighbor hopping $t'$ that we will use in chapters 5 and 9 yields a dispersion $\epsilon(k)$ of

$$\epsilon_{2d}(\vec{k}) = -2t \left[ \cos(k_x) + \cos(k_y) \right] - 4t' \cos(k_x) \cos(k_y).$$

(2.26)

The momentum dependent Green’s function $G(\vec{k}, i\omega_n)$ for $\xi = i\omega_n + \mu - \Sigma(i\omega_n)$ is given by

$$G(\vec{k}, i\omega_n) = \frac{1}{i\omega_n + \mu - \epsilon_k - \Sigma(i\omega_n)} = \frac{1}{\xi - \epsilon_k},$$

(2.27)

employing the DMFT-approximation that the self energy $\Sigma(\vec{k}, i\omega_n) = \Sigma(i\omega_n)$ is momentum independent. The transformation to momentum space of Eqn. (2.22) shows that

$$G^{(0)}_{ij}(i\omega_n) = \sum_{k \in BZ} \frac{\epsilon_k^2}{\xi - \epsilon_k} - \left[ \sum_{k \in BZ} \frac{\epsilon_k}{\xi - \epsilon_k} \right]^2 \frac{1}{\sum_{k \in BZ} \xi - \epsilon_k},$$

(2.28)

which we can also express as an integration over the density of states:

$$G^{(0)}_{ij}(i\omega_n) = \int d\epsilon \frac{D(\epsilon)\epsilon^2}{\xi - \epsilon} - \left[ \int d\epsilon \frac{D(\epsilon)}{\xi - \epsilon} \right]^2 \frac{1}{\int d\epsilon \frac{D(\epsilon)}{\xi - \epsilon}},$$

(2.29)

and simplify to

$$G^{(0)}_{ij}(i\omega_n) = \xi - \frac{1}{\int d\epsilon \frac{D(\epsilon)}{\xi - \epsilon}} = \xi - \tilde{D}^{-1}(\xi),$$

(2.30)

where

$$\tilde{D}(\xi) = \int d\epsilon \frac{D(\epsilon)}{\xi - \epsilon}.$$

(2.31)

Therefore Eqn. (2.19) simplifies to

$$\mathcal{G}(i\omega_n)^{-1} = \mathcal{G}(i\omega_n) = \xi - \frac{1}{\int d\epsilon \frac{D(\epsilon)}{\xi - \epsilon}} = \xi - \tilde{D}^{-1}(\xi),$$

(2.22)

(2.23)

Using the Dyson equation

$$\Sigma(i\omega) = \mathcal{G}(i\omega_n)^{-1} - \mathcal{G}(i\omega_n)^{-1}$$

(2.33)
we see that $\tilde{D}(i\omega_n + \mu - \Sigma(i\omega_n))$ is a momentum-averaged Green’s function that we can express directly by momentum averaging or integration over the density of states:

$$G(i\omega_n) = \tilde{D}(i\omega_n + \mu - \Sigma) = \int_{-\infty}^{\infty} d\epsilon \frac{D(\epsilon)}{i\omega_n + \mu - \epsilon - \Sigma(i\omega_n)}$$  \hspace{1cm} (2.34)

$$= \sum_{\vec{k} \in BZ} \frac{1}{i\omega_n + \mu - \epsilon(\vec{k}) - \Sigma(i\omega_n)}.$$  \hspace{1cm} (2.35)

### 2.3 Self Consistency Loop

Equations (2.8), (2.9), (2.33), and (2.35) form a set of identities that can be employed to obtain a self-consistent solution of the effective action Eqn. (2.7), as illustrated in Fig. 2. We start with an initial guess for the bare Green’s function of the effective action, $G^0(i\omega_n)$. The Green’s function for the non-interacting problem is one possible starting point. In this case the self energy is zero, and we can employ Eqn. (2.35) or Eqn. (2.34) for $\Sigma(i\omega_n) = 0$ to obtain an initial solution. This initial Green’s function is metallic.

Instead of starting from the non-interacting solution we can start from the Green’s function for the atomic limit. In this case there is no hybridization, and the initial $G^0$ is insulating. The two start solutions are complementary to each other and can be employed to detect coexistence regions of metallic and insulating phases.

To determine the region of stability of phases with broken symmetries\footnote{The current chapter deals only with the paramagnetic phase, ordered phases are described e.g. in [8] for technical details.} – for example antiferromagnetic order – we can bias the initial Green’s function with a small field and see if the converged solution falls into the symmetry broken phase. Otherwise, if both the start solution and the Hamiltonian (or effective action) conserve the symmetry, the impurity solver should produce a symmetric solution, and convergence to the symmetry broken phase will be dependent on numerical roundoff errors or lack of ergodicity.

Having obtained such an initial starting solution, we need to solve the impurity problem, i.e. obtain $G(i\omega_n)$ out of the $G^0(i\omega_n)$ (section 2.2.1). While some solvers, most notably the CT-AUX (chapter 5) and weak coupling (chapter 4) solvers can efficiently obtain solutions directly in the Matsubara frequency domain, most finite temperature solvers obtain their solution in the imaginary time domain. These results then have to be Fourier transformed, which is not straightforward due to the antiperiodicity of the Green’s function (see appendix B for technical details). All of these solvers are formulated for a $G^0(\tau)$ in the imaginary time domain, thus before the solver is started the $G^0(i\omega_n)$ also needs to be Fourier transformed.

The impurity solver step at iteration $p$ consists of performing the following...
After obtaining a Green’s function as the output of the impurity solver and Fourier transforming, we compute the self energy using the Dyson equation
\[ \Sigma_{p+1}(i\omega_n) = G^0_p(i\omega_n)^{-1} - G_{p+1}(i\omega_n)^{-1} \] (2.37)
and then employ the \( k \)-summation Eqn. (2.35) or density of states integration Eqn. (2.34) to obtain a new Green’s function (this Green’s function is usually called the “lattice” Green’s function, while the solution of the impurity problem is called the “impurity” Green’s function):
\[ G_{\text{lat},p+1} = \sum_{k \in \text{BZ}} \frac{1}{i\omega_n + \mu - \epsilon(k) - \Sigma_{p+1}(i\omega_n)}, \] (2.38)
which yields
\[ G^0_{p+1}(i\omega_n)^{-1} = \Sigma_{p+1}(i\omega_n)^{-1} + G_{\text{lat},p+1}(i\omega_n)^{-1}. \] (2.39)

The sequence
\[ G(i\omega_n)_{p+1} \xrightarrow{\text{Dyson}} \Sigma_{p+1}(i\omega_n) \xrightarrow{\text{Self Consistency}} G_{\text{lat},p+1}(i\omega_n) \xrightarrow{\text{Dyson}} G^0_{p+1}(i\omega_n) \] (2.40)
closes the self consistency loop illustrated in Fig. 2. The selfconsistency is remarkably stable: starting from an initial guess that has approximately the right short-time behavior the loop converges after a few iterations to a self-consistent solution. Far away from phase transitions this convergence is rather quick and is achieved within about 10 iterations. In the vicinity of phase transitions the convergence slows down considerably, but is usually achieved within at most 30 iterations. We did not observe cases in which this self consistency did not converge or oscillate between various (meta-) stable solutions.

## 2.4 Multiple Orbital Extensions

We performed the derivation of the dynamical mean field theory equations starting from the Hubbard model. If the same derivation is performed starting from a multiple orbital problem that is – in the most general case – given by equation (1.2), we arrive at the effective action for the multiple orbital problem:
\[ S_{\text{eff}} = -\int_0^\beta c_\sigma^\dagger(\tau) G^0_{ij}(\tau - \tau')^{-1} c_\sigma(\tau') \] (2.41)
\[ + \sum_{ijklr} \frac{U_{ijkl}}{2} \int_0^\beta d\tau c_{i\sigma}(\tau) c_{lj\sigma'}(\tau) c_{ik\sigma'}(\tau) c_{jr}(\tau). \]

The indices \( i, j, k, l \) denote orbitals on a local impurity (an “atom”), and the interactions are given by the matrix \( U_{ijkl} \). The self-consistency condition is more
complicated and will be explained for the example of Cerium in chapter 10. The underlying approximation is still the same as in the single site case: the self-energy is assumed to be local or momentum-independent. However, we now allow for $\Sigma(i\omega_n)$ to be different for different orbitals. Various simplifications to (2.41) are possible and will be discussed in chapter 10.

In addition, we can orthogonalize our orbitals in the presence of symmetries such that the hybridization does not mix different orbitals. Within the quantum Monte Carlo impurity solvers, this reduced complexity prevents the algorithms from obtaining a sign problem in some cases and therefore makes lower temperatures accessible.

Multi-orbital problems with the full interaction part of (2.41) are still challenging to simulate, and only the algorithmic advances presented in this thesis make some of these simulations possible. Chapter 11 shows the application of a three-orbital model with the full (rotationally invariant) Hamiltonian of Eqn. (2.41). Chapter 10, on the other hand, shows results for a fourteen orbital model (full f-shell) with just density-density interactions and a diagonal bath.

2.5 Cluster Extensions

The DMFT in its single site version makes the approximation that the impurity consists of only one site, and that the self energy $\Sigma(p, i\omega_n) = \Sigma(i\omega_n)$ is completely local or constant in momentum space. It is natural to ask how far this condition can be relaxed, by either relaxing the condition that the impurity be just one site, or taking into account some additional momentum structure of the impurity. These extensions are known as cluster DMFT [42].

Cluster schemes are not unique, and various cluster DMFT schemes have been proposed: Ref. [8] mentions some ideas, and Refs [46], [47] and [48] first systematically developed cluster DMFT extensions. A scheme developed by Lichtenstein et al. and Kotliar et al. based on real-space clusters is generally known as CDMFT or “Cellular Dynamical Mean Field Theory”, while another scheme developed by Hettler, Jarrell, et al. that describes momentum-space clusters is known as DCA or “Dynamical Cluster Approximation”. Both schemes are in wide use and – at least for large clusters – we could find no advantage of using one over the other. They can both be viewed as a special implementation of a more general framework, where the corresponding impurity models do not need to represent a physical sub-cluster [49] [50] [51].

Maier et al. have described the cluster extensions in their excellent review on the subject, Ref. [42]. We follow this paper and Ref. [51] here and refer the interested reader to these two papers for a more detailed introduction to the subject.

For a cluster of $N_c$ sites, we approximate the self energy by $N_c$ coefficients and absorb their momentum dependence in $N_c$ basis functions $\phi_\lambda(k)$ on the Brillouin zone. The particular choice of $\phi_\lambda(k)$ determines the cluster scheme, or the way
the impurity model and the lattice model are related to each other:

\[
\Sigma(k, i\omega_n) \rightarrow \Sigma_{\text{approx}}(k, i\omega_n) = \sum_{j=1}^{N_c} \phi_j(k) \Sigma_j(i\omega_n). \tag{2.42}
\]

The DMFT approximation consists of identifying the lattice self energy with the approximated impurity self energy. An extrapolation to \(N_c \rightarrow \infty\) should recover the full momentum dependence of the original lattice model. Obviously, for \(N_c = 1\) the only sensible approach is the choice \(\phi_1(p) = \text{const}\), which is the momentum-independent (local) self energy approximation of the dynamical mean field theory.

The (matrix) impurity problem that has to be solved is given by

\[
S_{\text{eff}} = -\int_0^\beta d\tau \sum_{ijr} c_{ijr}^\dagger(\tau) G_{ijr}^0(\tau - \tau')^{-1} c_{jir}(\tau') + \int_0^\beta d\tau \sum_{j=1}^{N_c} U n_{j\uparrow}(\tau)n_{j\downarrow}(\tau), \tag{2.43}
\]

where the cluster indices \(i, j\) correspond to different “cluster” sites on the cluster impurity model. In the following we explain the two important and frequently used cluster schemes, the DCA and the CDMFT, following [42].

### 2.5.1 CDMFT

The CDMFT is based on the embedding of a real-space cluster into the infinite lattice, as depicted in the left panel of Fig. 2.5. This real-space cluster is then treated as the impurity. We start by taking a large subset of the infinite lattice with \(N\) sites. We then tile this lattice into cluster tiles of \(N_c\) sites, each with origin \(\tilde{x}_j\). Each cluster point \(x\) can then be described as \(x = \tilde{x} + X\), where \(X\) denotes a vector within a cluster and \(\tilde{x}\) one connecting cluster origins. One such tile of a...
2.5 Cluster Extensions

In reciprocal space, we describe each reciprocal vector \( \mathbf{k} \) of the \( N \) sites by a vector to one of the \( N_c \) reciprocal cluster points and a vector within a Brillouin zone patch: \( \mathbf{k} = \mathbf{\tilde{k}} + \mathbf{K} \). The reciprocal cluster points of a \( (2 \times 2) \) - cluster are drawn in the right part of Fig. 2.5.

To find the cluster degrees of freedom, we split both the hopping and the self energy into an intra-cluster part and an inter-cluster part:

\[
\mathbf{t}(\mathbf{\tilde{x}}_i - \mathbf{\tilde{x}}_j) = \mathbf{t} \delta \mathbf{x}_i \delta \mathbf{x}_j + \delta \mathbf{t}(\mathbf{\tilde{x}}_i - \mathbf{\tilde{x}}_j), \tag{2.44}
\]

\[
\Sigma (\mathbf{\tilde{x}}_i - \mathbf{\tilde{x}}_j, i \omega_n) = \Sigma_c (i \omega_n) \delta \mathbf{x}_i \delta \mathbf{x}_j + \delta \Sigma(\mathbf{\tilde{x}}_i - \mathbf{\tilde{x}}_j, i \omega_n). \tag{2.45}
\]

All bold quantities denote matrices of size \( N_c \times N_c \) in the cluster sites. We then expand the Green’s function both in \( \delta \mathbf{t} \) and \( \delta \Sigma \):

\[
\mathbf{G}(\mathbf{\tilde{x}}_i - \mathbf{\tilde{x}}_j, i \omega_n) = \mathbf{g}(i \omega_n) \delta \mathbf{x}_i \delta \mathbf{x}_j + \mathbf{g}(i \omega_n) \sum_l \left[ \delta \mathbf{t}(\mathbf{\tilde{x}}_i - \mathbf{\tilde{x}}_l) + \delta \Sigma(\mathbf{\tilde{x}}_i - \mathbf{\tilde{x}}_l, i \omega_n) \mathbf{G}(\mathbf{\tilde{x}}_l - \mathbf{\tilde{x}}_j, i \omega_n) \right],
\]

where \( \mathbf{g} \) is the Green’s function restricted to the cluster, defined as

\[
\mathbf{g} = \left[ (i \omega_n + \mathbf{t}_c - \Sigma_c (i \omega_n)) \right]^{-1}. \tag{2.47}
\]

In momentum space, this equation simplifies to

\[
\mathbf{G}(\mathbf{\tilde{k}}, i \omega_n) = \mathbf{g}(i \omega_n) + \mathbf{g}(i \omega_n) \left[ \delta \mathbf{t}(\mathbf{\tilde{k}}) + \delta \Sigma(\mathbf{\tilde{k}}, i \omega_n) \right] \mathbf{G}(\mathbf{\tilde{k}}, i \omega_n). \tag{2.48}
\]

The DMFT approximation consists of choosing the self energy “local”. In the cluster case, the self energy is chosen to be local within the cluster (\( \delta \Sigma = 0 \)), and we arrive at

\[
\mathbf{G}(\mathbf{\tilde{k}}, i \omega_n) = \mathbf{g}(i \omega_n) + \mathbf{g}(i \omega_n) \delta \mathbf{t}(\mathbf{\tilde{k}}) \mathbf{G}(\mathbf{\tilde{k}}, i \omega_n) = \left[ \mathbf{g}^{-1}(i \omega_n) - \delta \mathbf{t}(\mathbf{\tilde{k}})^{-1} \right]^{-1}. \tag{2.49}
\]

We can then “coarse grain” or momentum-average this quantity to obtain the Green’s function restricted to the cluster,

\[
\mathbf{G}(i \omega_n) = \frac{N_c}{N} \sum_k \mathbf{G}(\mathbf{\tilde{k}}, i \omega_n). \tag{2.50}
\]

The function corresponding to \( \mathcal{G}^0(i \omega_n) \) in the single-site case is the so-called cluster excluded Green’s function, \( \mathcal{G}^0_{ij}(i \omega_n) \), the bare propagator to \( \mathbf{G} \)

\[
\mathcal{G}^0(i \omega_n) = \left[ \mathbf{G}^{-1}(i \omega_n) + \Sigma_c(i \omega_n) \right]^{-1}. \tag{2.51}
\]

Using these equations, we construct a self consistency scheme:

- compute \( \mathcal{G}^0_{ij}(i \omega_n) \) using (2.51), the Dyson equation.

- solve the cluster impurity model (2.43) obtain \( \Sigma_c \) from the solver or from the Green’s function, using again (2.51).

- obtain the coarse-grained Green’s function \( \mathbf{G} \) by summing up the lattice Green’s function (2.50).

- compute the new \( \mathcal{G}^0_{ij}(i \omega_n) \) from (2.51) and iterate.
2.5.2 DCA

The DCA corresponds to choosing the self energy constant on different momentum zone patches $Z$ of the Brillouin zone. These patches are chosen in such a way that they are centered around the reciprocal lattice points of a real-space cluster:

$$
\phi_j(p) = \begin{cases} 
\text{const}, & p \in Z \\
0, & \text{else}.
\end{cases} \quad (2.52)
$$

To derive the DCA, we compute the hopping integral in Fourier space from the dispersion $\epsilon(k) = \epsilon(K + \tilde{k})$:

$$
t(\tilde{k})_{X_i,X_j} = \frac{1}{N_c} \sum_K e^{iK(X_i-X_j)} \epsilon(K) = \frac{1}{N_c} \sum_K e^{i(K+\tilde{k})(X_i-X_j)} \epsilon(K + \tilde{k}). \quad (2.53)
$$

In order to get a translationally invariant cluster, we restore the translational symmetry by integrating over all $K$-points:

$$
[t_{\text{DCA}}]_{X_i,X_j} = \frac{1}{N_c} \sum_K e^{iK(X_i-X_j)} \epsilon(\tilde{k} + K). \quad (2.54)
$$

Splitting this hopping into intra- and intercluster contributions, we obtain

$$
[t_{\text{c,DCA}}]_{X_i,X_j} = \frac{1}{N_c} \sum_K e^{iK(X_i-X_j)} \overline{\epsilon(K)}, \quad (2.55)
$$

$$
[\delta t_{\text{c,DCA}}(\tilde{k})]_{X_i,X_j} = \frac{1}{N_c} \sum_K e^{iK(X_i-X_j)} \delta t(\tilde{k} + K), \quad (2.56)
$$

where

$$
\overline{\epsilon(K)} = \frac{N}{N_c} \sum_{\tilde{k}} \epsilon(K + \tilde{k}), \quad (2.57)
$$

$$
\delta t(K + \tilde{k}) = \epsilon(K + \tilde{k}) - \overline{\epsilon(K)}. \quad (2.58)
$$

Due to the translational invariance of the hopping integrals, the cluster self energy $\Sigma_c$ becomes diagonal in $K$-space, and

$$
G(K + \tilde{k}, i\omega_n) = \frac{1}{g^{-1}(K, i\omega_n) - \delta t(K + \tilde{k})}, \quad (2.59)
$$

where $g$ denotes the Green’s function decoupled from the host

$$
g(K, i\omega_n)^{-1} = i\omega_n + \mu - \overline{\epsilon(K)} - \Sigma_c(K, i\omega_n). \quad (2.60)
$$

We then construct a momentum-averaged Green’s function by computing

$$
\overline{G}(K, i\omega_n) = \frac{N_c}{N} \sum_{\tilde{k}} G(K + \tilde{k}, i\omega_n). \quad (2.61)
$$

The self consistency scheme proceeds as in the case of the CDMFT, but the coarse grained Green’s function and the lattice Green’s function are computed according to (2.59) and (2.61). For a two-dimensional plaquette, the momentum space structure is illustrated in Fig. 2.5.
2.6 Alternative Methods for the Solution of the Impurity Model

The (continuous-time) quantum Monte Carlo solvers described in the next chapters of this thesis are just one possible approach to the solution of the impurity models (2.8), (2.41), or (2.43). Their major advantage over other impurity solvers is that they are numerically exact, easily adopted to multiple orbital systems or clusters, and fast enough to reach low temperatures. Their main disadvantage is that they work on the imaginary time or Matsubara axis. Real frequency data like spectra or optical conductivities have to be extracted via analytical continuation [52, 53, 54]. Over the years, various other impurity solvers that have different strengths and regions of applicability have been developed. In general, two classes of impurity solvers can be distinguished: analytical methods and numerical methods. The analytical methods have the great advantage that they are free of numerical noise and inaccuracies and that operations like Fourier transforms or analytic continuations can be performed without loss of accuracy. However, because of the inherently non-perturbative nature of many strongly correlated systems, approximate analytic methods are very limited in their applicability to the interesting parts of phase space. Examples for such methods include renormalization group theory [55], bosonization [56] or slave boson methods [57, 58]. I will not mention these methods any further and concentrate in the following on numerical algorithms.

2.6.1 Numerical Renormalization Group (NRG) Solvers

The numerical renormalization group method is a systematic way to treat energies over many orders of magnitude. It has been developed for the Kondo [59] problem, where the physics is governed by energies of the order of the Kondo temperature $T_K$, which is much smaller than the typical energies $U$ and $t$ occurring in the action. An introduction to the NRG as it is applied to the dynamical mean field theory is given in a recent review by Bulla, Costi, and Pruschke [60]. The method is based on the renormalization group theory originally developed by Wilson [55] and applied to the single impurity Anderson model by Krishna-murthy et al. [61]. The application to the dynamical mean field theory has been pioneered by Sakai et al. [62] and Bulla et al. [63, 64, 65] for both zero and finite temperature. Various extensions, e.g. to the multi-band Hubbard model [66] have been developed.

The NRG is based on a division of the energy support of the bath spectral function into a set of logarithmically spaced intervals. The continuous spectrum is then reduced to a discrete set of states, which are mapped onto a semi-infinite chain. The solution to the impurity model is obtained by the solution of this mapped model, usually via iterative diagonalization [67, 68].

As a real-frequency method, NRG can avoid the difficulties that come from analytic continuation and is able to produce results on the real frequency domain, with a resolution proportional to the frequency. However, the method becomes
extremely cumbersome for more than one impurity or channel and therefore is inefficient when applied to multiple orbitals or clusters. Low-T results are in general easier to obtain than high-T results, as higher excitations and therefore more states contribute to the latter.

### 2.6.2 Exact Diagonalization (ED) Solvers

The exact diagonalization method [69] is a numerically exact method that gives full access to all eigenvalues and eigenstates of the system. The major limitation of other methods like the Hirsch Fye QMC algorithm (see section [2.6.4]) is that low temperatures are not easily accessible. ED provided an efficient method early on to overcome this problem by truncating the number of bath states and solving the impurity problem by diagonalizing the Hamiltonian in a finite basis for a small number of bath states. As in the case of lattice exact diagonalization methods, the practical limitation of the method is given by the exponential growth of the Hilbert space – here in the number of bath states considered. While systems at finite temperatures could be solved for up to 6 bath states, iterative sparse solvers allowed access to the ground state with up to 10 bath states. The availability of eigenvalues allows for direct access to the real frequency spectrum and makes analytic continuation unnecessary. However, larger systems or multiple orbitals are not accessible, and the energy resolution of the resulting spectrum is very coarse. Details are available e.g. in Ref. [8].

### 2.6.3 DMRG

The Density Matrix Renormalization Group theory [4] is the method of choice for the solution of one-dimensional systems like chains or ladders. In the context of the dynamical mean field theory, the application of the DMRG has been pioneered by Garcia et al. [70] and Nishimoto et al. [71]. As a real frequency, ground state method, spectra are obtained directly as a function of frequencies and do not need to be analytically continued.

These early implementations of the DMFT within the DMRG however seem to be plagued by stability problems, and the results published up to now for the single site case show clear indications of numerical artifacts. It is not clear yet how accurate the method works, and more research is needed to show its usefulness as an impurity solver.

### 2.6.4 Discrete Time QMC Solver – The Hirsch-Fye Algorithm

The algorithm of Hirsch and Fye [72, 73] – developed long before DMFT as an algorithm to solve the Anderson impurity model – was the first quantum Monte Carlo algorithm applied to the DMFT impurity problem and is still in wide use. Instead of a perturbative partition function expansion, it is based on a Trotter-Suzuki decomposition of the effective action and a discrete Hubbard-Stratonovich transformation [74, 75] and therefore requires a discretization of imaginary time into
the partition function of the form
\[ Z = \text{Tr} e^{-\beta H} = \text{Tr} \prod_{t=1}^{N} e^{-\beta \Delta t H} = \text{Tr} \left[ e^{-\beta \Delta t H_0} e^{-\beta \Delta t H_1} \right]^N. \] (2.62)

In each time slice, the four-fermion interaction term \( H_1 = U(n_\uparrow n_\downarrow - 1/2(n_\uparrow + n_\downarrow)) \) is decoupled using a discrete Hubbard-Stratonovich transformation,
\[ e^{-\Delta t U(n_\uparrow n_\downarrow - 1/2(n_\uparrow + n_\downarrow))} = \frac{1}{2} \sum_{s=\pm 1} e^{\lambda s(n_\uparrow + n_\downarrow)}, \] (2.63)
where \( \cosh \lambda = e^{U/2} \). Using this identity, we can express the interaction as the sum of an exponential of single-particle operators, at the cost of introducing auxiliary Ising fields \( s \) over which we need to sum. The identity Eqn. (2.63) is easily checked for the four possible states
\[ \langle 0 | e^{-\Delta t U(n_\uparrow n_\downarrow - 1/2(n_\uparrow + n_\downarrow))} | 0 \rangle = \langle \uparrow \downarrow | | \uparrow \downarrow \rangle = 1 = \frac{1}{2} (e^0 + e^0) \] (2.64)
\[ \langle \uparrow | e^{-\Delta t U(n_\uparrow n_\downarrow - 1/2(n_\uparrow + n_\downarrow))} | \uparrow \rangle = \langle \downarrow \downarrow | | \downarrow \downarrow \rangle = e^{\Delta t U/2} = \frac{e^{\lambda/2} + e^{-\lambda/2}}{2}. \] (2.65)

The Trotter-Suzuki [76, 77] decomposition Eqn. (2.62) causes the algorithm to have a systematic discretization error of \( O(\Delta t)^2 \) (see Fig. 5.1 and Ref. [8]). With this decomposition, the partition function is expressed as the sum over Ising spins to significant systematic errors. As noted in Ref. [35] a resolution of at least

\[ Z = \sum_{\{s_i\}} \det \left[ D_{G_{0},i}(s_1, ..., s_N) D_{G_{0},i}^{-1}(s_1, ..., s_N) \right]. \] (2.66)

Here, \( D_{G_{0},i}(s_1, ..., s_N) \) denotes the \( N \times N \) matrix of the bare Green’s function of the effective action \( G^0(i\omega_n) \) for a particular configuration of the auxiliary Ising spin variables \( s_1, ..., s_N \) [8]. The derivation of this expression employs the same mathematics as the continuous-time auxiliary field algorithm that will be described in detail in chapter 5 even though the auxiliary field decomposition Eqn. (2.63) is different from Eqn. (2.62).

The Monte Carlo sampling of this expression proceeds by local updates in these spin configurations \( (s_1, ..., s_N) \). Each successful update requires the calculation of the new matrices \( D_{G_{0},i} \) in Eq. (2.66), at a computational cost of \( O(N^2) \).

The problem with this approach is the rapid (and, for metals, highly non-uniform) time-dependence of the Green functions at low temperature and strong interactions. The initial drop of the Green function is essentially \( \sim e^{-U/2} \), from which it follows that a fine grid spacing \( N \sim \beta U \) is required for sufficient resolution. In the Hirsch-Fye community, \( N = \beta U \) is apparently a common choice, although we will see in chapter 5 and 8 that this number is too small and leads to significant systematic errors. As noted in Ref. [35] a resolution of at least
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\( N = 5\beta U \) is typically needed to get systematic errors below the statistical errors of a reasonably accurate simulation. To ascertain control over the extrapolation errors, multiple simulations and the extrapolation of \( \Delta \tau \to 0 \) have to be performed.

At half filling, the determinants of the matrices \( D_{G_0,1,1} \) and \( D_{G_0,1,1} \) are identical and it then follows immediately from Eq. (2.66) that the Hirsch-Fye algorithm under these conditions does not suffer from a sign problem. In fact, a closer analysis reveals that the sign problem is absent for any choice of \( \mu \) [79].

A systematic extrapolation in \( \Delta \tau \) seems to alleviate the problem of using too few time slices at least for relatively high temperatures. The improved algorithm [80, 81] resorts to solving the same problem for various discretizations. However, it is not clear if this method remains competitive with continuous-time algorithms, where the matrices are smaller and no extrapolations need to be performed.

2.7 Interaction Representation

In order to generate a framework in which we can treat all continuous-time algorithms on equal footing, we introduce the interaction representation. For this, we split the Hamiltonian \( H \) into two parts: \( H_0 \) and \( V \). The difference between the various algorithms stems from the particular choice of \( H_0 \) and \( V \).

Time dependent operators in the interaction representation are defined as

\[
O(\tau) = e^{\tau H_0} O e^{-\tau H_0}.
\]  

(2.67)

Furthermore, we introduce the operator

\[
A(\beta) = e^{\beta H_0} e^{-\beta H},
\]  

(2.68)

\[
Z = \text{Tr} \left[ e^{-\beta H_0} A(\beta) \right].
\]  

(2.69)

This operator has the property that

\[
\frac{dA}{d\beta} = -V(\beta) A(\beta),
\]  

(2.70)

\[
A(\beta) = T_\tau e^{-\int_0^\beta d\tau V(\tau)},
\]  

(2.71)

where \( T_\tau \) is the imaginary time ordering operator.

Inserting Eqn. (2.71) into Eqn. (2.69), we obtain an expression that contains the partition function as a time-ordered exponential of \( V(\tau) \). Expanding this exponential in a power series, we obtain

\[
Z = \text{Tr} \left[ e^{-\beta H_0} T_\tau e^{-\int_0^\beta d\tau V(\tau)} \right]
\]  

(2.72)

\[
= \sum_{k=0}^{\infty} \int d\tau_1 \cdots \int_{\tau_{k-1}}^{\beta} d\tau_k \text{Tr} \left[ e^{-\beta H_0} e^{\tau_k H_0} (-V) \cdots e^{-(\tau_2 - \tau_1) H_0} (-V) e^{-\tau_1 H_0} \right].
\]  

(2.73)

Note that the trace in the expressions above goes both over the impurity space and all the bath states.
2.8 Action Formulation

We still need to show how we can arrive from the Anderson impurity model in the Hamiltonian formulation of Eqn. (2.1) at a time-dependent effective action Eqn. (2.8). As the bath operators \(a_{\tau,p}, a_{\tau,p}^\dagger\) do not directly contribute to any of the observables defined on the impurity it is possible to integrate them out and instead only use the operators \(c_\alpha, c_\alpha^\dagger\) of the impurity.

The local Hamiltonian \(H_{\text{loc}}\) stays invariant, as it only involves impurity operators. The bath Hamiltonian is traced out and remains as an irrelevant prefactor of the partition function. The mixing Hamiltonian \(H_{\text{mix}}\) causes retardation effects in the system: electrons can hop from the impurity site to the bath and return at some later time. This is the reason why the propagator \(G^0\) of the action (2.8) becomes time-dependent.

We start by introducing coherent states \(|\phi\rangle\) in Fock space and Grassmann variables \(c_\alpha\), following Refs [82, 83, 84]:

\[
|\phi\rangle = \exp \left[ -\sum_\alpha \phi_\alpha c_\alpha^\dagger \right] |0\rangle,
\]

(2.74)

\[
c_\alpha |\phi\rangle = \phi_\alpha |\phi\rangle.
\]

(2.75)

These states fulfill the relation

\[
\int \prod_\alpha d\phi_\alpha^* d\phi_\alpha e^{-\sum_\alpha \phi_\alpha^* \phi_\alpha} |\phi\rangle \langle \phi| = 1.
\]

(2.76)

The trace of an operator \(A\) may be written as

\[
\text{Tr}A = \sum_n \langle n|A|n\rangle = \int \prod_\alpha d\phi_\alpha^* d\phi_\alpha e^{-\sum_\alpha \phi_\alpha^* \phi_\alpha} (-\phi) \langle A\phi|\phi\rangle.
\]

(2.77)

Defining the notation \(\prod_\alpha d\phi_\alpha^* d\phi_\alpha = d\tilde{\phi}^* d\tilde{\phi}\) we obtain

\[
Z = \text{Tr}e^{-\beta H} = \sum_n \langle n|e^{-\beta H}|n\rangle = \int \prod_\alpha d\phi_\alpha^* d\phi_\alpha e^{-\sum_\alpha \phi_\alpha^* \phi_\alpha} (-\phi) e^{-\beta H}|\phi\rangle \langle \phi|
\]

(2.78)

\[
= \lim_{M \rightarrow \infty} \int \prod_{m=1}^M d\phi_{\alpha m}^* d\phi_{\alpha m} e^{-\sum_{m=1}^M \phi_{\alpha m}^* \phi_{\alpha m}} (-\phi_0) e^{-\beta M H}|\phi_0\rangle \cdots (\phi_1) e^{-\beta M H}|\phi_0\rangle
\]

(2.79)

\[
= \lim_{M \rightarrow \infty} \int \prod_{m=1}^M d\phi_{\alpha m}^* d\phi_{\alpha m} e^{-\sum_{m=1}^M \phi_{\alpha m}^* \phi_{\alpha m}} (-\phi_0) |1 - \beta M H|\phi_0\rangle \cdots (\phi_1) |1 - \beta M H|\phi_0\rangle
\]

(2.80)

\[
= \lim_{M \rightarrow \infty} \int \prod_{m=1}^M d\phi_{\alpha m}^* d\phi_{\alpha m} e^{-\sum_{m=1}^M \phi_{\alpha m}^* \phi_{\alpha m}} e^{-\sum_{m=1}^{M-1} \left[ \phi_{\alpha m}^* \phi_{\alpha m-1} + \frac{\beta M}{H} (\phi_{\alpha m}^* \phi_{\alpha m-1}) \right]}
\]

(2.81)

\[
= \int \mathcal{D}\phi^* \mathcal{D}\phi e^{-S[\phi^*, \phi]},
\]

(2.82)

with

\[
S = \int d\tau (\phi^* \partial_\tau \phi + H(\phi^*, \phi)).
\]

(2.83)
The notation $\mathcal{D}\phi$ denotes that we take the continuum limit. Inserting the Hamiltonian $H = H_\mu + H_U + H_{\text{mix}} + H_{\text{bath}}$ of Eqn. (2.1) into Eqn. (2.83), we obtain

$$S = \int d\tau \left[ \phi^*(\partial_\tau - \mu)\phi + H_U(\phi^*, \phi) + H_{\text{mix}}(\phi^*, \phi) + H_{\text{bath}}(\phi^*, \phi) \right].$$  (2.84)

This is the action for the full Hamiltonian that includes both impurity and bath operators. However, these bath operators do not enter any of the observables of the impurity problem, and we would therefore like to remove them from our action and instead treat an effective action that does not contain them explicitly.

We start by stating the Gaussian integral for Grassmann variables in its most general case:

$$\int \prod_j d\phi_j^* d\phi_j e^{-\sum_i \phi_j^* A_{ij} \phi_j + \sum_i J_i^* \phi_i + J_i \phi_i^*} = \det A \exp[J^* A^{-1} J].$$  (2.85)

Realizing that the bath operators in Eqn. (2.84) are of that type, with $A = \delta_{ij}(\partial_\tau - \epsilon_j)$, $J = V_l \phi_0^*$, we obtain (dropping the irrelevant contribution from the bath determinant):

$$S = S_{\text{eff}} + S_{\text{bath}},$$  (2.86)

$$Z = \int \mathcal{D}\phi_0^* \mathcal{D}\phi e^{-S_{\text{eff}}},$$  (2.87)

$$S_{\text{eff}} = \int d\tau \left[ \phi_0^*(\partial_\tau + \mu)\phi_0 + \phi_0^* \sum_{lm} V_l^*[\left(\partial_\tau + \epsilon_l\right)^{-1}]_{lm} V_m \phi_0 + H_U \right].$$  (2.88)

As the bath is diagonal, this expression simplifies to

$$S_{\text{eff}} = \int d\tau \left[ \phi_0^*(\partial_\tau + \mu)\phi_0 + \phi_0^* \sum_l V_l^*[\left(\partial_\tau + \epsilon_l\right)^{-1}]_l V_l \phi_0 + H_U \right].$$  (2.89)

This expression looks like the effective action (2.8) for

$$-G_0(i\omega_n)^{-1} = -i\omega_n - \mu + \sum_l \frac{|V_l|^2}{i\omega_n - \epsilon_l}.$$  (2.90)

Thus, starting from a Hamiltonian with a bath specified by the two parameters $V_l$ and $\epsilon_l$, we could obtain an expression that has the form of the effective action for the single impurity Anderson model. The Hamiltonian formulation and the action formulation are equivalent, and we can use whichever we prefer. In this spirit, we present the weak coupling algorithm in the effective action formulation, and both the CT-AUX and the hybridization solvers in the Hamiltonian formulation.

### 2.9 Continuous-Time QMC Algorithms

In the weak coupling algorithm derived in detail in chapter 4, the operator $H_0$ of section 2.7 is chosen to be

$$H_0 = H_\mu + H_{\text{mix}} + H_{\text{bath}},$$  (2.91)
and the operator $V$ contains only the four-fermion interaction terms $H_U$:

$$V = H_U = U \left( n_\uparrow n_\downarrow - \frac{n_\uparrow + n_\downarrow}{2} \right)$$  \hfill (2.92)

The trace over the four-fermion operators is taken by decoupling the interaction using Wick’s theorem.

In the CT-AUX algorithm of chapter 5, the choice of $H_0$ and $V$ is the same. Before the trace is computed, the interaction vertices are decoupled using an auxiliary field decomposition. These algorithms are therefore best suited to situations close to the noninteracting case, where the interaction term $V$ of Eqn. (2.92) is small. The hybridization algorithm of chapters 6 and 7, on the other hand, uses

$$H_0 = H_{\text{loc}} + H_{\text{bath}} = H_\mu + H_U + H_{\text{bath}},$$  \hfill (2.93)

$$V = H_{\text{mix}}.$$  \hfill (2.94)

The perturbation series expansion is only done in the hybridization part of the Hamiltonian, while impurity states are treated directly in $H_0$. $H_{\text{bath}}$ is – as the algorithm is best formulated in the action formalism – traced out and yields a time-dependent hybridization function $F(\tau)$. This algorithm is therefore best suited for problems close to the atomic limit, where the hybridization is weak, but turns out to be superior to the algorithms using Eqn. (2.92) for many models, even at $U \ll t$ (see chapter 8).
Chapter 3

Monte Carlo sampling of partition functions

The term “quantum Monte Carlo” describes at least three entirely different classes of algorithms, whose only shared property is that they employ a stochastic algorithm and are applied to the solution of quantum mechanical problems: Algorithms like variational Monte Carlo \[85, 86\] or diffusion Monte Carlo \[87\] sample wave functions of interacting many-body systems. Path Integral Monte Carlo \[88\] algorithms stochastically sample the action of a many-body problem. The stochastic series expansion (SSE) \[89, 90\] algorithm and algorithms like the loop \[91, 92, 93\] and worm \[94, 95\] algorithm are examples of such algorithms. Apart from condensed matter, these algorithms are in wide use in lattice QCD. So-called auxiliary field algorithms \[78, 72\] discretize the action on a fine grid and reformulate the partition function integral as a discrete sum over a high-dimensional configuration space, which is then sampled by Monte Carlo.

The continuous-time quantum impurity algorithms are variants of path integral methods. The series in which the expansion is performed is the general series of equation (2.73). This chapter will first give a brief introduction to Monte Carlo and then show how the infinite but converging series of section 2.7 can be sampled on a computer without systematic cutoff or truncation errors. For the most part of the standard Monte Carlo text we follow the Monte Carlo introduction in \[96, 97\]. For the reader unfamiliar with this topic, the excellent books by Landau and Binder \[98\] and Krauth \[99\] give an extensive introduction to the subject.

3.1 Monte Carlo Integration

In many physical systems, especially thermodynamical systems, high-dimensional integrals or sums over all configurations of a system have to be performed. The quintessential examples are the partition sums of classical magnets like the two-dimensional Ising ferromagnet \[100\] or the solution of the equations of state of simple classical fluids, like the Lennard-Jones fluid \[101\].

For the Ising system on a finite two-dimensional square lattice with \(N\) sites,
The partition function of a finite system in the canonical ensemble is defined as

\[ Z = \sum_{x \in \mathcal{C}} e^{-\beta H_I(x)}, \quad (3.1) \]

with

\[ H_I(x) = J \sum_{\langle ij \rangle} S_i(x) S_j(x). \quad (3.2) \]

The Ising configurations \( x \) – elements of the configuration space \( \mathcal{C} \) – consist of \( N \) “Ising spins”, each assuming either the value plus or minus one: \( x = \{ \pm 1, \pm 1, \cdots, \pm 1 \} \). The sum Eqn. (3.1) involves \( 2^N \) terms, and the straight-forward summation of all configurations rapidly becomes impractical.

In the continuous case of a classical Lennard-Jones fluid, the partition function

\[ Z = \int_{x \in \mathcal{C}} dx e^{-\beta U_{LJ}(x)}, \quad (3.3) \]

\[ U_{LJ} = -4\epsilon \left( \left( \frac{\sigma}{r} \right)^{12} - 2 \left( \frac{\sigma}{r} \right)^6 \right) \quad (3.4) \]

of a system with \( L \) particles entails an integral over the (physical) configuration space \( \mathcal{C} \) that contains all \( L \) positions \( r_j \) of atoms in the fluid. For each added atom, the integral in (3.3) obtains three more dimensions, and a \( 3L \)-dimensional integral has to be solved to obtain the solution to Eqn. (3.3).

The standard integration routines like the rectangular, trapezoidal, or Simpson rules scale unfavourably with the number of dimensions: while the error in Simpson’s rule scales as \( O(N^{-4}) \) in the number of integration points (function evaluations) and therefore requires substantially fewer points than the rectangular or trapezoidal rules, each added dimension needs a new discretization mesh and thereby multiplies the number of integration points by \( N \). For a two-dimensional integral, the error scales thus only as \( O(N^{-2}) \), and for an eight-dimensional integral it becomes \( O(N^{-1/2}) \) (\( O(N^{-4/d}) \) in general).

Fortunately there exists an integration method that is independent of the dimensionality of the integral: Monte Carlo - integration relies on sampling randomly chosen elements of the integration domain or configuration space. If we uniformly select elements \( x_i \) of the configuration space \( \mathcal{C} \), we obtain

\[ \frac{1}{\Omega} \int \frac{f(x)dx}{\Omega} = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} f(x_i), \quad (3.5) \]

where \( \Omega \) is the volume of \( \mathcal{C} \). According to the central limit theorem, such a process converges to the limiting distribution with an error proportional to \( 1/N^{1/2} \), independent of the dimensionality of Eqn. (3.5). This is the reason why in dimensions larger than eight Monte Carlo integration is preferable to integration by Simpson’s rule.
3.1.1 Importance Sampling

Straight-forward generation of random elements of the partition function space is not the ideal method to perform a Monte Carlo integration. This can easily be illustrated in the case of the Ising model, where the system is in an ordered phase at low $T$ and typical low energy configurations have large domains, as opposed to randomly generated configurations that are typically disordered. At low temperatures, such higher energy configurations are suppressed exponentially, and most randomly generated configurations therefore contribute very little to $Z$.

Instead, if we were able to generate configurations that contribute more to the integral with higher probability, we could increase the efficiency of our sampling. This is known as “importance sampling”.

The error of the Monte Carlo simulation of Eqn. (3.5) is given by

$$\Delta = \sqrt{\frac{\text{var}(f)}{N}} = \sqrt{\frac{\bar{f}^2 - \bar{f}^2}{N-1}}. \quad (3.6)$$

As functions in phase space are often strongly peaked (e.g. in the low energy range for low temperatures in Eqn. (3.1)), this variance can become very large. We can however generate configurations that are not distributed with an uniform distribution, but with a general probability distribution $p(x)$ on the phase space $C$, where

$$\int_C p(x) dx = 1. \quad (3.7)$$

Eqn. (3.5) then becomes

$$\langle f \rangle = \frac{1}{\Omega} \int_C dx \frac{f(x)}{p(x)} p(x) dx = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} f(x_i), \quad (3.8)$$

where the points $x_i$ are generated such that they are distributed according to the probability distribution $p(x)$. The integration error Eqn. (3.6) is

$$\Delta = \sqrt{\frac{\text{var}(f/p)}{N}}. \quad (3.9)$$

It is thus advantageous to generate configurations of the configuration space $C$ distributed with a distribution that is similar to the sampled function $f$.

In statistical mechanics, like for the Ising or Lennard-Jones systems mentioned in Eqn. (3.3) and (3.1), it is natural to generate configurations that are distributed according to the ensemble $\rho(x)$ that is simulated, i.e. according to the weight that they contribute to $Z = \int \rho(x) dx$. The configuration space average of an observable $A$ in $\rho(x)$, defined by

$$\langle A \rangle_{\rho} = \frac{1}{Z} \int_C A(x) \rho(x) dx$$

(3.10)
then becomes

$$\langle A \rangle_\rho = \frac{\int_C A(x)\rho(x)dx}{\int_C \rho(x)dx}.$$  (3.11)

If configurations \(x_j\) are generated according to a different distribution \(p\), the expectation value \(\langle A \rangle_\rho\) in the ensemble \(\rho\) has to be “reweighed”:

$$\langle A \rangle_\rho = \frac{1}{Z} \int_C A(x)\rho(x)\frac{p(x)}{p(x)}dx = \lim_{N \to \infty} \frac{\sum_j^N A(x_j)\frac{\rho(x_j)}{p(x_j)}}{\sum_j^N \frac{\rho(x_j)}{p(x_j)}}.$$  (3.12)

### 3.2 Markov process and Metropolis Algorithm

As stated in Eqn. (3.9), it is best to generate configurations with the weight that they contribute to \(Z\). What still remains to be seen is how configurations distributed according to such non-trivial distributions can be generated on a computer.

As a solution we can employ a so-called Markov process. A Markov process is a random process whose future values are only determined by the most recent values. Starting from some element \(x_0 \in \mathcal{C}\), we generate a Markov chain

$$x_0 \to x_1 \to x_2 \to \cdots x_k \to x_{k+1} \cdots$$  (3.13)

of configurations in phase space, and we define a matrix of transition probabilities between states \(x\) and \(y\) in \(\mathcal{C}\) as \(W_{xy}\). Normalization (conservation of probabilities) demands \(\sum_y W_{xy} = 1\). Having a probability distribution \(p\) on \(\mathcal{C}\), we need to find the elements of \(W_{xy}\) such that we asymptotically generate states \(x\) with the right probability distribution \(p\). It is sufficient for \(W\) to fulfill the following two conditions:

- **Ergodicity**: It has to be possible to reach any configuration \(x\) from any other configuration \(y\) in a finite number of Markov steps.

- **Detailed Balance**: The probability distribution \(p(x)\) and the transition matrix \(W_{xy}\) fulfill the equation

$$\frac{W_{xy}}{W_{yx}} = \frac{p_y}{p_x}.$$  (3.14)

This condition is sufficient but not necessary – in principle we only need to fulfill the equilibrium condition \(\sum_x p_x W_{xy} = p_y\).

A particularly useful algorithm that satisfies detailed balance is the Metropolis [102] algorithm: We split the transition matrix into two parts: a proposal part and an acceptance part:

$$W_{xy} = W_{\text{prop}}(x \rightarrow y)W_{\text{acc}}(x \rightarrow y).$$  (3.15)
The detailed balance condition then reads

\[
\frac{W_{\text{prop}}(x \rightarrow y)W_{\text{acc}}(x \rightarrow y)}{W_{\text{prop}}(y \rightarrow x)W_{\text{acc}}(y \rightarrow x)} = \frac{p(y)}{p(x)}
\]  

(3.16)

or

\[
\frac{W_{\text{acc}}(x \rightarrow y)}{W_{\text{acc}}(y \rightarrow x)} = \frac{p(y)W_{\text{prop}}(y \rightarrow x)}{p(x)W_{\text{prop}}(x \rightarrow y)}.
\]  

(3.17)

which we can satisfy with Metropolis’ algorithm: we propose to change the current configuration \(x\) to a new configuration \(y\) (e.g. by performing a single spin flip in the Ising model or shifting an atom in the fluid), and accept the change according to

\[
W_{\text{acc}}(x \rightarrow y) = \min \left(1, \frac{p(y)W_{\text{prop}}(y \rightarrow x)}{p(x)W_{\text{prop}}(x \rightarrow y)} \right).
\]  

(3.18)

Straightforward insertion of Eqn. (3.18) into Eqn. (3.14) shows that the Metropolis algorithm satisfies the detailed balance condition. The major advantage of the Metropolis algorithm is that only probability density ratios are needed, not normalized probability densities. Therefore any overall normalization coefficients (here the unknown partition function \(Z\)) cancel.

In the simplest case, the proposal probability \(W_{\text{prop}}\) for a move and its reverse move are equal. In the Ising model, for example, the proposal probability for a spinflip at site \(j\) is \(1/N\) (namely the probability of picking the particular site out of \(N\) other sites) – and the proposal probability of the move for flipping it back is exactly the same. Therefore the proposal probabilities need not occur explicitly in the acceptance ratio, and are usually dropped:

\[
W_{\text{acc}}(x \rightarrow x') = \min \left(1, \frac{p(x')}{p(x)} \right).
\]  

(3.19)

The general scheme of Monte Carlo algorithms is illustrated in Fig. 3.3.

### 3.3 Continuous-Time Partition Function Expansions – the Sampling of Infinite Series

To illustrate the Monte-Carlo sampling of continuous-time partition function expansions, we start with a typical series of integrals of that type: the partition function

\[
Z = \sum_{k=0}^{\infty} \iint_{\tau_1, \ldots, \tau_k} d\tau_1 \cdots d\tau_k p(\tau_1, \ldots, \tau_k).
\]  

(3.20)

This partition function consists of a sum of expansion orders from zero to infinity, integrals from zero to \(\beta\) over \(k\) variables \(\tau_1, \ldots, \tau_k\) and coefficients \(p(\tau_1, \ldots, \tau_k)\).
Eqn. (2.73) described in the last chapter is of this type. The probability density $p(\tau_1, \cdots, \tau_k) d\tau_1 \cdots d\tau_k$ is dependent on the details of the algorithm under consideration. Additional integration variables or summations (like the sum over auxiliary spins in the CT-AUX algorithm or over $\alpha$ in Rubtsov’s weak coupling scheme) may need to be added.

We need to sample terms (“configurations”) of this integral with the weight that they contribute to the partition function. Let us start by writing down the lowest orders of the integral explicitly.

At order 0, there is no free parameter and the integral is simply 1. At first order, we need to compute

$$Z_1 = \int_0^\beta d\tau_1 p(\tau_1).$$

Each term of the integrand is described uniquely by the time \{$(\tau_1)$\}, and we can sample Eqn. (3.20) up to first order with Monte Carlo: generating uniformly distributed random numbers $\tau_{1j}$ in the interval $(0, \beta)$ we obtain

$$Z_1 = \lim_{N \to \infty} \frac{1}{N} \sum_{j=1}^N p(\tau_1).$$

Analogously, the second order is described by the set \{$(\tau_1, \tau_2)$\} and – generating uniformly distributed value pairs $(\tau_1, \tau_2)$ in the interval $(0, \beta)$ – we obtain

$$Z_2 = \lim_{N \to \infty} \frac{1}{N} \sum_{j=1}^N p(\tau_1, \tau_2).$$

In theory, we could sample the integral up to some finite order $k_{\text{max}}$ and then truncate. However, Prokof’ev, Svistunov, and Tupitsyn showed in 1996 how to sample series of the type of Eqn. (3.20) exactly, without truncation errors.

The basic principle is that instead of sampling each order separately and truncating, we sample all orders at once, and we employ Metropolis’ algorithm to transition from one order to the next. We write the algorithm such that there is no truncation at any order, and it is purely the fact that the weight of very large orders is exponentially suppressed (e.g. by the factor $1/k$ of the expansion of an exponential) that guarantees that the sampling process does not run off to infinite order. The only error of these calculations is the statistical Monte Carlo error, which scales as $1/\sqrt{N}$ with the number of Monte Carlo samples.

In analogy to the Ising and Lennard-Jones systems we set out by defining the configuration space $\mathcal{C}$. Combining all possible orders, $\mathcal{C}$ is the set

$$\mathcal{C} = \{\{\}, \{\tau_1\}, \{\tau_1, \tau_2\}, \cdots, \{\tau_1, \cdots, \tau_k\}, \cdots\}$$

where the $\tau_j$ are continuous variables. Without loss of generality we assume that the configurations are time-ordered, i.e. that $\tau_1 < \tau_2 < \cdots < \tau_k$. Each configuration contributes some value to the whole partition function, and assuming that all the expansion coefficients above are positive (otherwise we will have a sign problem,
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Figure 3.1: Pictorial representation of configurations \( \{(\tau_1, \tau_2, \cdots \tau_j)\} \in C \) that occur within the continuous-time algorithms. Diagrams for orders zero through three. The circles represent imaginary times at which the interactions take place.

see section [3.4] and the partition function has a finite value, we can normalize each value \( p(\{(\tau_1, \cdots, \tau_k)\}) \) with the partition function \( Z \) to obtain a normalized probability distribution \( p(\{(\tau_1, \cdots, \tau_k)\})/Z \) on the phase space \( C \). Note that, due to the infinitesimal probability of selecting one \( \tau_j \) in the interval from 0 to \( \beta \), \( p(\{\tau_1, \cdots, \tau_k\})d\tau_1 \cdots d\tau_k/Z \) is a \( k \)-dimensional probability density over which we need to integrate. The overall normalization constant \( Z \) – the partition function – is of course unknown during the simulation.

While the configurations in \( C \) had some intuitive physical meaning in the case of the classical model systems, their interpretation is less obvious in the quantum case, as they are just expansion coefficients of an infinite series. It is however possible to represent these coefficients by pictures (see Fig. 4.2, Fig. 6.2 and Fig. 7.1) and talk of the sampling of diagrams consisting of “vertices”, “segments” or “auxiliary spins”.

We sample configurations contributing to the value of the integral \( Z \) by using a Markov chain Monte Carlo process as detailed in figure [3.2] starting from some initial configuration, e.g. the zeroth order configuration, we proceed from a current configuration \( x \) to a new one \( x' \) and in this way walk through phase space: \( x_0 \to x_1 \to x_2 \to \cdots \to x_k \to x_{k+1} \cdots \)

Updates \( x_k \to x_{k+1} \) that are typically implemented in diagrammatic Monte Carlo codes involve the raising of the order, i.e. the insertion of an additional \( (\tau_j) \) -vertex, the lowering of the order (removal of an imaginary time vertex \( (\tau_j) \)), or a local change at the same order \( (\tau_j) \to (\tau'_j) \), like a spinflip or the change of a \( \tau \). Insertion and removal updates are illustrated in section [3.2]

We can guarantee that this sampling process samples configurations according to their contribution to the partition function if we can show that

- We can reach any configuration from any other configuration in a finite number of steps (ergodicity).

Clearly we can reach a configuration \( y = ((\tau'_1), \cdots, (\tau'_k)) \) from \( x = ((\tau_1), \cdots, (\tau_k)) \) by simply removing all \( (\tau_j) \) -vertices and then inserting all \( (\tau'_j) \) -vertices, so this condition is trivially fulfilled.

\(^1\)Whether such a series of updates is likely to occur during a typical simulation time is another matter – additional updates may be required to speed up this process, especially in the presence of
The probability $W_{xy}$ of transitioning from configuration $x$ with probability density $p_x$ to configuration $y$ with weight $p_y$ satisfies the detailed balance condition or the balance condition
\[ \sum_x W_{xy} p_x = p_y. \] (3.25)

We fulfill the detailed balance condition Eqn. (3.25) by performing our updates using the Metropolis algorithm.

An insertion move that raises the order by one has to be balanced by a removal move (Fig. 3.2). Assuming we have a configuration $x = \{(\tau_1), \ldots, (\tau_k)\}$ and try to insert a time vertex $(\tau_{k+1})$ to obtain a configuration $y = \{(\tau_1), \ldots, (\tau_k), (\tau_{k+1})\}$, we have to guarantee the detailed balance according to Eqn. (3.14). The transition probability density $W_{xy}$ of going from state $x$ to state $y$ is
\[ W_{xy} = W_{\text{prop}}(x \rightarrow y) W_{\text{acc}}(x \rightarrow y), \] (3.26)
\[ W_{yx} = W_{\text{prop}}(y \rightarrow x) W_{\text{acc}}(y \rightarrow x). \] (3.27)

The proposal probability density $W_{\text{prop}}(x \rightarrow y)$ of inserting a time vertex $(\tau_{k+1})$ is given by the probability of picking the imaginary time location $\tau_{k+1}$:
\[ W_{\text{prop}}(x \rightarrow y) = \frac{d\tau}{\beta}. \] (3.28)

The proposal probability of removing a vertex, on the other hand, is just the one of selecting that particular vertex out of the $k + 1$ available vertices:
\[ W_{\text{prop}}(y \rightarrow x) = \frac{1}{k + 1}. \] (3.29)

Therefore we have to choose the acceptance probabilities $W_{\text{acc}}(x \rightarrow y)$ and $W_{\text{acc}}(y \rightarrow x)$ such that
\[ \frac{W_{xy}}{W_{yx}} = \frac{d\tau k + 1}{\beta} \frac{W_{\text{acc}}(x \rightarrow y)}{W_{\text{acc}}(y \rightarrow x)} = \frac{p_y}{p_x} \frac{W_{\text{acc}}(x \rightarrow y)}{W_{\text{acc}}(y \rightarrow x)} = \frac{p(y)}{p(x)} \frac{1}{d\tau/\beta} (k + 1) \] (3.30)
Applying Metropolis’ algorithm Eqn. (3.19) to fulfill detailed balance we obtain
\[ W_{\text{acc}} = \min \left( 1, \frac{p(y)W_{\text{prop}}(y \rightarrow x)}{p(x)W_{\text{prop}}(x \rightarrow y)} \right) = \min \left( 1, \frac{1}{k+1} \beta \frac{p(y)}{p(x)} \right). \] (3.31)

Most importantly, even though the configuration ratio \( p_y/p_x \) is infinitesimally small\(^2\), the transition rate from configuration \( x \) to \( y \) stays finite, as the extra infinitesimal element of \( p(y) \) is canceled by the \( d\tau \) of Eqn. (3.28).

In the following we will construct partition function expansions for various algorithms and insertion / removal updates of segments, vertices, or auxiliary spin / time pairs. The scheme is always the same: we write down the expansion, find the acceptance / rejection probabilities, and generate configurations of the partition function according to the weight that they contribute to \( Z \). While sampling such configurations, we measure observables as described in Eqn. (3.11).

This general sampling procedure is illustrated in Fig. 3.3.

### 3.4 The Sign Problem

Until now we have tacitly assumed that the expansion coefficients of our partition function expansion are always positive or zero. This, and the fact that they stay finite, allows us to interpret the weights \( p(x) \) for configurations \( x \in \mathcal{C} \) as a normalized probability density on the configuration space and allow the sampling with a Monte Carlo process. If the expansion coefficients \( p(x) \) become negative, the \( p \) can no longer be regarded as a probability distribution on \( \mathcal{C} \). It is however only the interpretation of \( p(x) \) as a probability distribution that fails – both the definition of the series and of the observable (3.11) are still meaningful.

The Monte Carlo process is based on sampling probability distributions – if \( p \) loses that meaning, it cannot be sampled. The identity

\[
\langle A \rangle_p = \frac{\int p(x)A(x)dx}{\int p(x)dx} = \frac{\int |p(x)|\text{sgn}(p(x))A(x)dx}{\int |p(x)|\text{sgn}(p(x))dx} \]
\[ = \frac{\int |p(x)|\text{sgn}(p(x))A(x)dx}{\int |p(x)|dx} / \frac{\int \text{sgn}(p(x))|p(x)|dx}{\int |p(x)|dx} \]
(3.32)

however allows us to express the observable \( \langle A \rangle_p \) as an observable in a purely positive and normalizable ensemble: We measure \( \langle A \rangle_{|p|} \) in the ensemble \( |p(x)| \) and divide the result by the average sign \( \langle \text{sgn}(p(x)) \rangle_{|p|} \). With this technique we can sample any expansion with arbitrary expansion coefficients and sign statistics in Monte Carlo.

The sampling process illustrated in Eqn. (3.32) works well in practice as long as the average sign is not close to zero, i.e. the expansion coefficients mostly have the same sign. Otherwise, the expectation value of the denominator \( \langle \text{sgn}(p(x)) \rangle_{|p|} \)

\(^2\text{After all, the probability densities } p_x \text{ is in a } k\text{-dimensional and } p_y \text{ in a } (k+1)\text{-dimensional space.}\)
becomes small, while the sampling errors decrease as \( \frac{1}{\sqrt{N}} \) of the number of samples \( N \) taken, and the division in (3.32) leads to an amplification of errors. In general it is not possible to find an expansion with large sign, and sampling a series with vanishing sign becomes exponentially hard [3].

We can see this by considering the free energy \( F_p = -T \log Z_p \) and \( F_{|p|} = -T \log |Z_{|p|}| \) for both the partition function of the “signed” quantity \( p \) and the “unsigned” quantity \( |p| \). Assuming that the free energy density stays invariant when lowering temperature, we obtain for the free energy density \( f = F/V \) and the difference \( \Delta f \) between the free energy for \( p \) and \( |p| \)

\[
\langle \text{sgn} \rangle = \frac{Z}{Z_{|p|}} = \exp(-\beta V \Delta f),
\]

(3.33)

and therefore an exponential dependence both on temperature and configuration space volume. In addition to that, there is an overlap problem: we cannot guarantee that the configurations with a large contribution to \( |p| \) are the ones having large contributions to \( p \), and the reweighing formula Eqn. (3.12) shows that the variance of (3.32) will be large if the overlap is small.

The relative error of the sign appearing in the denominator of (3.32) is given by

\[
\sqrt{\frac{\text{var}(\text{sgn})}{M}}/\langle \text{sgn} \rangle = \frac{1}{\sqrt{M} \langle \text{sgn} \rangle} = \frac{1}{\sqrt{M}} \exp(\beta V \Delta f),
\]

(3.34)

and therefore the error of (3.32) grows exponentially with configuration space volume and inverse temperature. This exponential growth is commonly known as the sign problem.

We can identify \( p \) as the distribution for the fermionic and \( |p| \) the one for the bosonic system. Eqn. (3.33) and (3.32) then show that we are sampling the distribution of the positive, bosonic partition function while we are interested in observables in the fermionic ensemble.

A proof by Yoo et al. [79] derived for the CT-AUX algorithm in section 5.4 shows that the sign problem in the single site case for the Hirsch Fye algorithm does not occur. The proof consists of replacing the bath with a semi-infinite chain and showing that there is no sign problem in this geometry. This proof is also valid for the hybridization, CT-AUX and weak coupling algorithms presented in this thesis. However, multiple orbital problems with general interactions and cluster problems may obtain a sign problem.
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Chapter 4

Weak Coupling algorithm

The original idea for an expansion of the effective action of the Anderson impurity model goes back to a paper by Rubtsov and collaborators. This algorithm is based on methods originally introduced by Prokof’ev and coworkers for bosonic models. Using a weak coupling expansion of the partition function $Z = \text{Tr} e^{-S_{\text{eff}}}$ the effective action $S_{\text{eff}}$ is expanded and sampled using Monte Carlo. Rubtsov for the first time realized that repulsive Hubbard models could be simulated without a sign problem originating from the interaction $U$ if one performed an additional transformation on the interaction term.

4.1 Single Impurity Anderson Model – Partition Function Expansion

We illustrate Rubtsov’s weak coupling algorithm for the effective action Eqn. (2.3) of the single band Anderson impurity model, where a band of conduction electrons interacts with an impurity,

$$S_{\text{eff}} = -\sum_{\sigma} \int_0^\beta d\tau d\tau' c_{\sigma}^\dagger(\tau) G_0^{-1}(\tau - \tau') c_{\sigma}(\tau')$$

$$+ \mu \int_0^\beta d\tau (n_{\uparrow}(\tau) + n_{\downarrow}(\tau)) + \int_0^\beta U n_{\uparrow}(\tau) n_{\downarrow}(\tau).$$

A generalization to multiple orbitals, multiple sites, and more general interactions will follow in sections 4.1.2 and 4.1.3.

We describe the sampling of Eqn. (4.1) in the weak coupling expansion along the lines of chapter 3. The partition function $Z$ of (4.1) is given by

$$Z = \text{Tr} T_\tau e^{-S_{\text{eff}}}.$$ 

To start, we split the action into two parts: a two-operator non-interacting part containing hopping and chemical potential absorbed in $G^0$, and an interacting part
containing the four-operator interaction (Hubbard $U$) terms:

$$S_0 = - \sum_{\sigma} \int^\beta_0 dt \int^\beta_0 dt' c_{\sigma}^\dagger(\tau)G_0^{-1}(\tau - \tau')c_{\sigma}(\tau') - \mu \int^\beta_0 dt(n_{\uparrow}(\tau) + n_{\downarrow}(\tau)), \quad (4.3)$$

$$S_U = \int^\beta_0 U n_{\uparrow}(\tau)n_{\downarrow}(\tau), \quad (4.4)$$

We then perform a weak coupling expansion of the partition function, expanding $Z$ around the non-interacting limit, as described e.g. in [83]:

$$Z = \text{Tr} T_\tau e^{-(S_0 + S_U)} = Z_0(e^{-S_U})_0, \quad (4.5)$$

where the average $\langle \cdot \rangle_0 = \frac{1}{Z_0} \text{Tr} T_\tau \cdot e^{-S_0}$ goes over the non-interacting ensemble $S_0$ and contains the time ordering.

Formally, we can therefore write this partition function as

$$Z = Z_0 \quad (4.6)$$

$$- \frac{U}{1!} \int^\beta_0 dt_1(n_{\uparrow}(\tau_1)n_{\downarrow}(\tau_1))_0$$

$$+ \frac{U^2}{2!} \int^\beta_0 dt_1 dt_2(n_{\uparrow}(\tau_1)n_{\downarrow}(\tau_1)n_{\uparrow}(\tau_2)n_{\downarrow}(\tau_2))_0$$

$$- \frac{U^3}{3!} \int^\beta_0 dt_1 dt_2 dt_3(n_{\uparrow}(\tau_1)n_{\uparrow}(\tau_1)n_{\uparrow}(\tau_2)n_{\uparrow}(\tau_2)n_{\downarrow}(\tau_3)n_{\downarrow}(\tau_3))_0$$

$$+ \cdots$$

On the right side there is a series of integrals of products of expectation values in the non-interacting ensemble. In this noninteracting ensemble $\langle \cdot \rangle_0$ we have a Wick’s theorem, which we can employ to decouple the products of density operators. As we can express $-\langle c(\tau_i)c(\tau_j)^\dagger \rangle_0 = G_0(\tau_i - \tau_j)$ we can convert the sum over the contractions in Wick’s theorem [106] into a determinant of a matrix of bare Green’s functions $G_0$:

$$\langle T_\tau n_{\uparrow}(\tau_i)n_{\downarrow}(\tau_j)n_{\uparrow}(\tau_j)n_{\downarrow}(\tau_k)n_{\uparrow}(\tau_k)\cdots \rangle_0 = \sum \text{contract.} = \prod_\sigma |G_0^\sigma(\tau_i - \tau_j)| \quad (4.7)$$

### 4.1.1 Ensuring Positivity of the Weights

The expansion of the partition function (4.6) suffers from an obvious problem: the sign of the expansion coefficient changes with every order. Therefore the average sign will be very small, and sampling this series is difficult. An alternating series is a typical case in which we obtain the sign problem described in section 3.4.

---

1 Noninteracting here means without $S_U$, i.e. the bare effective action. Within the DMFT, the influence of $U$ on sites other than the current impurity site is hidden within the bare Green’s function for the effective action, $G_0$, and $S_0$ does not correspond to the noninteracting solution of the lattice problem corresponding to the impurity problem.
Rubtsov \cite{103} found a “trick” to solve this problem: by shifting terms from the noninteracting $S_0$ to the interacting $S_U$ he could completely suppress the sign problem of Eqn. (4.6), at the cost of introducing an additional constant $\alpha$ and summing over it.

If we define our chemical potential such that half filling corresponds to $\mu = 0$, we can rewrite Eqn. (4.1) (up to an irrelevant constant) as

$$S_0 = -\sum_\sigma \int_0^\beta d\tau d\tau' c_\sigma^+(\tau') G_0^{\sigma}(\tau - \tau')^{-1} c_\sigma(\tau) \quad (4.8)$$

$$S_U = \frac{U}{2} \sum_s \int_0^\beta d\tau (n_{1\uparrow}(\tau) - \alpha s) (n_{1\downarrow}(\tau) - \alpha s) \quad (4.9)$$

The parameters $\delta$ and $\alpha_{s\sigma} = 1/2 + \sigma s \delta$ control the strength of the auxiliary Ising field $s$ that we introduced to suppress the sign problem from the interaction for small positive $\delta$. The partition function expansion Eqn. (4.6) becomes

$$\frac{Z}{Z_0} = \sum_{k=0}^{\infty} \frac{(-U)^k}{k!} \iiint_0^\beta d\tau_1 \cdots d\tau_k \prod_{s_1 \cdots s_k} \{T_s[n_{\sigma_1}(\tau_1) - \alpha_{s_1\sigma_1}] \cdots [n_{\sigma_k}(\tau_k) - \alpha_{s_k\sigma_k}]\}$$

$$= \sum_{k=0}^{\infty} \frac{(-U)^k}{k!} \iiint_0^\beta d\tau_1 \cdots d\tau_k \prod_{s_1 \cdots s_k} \det D_k^\sigma \quad (4.10)$$

Wick’s theorem leads to a product of two determinants (one for each spin) as in

---

\footnote{The term “auxiliary field” is not mentioned in the original Rubtsov papers, but only in \cite{107}. Rubtsov et al. mention that the $\alpha$s must be “symmetrized” by interchanging $\alpha_\uparrow$ with $\alpha_\downarrow$, which corresponds to the summation over an auxiliary field.}
Eqn. (4.7):
\[
\det D_k^\alpha = (T_{\tau} [n_{\sigma_1}(\tau_1) - \alpha_{s_1\sigma_1}] \cdots [n_{\sigma_k}(\tau_k) - \alpha_{s_k\sigma_k}])
\]
(4.11)
\[
\begin{pmatrix}
G_{\sigma}^0(0) - \alpha_{s_1\sigma_1} & G_{\sigma}^0(\tau_1 - \tau_2) & \cdots & G_{\sigma}^0(\tau_1 - \tau_k) \\
G_{\sigma}^0(\tau_2 - \tau_1) & G_{\sigma}^0(0) - \alpha_{s_2\sigma_2} & \cdots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
G_{\sigma}^0(\tau_k - \tau_1) & \cdots & G_{\sigma}^0(\tau_k - \tau_{k-1}) & G_{\sigma}^0(0) - \alpha_{s_j\sigma_k}
\end{pmatrix}
\]

With the introduction of this auxiliary Ising spin $s$ we can guarantee that the sign from the interaction is positive, in analogy to [79]. However, in addition to summing over all orders and integrating from zero to beta for each operator, we obtain an additional sum over the $\alpha_k$.

### 4.1.2 Multiple Orbital Problems

The Hamiltonian for single site, multiple orbital problems includes additional terms in the interaction: in addition to the repulsion on the same site, we can consider density-density interactions between different orbitals, or even more general terms like exchange or pair hopping. The most general interaction for $n_o$ spin-orbitals is
\[
W = \sum_{i,j,l,m=1}^{n_o} \int_{0}^{\beta} d\tau_i d\tau_j d\tau_l d\tau_m U_{ijlm} (c_i^\dagger c_j - \alpha_{ij})(c_l^\dagger c_m - \alpha_{lm}),
\]
(4.12)
of which the single site Hubbard model is a special case for $n_o = 2$ with $U_{ijlm} = \delta_{ij}\delta_{lm}\delta_{[j-[l]} U_{[l].}$ Our weak coupling series expansion Eqn. (4.10) has to be performed in multiple dimensions, from which we obtain an additional sum over all orbitals:
\[
\frac{Z}{Z_0} = \sum_{k=0}^{\infty} \sum_{i,j,l,m_1}^{n_o} \cdots \sum_{i,j,l,m_k}^{n_o} \int_{0}^{\beta} d\tau_i d\tau_j d\tau_l d\tau_m \frac{(-1)^k U_{i,j,l,m_1}\cdots U_{i,j,l,m_k}}{k!} [D_{k,i,j_1\cdots i,j_k}^j m_1 m_2 \cdots m_k (\tau_i, \tau_j, \tau_l, \tau_m)].
\]
(4.13)
The Green’s function matrix
\[
D_{k,i,j_1\cdots i,j_k}^j m_1 m_2 \cdots m_k (\tau_i, \tau_j, \tau_l, \tau_m)
\]
(4.14)
can be written as a block-matrix if the various orbitals do not mix, and we can prove (see [79]) that for density-density interactions in this case no sign problem appears. However, in general any orbital interacts with any other orbital via the bath, and there is no reason for the determinant of $D$ to have the same sign for all configurations. The choice of $\alpha$ - terms has an influence on the sign statistics, and they need to be adjusted for each problem such that the expansion is sign - free or at least has an average sign that is as large as possible. How this is best done is still an open question, and an ansatz has been presented by E. Gorelov et al. in Ref. [108].
4.1.3 Cluster Calculations

In the case of the Hubbard model on a cluster, the Hamiltonian is

\[ H = -t \sum_{\langle ij \rangle} (c_i^\dagger c_j + h.c.) + U \sum_j n_{i\uparrow} n_{i\downarrow}. \]  

(4.15)

The only difference to the single orbital case is that the operator acquires an additional site index. We can completely absorb all quadratic hopping terms in the \( G^0 \), and perform the weak coupling expansion in

\[ S_U = \sum_i (n_{i\uparrow} - \alpha_i)(n_{i\downarrow} - \alpha_i). \]  

(4.16)

The \( \alpha \)-terms are best chosen like in the single site case: \( \alpha_\uparrow = 1 - \alpha_\downarrow \), with \( \alpha_\downarrow < 0 \) or \( \alpha_\uparrow > 1 \) and a symmetrization during the simulation. This guarantees that the expansion in the interaction does not generate a sign problem. The \( G^0_{ij}(\tau_i - \tau_j) \) is site-dependent, but spin up and spin down part separate. We can therefore write the partition function as

\[ \frac{Z}{Z_0} = \sum_{k=0}^{\infty} \sum_{s_1,\ldots,s_k = \pm 1} \frac{(-U)^k}{k!} \det D_\uparrow \det D_\downarrow, \]  

(4.17)

where \( (D_\sigma)_{ij} = G^0_{ij\sigma}(\tau_i - \tau_j) - \delta_{ij}\alpha_{i\sigma} \). It follows immediately that the expansion does not suffer from a sign problem for the half-filling case, where the determinants of the up- and down matrices are identical. However, away from half filling a sign problem occurs in general, see e.g. Fig. (5.4).

It is the cluster scheme (e.g [47], DCA [109, 42] or CDMFT [48]) and the cluster self consistency that define the precise form of the input bare Green’s function. The impurity solver part is independent of the particular choice of self consistency condition.

4.2 Updates

As in the CT-AUX algorithm, we obtain a series of integrals of expansion coefficients that can be expressed as a product of a numerical factor and a product of determinants of rather large matrices.

\[ \frac{Z}{Z_0} = \sum_{k=0}^{\infty} \int_0^{\beta} \cdots \int_0^{\beta} d\tau_1 \cdots d\tau_k \sum_{\alpha_1,\ldots,\alpha_k} \frac{(-U)^k}{k!} \prod_\sigma \det D_\sigma(\{\alpha_1,\tau_1\}, \ldots \{\alpha_k,\tau_k\}). \]  

(4.18)

We can therefore employ the mathematics of chapter 3 to sample this series in Monte Carlo, in analogy to Eqn. (3.20). In order to do this, we generate random configurations of the sum over \( k \), the \( k \)-dimensional integral over \( \tau_j \), the possible interactions strengths in the multiple orbital case and possible sites in the cluster case, as well as the \( \alpha_j \) for each interaction.

The configuration space of this partition function is given by the set

\[ \mathcal{C} = \{ \emptyset, \{ (\alpha_1, \tau_1, U_1) \}, \{ (\alpha_1, \tau_1, U_1), (\alpha_2, \tau_2, U_2) \}, \ldots, \{ (\alpha_1, \tau_1, U_1), \ldots \} \}, \]  

(4.19)

where the \( U_j \) denote one of the \( n_I \) different types of interaction terms.
4. Weak Coupling algorithm

4.2.1 Insertion and Removal Updates

Using the insertion and removal updates detailed in section 3, we obtain for the acceptance ratio for an insertion update of an \((\alpha_{k+1}, \tau_{k+1}, U_{k+1})\) - vertex:

\[
W_{\text{acc}} = \frac{U_{k+1} n_l}{k+1} \frac{\det D_{k+1} \{ (\alpha_1, \tau_1, U_1), \ldots, (\alpha_{k+1}, \tau_{k+1}, U_{k+1}) \}}{\det D_k \{ (\alpha_1, \tau_1, U_1), \ldots, (\alpha_k, \tau_k, U_k) \}}.
\] (4.20)

For the single impurity Anderson model, using the fact that we can write the matrix \(D\) in two blocks (one for each spin) and take the determinant separately, this amounts to

\[
W_{\text{acc}} = \frac{U}{k+1} \frac{\det D_{k+1}^\uparrow \{ (\alpha_1, \tau_1), \ldots, (\alpha_{k+1}, \tau_{k+1}) \}}{\det D_k^\uparrow \{ (\alpha_1, \tau_1), \ldots, (\alpha_k, \tau_k) \}} \frac{\det D_{k+1}^\downarrow \{ (\alpha_1, \tau_1), \ldots, (\alpha_{k+1}, \tau_{k+1}) \}}{\det D_k^\downarrow \{ (\alpha_1, \tau_1), \ldots, (\alpha_k, \tau_k) \}}.
\] (4.21)

The acceptance probability for a removal move from \(k + 1\) to \(k\) vertices is the inverse of the insertion probability derived above. These two moves are already sufficient to be ergodic, as we can reach any element of \(C\) from any other element by for example going to zeroth order by removing all vertices, and then inserting all new ones.

4.2.2 Shift Updates

Alternatively we can introduce (self-balancing) shift updates that shift a vertex from time \(\tau\) to time \(\tau'\), the acceptance probability of which is given by the determinant ratio

\[
W_{\text{acc}} = \min \left( 1, \frac{\det D_{\text{new}}}{\det D_{\text{old}}} \right).
\] (4.22)

These acceptance probabilities are identical to the ones of updates that change \(\alpha_{\uparrow}\) to \(\alpha_{\downarrow}\) or interchange sites or orbitals: as long as the interaction strengths \(U_k\) are
not changed and the number of vertices is invariant, all the changes occur in the Green’s function matrix \( D \).

In practice, handling the matrix \( D \) numerically is impractical. Instead, we employ the fast-update formulas of appendix \( \text{A} \) to compute the inverse matrix of \( D \), which in Rubtsov’s papers is called \( M = D^{-1} \). By inserting or removing a vertex into the series, we change one row and one column of the matrix \( D \), and computing the determinant ratios between the old and the new \( D \)-matrix is particularly easy if the inverse \( M \)-matrix is known, see Eqn. (A.10): Determinant ratios for an insertion update require a matrix-vector multiplication and are \( O(N^2) \), while the ones for a removal update are constant in time.

### 4.3 Measurements

The Green’s function of the effective action \( S_{\text{eff}} \) is defined as

\[
G_{ijrs}(\tau_p - \tau_q) = \langle T_{rs}c_{ir}(\tau_p)c_{jr}^\dagger(\tau_q) \rangle = -\frac{1}{\text{Tr}T e^{-S_{\text{eff}}}}\text{Tr}T e^{\tau_p c_{ir}(\tau_p)c_{jr}^\dagger(\tau_q)e^{-S_{\text{eff}}}}
\]

\[
= \sum_k \frac{(-U)^k}{k!} \iiint_0^\beta d\tau_1 \cdots d\tau_k (c_{ir}(\tau_p)c_{jr}^\dagger(\tau_q)c_1(\tau_1) \cdots c_{2k}^\dagger(\tau_{2k}))_0.
\]

We generate diagrams of the partition function with the weight that they contribute to \( Z \), not diagrams of the Green’s function. We therefore need to employ formula (4.12) to obtain an estimator for the Green’s function and compute the ratio

\[
r = \frac{\langle c_{ir}(\tau_p)c_{jr}^\dagger(\tau_q)c_1(\tau_1) \cdots c_{2k}^\dagger(\tau_{2k}) \rangle_0}{\langle c_1^\dagger(\tau_1)c_1(\tau_2) \cdots c_{2k}^\dagger(\tau_{2k}) \rangle_0}.
\]

This is just a determinant ratio, similarly to what needs to be computed in the updates (see appendix \( \text{A} \), and is obtained from the matrix \( D_{pq}^{\partial_0,ir} \) containing an additional row and column:

\[
D_{pq}^{\partial_0,ir} = \begin{pmatrix}
D_{\partial_0,ir} & G_{0,ir}(\tau_p - \tau_q) \\
G_{0,ir}(\tau_p - \tau_q) & G_{0,ir}(\tau_p - \tau_q)
\end{pmatrix}.
\]

The relative weight of the Green’s function is given by the determinant ratio \( \det D_{\partial_0,ir}^{\partial} / \det D_{\partial_0,ir} \), which is computed using formula (A.10) \( M = D^{-1} \):

\[
\det D_{\partial_0,ir}^{\partial} = \det D_{\partial_0} \left[ G_{\partial_0}(\tau_p - \tau_q) - \sum_{ij} G_{\partial_0}(\tau_p - \tau_i)(D_{ij}^{-1})_j G_{\partial_0}(\tau_j - \tau_q) \right].
\]

Hence the formula for measuring the Green’s function becomes (54):

\[
G_{pq}(\tau_p, \tau_q) = G_{pq}^0(\tau_p - \tau_q) - \left\{ \sum_{ij} G_{ji}^0(\tau_p - \tau_i)M_{ij}G_{pq}^0(\tau_j - \tau_q) \right\},
\]
where $M = D^{-1}_{G_0}$ and angular brackets denote the Monte Carlo average. Fourier transforming this formula yields a measurement formula in Matsubara frequencies,

$$G_{pq}(i\omega_n) = G_{pq}^0(i\omega_n) - \left( \beta^{-1} \sum_{ij} G_{pi}^0(i\omega_n) G_{jq}^0(i\omega_n) M_{ij} e^{i\omega_n(\tau_i - \tau_j)} \right), \quad (4.29)$$

$$G(i\omega_n) = G_0(i\omega_n) - \beta^{-1} G_0(i\omega_n)^2 \left( \sum_{ij} M_{ij} e^{i\omega_n(\tau_i - \tau_j)} \right). \quad (4.30)$$

Both measurements can be performed directly during an update of the partition function, thereby reducing the computational effort for measuring the Green’s function at each step from $O(NM^2)$ to $O(NM)$, where $N$ is the number of time slices or Matsubara frequencies and $M$ the average matrix size [34].

The Matsubara Green’s function is required for the computation of the self-energy and the Hilbert transform, so measuring the Green’s functions directly in frequency space allows one to avoid the Fourier transformation of the Monte Carlo-averaged Green’s function from imaginary time to Matsubara frequencies in the self consistency. In addition to that, in the weak coupling algorithm the measurement in Matsubara frequencies appears as a correction to the (known) bare Green’s function $G_0(i\omega_n)$ which is suppressed by a factor of $\frac{1}{\beta\omega_n}$. For high frequencies, the errors converge very quickly and it is therefore possible to measure the high frequency behavior in a short time, before focusing on lower Matsubara frequencies for the rest of the simulation. This reduces the computational effort significantly.

### 4.4 Implementation Notes

What follows are some remarks on how to best implement the weak coupling algorithm. These remarks are of a rather technical nature and only important for the implementation of the weak coupling - algorithm.

#### 4.4.1 Factorization of the Measurement

In principle we can update the Green’s function belonging to a set of times and alphas directly during an accepted update. As the update to the inverse $M$-matrix is a rank-one update, we can factorize the Green’s function update. We start by writing the inverse of $D, M$, after a move from order $k$ to order $k + 1$ as

$$M = \begin{pmatrix} \tilde{P} & \tilde{Q} \\ \tilde{R} & \tilde{S} \end{pmatrix}, \quad (4.31)$$

with $\tilde{P}, \tilde{Q}, \tilde{R},$ and $\tilde{S}$ as in appendix A. The Green’s function in Matsubara frequencies is

$$G_{pq}^{k+1}(i\omega_n) = G_{pq}^0(i\omega_n) - \sum_{ij} G_{pi}^0(i\omega_n) G_{jq}^0(i\omega_n) \beta e^{i\omega_n(\tau_i - \tau_j)} M_{ij} e^{i\omega_n(\tau_i - \tau_j)}, \quad (4.32)$$
Plugging in $\tilde{P} = P^{-1} + \tilde{Q} \tilde{S}^{-1} \tilde{R}$ and noting that $P^{-1}$ is the known matrix before the update move from order $k$ to $k + 1$, we obtain

$$G_{pq}^{k+1}(i\omega_n) = G_{pq}^0 - \frac{1}{\beta} \sum_{ij} e^{i\omega_n (\tau_i - \tau_j)} G_{pi}^0 P_{ij}^0 G_{jq}^0 - \frac{1}{\beta} \sum_{ij} e^{i\omega_n (\tau_i - \tau_j)} G_{pi}^0 (\tilde{Q} \tilde{S}^{-1} \tilde{R})_{ij} G_{jq}^0$$

$$- \frac{1}{\beta} \sum_{i} e^{i\omega_n (\tau_i - \tau_{k+1})} G_{pi}^0 \tilde{Q} \tilde{S}^{-1} G_{k+1, q}^0$$

$$= G_{pq}^0 - \frac{1}{\beta} \left[ \sum_{i} G_{pi}^0 \tilde{Q} e^{i\omega_n \tau_i} \right] \tilde{S}^{-1} \left[ \sum_{j} \tilde{R}_{ij} G_{jq}^0 e^{-i\omega_n \tau_j} \right]$$

$$- \frac{1}{\beta} \sum_{i} e^{i\omega_n (\tau_i - \tau_{k+1})} G_{pi}^0 \tilde{Q} \tilde{S}^{-1} G_{k+1, q}^0$$

$$= G_{pq}^0 - \frac{1}{\beta} \left[ \sum_{i} G_{pi}^0 \frac{\tilde{Q}}{\tilde{S}} e^{i\omega_n \tau_i} \right] \tilde{S}^{-1} \left[ \sum_{j} \left( \tilde{R} \tilde{S} \right)_{ij} G_{jq}^0 e^{-i\omega_n \tau_j} \right].$$

It is therefore possible to obtain a new Green’s function from the old one in only $O(k)$ steps.

Experience has shown that there is an accumulation of roundoff errors, especially in the cluster case, for this method of computing the Green’s function. As it takes a sweep, or $O(k)$ steps, to generate an independent configuration, there is no overall benefit in computing the “factorized” version of the Green’s function as opposed to a direct, $O(k^2)$, measurement. This measurement method should therefore be avoided.

### 4.4.2 Frequency versus Imaginary Time Measurement

There are advantages and disadvantages both to measuring in the frequency as well as in the imaginary time domain. The measurement in the imaginary time domain has a crucial drawback: the introduction of discretization errors. As the cost of measurements is proportional to the number of imaginary time points at which formula (4.33) is evaluated, a fine grid of time points becomes prohibitively expensive, and one of the major advantages of the new algorithms – the elimination of discretization errors – is lost in this process. These discretization errors however are of a different type than the ones in Hirsch Fye and similar discrete time algorithms: while the entire simulation in Hirsch-Fye is performed in discrete time, here it is only the measurement of the Green’s function that has this discretization problem.

The measurement in the Matsubara frequency domain, on the other hand, has the advantage that it does not introduce any discretization errors. As the Matsubara frequencies $\omega_n$ are already discrete, we simply measure all frequencies up to a
maximum cutoff $\omega_{\text{max}}$. To obtain the number of frequency points needed we can use the high frequency expansion of the self energy or the Green’s function: we automatically adjust the cutoff frequency such that the systematic error from the cutoff is negligible compared to the statistical errors. A systematic way of obtaining these high frequency expansion coefficients has been developed by Armin Comanac and is described in his PhD thesis [110] and – for the Cerium problem – illustrated in appendix B.

The insertion of two imaginary time points $\tau$ and $\tau'$ into the configuration has an additional degree of arbitrariness: the observable average $G(\tau - \tau')$ is translationally invariant, while the configuration at hand is not, and we can choose any imaginary time point $\tau$ between 0 and $\beta$ for the first operator in Eqn. (4.28) that we insert. The measurement process will, of course, eventually restore the symmetry. In order to obtain the complete information of a particular partition function configuration, we need to perform the measurement of $G$ for all possible (continuous) $\tau$-points. Of course these measurements are highly correlated, and a sensible compromise are $O(k)$ measurements for a configuration with $k$ vertices. Such a measurement would completely dominate the simulation and is therefore impractical.

### 4.4.3 Self Energy Binning Measurement

If the imaginary time measurement is fast or does not scale with the number of available discretization points, the algorithm is not limited by the number of time slices measured and the advantage of having a “continuous time” - algorithm is maintained. This is the reason why the “self-energy binning measurement”, originally developed in the context of the CT-AUX algorithm, is faster. The measurement formula is rewritten as

\[
G(\tau) = G^0(\tau) - \left\langle \sum_{pq} G^0(\tau - \tau_p) M_{pq} G^0(\tau_q) \right\rangle
\]

\[
= G^0(\tau) - \int d\tau_z G^0(\tau - \tau_z) \left\langle \sum_{pq} \delta(\tau_z - \tau_p) M_{pq} G^0(\tau_q) \right\rangle
\]

\[
= G^0(\tau) - \int_0^\beta d\tau_z G^0(\tau_z) \langle S(\tau_z) \rangle.
\]

In the Monte Carlo process, we only measure the quantity $\langle S \rangle$, which we bin into fine bins. This binning process is independent of the number of time slices on which we measure $G$, and only requires the evaluation of $MG$ at runtime. In practice we can employ the translational invariance in the $\tau$ - domain to obtain multiple estimates of the Green’s function in the same step, and perform a matrix-matrix multiplication of the matrix $M$ and a matrix $G_{qj} = G(\tau_q - \tau_j)$ to obtain estimates for $S$.

The cost of such a calculation scales with the size of $M$, not the number of imaginary time measurement points. In practice, it turns out to be significantly faster than the other methods and is therefore the method of choice for the measurement in the weak coupling algorithms.
The Matsubara Green’s function can also be extracted directly from the expectation value of $S$:

$$G(i\omega_n) = G^0(i\omega_n) - G^0(i\omega_n) \int_0^\beta d\tau e^{i\omega_n \tau} \langle S(\tau) \rangle. \quad (4.39)$$

### 4.4.4 Discretization of the Exponential Factors

The exponential factors $\exp(\pm i\omega_n \tau)$ are an expensive part of the simulation in the case of a frequency measurement. Recomputing exponentials, even with specialized vectorized functions that are available e.g. as part of the Apple veclib, AMD ACML or Intel MKL libraries, is time consuming and takes most of the computing time of the simulation for large simulations. An obvious simplification, originally proposed in this context by A. Macridin, consists of creating a very fine imaginary time grid (of, in our case, usually 10'000 time slices). At the start of the simulation, $\exp(i\omega_n \tau)$ is computed for all $\omega_n$ needed and all $\tau$ on that grid, and the values are stored. This may consume some memory, but it eliminates the expensive calculation of $e^{i\omega_n \tau}$ at runtime. We did not observe any inaccuracies introduced by the discretization.

### 4.4.5 DCA Momentum Measurements

In DCA, only diagonal entries of the Green’s function in k-space are non-zero. For a cluster with $n_c$ sites, this means that only $n_c$ independent Green’s functions have to be measured instead of $n_c^2$ for the real space Green’s function. Even if we allow for antiferromagnetism on the cluster (and thereby double the unit cell), we only need to measure $O(n_c)$ elements of the Green’s function. Measuring the k-dependent Green’s function requires an additional Fourier transform factor $\exp(ikr)$ to be multiplied to the Green’s function at runtime, but this is still less expensive than directly measuring the full real space Green’s function. Therefore, if the system is translationally invariant, this invariance should already be taken into account during the measurement.

### 4.5 Green’s Function (“Worm”) –Sampling

When using the weak coupling solver, we generate diagrams or configurations according to the weight that they contribute to the partition function. We then generate a diagram of the Green’s function by inserting two creation and annihilation operators into the configuration that has been generated for the partition function. As we have seen in Eqn. (3.9), we can reduce the sampling errors by sampling a distribution that is close to the one of the observable we are interested in – in the sense that the variance $\text{var}(f/p)$ is small – such that the sampled distribution $p$ and the function to be measured $f$ are at least large in the same area.

A priori, it is not clear that the configurations with large weight of the Green’s function are the ones that are created by inserting two non-interacting bare Green’s
function lines into the configurations that are important for the partition function. It could be that the two distributions – the one for the Green’s function and the one for the partition function – have small overlap, which in turn would mean that the measurement of the Green’s function – while of course correct – becomes inefficient and the observables have a large variance.

Instead, it is much more elegant to generate diagrams of the Green’s function directly according to their contribution to the Green’s function. This method, originally developed in the bosonic context by Prokof’ev and collaborators [94], and later applied to the attractive - $U$ Hubbard model [111] is known by the name “worm algorithm”, referring to the two dangling Green’s function lines that build the head and tail of the worm. While in principle superior to the naive partition function sampling, the method has some important drawbacks when applied to the weak coupling algorithm that are illustrated in the following.

### 4.5.1 Derivation of the Worm Algorithm

We limit the explanation of the worm algorithm to the cluster case of section 2.5. The extension to the multiorbital case is performed straightforwardly by adding another orbital index. We expand the diagrams for the partition function in the usual weak coupling series:

$$Z = \sum_k \frac{(-U)^k}{k!} \sum_{s,\sigma} \int dx_1 \cdots \int dx_k \langle \sum_{s_1,\sigma_1} c_{s_1,\sigma_1}^{\dagger}(\tau) c_{s_1,\sigma_1}(\tau) \cdots \rangle S_0$$

and consider the series for the Green’s function $G_{\sigma,i,s_m}(\tau_i, \tau_m)$ for operators $c_i$ and $c_i^{\dagger}$ at times $\tau_i, \tau_m$ and on sites $s_i, s_m$ with spin $\sigma$:

$$G_{\sigma,i,s_m}(\tau_i, \tau_m) = \sum_k \frac{(-U)^k}{k!} \sum_{s,\sigma} \int dx_1 \cdots \int dx_k \langle c_{s,\sigma}^{\dagger}(\tau) c_{s,\sigma}(\tau_m) c_{s_1,\sigma_1}^{\dagger}(\tau_1) c_{s_1,\sigma_1}(\tau_1) \cdots \rangle.$$ 

Instead of just sampling diagrams for the partition function, we sample both diagrams of the partition function and of the Green’s function space. The configuration space is enlarged by configurations that have two more operators: $c_{s_m,\sigma}, c_{s_1,\sigma}$ present and represent the Green’s function space:

$$\mathcal{C} = \{C_Z, C_G\},$$

and the partition function of the combined system is the one of the original system and the Green’s function, with an arbitrary factor $\eta$ that controls the relative time that is spent in each sector,

$$Z_{\text{tot}} = Z + \eta G.$$
4.5 Green’s Function (“Worm”) –Sampling

Figure 4.3: Worm Algorithm: configuration of worms (diagrams of the Green’s function). In order to perform an ergodic sampling of the extended configuration space, we need to adjust our updates and in addition to the partition function moves include updates that connect the partition function to the Green’s function space, i.e. we need to include updates that insert a worm or remove it. While in principle enough to guarantee ergodicity, we can add further updates that stay in the Green’s function space and change the order or the configuration there. These updates are explained in the following section.

4.5.2 Worm Updates

Worm Insertion

Consider two configuration \( Z \in \mathcal{C}_Z \) and \( G \in \mathcal{C}_G \) that have the Hubbard interaction vertices at the same place and only differ by two added operators \( c_i^\dagger, c_m \) of \( G \). Their weight is given by the coefficients of Eqn. (4.41) and (4.40): a partition function space configuration with \( k \) vertices at times \( \tau_1, \ldots, \tau_k \) has the weight

\[
p_{\text{p}}(k) = \frac{(-U)^k}{k!} \langle c_{s_1,\sigma_1}(\tau_1) c_{s_1,\sigma_1}(\tau_1) \cdots \rangle_{S_0},
\]

while a Green’s function configuration with the same vertices but two additional operators at \( \tau_m, \tau_i \) obtains the weight

\[
p_{\text{g}}(k) = \frac{(-U)^k}{k!} \langle c_{s_i,\sigma}(\tau_i) c_{s_m,\sigma}(\tau_m) c_{s_1,\sigma_1}(\tau_1) c_{s_1,\sigma_1}(\tau_1) \cdots \rangle.
\]

For the transition from one state to the other we need to satisfy the detailed balance condition – now on the extended configuration space. It is given by

\[
p_{\text{p}} W(Z \to G) = p_{\text{g}} W(G \to Z).
\]

For the partition function and Green’s function sectors we obtain (up to an arbitrary factor \( \eta \) that determines how much time we spend in Green’s function / partition function sector) that the probability of going from the partition function sector to the Green’s function sector by introducing two operators Ira, Masha at times \( \tau_i, \tau_m \) is

\[
W_{\text{acc}}(Z \to G) = \min \left( 1, \eta \frac{c_i^\dagger c_m c_i^\dagger c_2 \cdots c_{2k}}{c_i^\dagger c_2 \cdots c_{2k}} \right).
\]
Thus all we have to do is compute the determinant ratio of the configuration with and without Ira and Masha. The formulas are exactly the same as the ones of the vertex insertion, without the factors of $\alpha$ and $U/k$.

### Worm Removal

The corresponding removal probability that balances this move needs to cancel the $\eta$ factor of (4.47).

\[
W_{\text{acc}}(G \to Z) = \min \left( 1, \frac{1}{\eta} \frac{\langle c_1^+ c_2^+ \cdots c_{2k} \rangle}{\langle c_1^+ c_m^+ c_1^+ c_2^+ \cdots c_{2k} \rangle} \right)
\] (4.48)

This factor $\eta$ allows us to control how much time we spend in the Green’s function sector and how much time we spend in the partition function sector. It seems that $\eta$ is best chosen of the order of $\beta$. In that way, acceptance probabilities for a worm insertion and for a worm removal are both non-vanishing.

### Worm Shift

Worm shift updates are illustrated in Fig. 4.4 (b) and (c): we take Ira and Masha and propose to shift either Ira or Masha (or both of them) from $(\tau_i, s_i), (\tau_m, s_m)$ to a different site, time or spin $(\tau_i', s_i'), (\tau_m', s_m')$. The weight of the initial configuration, up to the overall normalization $Z$, is

\[
p_C = \frac{(-1)^k}{k!} U^k \prod_\sigma (c_{s_i\sigma_i}(\tau_i) c_{s_m\sigma_m}(\tau_m)^\dagger (n_{1\sigma}(\tau_1) - \alpha_1) \cdots (n_{k\sigma}(\tau_k) - \alpha_k)), \quad (4.49)
\]

and likewise the one of the final configuration:

\[
p_{C'} = \frac{(-1)^k}{k!} U^k \prod_\sigma (c_{s_i'\sigma_i'}(\tau_i') c_{s_m'\sigma_m'}(\tau_m')^\dagger (n_{1\sigma}(\tau_1) - \alpha_1) \cdots (n_{k\sigma}(\tau_k) - \alpha_k)). \quad (4.50)
\]

This move is self balanced. As the proposal probability for a shift update and its reverse update are the same and therefore cancel in the detailed balance equation, the acceptance probability becomes

\[
W_{\text{acc}}((c_i, c_m^+)) \to ((c_i', c_m'^+)) = \min \left( 1, \frac{\langle c_i^+ c_m^+ c_1^+ \cdots c_{2k} \rangle}{\langle c_i^+ c_m^+ c_1^+ c_2^+ \cdots c_{2k} \rangle} \right).
\] (4.51)

Worm shifts are an easy way to obtain measurements. As each worm configuration yields just one estimate for a Green’s function $\langle c_i^+ c_m \rangle$, cheap worm shifts allow us to improve measurement statistics by measuring a series of $\langle c_i^+ c_m^+ \rangle$, $\langle c_i^+ c_m' \rangle$, $\langle c_i^+ c_m'' \rangle$, $\ldots$. In our implementation, most of the moves in the worm space are of this nature. They are relatively fast and easily improve the measurements statistics.
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Figure 4.4: Worm moves: starting from a): b) Insertion of the worm. c) shift of the worm head. d) shift of the worm head and vertex removal. e) shift of the worm and vertex insertion. f) removal of the worm with insertion of a vertex and return to the partition function space.

Vertex Insertion with Worm

It is important to have a method by which we can change the expansion order of the algorithm while staying in the Green’s function space. This assures that the underlying partition function configuration is changed so that it corresponds to Green’s function configurations that have high contributions. As in the case of the partition function algorithm, we obtain the weights from the expansion (4.41), and construct the acceptance ratios according to Metropolis:

\[
W_{\text{acc}} = \min \left(1, \frac{U}{k + 1} \frac{\langle c_i c_m^\dagger c_1 \cdots c_{2k} \rangle}{\langle c_i c_m^\dagger c_1 \cdots c_{2k+1} \rangle} \right).
\] (4.52)

The numerical implementation is a bit tricky, as the inverse matrices are stored just for the partition function part of the determinant, and is described in the implementation section 4.5.4. This move is balanced by an inverse vertex removal move.

4.5.3 Measurements

Imaginary Time

The imaginary time measurement in worm space is trivial: We know the position of the two Green’s function operators and we are creating configurations of the Green’s function according to the probability with which they contribute to it, thus we simply record a histogram of worm positions with the appropriate sign, and increase it by one in the bin that belongs to \(\tau_i - \tau_m\). Measurements are most easily done in real space, not cluster momenta, as this avoids additional exponential factors. The averaging of these data can be done during the Fourier transform.
Avoiding Binning Errors

The imaginary time measurement above yields estimates for the Green’s function on a continuous grid. These estimates then have to be binned. However, we can directly measure the Green’s function on a fixed grid: Before a measurement we propose a “shift” update to shift the worm onto the imaginary time location where it should be measured. Shift update proposals are cheap: all we need to do is compute the Green’s functions at the new position for Masha, and perform a matrix vector multiplication and a vector inner product. We have implemented this method, but not (yet) systematically explored it.

Matsubara Frequency

While it is of course possible to Fourier transform the delta function of the worm distance measured above, this is very inefficient. The reason for this is that we have to deal with $O(N)$ measurements instead of a single one. A fine grid of measurement points is therefore much more efficient than the frequency measurement.

4.5.4 Implementation Notes

For the vertex insertion and removal moves it is best to store the inverse matrix of the Green’s functions for the vertices only. The worms and the Green’s functions $G(\tau_{\text{ira}} - \tau_j)$, $G(\tau_i - \tau_{\text{masha}})$ are not inverted. This makes it very easy to change from the partition function to the Green’s function space, and as there is always just one worm present the formulae for handling this extra row and column of $D$ are still relatively simple.

$$D = \begin{pmatrix} G(\tau_p - \tau_q) - \alpha_p \delta_{pq} & G(\tau_p - \tau_{\text{masha}}) \\ G(\tau_{\text{ira}} - \tau_q) & G(\tau_{\text{ira}} - \tau_{\text{masha}}) \end{pmatrix}$$

Let us partition this matrix according to Appendix A

$$D = \begin{pmatrix} P & Q \\ R & S \end{pmatrix} = \begin{pmatrix} \tilde{P} & \tilde{Q} \\ \tilde{R} & \tilde{S} \end{pmatrix}^{-1}$$

And compute its determinant as in Eqn. A.10

$$\det D = \det \begin{pmatrix} P & Q \\ R & S \end{pmatrix} = \det(P) \det(S - RP^{-1}Q)$$

We choose to store the inverse matrix $P^{-1} = M$, the matrix for the partition function configuration, as well as the matrices (or vectors) $Q, R, S$ and $\tilde{S}$. The determinant ratio of adding a worm is then given by:

$$\frac{\det(P)}{\det(D)} = \frac{1}{\det(S - RP^{-1}Q)}$$

$$= \frac{1}{G(\tau_{\text{ira}} - \tau_{\text{masha}}) - \sum_{pq} G(\tau_{\text{ira}} - \tau_p)M_{pq}G(\tau_q - \tau_{\text{masha}})} = \tilde{S}.$$
Thus for inserting a worm we have to compute a matrix-vector product and an inner product of two vectors, analogous to adding a new vertex. We store the value of \( \tilde{S} \) (note: \( S \) and \( \tilde{S} \) have dimension 1 for a single worm) such that for the reverse worm removal the probability \( \tilde{S} \) is already known.

For the worm shift update we need to compute the determinant ratio of two matrices:

\[
\frac{\det D_{\text{old}}}{\det D_{\text{new}}} = \frac{\det \begin{pmatrix} P & Q \\ R & S \end{pmatrix}}{\det \begin{pmatrix} P' & Q' \\ R' & S' \end{pmatrix}} = \frac{\det(P) \det(S - RP^{-1}Q)}{\det(P') \det(S' - R'P^{-1}Q')}.
\]

(4.57)

As \( \tilde{S} = 1/\det(S - RP^{-1}Q) \) is already stored we need to compute the determinant ratio for the new position of either Ira or Masha (or both):

\[
\frac{\det D_{\text{old}}}{\det D_{\text{new}}} = \frac{S^{-1}}{\det(S' - R'P^{-1}Q')} = \frac{\tilde{S}^{-1}}{S' - R'P^{-1}Q'}.
\]

(4.58)

Thus, again, the numerics for a shift update reduces to a matrix-vector multiplication and an inner product. As this move is self balanced we need no separate inverse move.

Direct vertex removal and vertex insertion moves are more complicated. The basic idea when adding a new vertex is that \( S \) is now a \( 2 \times 2 \) matrix with one column containing the Green’s function of the new vertex, the other the one of the worm. We compute the new weight of the entire matrix and divide it by the weight of the worm that was already present. The formulae are the ones of a two-vertex insertion move, and in the end analogous to the concatenation of the worm removal - vertex insertion - worm insertion moves.

### 4.5.5 Normalization

In order to get the normalization factors properly we have to go back and forth between partition function space and Green’s function space. The ratio of time we spend in these sectors (modified by the \( \eta \) factor in Eqn. (4.47)) will give us the correct normalization.

Also, observables other than the Green’s function are easier to be measured in the partition function space. Changing between worm and partition function space frequently assures that observables measured in both spaces obtain decent statistics.

### 4.5.6 Reweighing

Having the worm offers the interesting possibility to do reweighing in order to get better data for analytic continuation. This is promising especially in the insulating phase, where the steep exponential decay of the Green’s function is hard to resolve with a delta function binning measurement. The reweighing can be done
with a flat histogram method described in section 4.6, or by simply assuming a form of the gap (e.g., an exponential decay) and reweighing with the inverse of this function. Also possible are bins of unequal size, or measurements without discretization errors: before a measurement the worm is moved to the nearest (few) measurement point(s).

### 4.5.7 Results

The worm method is based on an entirely different measurements procedure, and therefore different auto-correlation times and different variances can be expected. As we sample the diagrams for the Green’s function that we are interested in directly instead of sampling the diagrams for the partition function, the variance is expected to decrease. Because we have more efficient moves, the auto-correlation time also might decrease. However, instead of measuring a smooth estimate of the Green’s function we will measure a series of delta functions, and these are less close to the actual Green’s function. On the other hand, measurements in partition function space are much more time-consuming than measurements in the worm function space where we just have to record a “delta” at the right place.

For all the problems we examined, the worm algorithm did not result in much better statistics than the partition function algorithm. Closer examination of the sampling process showed that the partition function algorithm, too, had little sampling problems and the overlap between the Green’s function and partition function space was large. However, where reweighing is necessary to obtain decent statistics, the worm algorithm might yet show advantages over the traditional partition function implementation. In the end, the lack of imaginary time translation invariance has to be set off by improved statistics and decreased autocorrelation times. We did not perform a detailed analysis of the insulator, where the Hubbard vertices are expected to freeze in a partition function algorithm and dynamics might be much slower.

### 4.6 Wang Landau Sampling

In the usual sampling process of the partition function weak coupling algorithm, as well as in the other algorithms described in chapter 5 and 6, we sample diagrams of the expansion (elements of the configuration space) with the weight that they contribute to the partition function. We then measure the Green’s function and other observables in this ensemble. Section 3.2 illustrates that in order to sample the right equilibrium distribution, an algorithm does not only need to have the transition probabilities between states chosen in the right way, but it also has to be “ergodic”, i.e. in principle able to reach every configuration from every other configuration in a finite number of steps. For a system with various well-separated parts of phase space that contribute to the integral, this is hard, especially if they are not known a priori.
Figure 4.5: A worm algorithm example: Weak Coupling, Weak Coupling and Worm, and Hirsch Fye data for a $2 \times 2$ cluster away from half filling ($n = 0.9$). Green’s function in imaginary time and real space (onsite, nearest neighbor and next-nearest neighbor). The points are Hirsch Fye points and the lines are continuous time lines for both worm and partition function method. Both methods give identical results within error bars.

Figure 4.6 illustrates a typical situation: for a paramagnet, the average magnetization is zero, and the expansion converges to a typical order. Sampling such a distribution is straightforward. For an antiferromagnetic system, two disconnected parts of phase space contribute to the partition function: one with majority spin up, and the other with majority spin down. The usual algorithm will only sample one of them and not be ergodic. In the intermediate case, the algorithm will slowly oscillate between the upper and the lower minima. While it still covers the whole phase space, the sampling becomes slow and autocorrelation times (and Monte Carlo errors) become large.

We are however free to sample any ensemble we want – as long as we perform the proper reweighing (3.12). While the samples generated might have a larger variance (3.9), we can try to find an ensemble in which autocorrelation times are significantly smaller. This is the idea behind the Wang-Landau algorithm presented here.

### 4.6.1 The Classical Wang - Landau Algorithm

In classical systems, similar issues exist. When simulating second order phase transitions, for example, the autocorrelation times at the critical point diverge. Coexistence regions at first-order phase transitions consist of disconnected parts of phase space – e.g. solid and liquid ones – that are equally contributing to the partition function. While cluster update schemes existed for a long time for the second order case to counteract the “critical slowing down”, both in the classical [112, 113] and quantum case [93], methods that can successfully overcome first order phase transitions are harder to find.

A first step was taken in 1991 by Berg and Neuhaus, when they introduced
Figure 4.6: Sketch of the configurations contributing to the partition function of a Hubbard model in the antiferromagnetic phase, started from a paramagnetic solution: projection of the configuration space onto the two axes “expansion order” and “magnetization”. Darker shading represents more likely configurations. Configurations with zero magnetization contribute in the paramagnetic phase. For an antiferromagnetic system with a paramagnetic start solution, two disconnected parts of phase space contribute.

“multicanonical sampling” [114] to overcome the phase transition of the 10 states Potts model, which exhibits a first order phase transition. In order to accurately simulate the coexistence region they changed their ensemble: they increased sampling in regions between the two coexisting phases, i.e. for configurations that build interfaces. These configurations are then no longer suppressed by an exponential weight factor, and tunneling between the two phases becomes easier. Their algorithm requires \textit{a priori} knowledge about the structure of phase space and the location of the barrier (phase transition).

Wang and Landau [115, 116] designed a general sampling scheme that is designed to find and overcome barriers and phase transitions without prior knowledge of where they are. They chose to project their configuration space onto an additional “reaction coordinate”. This reaction coordinate should allow for the system to be tuned continuously from one phase to the other. The example for the Potts system is that at low energies the system is in an ordered phase, and at higher energies in a disordered phase. In between the system undergoes a phase transition.

If we knew the density of states of the system as a function of the reaction coordinate ($\rho(E)$ if the energy is the reaction coordinate), and if we were sampling states of the configuration space not with a physical ensemble, but in an ensemble proportional to $1/\rho(E)$, each energy would be sampled equally often, and the system would constantly change between configurations at low energy (i.e. ordered ones), and such at high energy. The histogram $h(E)$ of the energy would be completely flat. Closer analysis shows that this algorithm can be improved by minimizing the round-trip time between low and high energy states [117, 118].

Observables that are a function only of the reaction coordinate can then be obtained by integrating over the density of states after the simulation. Observables that depend on other variables are sampled once the density of states is converged.
by reweighing.

Knowing the density of states requires a solution of the model. The algorithm therefore proceeds by assuming an initial guess for it and then iteratively changing the density of states until it is converged. To do this it employs the fact that the histogram of states in the converged ensemble is flat, i.e. every point of the reaction coordinate gets visited equally often.

We start the algorithm with an initial guess for the density of states - for example one, an initial multiplication factor (usually $e$), and a histogram that is zero everywhere. We then walk through phase space, measuring the histogram for each configuration and checking if it is flat. At the same time, every time a state is visited, the density of states at this reaction coordinate (energy) is multiplied by a constant amount. As this makes the DOS $\rho(E)$ at this state higher, it will be visited less frequently, as it is weighted with $1/\rho(E)$.

After a number of steps the histogram accumulated is flat, and we increase our accuracy by changing the multiplication factor to a smaller value. This is in principle done up to arbitrary precision.

This algorithm has been very successful in capturing the physics of first order phase transition and is widely used in the context of molecular simulations.

### 4.6.2 Quantum Wang Landau

The idea of Wang Landau sampling in the context of a series expansion is to create a “flat histogram” up to a given order and thereby to force the algorithm to generate diagrams both at the physically interesting order and at orders that are very close to zero, i.e. the bare Green’s function or non-interacting partition function. Originally the application to the weak coupling impurity solver goes back to an unpublished idea by Rubtsov.

Deliberately generating configurations that have little weight to the partition function may seem inefficient, as the whole point of importance sampling is to generate the diagrams with the importance they contribute to the partition function. However, when going back to the noninteracting case at 0th order of the series, all vertices and therefore all correlations are removed, and when the series is rebuilt it will likely end up in a different part of phase space – for example in a different global symmetry sector. On the other hand, if the series is only built once from zeroth order, the system might fall into one symmetry sector and spend its entire time trapped there. This is, for example, obvious in the case of antiferromagnetic order (see sketch), where both configurations with majority spin up or majority spin down are reached equally likely from the noninteracting solution, but getting out of one antiferromagnetic state at strong interactions requires removal of almost all vertices or enough knowledge about the symmetry to propose the right global move - in this case the exchange of up- and down spin matrices.

In our implementation of the “quantum” Wang-Landau algorithm we generate a flat histogram in the expansion order $k$, i.e. the additional parameter $\lambda(x)$ with
which we reweigh the weight of the configurations $x$ is

$$\lambda(x) = \lambda(\{\tau_1, \tau_2, \ldots, \tau_k\}) = \lambda(k) = \begin{cases} 
\frac{1}{p(k)}, & k < k_{\text{max}} \\
1, & k > k_{\text{max}} 
\end{cases} \quad (4.59)$$

where $p(k)$ is the probability of being at order $k$. $p(k)$ fulfills the role of the “density of state” on which the ensemble is projected, $k$ is the “reaction coordinate”. The probability $p(k)$ is unknown at the start of the simulation. Therefore we spend a short time of the simulation (usually no more than a couple of seconds) to find a guess for it. As the ensemble $\lambda(x)$ does not influence the expectation value of the observables, it is not important to have a very accurate estimate of it, as long as it is good enough to ensure ergodicity.

Fig. 4.7 shows the sketch of the histogram of the expansion order if Wang-Landau sampling is performed up to the maximal order, or up to the order that contributes half of the maximum. In practice, flat-histogram sampling turned out to be very efficient at obtaining symmetrized, paramagnetic Green’s functions. The fact that most configurations sampled have low order and contribute next to nothing to the observables is compensated by the fact that they are very quickly sampled due to the $O(k^2)$ scaling of the matrix operations. Nevertheless, global update moves are more efficient if the symmetry is known exactly. We therefore did not use Wang-Landau sampling in any of our production codes.

Figure 4.7: Sketch of the histogram of the expansion order of flat histogram sampling. $x$-axis: expansion order $k$. $y$-axis: histogram $h(k)$. Left panel: no flat histogram sampling. Middle panel: flat histogram sampling up to half of the maximum order. Right panel: flat histogram sampling up to the maximum contributing order.
Chapter 5

Continuous-Time Auxiliary Field Algorithm


A first continuous-time auxiliary field method was developed by Rombouts et al. in 1998 [120, 121], and applied to the nuclear Hamiltonian and small Hubbard lattices. We rederived the solver for a time-dependent effective action and reformulated it as an impurity solver [10] for cluster impurity problems. This CT-AUX algorithm is based on an auxiliary field decomposition of the interaction and a partition function expansion, formulated in the Hamiltonian formalism. The following derivation in the Hamiltonian formalism of section 2.7 is close to the well-known Hirsch-Fye algorithm (see section 2.6.4 and Ref. [72]), such that some concepts and proofs can be borrowed from Hirsch-Fye literature.

In the second part we will reformulate the algorithm in the (equivalent) action formalism to obtain a more natural derivation of the impurity solver algorithm. Applications of the CT-AUX - algorithm will be shown in chapter 9.

5.1 Lattice Version – Hamiltonian Formulation

For the derivation in this chapter we mostly follow the original CT-AUX paper [10]. We limit ourselves to the single site algorithm for most of the chapter, as the generalization to clusters and multiorbital models is straightforward. We start with the Hubbard Hamiltonian on a lattice, shifted such that chemical potential \( \mu = 0 \) denotes half filling:

\[
H = -t \sum_{\langle i,j \rangle} (c_i^\dagger c_j + h.c.) + U \sum_i \left( n_{i\uparrow} n_{i\downarrow} - \frac{n_{i\uparrow} + n_{i\downarrow}}{2} \right) - \mu \sum_i (n_{i\uparrow} + n_{i\downarrow}).
\]
Figure 5.1: Imaginary part of the self-energy for the DMFT solution of the single-site Hubbard model. CT-AUX, Hirsch-Fye using 32, 64, and 128 auxiliary spins (time slices), ED with 6 bath sites, at $\beta = 32$, $U = 3$. Hirsch-Fye and ED results were taken from Fig. 15 of Ref. [8]. For CT-AUX, the average number of auxiliary spins was $\langle n \rangle = 42.5$.

As the fermion operators $n_{i\uparrow}, n_{i\downarrow}$ can only assume values of zero or one, this auxiliary field decomposition is easily verified for the four possible local states. The variable $s$ is an auxiliary Ising spin, and $K$ some arbitrary positive real constant.

The partition function is $Z = \text{Tr} e^{-\beta(H_0 + H_U)}$. We are free to add and subtract a constant to the Hamiltonian:

$$H_U = U \sum_i \left( n_{i\uparrow} n_{i\downarrow} - \frac{n_{i\uparrow} + n_{i\downarrow}}{2} \right) - \frac{K}{\beta},$$

$$H_0 = -t \sum_{\langle i,j \rangle} (c_i^+ c_j + h.c.) + \frac{K}{\beta} - \mu \sum_i (n_{i\uparrow} + n_{i\downarrow}).$$

And, applying Eqn. (5.2) to (5.4) and switching to the interaction representation...
Figure 5.2: Left panel: Average perturbation order for the continuous-time auxiliary-field algorithm, for $K = 1$, and the weak coupling algorithm with $\alpha = 0.01$. Single-site Hubbard model, half-filling, semi-circular density of states of bandwidth $4t$, at $\beta t = 30$. Inset: Expansion order (matrix size) as a function of $K$. Single site Hubbard model, half filling, semicircular density of states of bandwidth $4t$, $U/t = 4$, and $\beta t = 10$. Right panel: Expansion order as a function of $\beta$ for the four-site cluster with nearest-neighbor hopping, $U = 2, \mu = -0.3757, t = 0.25$. For the Hirsch-Fye, a reasonable compromise between accuracy and speed would require at least $N = \beta Un$ time slices, which leads to larger matrices whose determinants need to be updated.

as in section 2.7 we obtain with $V = H_U$

$$Z = \text{Tr} e^{-\beta H}$$

$$= e^{-K} \text{Tr} e^{-\beta H_0} \text{Tr} \exp \int_0^\beta d\tau \left( \frac{K}{\beta} - U \left( n_{i\uparrow}(\tau) n_{i\downarrow}(\tau) - \frac{n_{i\uparrow}(\tau) - n_{i\downarrow}(\tau)}{2} \right) \right).$$

Dropping the irrelevant constant factor $e^{-K}$ and applying the auxiliary field decomposition Eqn. (5.2), we obtain

$$Z = \text{Tr} e^{-\beta H_0} T_\tau \exp \int_0^\beta d\tau \frac{K}{2\beta} \sum_{s=\pm 1} \exp \left( \gamma_s (n_{i\uparrow}(\tau) - n_{i\downarrow}(\tau)) \right).$$

The summands of this integral are always positive, as we are summing exponential functions of real numbers. This is how we avoid the negative sign problem for fermions stemming from the interaction. We may however still get a negative sign problem from the $H_0$ - part, i.e. the hopping in the multi-orbital or multi-site case.

We proceed by expanding the exponential of the interaction into a series while taking care of the time ordering explicitly in the integration bounds:

$$Z = \text{Tr} e^{-\beta H_0} \sum_{k=1}^\infty \int_0^\beta d\tau_1 \cdots \int_0^\beta d\tau_k \left( \frac{K}{2\beta} \right)^k \times$$

$$\left[ e^{\tau_1 H_0} \left( \sum_{s_k} e^{\gamma_s (n_{i\uparrow} - n_{i\downarrow})} \right) \cdots e^{-\tau_k H_0} \left( \sum_{s_1} e^{\gamma_1 (n_{i\uparrow} - n_{i\downarrow})} \right) e^{-\tau_1 H_0} \right].$$
This partition function is of the form

\[
Z = \sum_{k=0}^{\infty} \sum_{s_0, s_1, \ldots, s_k} \int_0^\beta d\tau_1 \cdots \int_0^\beta d\tau_k \left( \frac{K}{2\beta} \right)^k Z_k(\{s_i, \tau_i\}) ,
\]

(5.9)

\[
Z_k(\{s_i, \tau_i\}) = \text{Tr} \prod_{i=k}^1 \exp(-\Delta\tau_i H_0) \exp(s_i \gamma(n_\uparrow - n_\downarrow)) ,
\]

(5.10)

with \(\Delta\tau_i = \tau_{i+1} - \tau_i\) for \(i < k\) and \(\Delta\tau_k = \beta - \tau_k + \tau_1\).

Eqn. (5.10) is very similar to the equations for the BSS [78] or the Hirsch-Fye [72] algorithm, see e.g. the calculation in [8]: we need to compute the trace of a product of exponentials of one-particle operators. This is done by reformulating the trace of the operators as a determinant of a fermionic matrix as originally introduced by Hirsch, [122] (see also [8], appendix B1). For the trace of three exponentials of single-particle operators and their three coefficient matrices \(A, B, C\) it is easy to verify that

\[
\text{Tr}_{\gamma_1,\gamma_2,\gamma_3} \left\{ e^{-\sum_i c_i^\dagger A_{ij} c_j} e^{-\sum_i c_i^\dagger B_{ij} c_j} e^{-\sum_i c_i^\dagger C_{ij} c_j} \right\} = \det \left( 1 + e^{-A} e^{-B} e^{-C} \right) ,
\]

(5.11)

and it can be proven that this statement holds for arbitrarily many matrices. We can explicitly construct a block-matrix \(O\) that contains exponentials of the previous matrices and has the same determinant:

\[
O = \begin{pmatrix}
1 & 0 & \cdots & 0 & B_k(\{s_k, \tau_k\}) \\
-B_1(\{s_1, \tau_1\}) & 1 & \ddots & \ddots & 0 \\
0 & -B_2(\{s_2, \tau_2\}) & 1 & \ddots & 0 \\
0 & 0 & \ddots & 1 & 0 \\
0 & 0 & \cdots & -B_{k-1}(\{s_{k-1}, \tau_{k-1}\}) & 1
\end{pmatrix} ,
\]

(5.12)

where \(B_j = e^{-\Delta\tau_j H_0} e^{s_j \gamma_\tau j}\) in our algorithm. Following the derivation in Ref. [8], equations (117) – (131), albeit with unevenly spaced time slices, we obtain an expression for the Dyson equation that relates the weight of the noninteracting system to the one of a system with auxiliary spins present:

\[
\frac{Z_k(\{s_i, \tau_i\})}{Z_0} = \prod_{\sigma=\uparrow, \downarrow} \det N_{\sigma}^{-1}(\{s_i, \tau_i\}) ,
\]

(5.13)

\[
N_{\sigma}^{-1}(\{s_i, \tau_i\}) \equiv e^{\nu_{\sigma}^{\{s\}}} - G_{0,\sigma}^{\{\tau\}} \left( e^{\nu_{\sigma}^{\{s\}}} - 1 \right) ,
\]

(5.14)

\[
e^{\nu_{\sigma}^{\{s\}}} \equiv \text{diag}(e^{\gamma(-1)^\sigma s_1}, \ldots, e^{\gamma(-1)^\sigma s_k}) ,
\]

(5.15)

with the notations \((-1)^\dagger \equiv 1\), \((-1)^\ddagger \equiv -1\) and \((G_{0,\sigma}^{\{\tau\}})_{i,i} = g_{0,\sigma}(\tau_i - \tau_i)\) for \(i \neq j\). \((G_{0,\sigma}^{\{\tau\}})_{i,j} = g_{0,\sigma}(0+)^\dagger\). As we handle a variable number of time slices at constantly shifting imaginary time locations, it is advantageous to formulate the algorithm as a function of the matrix \(N\) with \(G = NG_0\) instead of \(G\) as in the Hirsch-Fye algorithm. With the help of the Dyson equation (5.14) we express the weight of any
5.2 Updates

In the CT-AUX-algorithm, the partition function (5.9) consists of a sum over the expansion order k up to infinity, another discrete sum over auxiliary fields $s$, and a $k$-dimensional continuous time-ordered integral from zero to $\beta$. This partition function is therefore of the type (2.73), and we can employ the sampling scheme of chapter 3 to obtain expectation values of observables.

In addition to the vertices of last chapter, we also need to sample auxiliary spins $s_j$ that are associated to each imaginary time vertex. Thus our configuration space $\mathcal{C}$ is given by the set

$$\mathcal{C} = \{\emptyset, \{(s_1, \tau_1)\}, \{(s_1, \tau_1), (s_2, \tau_2)\}, \cdots, \{(s_1, \tau_1), \cdots, (s_k, \tau_k)\}, \cdots\}$$

(5.16)

where the $s_j$ are “auxiliary” Ising spins, i.e. take values $\pm 1$, and the $\tau_j$ are continuous variables. Without loss of generality we assume that the configurations are time-ordered, i.e. that $\tau_1 < \tau_2 < \cdots < \tau_k$.

Note that this representation is different from the one that Rombouts originally proposed in Ref. [121]: there, the configuration space consists of a number of $N_{\text{max}}$ fixed “slots” at which interaction operators can be inserted into an operator chain (a so-called fixed length algorithm). This representation leads to an additional combinatorial factor in the acceptance probabilities of [121].
5.2.1 Spinflip Updates

Let us first consider an update at constant order, e.g. a spinflip

$$((s_1, \tau_1), \cdots, (s_j, \tau_j), \cdots, (s_k, \tau_k)) \rightarrow ((s_1, \tau_1), \cdots, (-s_j, \tau_j), \cdots, (s_k, \tau_k)). \quad (5.17)$$

The probability density ratios of $x$ and $x'$ are easily computed from Eqn. (5.13):

$$\frac{p(x')}{p(x)} = \frac{\det N_1^{-1}(\{s'_j, \tau'_j\}) \det N_1^{-1}(\{s'_i, \tau'_i\})}{\det N_1^{-1}(\{s_i, \tau_i\}) \det N_1^{-1}(\{s_i, \tau_i\})} \quad (5.18)$$

and the acceptance rate, according to Eqn. (5.19), is

$$W_{\text{acc}} = \min \left(1, \frac{p(x')}{p(x)} \right) = \min \left(1, \frac{\det N_1^{-1}(\{s'_j, \tau'_j\}) \det N_1^{-1}(\{s'_i, \tau'_i\})}{\det N_1^{-1}(\{s_i, \tau_i\}) \det N_1^{-1}(\{s_i, \tau_i\})} \right). \quad (5.19)$$

5.2.2 Insertion and Removal Updates

An insertion move, on the other hand, has to be balanced by a removal move (Fig. 5.2). The procedure is similar to the one detailed in 3, the proposal probability only being modified by the probability of picking a spin $s_j$ out of two possible choices:

$$W_{\text{prop}}(x \rightarrow y) = \frac{1}{2} \beta. \quad (5.20)$$

The proposal probability of removing a spin stays invariant:

$$W_{\text{prop}}(y \rightarrow x) = \frac{1}{k+1}. \quad (5.21)$$

Applying Metropolis’ algorithm Eqn. (5.18) to fulfill detailed balance we obtain

$$W_{\text{acc}} = \min \left(1, \frac{p(y) W_{\text{prop}}(y \rightarrow x)}{p(x) W_{\text{prop}}(x \rightarrow y)} \right) = \min \left(1, \frac{1}{k+1} \frac{\det N_1(y) \det N_1(y)}{\det N_1(x) \det N_1(x)} \right). \quad (5.22)$$
5.3 Measurements

5.3.1 Measurement of the Green’s Function

The main observable of interest in the simulations is the Green’s function $G_\sigma(\tau, \tau')$. First, let us note that we are free to add two additional “non-interacting” spins $s = s' = 0$ to Eq. (5.10) at any arbitrary time $\tau$ and $\tau'$ (we denote the corresponding matrices of size $n + 2$ with a tilde). $ZG_\sigma(\tau, \tau')$ is then given by an expression similar to Eqs. (5.10), with an insertion of $c_\sigma(\tau)$ and $c_\sigma^+(\tau')$ at the corresponding times. We can again use the standard Hirsch-Fye formula for the discretized Green function (Eq. (118) of Ref. [8]) to obtain

$$G_\sigma(\tau, \tau') = \frac{1}{Z} \sum_{n \geq 0} \left( \frac{K}{2\beta} \right)^n \sum_{\tau_{n+1}}^{0} \int_0^\beta d\tau_1 \ldots \int_{\tau_{n+1}}^\beta d\tau_n \times Z_n(\{s_i, \tau_i\}) \bar{G}_\sigma^{(s_i, \tau_i)}(\tau, \tau'),$$

(5.23)

with $\bar{G}_\sigma^{(s_i, \tau_i)} = \bar{N}_\sigma(\{s_i, \tau_i\}) \bar{G}_0^{(\tau_i)}$. Since $s = s' = 0$, a block calculation yields

$$\bar{G}_\sigma^{(s_i, \tau_i)}(\tau, \tau') = \bar{G}_\sigma^0(\tau, \tau') + \sum_{k,l=1}^n \bar{G}_\sigma^0(\tau, \tau_k) \left[ (e^{V_\sigma^{(s_i)}} - 1) N_\sigma(\{s_i, \tau_i\}) \right]_{kl} \bar{G}_\sigma^0(\tau_l, \tau').$$

(5.24)

This formula is very similar to the one of the weak coupling measurement, with

$$M = M_{kl} = [(e^{V_\sigma^{(s_i)}} - 1) N_\sigma(\{s_i, \tau_i\})]_{kl}.$$  

(5.25)

Similar to there, we proceed by Fourier transforming with respect to $\tau$ and $\tau'$ and thereby reinstating the translational invariance along the imaginary time axis:

$$G(i\omega_n) = \bar{G}_\sigma^0(i\omega_n) + \frac{\bar{G}_\sigma^0(i\omega_n)^2}{\beta} \sum_{pq} e^{i\omega_n \tau_p} M_{pq} e^{-i\omega_n \tau_q}.$$  

(5.26)

In the Hirsch-Fye algorithm, where time slices are equally spaced, we can relate the Matrix $\bar{O}$ of (5.12) and its inverse $\bar{O}^{-1}$ directly to the Green’s function $G$, which corresponds to the $M$-matrix (5.25) in our simulation. For the CT-AUX algorithm the times at which the auxiliary spins are placed are not equidistant but correlated, and therefore we need to measure the Green’s function using Eqs. (5.24) or Eqn. (5.26).

Closer analysis of Eqn. (5.24) shows that it is possible to delay the multiplication with one $\bar{G}_\sigma^0$ to the evaluation step, and we just need to accumulate the values of a matrix $S(\tau)$.

$$G_\sigma(\tau) = \bar{G}_\sigma^0(\tau) + \int_0^\beta d\bar{\tau} \bar{G}_\sigma^0(\tau - \bar{\tau}) \left( S_\sigma^{(s_i, \tau_i)}(\bar{\tau}) \right),$$

(5.27)

$$S_\sigma^{(s_i, \tau_i)}(\bar{\tau}) \equiv \sum_{k=1}^n \delta(\bar{\tau} - \tau_k) \sum_{l=1}^n M_{kl}^{(s_i, \tau_i)} \bar{G}_\sigma^0(\tau_l),$$

(5.28)

$$M_{kl}^{(s_i, \tau_i)} \equiv \left[ (e^{V_\sigma^{(s_i)}} - 1) N_\sigma(\{s_i, \tau_i\}) \right]_{kl}.$$  

(5.29)
where we have used translational invariance, set \( \tau' = 0 \), and denoted the Monte Carlo average with angular brackets (our convention is \( g(\tau) > 0 \) for \( 0 < \tau < \beta \)). Hence, we measure only the quantity \( \langle S^{(s,\tau)}(\tilde{\tau}) \rangle \), which we bin into fine bins. After the simulation is completed, the Green’s function is constructed using Eq. (5.27).

Note that the Dyson equation

\[
G_\sigma(i\omega_n) = G_\sigma^0(i\omega_n) + G_\sigma^0(i\omega_n)\Sigma_\sigma(i\omega_n)G_\sigma(i\omega_n)
\]

implies that this procedure amounts to accumulating \( \Sigma_\sigma G_\sigma \). Besides the higher efficiency with respect to the direct accumulation of the Green’s function, an important advantage of such a measurement is the reduction in high-frequency noise by the multiplication with \( G_\sigma^0 \sim 1/\omega_n \) (see also Ref. [60] for similar ideas in the NRG-DMFT context).

A special case of the Green’s function are the densities. It is advantageous and relatively cheap to measure these directly as \( G(\tau = 0) \). Accurate values for the density are important for many reasons: they enter the Fourier transforms in the form of high frequency tails, they are needed to adjust the global net charge to zero in the LDA+DMFT context, and they are also used to compute the magnetization and double occupancy

\[
S_z = \langle n_\uparrow - n_\downarrow \rangle \tag{5.31}
\]
\[
D = \langle n_\uparrow n_\downarrow \rangle \tag{5.32}
\]
\[
S_z^2 = \langle (n_\uparrow - n_\downarrow)^2 \rangle \tag{5.33}
\]

and higher order correlators thereof with Wick’s theorem.

### 5.3.2 Four Point Functions

Four point correlation functions can also be computed in a similar way as in Hirsch-Fye using the fact that for a fixed auxiliary spin configuration the problem is Gaussian and Wick’s theorem can therefore be used together with Eq. (5.24). Thus the problem reduces to the accumulation of the determinant of a 2 × 2 matrix

\[
\begin{vmatrix}
(g_0^{12} + g_0^{1k}M_{kl}^{(s,\tau)})g_0^{12} & (g_0^{14} + g_0^{1k}M_{kl}^{(s,\tau)})g_0^{14} \\
(g_0^{32} + g_0^{3k}M_{kl}^{(s,\tau)})g_0^{32} & (g_0^{34} + g_0^{3k}M_{kl}^{(s,\tau)})g_0^{34}
\end{vmatrix}
\]

(5.34)

with \( M_{kl}^{(s,\tau)} \) defined in Eq. (5.29). If only a few correlation functions are measured, Eq. (5.34) is best evaluated directly during the simulation. If many or all correlation functions have to be measured at \( n_\tau \) time points and the size \( n_\tau \) of \( M \) is comparatively small, it is advantageous to accumulate only \( \langle M_{ij}^{(s,\tau)} \rangle \) and \( \langle M_{ij}^{(s,\tau)} M_{kl}^{(s,\tau)} \rangle \) and reconstruct the correlation function at the end of the computation. While binning the latter expression is \( O(n_\tau^3) \) in memory, it is only \( O(n_\tau^3) \) computationally (using time translation invariance).

\(^{1}\text{In practice, always choosing } \tau' = 0 \text{ is not the best choice. Instead, we choose } O(\langle k \rangle) \text{ random times } \tau' \text{ for each measurement to obtain several estimates for } S \text{ from the same configuration.}\)
5.3 Measurements

Figure 5.5: Left panel: Susceptibility $\langle S_z^{2, \text{aux}} \rangle$ of the auxiliary spins as a function of the parameter $K$. Higher $K$ leads to a decreasing magnetization for the auxiliary spins and makes it easier to flip spins. Right panel: Sign problem as a function of the expansion parameter $K$. Increasing $K$ increases the expansion order as in Eqn. (5.35), but raises the average sign.

5.3.3 Role of the Expansion Parameter $K$ – Potential Energy

The average perturbation order $\langle n_{\text{ctaux}} \rangle$ is related to the parameter $K$, potential energy and filling by

$$\langle n_{\text{ctaux}} \rangle = K - \beta U (n_\uparrow n_\downarrow - (n_\uparrow + n_\downarrow)/2).$$  (5.35)

This expression is obtained by applying the operator $K \partial_{K}|_{U/K}$ to $\ln Z$ both in its original form (5.6) and to (5.9), including the factor $e^{-K}$ dropped after Eq. (5.6) (see also Ref. 121). In the case of the weak-coupling algorithm [34], $\langle n_{\text{wc}} \rangle_{\alpha \rightarrow 0} = -\beta U (n_\uparrow n_\downarrow - (n_\uparrow + n_\downarrow)/2)$, where $\alpha$ is the small parameter which must be introduced to reduce the sign problem. Hence, the perturbation order in the continuous-time auxiliary-field method grows linearly with $K$ (see inset of Fig. 5.1) and $\langle n_{\text{ctaux}} \rangle_{K \rightarrow 0} = \langle n_{\text{wc}} \rangle_{\alpha \rightarrow 0}$.

Figure 5.1 shows the perturbation orders for the two methods as a function of $U$. For these small values of $K$ and $\alpha$, the perturbation orders are essentially identical. Both weak-coupling methods scale roughly linearly with $U$, with a kink visible at the Mott critical value. It also follows from Eq. (5.35) that the perturbation order is essentially linear in the inverse temperature $\beta$.

Similar to the weak-coupling expansion parameter $\alpha$ [34], the parameter $K$ can be freely adjusted. While a larger $K$ yields a larger expansion order, it also reduces the value of $\gamma$ (see Eq. 5.22). This makes it easier to flip auxiliary spins. Therefore the auxiliary spins have less tendency to polarize for larger $K$. In practice, however, $K$-values of order 1 turned out to be adequate. Although we found that the sign problem improves slightly with larger $K$, this small gain is more than compensated by the increase in computational cost at larger values of $K$. 

5.4 Sign Problem

The decoupling of the interaction with the auxiliary field causes the prefactor of the determinant to be positive for all configurations. The only potential source for a minus sign problem is the determinant of the matrix $N$. Obviously there is no sign at half filling for a particle-hole symmetric problem, where $\det N^\uparrow = \det N_\downarrow$, but the situation away from half filling is not obvious. As in the case of the Hirsch Fye algorithm, the proof by Yoo et al. [79], based on a mapping of the Hamiltonian onto a linear chain, shows that a sign problem caused by a negative determinant cannot occur in the single orbital case.

It is sufficient for a proof of the positivity of the matrix element to find one basis of the fermionic Hilbert space in which all matrix elements of $e^{-\tau H_\text{bath}}e^{\tau H_\text{mix}}$ are positive. In order to find such a basis, we map the Hamiltonian $H_0 = H_\text{bath} + H_\text{mix}$ onto a one-dimensional model equivalent to an open fermionic chain – a procedure that in practice could be achieved by employing the Lanczos algorithm.

Recall that

$$ Z = \sum_{k=0}^{\infty} \sum_{s_1, \ldots, s_k = \pm 1} \int_0^\beta d\tau_1 \cdots \int_0^\beta d\tau_k \left( \frac{K}{2\beta} \right)^k \text{Tr} \prod_{i=k}^1 \exp(-\Delta\tau_i H_0) \exp(s_i \gamma (n_\uparrow - n_\downarrow)), $$

(5.36)

and that, if we separate into up and down partition functions,

$$ Z = \sum_{k=0}^{\infty} \sum_{s_1, \ldots, s_k = \pm 1} \int_0^\beta d\tau_1 \cdots \int_0^\beta d\tau_k \left( \frac{K}{2\beta} \right)^k \times Z_\uparrow(k, \{(s_1, \tau_1), \ldots, (s_k, \tau_k)\}) Z_\downarrow(k, \{(s_1, \tau_1), \ldots, (s_k, \tau_k)\}). $$

(5.37)

The terms $Z_\sigma(k, \{(s_1, \tau_1), \ldots, (s_k, \tau_k)\})$ are defined by

$$ Z_\sigma(k, \{(s_1, \tau_1), \ldots, (s_k, \tau_k)\}) = \text{Tr} \prod_{i=k}^1 \exp(-\Delta\tau_i H_{0\sigma}) \exp(s_i \gamma \sigma n_\sigma). $$

(5.38)

We then convert the Hamiltonian $H_{0\sigma}$ into the one of an open fermionic chain, i.e. a tridiagonal form:

$$ H_{0\sigma} = -\sum_j h_{j\sigma} + \Lambda N_\sigma, $$

(5.39)

where $h_{j\sigma} = \alpha_j f^\dagger_{j\sigma} f_{j\sigma}^\sigma + \beta_j^* f^\dagger_{j\sigma} f_{j+1\sigma} + \beta_j f^\dagger_{j-1\sigma} f_{j\sigma}^\sigma$. The operator $N_\sigma = \sum_j f^\dagger_j f_j$ is the total particle number operator. The parameter $\Lambda$ can be tuned in such a way that all the $\alpha_j$ on the diagonal of the spin chain are positive, and with a gauge transformation $\beta_j \rightarrow |\beta_j| e^{i\phi}$ we obtain a tridiagonal matrix with only positive entries. Therefore all elements of $\exp(-\tau H_0) = \exp(-\tau (H_{0\sigma} - \Lambda N)) \exp(-\tau \Lambda N)$ are positive, as are those of the decoupled interaction $\exp(-\gamma \sigma s_j n_\sigma)$, and there is no sign problem for the single orbital problem.

The same proof is easily extended to a multiple orbital case if different orbitals do not hybridize. However, in the more general case of clusters or mixing orbitals the mapping to the chain fails, and a sign problem is to be expected.
Figure 5.6: Left panel: Sign problem for the CT-AUX algorithm: Upper axis and dashed lines show the sign as a function of $\beta t$ for the 8-site cluster with $U = 2, \mu = -0.3757, t = 0.25$. Lower axis and solid lines show the sign as a function of $U/t$ for the frustrated plaquette at fixed $\beta t = 10, t'/t = 0.9$. Right panel: Real-space Green’s functions (onsite, nearest-neighbor and next-nearest neighbor) for the four-site cluster with nearest-neighbor hopping $t, U/t = 4$, at a filling of 0.9 and $\beta t = 2.5$. Hirsch-Fye results with 40 time slices are represented by the symbols, the weak coupling and CT-AUX results by lines (on top of each other).

We have studied two different cases with a sign problem: first of all, we have decided to go to larger clusters and away from half filling, where a serious sign problem eventually appears. Also, we have studied the frustrated plaquette on the cluster: this model is known to exhibit a serious sign problem in the Hirsch-Fye algorithm.

While we have no general comparison of the sign problem, we could see that all weak-coupling algorithms for the cases examined had the same sign problem: CT-AUX, weak coupling and Hirsch Fye showed no difference within error bars.

### 5.5 Impurity Version – Action Formulation

In the equivalent action formulation in Grassmannian notation, the model is described by

$$S_{\text{eff}} = -\int \! d\tau d\tau' c^{\dagger}(\tau) G^0(\tau, \tau')^{-1} c(\tau')$$

$$+ U \int_0^\beta \! d\tau \left[ n_i(\tau)n_i(\tau) - \frac{n_i(\tau) + n_i(\tau)}{2} \right] - K$$

$$= S_0 + S_U. \quad (5.41)$$

This formulation makes it easier to derive an expression for the Green’s function: The Green’s function is computed by taking the derivative with respect to the times $\tau, \tau'$,

$$\langle T_\tau c(\tau') c^{\dagger}(\tau) \rangle = \frac{1}{Z} \frac{\delta Z}{\delta G^0(\tau - \tau')^{-1}} = \frac{1}{Z_0} \frac{\delta Z_0}{\delta G^0(\tau - \tau')^{-1}} + \frac{1}{Z_U} \frac{\delta Z_U}{\delta G^0(\tau - \tau')^{-1}}. \quad (5.42)$$
The first term yields a $G^0(\tau - \tau')$. When we use the expansion for the second term, we obtain
\[
\frac{1}{Z_U} \frac{\delta}{\delta G^0(\tau - \tau')^{-1}} \sum_{k=0}^{\infty} \sum_{s_1 \ldots s_k} \iint d\tau_1 \cdots d\tau_k \left( \frac{K}{2\beta} \right)^k \frac{\det(G^{-1}_0 e^V - e^V + 1)}{\det G^{-1}_0}. \tag{5.43}
\]
With $G^{-1} = G^{-1}_0 e^V - e^V + 1$ and an expansion by minors, $\det(G^{-1}) = \det(G^{-1}_0 e^V - e^V + 1) = G^0(\tau - \tau')^{-1}(\text{minor}_{\tau,\tau'}G^{-1}) + c$, where $c$ is independent of $G^{-1}_0(\tau - \tau')$, we obtain
\[
\langle T_\tau c(\tau') c(\tau) \rangle = G^0(\tau - \tau') \tag{5.44}
\]
\[
+ \frac{1}{Z_U} \sum_k \sum_{s_1 \ldots s_k} \iint d\tau_1 \cdots d\tau_k \left( \frac{K}{2\beta} \right)^k \frac{\det G^{-1}_0}{\det G^{-1}_0(G_{\tau',\tau} - (G_0)^{\tau',\tau})}
= \langle G_{\tau',\tau} \rangle. \tag{5.45}
\]
This average $\langle \cdot \rangle$ denotes the Monte Carlo average over partition function configurations.
Chapter 6

Hybridization algorithm

A complementary approach to the weak coupling and CT-AUX solvers described in chapters 4 and 5 has been developed by Werner et al.: They expanded the impurity effective action in the hybridization around the local limit instead of expanding in the interaction around the free, noninteracting case. The advantage of this approach, as detailed in [9], is that the average expansion order for a typical problem at the Mott transition is much smaller than in the weak coupling methods and therefore lower temperatures are accessible. In their first paper, Ref. [123], they presented the algorithm applied to the single impurity Anderson model. A generalization to multiple sites and more general interactions or orbitals [35] with application to the Kondo model and the two-orbital model soon followed, and this algorithm was later applied by various groups to real materials [124], cluster problems [125], cold atoms [126], the Holstein Hubbard model [127], or multi-orbital problems [37]. We follow [44] for most of the description.

Our starting point is again the Hamiltonian $H = H_{\text{loc}} + H_{\text{mix}} + H_{\text{bath}}$ of section 2.2 for the impurity model. The Fock space for the impurity is spanned by the $c_j^{\dagger}$ operators that create electrons on the impurity, and the one of the bath by operators $a_p^{\dagger}$. We split the Hamiltonian Eqn. (2.1) according to 2.9 into a local term $H_0 = H_{\text{loc}} + H_{\text{bath}}$ and an interaction term $V = H_{\text{mix}}$. The partition function $Z$ is then computed according to (2.73) as

$$Z = \text{Tr} e^{-\beta H} = \text{Tr} \left[ e^{-\beta H_0} e^{-\int_0^\beta d\tau H_{\text{mix}}(\tau)} \right]$$

(6.1)

$$= \sum_{k=0}^\infty \int d\tau_1 \cdots \int d\tau_k \text{Tr} \left[ e^{-\beta H_0} e^{\tau_1 H_0} \cdots e^{-(\tau_k-\tau_1)H_0} (-H_{\text{mix}}) e^{\tau_1 H_0} \right]$$

(6.2)

### 6.1 Partition Function Expansion

Formula (6.1) explains the expansion of the partition function into a series in the interaction representation, where the “free” case of the series is given by the local Hamiltonian (that contains the physical interaction) and the “interaction terms” by the hybridization Hamiltonian $H_{\text{mix}}$.

The operator $V = H_{\text{mix}} = \sum_p \left( V_p c_j^{\dagger} a_p + V_{pJ} a_p^{\dagger} c_p \right) = H_{\text{hyb}}^{\dagger} + H_{\text{hyb}}$ has two terms: one that controls the hopping of electrons into the bath and one that contains the
reverse process. As the operators $c_j$ and $a_{j\sigma}^\dagger$ occur only in $H_{\text{hyb}}^\dagger$, each such term has to be balanced by a $H_{\text{hyb}}$-term to yield a nonzero trace. Therefore only even powers of the expansion with alternating $H_{\text{hyb}}$ and $H_{\text{hyb}}^\dagger$ contribute a nonzero trace:

$$Z = \sum_{k=0}^\infty \int d\tau_1 \cdots \int d\tau_k \Tr\left[e^{-\beta H_0} T H_{\text{hyb}}(\tau_0) H_{\text{hyb}}^\dagger(\tau_0) \cdots H_{\text{hyb}}(\tau_1) H_{\text{hyb}}^\dagger(\tau_1)\right].$$

(6.3)

Inserting $H_{\text{mix}}$ explicitly yields

$$Z = \sum_k \int d\tau_1 \cdots \int d\tau_k \sum_{j_1, \ldots, j_k} \sum_{j_1', \ldots, j_k'} \sum_{p_1, \ldots, p_k} \sum_{p_1', \ldots, p_k'} V_{j_k} V_{j_k}^\dagger \cdots V_{j_1} V_{j_1}^\dagger \times \Tr\left[e^{-\beta H_0} T c_{j_k}(\tau_k) a_{p_k}(\tau_k) \cdots c_{j_1}(\tau_1) a_{p_1}(\tau_1)\right].$$

(6.4)

and separating the bath and impurity operators we obtain

$$Z = \sum_k \int d\tau_1 \cdots \int d\tau_k \sum_{j_1, \ldots, j_k} \sum_{j_1', \ldots, j_k'} \sum_{p_1, \ldots, p_k} \sum_{p_1', \ldots, p_k'} V_{j_k} V_{j_k}^\dagger \cdots V_{j_1} V_{j_1}^\dagger \times \Tr\left[e^{-\beta H_0} T c_{j_k}(\tau_k) a_{p_k}(\tau_k) \cdots c_{j_1}(\tau_1) a_{p_1}(\tau_1)\right].$$

(6.5)

and the contribution of a first-order term:

$$\frac{1}{Z_{\text{bath}}} \sum_p \|V_p\|^2 \Tr_a\left[e^{-\beta H_{\text{bath}}} a_p e^{-\beta H_{\text{bath}}} a_p e^{-\beta H_{\text{bath}}}\right]$$

(6.7)

$$= \sum_p \|V_p\|^2 \frac{1}{e^{-\beta \varepsilon_p} - 1} e^{-\beta \varepsilon_p}.$$  

(6.8)

Defining the anti-periodic hybridization function $F$,

$$F_{\text{hyb}}(\tau) = \sum_p \frac{V_p V_p^m}{\varepsilon_p + \varepsilon_p} \times \left\{ \begin{array}{ll} e^{-\varepsilon_p (\beta - \tau)}, & \tau > 0 \\ -e^{\varepsilon_p \tau}, & \tau < 0 \end{array} \right.$$  

(6.9)

we obtain the determinant

$$\frac{1}{Z_{\text{bath}}} \Tr_a\left[e^{-\beta H_{\text{bath}}(\tau)} \sum_{p_1, \ldots, p_k} V_{p_1} V_{p_1}^\dagger \cdots V_{p_k} V_{p_k}^\dagger \times a_{p_k}^\dagger(\tau_k) a_{p_k}(\tau_k) \cdots a_{p_1}^\dagger(\tau_1) a_{p_1}(\tau_1)\right] = \det F,$$

(6.10)
for an arbitrary product of operators or expansion order by decoupling with Wick’s theorem, where \( F_{im} = F_{ij,m}(\tau_i - \tau_m) \). The hybridization function \( F(\tau_i - \tau_j) \) is anti periodic and related to the bare Green’s function of the effective action \( G^0 \) by
\[
F_{ij}(-i\omega_n) = (i\omega_n + \mu)\delta_{ij} - G^0_{ij}(i\omega_n)^{-1}.
\]

In practice, it will be more convenient to handle the inverse of this matrix \( F \), which we denote by \( M = F^{-1} \). In total, the partition function expansion for the hybridization algorithm therefore amounts to
\[
Z = Z_{\text{bath}} \sum_k \iint \cdots \int \sum_{j_1 \cdots j_k f_1 \cdots f_k} \times \text{Tr}_c \left[ e^{-\text{H}_{\text{loc}}^c} T_c \tau_k \cdots c_{f_k}^{\dagger}(\tau_k) \cdots c_{j_1}(\tau_1) c_{j_1}^{\dagger}(\tau_1) \right] \det F.
\]

In the case of the single impurity Anderson model, where we have two creation operators \( c_1^{\dagger}, c_1^{\dagger} \), and a bath that does not mix spins, we can separate the contributions from each spin completely and obtain
\[
Z = Z_{\text{bath}} \sum_{k_1} \sum_{k_1} \iint \cdots \int \sum_{\sigma} \sum_{\sigma'} \times \text{Tr}_c \left[ e^{-\text{H}_{\text{loc}}^c} T_c \tau_k \cdots c_{j_{\sigma'}}^{\dagger}(\tau_{\sigma'}) \cdots c_{j_{\sigma}}(\tau_{\sigma}) c_{j_{\sigma}}^{\dagger}(\tau_{\sigma}) \right] \times \prod_{\sigma} \det F_{\sigma}.
\]

It is easiest to illustrate the partition function expansion part of the algorithm for the case where we have just one single orbital in which electrons are created by \( c^{\dagger} \), and which has two “impurity” states \( \{0\}, \{1\} \). There, equation (6.11) simplifies to
\[
Z = Z_{\text{bath}} \sum_k \iint \cdots \int \tau_k^{\dagger} \text{Tr}_c \left[ e^{-\text{H}_{\text{loc}}^c} T_c c(\tau_k) c^{\dagger}(\tau_k) \cdots c(\tau_1) c^{\dagger}(\tau_1) \right] \det F.
\]

### 6.1.1 Noninteracting Case

Let us first examine the possible terms for the non-interacting single-orbital case (one spin species only) in the expansion of Eqn. (6.13) and find a suitable configuration space and representation for them in analogy to Eqn. (5.16). For this purpose we set \( H_{\text{loc}} = 0 \).

We illustrate the expansion by explicitly writing down the lowest few orders (see also Fig. 6.1):
\[
Z_0 = \text{Tr} 1 \left( \langle 0|1|0 \rangle + \langle 1|1|1 \rangle \right) = 2,
\]
\[
Z_1 = \int d\tau_1 d\tau_1' \text{Tr} c(\tau_1) c^{\dagger}(\tau_1') F(\tau_1' - \tau_1).
\]

At zeroth order (6.14) there are two possible states for the system, namely the orbital can be either completely full or completely empty. In both cases there is no hybridization operator present.
At first order (6.15) there is an electron “hopping” from a bath site onto the orbital at time $\tau_1$, staying there for some time, and then hopping into the bath at time $\tau'_1 < \beta$. Alternatively, the electron can be present already at time zero, hop out of the orbital at time $\tau_1$, then hop in again at $\tau'_1$, and remain on the same site until $\beta$. The two terms are given by the trace in (6.15).

Higher order terms involve multiple hybridization processes. However, each creator has to be followed by an annihilator, and we have as many creation as annihilation operators. We can therefore describe the expansion terms by elements of the configuration space

$$C = \{\emptyset, \{\text{full}\}, \{(\tau_1^s, \tau_1^e)\}, \{(\tau_1^s, \tau_1^e), (\tau_2^s, \tau_2^e)\}, \ldots, \{(\tau_1^s, \tau_1^e), (\tau_2^s, \tau_2^e), \ldots, (\tau_k^s, \tau_k^e)\}, \ldots\},$$

(6.16)

with $\tau_1^s < \tau_1^e < \tau_2^s < \ldots < \tau_k^s$ and either $0 < \tau_k^e < \tau_1^s$ or $\tau_k^s < \tau_1^e < \beta$, as depicted for the lowest two orders in Fig. 6.1. Each term in the expansion (6.13) is uniquely described by such a configuration. The property that each creation operator is followed by an annihilation operator makes it natural to define “segments”: intervals in imaginary time in which the impurity site is occupied by an electron. We graphically represent an element of $C$ by drawing a fat line between the electron creation and its corresponding annihilation operator (6.2).

There are several terms in the expansion of (6.1) that result in the same configuration of segment lines: The configuration $C = \{(\tau_1^s, \tau_1^e), (\tau_2^s, \tau_2^e), (\tau_3^s, \tau_3^e)\}$ de-
Figure 6.3: Hybridization algorithm: hybridization lines for a segment. Possible hybridization lines of a particular segment configuration.

Pictured in Fig. 6.2 for example is generated by the terms drawn in Fig. 6.3.

\[ F_1 = c(\tau'_1) F(\tau'_1 - \tau_1^c) c^\dagger(\tau'_1) c(\tau'_2) F(\tau'_2 - \tau_2^c) c^\dagger(\tau'_2) c(\tau'_3) F(\tau'_3 - \tau_3^c) c^\dagger(\tau'_3), \quad (6.17) \]
\[ F_2 = c(\tau'_1) F(\tau'_1 - \tau_1^c) c^\dagger(\tau'_1) c(\tau'_2) F(\tau'_2 - \tau_2^c) c^\dagger(\tau'_2) c(\tau'_3) F(\tau'_3 - \tau_3^c) c^\dagger(\tau'_3), \]
\[ F_3 = c(\tau'_1) F(\tau'_1 - \tau_1^c) c^\dagger(\tau'_1) c(\tau'_2) F(\tau'_2 - \tau_2^c) c^\dagger(\tau'_2) c(\tau'_3) F(\tau'_3 - \tau_3^c) c^\dagger(\tau'_3), \]
\[ F_4 = c(\tau'_1) F(\tau'_1 - \tau_1^c) c^\dagger(\tau'_1) c(\tau'_2) F(\tau'_2 - \tau_2^c) c^\dagger(\tau'_2) c(\tau'_3) F(\tau'_3 - \tau_3^c) c^\dagger(\tau'_3), \]
\[ F_5 = c(\tau'_1) F(\tau'_1 - \tau_1^c) c^\dagger(\tau'_1) c(\tau'_2) F(\tau'_2 - \tau_2^c) c^\dagger(\tau'_2) c(\tau'_3) F(\tau'_3 - \tau_3^c) c^\dagger(\tau'_3), \]
\[ F_6 = c(\tau'_1) F(\tau'_1 - \tau_1^c) c^\dagger(\tau'_1) c(\tau'_2) F(\tau'_2 - \tau_2^c) c^\dagger(\tau'_2) c(\tau'_3) F(\tau'_3 - \tau_3^c) c^\dagger(\tau'_3). \]

Using \( F(\tau - \tau') = -F(\tau' - \tau + \beta) \) we can add up all hybridization terms in the previous equation at once. After applying the trace (which is trivial in the noninteracting case) we obtain

\[ F_C = \sum_j F_j = \det \begin{pmatrix} F(\tau'_1 - \tau_1^c) & F(\tau'_1 - \tau_2^c) & F(\tau'_1 - \tau_3^c) \\ F(\tau'_2 - \tau_1^c) & F(\tau'_2 - \tau_2^c) & F(\tau'_2 - \tau_3^c) \\ F(\tau'_3 - \tau_1^c) & F(\tau'_3 - \tau_2^c) & F(\tau'_3 - \tau_3^c) \end{pmatrix} \quad (6.18) \]

Being able to integrate out the bath degrees of freedom and thereby treat all possible configurations of hybridization lines for a configuration of segments at once is similar to employing Wick’s theorem to obtain products of noninteracting \( G^0 \) lines in the weak coupling algorithms and is essential to avoid the sign problem in the sampling process: some of the terms in Eqn. (6.18) have a positive sign, others a negative sign. It would therefore be difficult to sample these diagrams separately.

### 6.1.2 Interactions – Density - Density Case

In this section, we consider interactions between \( l \) orbitals, electrons in which are created by the operators \( c_j^\dagger \), for which the local Hamiltonian \( H_{loc} \) commutes with the occupation number operator of the orbital. “Segments”, or occupied orbitals, are therefore still a good concept, and we can represent all possible configurations by \( l \) segment configurations of orbitals.
The trace over the local Hamiltonian $H_{\text{loc}}$ of such a configuration is given by Eqn. (6.11)

$$W_{\text{loc}} = \text{Tr}_c \left[ e^{-H_{\text{loc}}} T c_j^\dagger (\tau_k) c_j^\dagger (\tau_k') \cdots c_j^\dagger (\tau_1) c_j^\dagger (\tau_1') \right].$$  \hspace{0.5cm} (6.19)

As the local Hamiltonian is diagonal in the occupation number basis and only one state contributes to the trace, the exponential of the local Hamiltonian is easy to compute: it is just a number $1$. For the SIAM (4.1) with Hubbard repulsion $U$, the local Hamiltonian in the occupation number basis is

$$H_{\text{loc}} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & -\mu & 0 & 0 \\
0 & 0 & -\mu & 0 \\
0 & 0 & 0 & U - 2\mu
\end{pmatrix},$$  \hspace{0.5cm} (6.20)

which for a combined length of segments $L_j$ in orbital $j$ and an overlap $O_{ij}$ between orbitals $i$ and $j$ leads to an overall weight factor

$$W_{\text{loc}} = e^{\mu \left( \Sigma_j^N L_j \right)} e^{-\Sigma_{ij}^N (U_{ij} O_{ij})}.$$  \hspace{0.5cm} (6.21)

The final algorithm for density-density interactions consists of three parts: the generation of segment configurations, i.e. elements of the configuration space (6.16), the computation of the hybridization matrix determinant according to Eqn. (6.18) and (6.11), and the computation of segment length and orbital overlap in Eqn. (6.21). The sampling process and the efficient computation of weights is described in the next section.

6.2 Updates

In order to evaluate the integral in Eqn. (6.11) and the weight factor Eqn. (6.21), we propose to generate segment configurations of (6.16) in a Monte Carlo process,\footnote{this is the difference to the “Matrix algorithm” described in the next chapter.}
compute the corresponding hybridization matrix determinants (6.18) and the local weight (6.21), and accept the change using (3.18) such that the configurations are generated according to their contribution to the partition function. This stochastic process is carried out in complete analogy to the one described in chapter 3. The two basic updates required to be ergodic are the insertion and the removal of a segment. Further updates include the shifting of a segment or one of its endpoints and the swapping of the segments of two orbitals.

![Figure 6.5: An insertion update and its corresponding removal update within the hybridization algorithm.](image)

Starting from a configuration of segments \(c_k = \{ (\tau^1_1, \tau^1_2), (\tau^2_1, \tau^2_2), \ldots, (\tau^k_1, \tau^k_2) \} \) we attempt to insert a new segment \(s_{k+1}^0\) starting at \(\tau^s_1\) to obtain a configuration \(c'_{k+1}\). This move is rejected if \(\tau^s\) lies on one of the segments. Otherwise, we can choose a random time in the interval \(\tau^s, \tau'^s\) of length \(l_{\text{max}}\) (Fig. 6.5), where \(\tau'^s\) is given by the start of the next segment in \(c_k\), and compute the weight. For the reverse move, the proposal probability of removing this segment is the one of choosing it from the set of \(k + 1\) segments in \(c'_{k+1}\).

Therefore the proposal probabilities are

\[
W_{\text{prop}}(c_k \rightarrow c'_{k+1}) = \frac{d\tau^2}{\beta l_{\text{max}}}, \quad (6.22)
\]

\[
W_{\text{prop}}(c'_{k+1} \rightarrow c_k) = \frac{1}{k + 1}. \quad (6.23)
\]

And the weight ratios

\[
\frac{p_{c'_{k+1}}}{p_{c_k}} = \frac{\det F(c'_{k+1}) W_{\text{loc}}(c'_{k+1})}{\det F(c_k) W_{\text{loc}}(c_k)} \frac{d\tau^{2k+2}/\beta^{2k+2}}{d\tau^{2k}/\beta^{2k}}. \quad (6.24)
\]

Which, in complete analogy to Eqn. (5.22), yields

\[
W_{\text{acc}}(x \rightarrow y) = \min \left( 1, \frac{p(y) W_{\text{prop}}(y \rightarrow x)}{p(x) W_{\text{prop}}(x \rightarrow y)} \right) = \min \left( 1, \frac{1}{k + 1} \frac{l_{\text{max}} (\det F') W'_{\text{loc}}}{\beta (\det F) W_{\text{loc}}} \right), \quad (6.25)
\]

the prime denoting configuration \(y\).

An important update that is completely equivalent to the insertion of a segment is the insertion of an “antisegment”, i.e. instead of inserting a creator-annihilator
Figure 6.6: Updates of the hybridization algorithm as described in the text: Starting from
a): Removal of a segment (b), shift of an endpoint of a segment (c), insertion of an anti-
segment (d), removal of an anti-segment (e). Removal of another anti-segment such that
the remaining segment “wraps” around $\beta$ (f).

pair we insert an annihilator-creator pair. The acceptance ratio formulae are the
same as Eqn. (6.25). Besides smaller autocorrelation times these moves cause the
two zero-order contributions “full occupation” and “no segment” of Eqn. (6.14)
(Fig. 6.1) to be treated on equal footing.

Further moves, like the shift of an (anti-) segment or the shifting of one or
both end points do not change the order of the expansion, but help to reduce
autocorrelation times. The acceptance ratios for the self-balancing shift moves
are

$$W_{\text{acc}}(x \to y) = \min \left( 1, \frac{p(y) W_{\text{prop}}(y \to x)}{p(x) W_{\text{prop}}(x \to y)} \right) = \min \left( 1, \frac{(\det F') W'_{\text{loc}}}{(\det F) W_{\text{loc}}} \right). \quad (6.26)$$

Global updates, like for example the interchange of all segments of two or-
bitals, may be required to assure that the algorithm is ergodic, i.e. that it does not
get trapped in a part of phase space. This can be used, for example, to obtain a
paramagnetic solution in a state that would otherwise seem to be antiferromag-
netic because of long autocorrelation times. Such updates require the configura-
tion to be recomputed from scratch, and are in general of order $O(k^3)$.

6.3 Measurements

In our simulation we generate configurations of segments with the weight that
they contribute to the partition function $Z$ as described in chapter 3. In order
to obtain expectation values of an observable $A$ we can either simulate the se-
ries of that observable (which, for the Green’s function, would correspond to the
Worm algorithm), or obtain estimates of that observable by reweighing according
to Eqn. (3.12).

The single most important observable for quantum Monte Carlo impu-
rity solvers is the finite temperature imaginary time Green’s function $G(\tau) = \frac{1}{Z} \sum_{\text{config}} \exp \left( -\beta H_{\text{imp}}(\tau) \right)$.
\(-\langle c(\tau)c^\dagger(0)\rangle\), which is returned as a result from the solver.

The series for this observable is

\[
G(\tau, \tau') = -Z_{\text{bath}} \sum_k \iiint d\tau_1 \cdots d\tau_k \sum_{j_1 \cdots j_k} \sum_{f_1 \cdots f_k} \times \text{Tr}_c \left[ e^{-H_{\text{loc}}} T c(\tau) c^\dagger(\tau') c^\dagger_j(\tau_k) c^\dagger_{f_k}(\tau_k) \cdots c_{j_1}(\tau_1) c^\dagger_{f_1}(\tau_1) \right] \det F_k,
\]

(6.27)

and in complete analogy to the partition function configurations we can identify Green’s function configurations as segment configurations with two additional \(c\) and \(c^\dagger\) operators. We have two possible ways to proceed to obtain an estimator for the Green’s function. The first consists of trying to insert the operators \(c(\tau), c^\dagger(\tau')\) into a configuration of the partition function, and then to compute the ratio of the local weights. Alternatively, we can obtain an estimator of \(G(\tau)\) by identifying two operators in a partition function segment configuration that are an imaginary time distance \(\tau\) apart, and removing the hybridization lines between them. A configuration for the partition function at order \(k\) is thereby turned into a configuration of the Green’s function at order \(k - 1\). This procedure is drawn in Fig. 6.7.

If the weight associated with a partition function configuration was

\[
p(\{(\tau^s_1, \tau^s_1'), \cdots (\tau^s_k, \tau^s_k')\}) = \text{Tr}_c \left[ e^{-H_{\text{loc}}} T c_{j_k}(\tau_k) c^\dagger_{j_k'}(\tau_k') \cdots c_{j_1}(\tau_1) c^\dagger_{j_1'}(\tau_1') \right] \det F_k,
\]

(6.28)

the local weight \(W_{\text{loc}}\) of Eqn. (6.19) given by the trace factor of the Green’s function configuration generated by this method stays invariant. The hybridization determinant \(F_k\) computed according to Eqn. (6.27), however, corresponds to the determinant of hybridization functions that do not involve the Green’s function operators \(c(\tau^e_G)\) and \(c^\dagger(\tau^e_G)\), i.e. to the determinant of a matrix with one row and one column removed.

\[
\begin{align*}
p_G(\{(\tau^s_1, \tau^s_1'), \cdots (\tau^s_{k-1}, \tau^s_{k-1}')\}, \tau^s_G, \tau^e_G) &= \text{Tr}_c \left[ e^{-H_{\text{loc}}} T c_{j_k}(\tau_k) c^\dagger_{j_k'}(\tau_k') \cdots c(\tau^e_G) \cdots c^\dagger(\tau^e_G) \cdots c_{j_1}(\tau_1) c^\dagger_{j_1'}(\tau_1') \right] \det F^\tau^e_G_{k-1}^{\tau^s_G},
\end{align*}
\]

(6.29)

For measuring the Green’s function, we employ formula (6.12) and therefore need to accumulate

\[
\frac{P_G}{Z} = \frac{p_G(\{(\tau^s_1, \tau^s_1'), \cdots (\tau^s_{k-1}, \tau^s_{k-1}')\}, \tau^s_G, \tau^e_G)}{p(\{(\tau^s_1, \tau^s_1'), \cdots (\tau^s_k, \tau^s_k')\})} = \frac{\det F^\tau^e_G_{k-1}^{\tau^s_G}}{\det F_k},
\]

(6.30)

\(F^\tau^e_G_{k-1}^{\tau^s_G}\) denoting the hybridization function matrix with the operator at \(\tau^e_G\) and \(\tau^s_G\) removed.

The fast-update formulas of appendix A describe how such a determinant ratio is computed:

\[
G^{(ca)}(\tau^e_G, \tau^s_j) = \frac{1}{\beta} M_{ji} = \frac{1}{\beta} (F^{-1})_{ji},
\]

(6.31)
We can bin this into fine bins to obtain the Green’s function estimator

\[ G(\tau) = \frac{1}{\beta} \left( \sum_{ij} M_{ij} \Delta(\tau, \tau^e_i - \tau^e_j) \right), \quad (6.32) \]

\[ \Delta(\tau, \tau') = \begin{cases} 
\delta(\tau - \tau'), & \tau > \tau' \\
-\delta(\tau - \tau' + \beta), & \tau' > \tau. 
\end{cases} \quad (6.33) \]

For a configuration \( c_k = \{ (\tau^s_1, \tau^e_1), (\tau^s_2, \tau^e_2), \ldots, (\tau^s_k, \tau^e_k) \} \) we can therefore obtain a total of \( k^2 \) estimates for the Green’s function – or one for every creation-annihilation operator pair or every single element of the \((k \times k)\) - matrix \( M = F^{-1} \).

Efficient estimators exist for the density, the double occupancy and the potential energy (and similarly for all observables that commute with the local Hamiltonian):

\[ E_p = \sum_{ij} U_{ij} (n_i n_j), \quad (6.34) \]

\[ D_i = (n_{i\uparrow} n_{i\downarrow}). \quad (6.35) \]

The occupation \( n_j \) of the \( j \)-th orbital is estimated by the length \( L_j \) (Eqn. 6.21) of all the segments: \( n_j = \frac{L_j}{\beta} \). A site is doubly occupied if the two orbitals overlap, and therefore \( \langle D_i \rangle = \frac{1}{\beta}(O_{i\uparrow,i\downarrow}) \). The system has a magnetization of \( S_{zi} = (\langle l_{i\uparrow} - l_{i\downarrow} \rangle) / \beta \). As the overlap and length functions are used at every Monte Carlo step, where they enter the local weight, these observables are readily available and very accurate.

The average expansion order of the algorithm is an estimator for the kinetic energy, similar to \( E_{pot} \) in the case of the CT-AUX algorithm:

\[ E_{kin} = \frac{1}{\beta}(k). \quad (6.36) \]

### 6.4 Implementation Notes

For each configuration \( c_k \) in \( C \) we need to store the following elements: the segment length and overlap, the inverse hybridization matrix \( M = F^{-1} \), and the configuration itself. It is sufficient to compute the change in length and overlap at
each step to obtain the weight ratio, and we only need the full overlap and length information for the measurements. We store the configuration as a self-balancing tree of segments, i.e. a tree of pairs of times that contain the start- and end times of each segment. If $F$ is diagonal, i.e. does not mix different orbitals, the determinant can be written as a determinant of block-matrices with one matrix per orbital,

$$
\det F^{-1} = \det M = \prod_j \det M_j.
$$

(6.37)

This significantly reduces the effort of taking the determinant. The operations that need to be performed are:

- Check if we can insert an additional segment / antisegment at a new time (search operation, $O(\log k)$)
- Locate the nearest segment start / endpoint at a time (increment, constant in time).
- Insert a new segment (insertion, $\log k$)
- Remove a segment (removal operation, $\log k$).

The updates implemented in our code include the insertion / removal updates for the segments, as well as shift updates, and expensive $O(k^3)$ global updates, like the exchange of all segments between two orbitals. In the code, we use the fast-update formulas that are explained in appendix A to efficiently compute the determinant ratios of Eqn. (6.25). Thus, instead of storing the F-matrix $F_j = F_j(\tau_p - \tau_q)$ we computationally handle $M_{pq} = (F^{-1})_{pq}$. This has the advantage that determinant ratios can be computed easily ($O(k^2)$ for an insertion, $O(k)$ for a shift move, constant in time for a removal move) and that updates are – as in all the other QMC impurity solver algorithms – of $O(k^3)$ for a new independent configuration.
Chapter 7

Hybridization Algorithm – General Interactions

This chapter generalizes the partition function expansion of the last chapter to impurity Hamiltonians that have a more complex structure. To be specific: we want to be able to compute the expansion Eqn. (6.11) for Hamiltonians that have interactions that are more general than density-density interactions, for example multiple orbital Hamiltonians with general, rotationally invariant Hund’s coupling or cluster Hamiltonians, where the cluster contains the local on-cluster hopping. The general framework has been developed by Werner and Millis in [35], and applications to real materials (LDA+DMFT) and small clusters have later been pioneered by Haule and collaborators e.g. in [124]. This impurity solver algorithm, while in principle just an extension to the algorithm of the previous section, is perhaps the most difficult one of the continuous-time impurity solver algorithms to implement. A rather extensive part of this chapter is therefore dedicated to the efficient implementation of this solver.

7.1 Partition Function Expansion

We refer to the previous chapter, where we wrote the partition function as a series of integrals of a determinant of hybridization lines times an expectation value of time-ordered operators (6.11):

\[
Z = Z_{\text{bath}} \sum_k \iiint d\tau_1 \cdots d\tau_k \sum_{j_1, \cdots, j_k} \sum_{j'_1, \cdots, j'_k} \times \text{Tr}_c \left[ e^{-H_{\text{loc}}(\tau_k) c_{j_k}^\dagger(\tau_k) c_{j_1}(\tau_1) c_{j'_1}(\tau'_1) \cdots c_{j_k}^\dagger(\tau_k)} \right] \det F.
\]  

(7.1)

The peculiar structure of the local Hamiltonian enforced that every creation operator had to be followed by an annihilation operator in order for the trace not to be zero, which led us to formulate the algorithm in terms of creation-annihilation pairs called “segments”. If this constraint can be violated – e.g. because the local Hamiltonian does not commute with the local particle number operator, we need
7.1 Partition Function Expansion

To simulate Eqn. (7.1) directly. In the Heisenberg formalism, with explicit time ordering, we obtain

$$Z = \sum_{k=0}^{\infty} \int_{0}^{\beta} d\tau_{1} \int_{\tau_{1}}^{\beta} d\tau_{2} \cdots \int_{\tau_{k-1}}^{\beta} d\tau_{k} \left[ \text{Tr} e^{-\tau_{1} H_{\text{loc}}} o_{1} e^{-(\tau_{2}-\tau_{1}) H_{\text{loc}}} o_{2} e^{-(\tau_{3}-\tau_{2}) H_{\text{loc}}} o_{3} \right] \cdots e^{-(\tau_{k-1}-\tau_{k}) H_{\text{loc}}} o_{k} e^{-(\beta-\tau_{k}) H_{\text{loc}}} \right) \det F(o_{1}, \cdots, o_{k}),$$

where \( o_{j} \) is one of the \( l \) operators

$$c_{1}, c_{1}^{\dagger}, \cdots, c_{l}, c_{l}^{\dagger}$$

that build the Fock space of the local Hamiltonian \( H_{\text{loc}} \) and obey the fermionic commutation rules \( \{ c_{i}, c_{j}^{\dagger} \} = \delta_{ij} \), \( \{ c_{i}, c_{j} \} = 0 \) = \( \{ c_{i}^{\dagger}, c_{j}^{\dagger} \} \).

Figure 7.1: A typical term in the expansion of (7.2) three “flavors” (orbitals, cluster sites, \ldots) of fermionic creation and annihilation operators (denoted by filled and empty triangles, squares, and circles) are placed at times between 0 and \( \beta \). We need to compute the trace of the operator product and multiply it to the hybridization line determinant Eqn. (7.2) to obtain the weight of this configuration. Note that other than in the segment case, two operators of the same type may follow each other. The same number of creation and annihilation operators need to occur for the trace to be non-zero. Figure according to [35].

### 7.1.1 Configuration Space

The configuration space we need to sample for the general hybridization solver is much larger than the one of the segment solver: In order for the trace to evaluate to a finite value, the only constraint from Eqn (7.1) is that there must be as many creation operators as annihilation operators of the same type present in the expansion; they do not need to appear in alternating order.

We denote by the index \( j_{k} \) the type of the operator (7.3) on the impurity Hamiltonian and define the configuration space to be

$$C = \{ \{ \}, \{ (\tau_{1}, \tau'_{1}, j_{1}) \}, \{ (\tau_{1}, \tau'_{1}, j_{1}), (\tau_{2}, \tau'_{2}, j_{2}) \}, \cdots, \{ (\tau_{1}, \tau'_{1}, j_{1}), \cdots, (\tau_{k}, \tau'_{k}, j_{k}) \}, \cdots \}.$$

The triplets denote the time of the creator, time of the annihilator, and orbital or cluster site of these operators. An additional constraint is given by the properties of the local Hilbert space: As we work with fermionic system, we cannot have more electrons present than we have orbitals available for them. This puts an upper bound on the number of consecutive creation- and annihilation operators.
Symmetries of the local Hamiltonian, like momentum conservation on a cluster or rotational symmetries in a multi-orbital problem, yield additional constraints by limiting the number of states available in each symmetry sector. As these constraints significantly reduce the size of the configuration space that has to be sampled, they are implemented such that configurations that yield zero weight due to these restrictions are instantly rejected and the sampling is constrained to parts of the phase space that have nonzero weight \[124\].

### 7.1.2 Computation of the Hybridization Determinant

The computation part of the hybridization matrix is completely identical to the part described in section 6.1.1, every creator is connected by a hybridization line to an annihilator. The weight is given by the determinant of the matrix $F$ that contains these hybridization lines (Fig. 6.3). If the bath does not mix different orbitals $l_i$ and $l_j$, i.e., $F_{l_i l_j}(\tau_i - \tau_j) = \delta_{l_i l_j} F_{l_i}(\tau_i - \tau_j)$, we can write the $F$-matrix Eqn. (6.18) as a block-diagonal matrix and its determinant as a product of determinants of smaller size,

$$
\det F = \det \begin{pmatrix}
F_1 & 0 & 0 & 0 \\
0 & F_2 & 0 & 0 \\
0 & 0 & \ddots & 0 \\
0 & 0 & 0 & F_j
\end{pmatrix} = \prod_j \det F_j. \tag{7.5}
$$

Unlike in the segment algorithm, the main computational task is the evaluation of the trace of operators in Eqn. (7.2). It is there where most time is spent, and simplifications that make this computation feasible are described in the following section.

### 7.1.3 Computation of the Trace

As derived in Eqn. (7.2), we need to compute the trace of a product of operators and exponentials of the local Hamiltonian. Once we choose a basis, this corresponds to taking the trace of a product of $k$ (large) matrices that have the linear size of the local Hilbert space at expansion order $k$. Matrix-matrix multiplications scale roughly as the third power of the matrix size. It is therefore vital to reduce
occupation number basis  \[ [H_{\text{loc}}, S_z] = 0 = [H_{\text{loc}}, N] \] further symmetries

Figure 7.3: Sketch of a rotation / block-diagonalization of the local Hamiltonian. The Hamiltonian in the occupation number basis is sparse but not blocked. A first permutation operation builds blocks according to the occupation number and spin of the local Hamiltonian. A second (rotation) matrix further reduces block size by considering rotational and translational invariance of the impurity Hamiltonian. Colored blocks represent non-zero entries of the Hamiltonian.

The advantage of changing to a block-diagonal form and diagonalizing the local Hamiltonian therein is that operators \( c_i, c_j^\dagger \) are also in block-matrix form. The operator \( c_j^\dagger \), for example, raises both the total particle number and the total \( S_z \)-component by one and therefore consists of off-diagonal blocks connecting the \( (S_z, n) \) - symmetry sector with the \( (S_z + 1, n + 1) \) - sector.

A typical example is the four-site Hubbard plaquette with next-nearest neighbor \((t' -)\) hopping. The local Hamiltonian has a size of 256 \( \times \) 256 elements, as we have four sites, each of which can assume one of the four states \(|0\rangle, |\uparrow\rangle, |\downarrow\rangle, |\uparrow\downarrow\rangle\). However, \( H \) commutes with \( n_i, n_i^\dagger \) and has a four-fold rotational symmetry (or a couple of inversion and mirror symmetries). This allows us to split up the 256 \( \times \) 256 matrix into 84 small blocks that have at most 16 \( \times \) 16 elements. As
7.2 Measurements

The measurement of the Green’s function is done in the same way as in the segment picture 6.3, where we took a partition function configuration, removed a hybridization line, and thereby obtained an estimate for the Green’s function.

Care has to be taken when the expansion order is very small, i.e., when one sector is almost completely empty or almost completely filled, and therefore virtually no hybridization processes with the bath occur. In this case there are almost no operators present and the method of sampling the Green’s function at the position of operators as described above yields bad statistics.

We then need to employ the second measurement process described in 6.3 and obtain Green’s function configurations by inserting operators, not removing them. From a partition function configuration \( \{(\tau_1, \tau_1', j_1), \ldots, (\tau_k, \tau_k', j_k)\} \) we obtain a Green’s function configuration

\[
G_{pq}(\tau_G^s, \tau_G^e) = Z_{\text{bath}} \sum_k \iint \cdots \iint d\tau_1 \cdots d\tau_k' \sum_{j_k \cdots j_k'} \sum_{j_1' \cdots j_1'} \times \text{Tr}_i \left[ e^{-H_{\text{loc}}} T c_{j_k}(\tau_k) c^\dagger_{j_k'}(\tau_k') \cdots c_p(\tau_G^s) \cdots c_q(\tau_G^e) \cdots c_{j_1}(\tau_1) c^\dagger_{j_1'}(\tau_1') \right] \det F
\]

by inserting the two operators \( \tau_G^s, \tau_G^e \) into the operator chain. For the
7.3 Implementation Notes

The Hybridization expansion algorithm is perhaps the most difficult of all continuous-time algorithms to implement, as besides the hybridization expansion part also the parts that build the Hamiltonian matrix, block-diagonalize it and then compute products and traces have to be written and maintained.

In our case we chose to base the impurity solver on the ALPS \cite{128} exact-diagonalization library, where tools to build and diagonalize the Hamiltonians are already built and tested, and various symmetry operations implemented. It is the ALPS library that provides us with the local basis, the Hamiltonian matrix, and creation- and annihilation operators in an occupation number basis.

The ALPS library cannot yet handle terms dependent on four operators in different orbitals, like general pair-hopping or exchange (correlated hopping) terms. Therefore we added an additional routine that reads in the local Hamiltonian matrix for a given basis.

The local Hamiltonian is mapped onto a graph that contains the fermionic impurity sites as vertices and interactions as vertex or edge terms. This allows for a very generic adaptation of the code to almost any impurity problem: Clusters, multiple orbitals problems, or combinations thereof are generated by specifying lattice and model in a parameter file. Symmetries – both local operators as \( N_{\text{tot}} \) or \( S^z_{\text{tot}} \) and spatial / translation symmetries can be specified in the parameter file and are interpreted at run time to generate the block-diagonal form of the Hamiltonian.

The computationally intensive part is the computation of the trace, namely the operation \( A_{ij} = B_{ik} c_k D_{kj} \), with \( c_k \) the (diagonalized) exponential \( e^{-\tau H_{\text{loc}}} \) and \( D \) a dense but small matrix that is part of the block-matrix of the operator in the trace. This is done using a fast matrix multiplication routine for small to intermediate
size matrices, implemented in BLAS. The exponential factors are computed using vector exponential functions.

The effort can be further reduced if we limit ourselves to eigenvalues of the local Hamiltonian that are not particularly large. The exponential factor $e^{-H_{\text{loc}}\tau}$ causes large eigenvalues to be suppressed exponentially. If some eigenvalues are substantially larger than others, we can truncate the spectrum and only compute with the smaller eigenvalues of the Hamiltonian.

A far cruder approximation that yields even higher performance gains is achieved by limiting ourselves to a subset of all particle number, momentum, or spin sectors. We manually truncate the local Hamiltonian and the trace, such that high-energy (-momentum, -spin, whatever is physically known to have little influence) sectors are removed. Of course this reduces the effort dramatically: not only can we limit ourselves to a small subset of sectors, we can also ignore transitions out of that set into other states and back into it again.

A systematic improvement on such a limitation that takes care of the influence of highly excited sectors in a systematic manner has been attempted by A. Millis [129].

We have examined two implementations of the truncation: the first one takes the eigenvalues of the system, sorts them according to their size, and removes any eigenstates that have less than a given energy. The second one performs the thermalization of the system in the full basis. Then the sectors that do not contribute are identified and removed before the sampling process starts. While the second version has the advantage of taking into account dynamic effects, it is much more expensive, as the full system has to be simulated for at least a number of steps.

The truncation of the basis can also be done dynamically at runtime: We order the eigenvalues in ascending order. Once we know the exponential vector $c = e^{-H_{\text{loc}}\tau}$, we can truncate the matrix product

$$A_{ij} = B_{ik}c_kD_{kj}$$  \hspace{1cm} (7.10)

at the index $k_0$ for which $c_k = 0, k > k_0$. This new “dynamic truncation” shows promising results and allows to systematically reduce truncation errors.

It is important to note that the numerical effort in the general matrix formulation of the hybridization algorithm scales exponentially with the number of impurity sites or orbitals considered. This is because the size of the Hilbert space grows exponentially with the number of orbitals, and we need to diagonalize the impurity Hamiltonian on that space. However, for a given problem the hybridization part of the algorithm scales with the inverse temperature $\beta$ to the third power, and the trace-part is linear in the inverse temperature per trace, or quadratic per sweep. Thus, as long as we are in a regime that is dominated by the computation of the trace (which is usually the case), the algorithm scales quadratic in $\beta$.

### 7.4 Tree Algorithm

As the main effort of the algorithm is the computation of the trace, which is linear in the numbers of hybridization operators present in the configuration, we need to
look for ways to accelerate this computation. In the segment algorithm, the effort of computing the new segment overlap was $O(\log k)$, where the log stems from the cost of finding the segment in a segment list. As this search operation is relatively cheap, the trace computation is negligible and the operations are completely dominated by the computation of the hybridization part.

Computing the complete trace in the general case will always be at least $O(k)$, as we need to access each operator at least once. However, recomputing the trace after an operator insertion or removal update offers the possibility of simplifications. A first idea can reduce the effort to $O(\sqrt{k})$: we take the operator trace and create around $\sqrt{k}$ intervals between zero and $\beta$. We then store the matrix product of all the operators within this interval, where each such an interval contains approximately $\sqrt{k}$ operators. If we insert two operators, we will change the matrix product of one or two intervals - which need to be recomputed at the cost of $\sqrt{k}$ operations. The whole recompute operation is therefore of $O(\sqrt{k})$, and a sweep of $O(k^{3/2})$. This algorithm is illustrated in Figure 7.5.

![Figure 7.5: Binning algorithm: binning of the operators into four bins, each having approximately four elements, reduces the effort of computing the trace after inserting or removing an operator to $O(\sqrt{k})$.

A better, but slightly more complicated algorithm uses the properties of self-balancing binary trees. In our case, we implemented a tree algorithm based on so-called AVL [130] [131] [132] trees. These trees have the property that they have a depth of $O(\log k)$, and that the maximum depth is no larger than the minimum depth plus two. Denoting dense matrices from the hybridization operators with capital letters and the exponential vectors $p(\tau_{i+1} - \tau_i) = e^{\Delta \tau H_0} = p_{i,i+1}$ with lower case letters, we can write the trace in Eqn. (7.2) as

$$\text{Tr} \left[ p_{0A}^i A_{ij}^I p_{AB}^j B_{jk} p_{BC}^k C_{kl} p_{CD}^l \cdots Z_{pi} p_{Z\beta}^j \right].$$

We then arrange all the operators in (7.11) in a binary tree. It is easy to see that for every exponential $p(\tau \to \tau_{i+1}) = e^{H_0 (\tau_{i+1} - \tau_i)}$ that is between the first and last operator we can assign one of the branches of the tree. These “propagators” from time $\tau_i$ to time $\tau_{i+1}$, where a right branch contains the propagator from the node to the smallest time of the right subtree, and a left branch contains the propagation from the largest time of the left subtree to the node (Fig. 7.6). The main idea of the algorithm is that each node stores the matrix product of the left subtree times the propagator to the left, the operator, and the propagator to the right times the matrix product of the right subtree. This storage is of $O(k)$ in memory.

It is now obvious that few changes need to be done when a new operator (pair) is inserted into the tree: First we have to locate the proper place of the operator
in the tree, which is an $O(\log k)$ search operation, and insert the operator. Then we need to change the two propagators that lead to this node and away from this node. And finally we need to recompute all the matrix products that have been changed.

Let us first look at the insertion. Finding out the right place for an insertion is easy: we compare the times of the operators, and follow the tree downwards on the left or right branch until we find an empty spot. This is where we insert the new operator.

In order to make sure that the tree stays balanced, we need to perform so-called tree rotations (see computer science literature like [132] for details): if we find a subtree that has more than two entries more on one branch than on the other, we rotate it. Let us consider the five operators $A, B, C, P, Q$, with $\tau_A < \tau_P < \tau_B < \tau_Q < \tau_C$, with root $P$, leaves $A, B,$ and $C$, and an intermediate node $Q$. The place where operators are stored in the tree is dependent on the history of insertion and removal operations, and multiple trees yield the same matrix product. In Figure 7.7 we illustrate two possible trees for which the order is the same, but the root node has changed. A tree rotation is the operation that changes the right tree into the left one and vice versa. By performing such a tree rotation we can raise the depth of the tree on one side, while lowering it on the other side. An AVL tree insertion move now proceeds to “rebalance” an imbalanced tree by computing the difference of the number of nodes on the right side and on the left side, and performing a right or left rotation move such that it stays smaller than or equal to one.

Obviously the matrix products stored for the nodes $A, B$ and $C$ need not be changed when such a move is performed. The matrix product at $Q$ will be the one that was previously stored at $P$ (namely $APBQC$, the product of the operators of the entire tree), and it is only the product at $P$ that needs to be recomputed. Thus, while proceeding up the tree, we need to compute $O(\log k)$ matrix products of the type $M_{ij} = A_{ik}b_k C_{kj}$. Removal updates proceed by “rotating” the node to be removed to the bottom using right and left rotations, and then recomputing the matrix product. These rotation operations are the only ones that have to be
implemented and where matrix products are computed.

At the end of an insertion or removal update, the matrix product at the root is read out, multiplied by the propagation from zero to the first node and from the last node to $\beta$, and the trace is taken.

The tree algorithm for the hybridization solver, while not entirely trivial to implement, allows the computation of matrix products in $O(\log k)$ steps instead the naive $O(k)$ or the straightforward $O(\sqrt{k})$ steps. It thereby reduces the computational overhead associated with the matrix hybridization solver significantly and allows access to lower temperatures. Eventually, though, the exponential scaling of the local Hilbert space or the $\beta^3$ scaling of the hybridization part will dominate the calculation. A typical arrangement of operators and propagators within the tree algorithm is illustrated in figure 7.8.

---

**Figure 7.7: Tree Rotation**

**Figure 7.8: Tree algorithm: sorting the operators in a tree yields an overall $O(\log(\langle k \rangle))$ effort for the matrix product. The tree shows one possible arrangement of the operators in a binary tree structure - the actual arrangement depends on the order of insertion and removal operations.**
Chapter 8

Performance Comparison

E. Gull, P. Werner, A.J. Millis, M. Troyer,

This chapter forms the start of the results section that shows some of the problems to which we applied the new algorithms. After implementing the weak coupling and the hybridization algorithms, we compared their performance to the old, well-established Hirsch-Fye [72] algorithm. The chapter mostly follows the original publication, reference [9].

### 8.1 Matrix Size

![Diagram showing scaling of matrix size with inverse temperature and interaction strength.](image)

*Figure 8.1:* Scaling of the matrix size with inverse temperature and interaction strength. Right panel: temperature dependence for $U/t = 4$. In the case of Hirsch-Fye, the resolution $N = \beta U$ has been chosen as a compromise between reasonable accuracy and acceptable speed, while the average matrix size is plotted for the continuous-time solvers. Left panel: dependence on $U/t$ for fixed $\beta t = 30$. The solutions for $U \leq 4.5$ are metallic, while those for $U \geq 5.0$ are insulating. The much smaller matrix size in the relevant region of strong interactions is the reason for the higher efficiency of the hybridization expansion method.

For all three algorithms, the computational effort scales as the cube of the matrix size, which for the Hirsch-Fye solver is determined by the time discretization
\( \Delta \tau = \beta / N \) and in the case of the continuous-time solvers is determined by the perturbation order \( k \), which is peaked roughly at the mean value determined by the probability distribution \( p(k) \). In Fig. 8.1, we plot these matrix sizes as a function of inverse temperature \( \beta \) for fixed \( U/t = 4 \) and as a function of \( U/t \) for fixed \( \beta t = 30 \). All our simulation results are for a semi-circular density of states with band-width \( 4t \).

It is obvious from the upper panel of Fig. 8.1 that the matrix size in all three algorithms scales linearly with \( \beta \). The Hirsch-Fye data are for \( N = \beta U \), which is apparently a common choice, although Figs. 8.2 and 8.4 show that it leads to considerable systematic errors. Thus, the grid size should in fact be chosen much larger (\( N \gtrsim 5\beta U \)).

While the matrix size in the weak coupling approach is approximately proportional to \( U/t \), as in Hirsch-Fye, the \( U \)-dependence of the hybridization expansion algorithm is very different: a decrease in average matrix size with increasing \( U/t \) leads to much smaller matrices in the physically interesting region \( 4 \lesssim U/t \lesssim 6 \), where the Mott transition occurs. The results in Fig. 8.1 and the cubic dependence of the computational effort on matrix size essentially explain why the continuous-time solvers are much more powerful than Hirsch-Fye and why the hybridization expansion is best suited to study strongly correlated systems.

There is of course a prefactor to the cubic scaling, which depends on the computational overhead of the different algorithms and on the details of the implementation. Blümer [73] has demonstrated substantial optimizations of the Hirsch-Fye code and has in particular shown that extrapolating results at non-zero time step \( \Delta \tau \) to the \( \Delta \tau = 0 \) limit considerably improves the accuracy. Of the continuous-time codes investigated here, only the weak coupling results have been optimized. We estimate that similar modifications in the code for the hybridization expansion algorithm would provide a speed-up of at least a factor of 10. However, the results presented here indicate large enough difference between the methods that the effects of optimization can be ignored.

### 8.2 Accuracy for Constant CPU Time

The three quantum Monte Carlo algorithms considered in this study work in very different ways. Not only are the configuration spaces and hence the update procedures entirely different, but also the measurements of the Green’s functions and other observables.

In order to study the performance of the different impurity solvers, we therefore decided to measure the accuracy to which physical quantities can be determined for fixed CPU time (in this study 7h on a single Opteron 244 per iteration). This is the question which is relevant to people interested in implementing either of the methods and avoids the tricky (if not impossible) task of separating the different factors which contribute to the uncertainty in the measured results. Because the variance of the observables measured in successive iterations of the self-consistency loop turned out to be considerably larger than the statistical error
bars in each step, we determined the mean values and error bars using 20 DMFT iterations starting from a converged solution.

The Hirsch-Fye solver suffers in addition to these statistical errors from systematic errors due to time discretization. These systematic errors are typically quite substantial and much larger than the statistical errors. In order to extract meaningful results from Hirsch-Fye simulations it is essential to do a careful (and time-consuming) $\Delta \tau \to 0$ analysis [73]. The continuous-time methods are obviously free from such systematic errors if a sufficient number of time- or frequency points is used in the measurement of the Green’s function.

### 8.2.1 Kinetic and Potential Energy

![Figure 8.2: Left panel: kinetic energy $E_{\text{kin}} = 2t^2 \int_0^\beta d\tau G(\tau)G(-\tau)$ obtained using the three QMC impurity solvers for $U/t = 4.0$ and $\beta t = 10, 15, \ldots, 50$. The Hirsch-Fye simulations for $\Delta \tau = 1/U$ (as in Fig. 8.1) yield systematically higher energies. The inset shows results obtained with the continuous-time solvers for $\beta t = 35, 40, 45$ and 50. Right panel: potential energy $U\langle n_\uparrow n_\downarrow \rangle$ for the same interaction strength.](image)

The kinetic energy,

$$E_{\text{kin}} = 2t^2 \int_0^\beta d\tau G(\tau)G(-\tau), \quad (8.1)$$

shown in Fig. 8.2 was obtained from the imaginary time Green’s function by numerical integration. To this end we Fourier transformed the imaginary time Green’s function and summed the frequency components including the analytically known tails. This turns out to be more accurate than the direct evaluation of equation (8.1) by trapezoidal or Simpson rule. It is also more accurate than the procedure proposed in Ref. [124] for the temperature and interaction range studied.

We computed results for fixed $U/t = 4$ and temperatures $\beta t = 10, 15, \ldots, 50$. In this parameter range the solution is metallic and we expect $E_{\text{kin}}/t \propto (T/t)^2$ at low temperature. The dominant contribution to $E_{\text{kin}}$ comes from imaginary time points close to $\tau = 0, \beta$. The accuracy of the kinetic energy therefore illustrates how well the steep initial drop of $G(\tau)$ can be resolved.
The results from the continuous-time solvers agree within error bars, but due to the larger matrix size, the weak coupling algorithm can perform fewer updates for fixed CPU time and therefore the error bars are substantially larger (see inset of Fig. 8.2).

The Hirsch-Fye results are strongly dependent on the number of time slices used. Because of the cubic scaling of the computational effort with the number of time slices, at most a few hundred time points can be taken into account. This number is not sufficient to resolve the steep drop of the Green’s function at low temperature, and therefore the kinetic energy converges to values which are systematically too high. Extrapolation (e.g. ref. [8], [73]) can be used to obtain values for $\Delta \tau = 0$ and reduce these errors. However, various simulations at different $\Delta \tau$ have to be performed in order to obtain an accurate estimate. For the kinetic energy we performed this extrapolation for $\beta t = 15, 20, 25$. The error for $\beta t = 20$ at $\Delta \tau = 0$ after extrapolation is 10 times larger than the one we could obtain for the weak coupling algorithm, which is again around ten times larger than the one for the hybridization algorithm.

We emphasize that for this particular case all three methods are sufficiently accurate that physically meaningful conclusions can be drawn; the differences, however, have clear implications for the extension of the method to more demanding regimes.

In the lower panel of Fig. 8.2 we show the potential energy $U\langle n_\uparrow n_\downarrow \rangle$ for $U/t = 4$, computed with the two continuous-time methods. In the hybridization expansion algorithm, the double occupancy can be measured from the overlap of the up- and down-segments. In the weak-coupling case, we used the relation $U/2((n_\uparrow + \alpha)(n_\downarrow - 1 - \alpha) + (n_\uparrow - 1 - \alpha)(n_\downarrow + \alpha)) = \langle k \rangle/\beta$ (where $\langle k \rangle$ is the average perturbation order), and an extrapolation to $\alpha \to 0$. Both results agree within error bars and the hybridization expansion approach again yields the more accurate results.

### 8.2.2 Green’s Function and Self Energy

The high precision of the hybridization expansion results for the kinetic energy indicate that this algorithm can accurately determine the shape of the Green’s function near $\tau = 0$ and $\beta$. We now turn to the lowest Matsubara frequency component of the Green’s function, which is determined by the overall shape. We plot in Fig. 8.3 $G(i\omega_0)$ for different values of $\beta$. The upper panel shows the results obtained for the different continuous-time solvers and measurement procedures. They all agree within error bars. In the lower panel we plot the values of the error-bars. In the case of the weak-coupling expansion, both the measurement in $\tau$ and the measurement in $\omega$ produce about the same accuracy, which deteriorates as the temperature is lowered, due to the increasing matrix size. The error-bars from the hybridization expansion solver are much smaller and in the measured temperature range remain about constant. Because the matrices at these values of $U$ and $\beta$ are very small, and the number of measurement points in Eq. (6.33) depends on the matrix size, the increase in computer time for updating larger matrices is
Figure 8.3: Lowest Matsubara frequency value for $G$ for $U/t = 4.0$, using measurements in both imaginary time and frequency space in the weak coupling case. The upper panel shows the Green’s function and the lower panel the relative error on the measurement. Unlike in the Hirsch Fye algorithm there are essentially no systematic errors in the continuous time algorithms. In the case of the hybridization expansion algorithm, results for measurements in $\tau$ and $\omega$ are plotted. Both measurements yield a similar accuracy at low frequency. The hybridization expansion algorithm gives very accurate results and the error bars show no dependence on $\beta$. This indicates that in the measured temperature range, two competing effects essentially cancel: the efficiency of the matrix updates which decreases at lower temperatures and the efficiency of the measurement procedure, which yields better results for larger matrix sizes.

compensated by a more efficient measurement.

For the self-energy,

$$\Sigma(i\omega_n) = G_0(i\omega_n)^{-1} - G(i\omega_n)^{-1},$$

the Matsubara Green’s functions have to be inverted and subtracted. This procedure amplifies the errors of the self-energy especially in the tail region where $G_0(i\omega_n)$ and $G(i\omega_n)$ have similar values. Fig. 8.4 shows $\Im \Sigma(i\omega_0)/\omega_0$ for $U/t = 4$ and several values of $\beta$. This quantity is related to the quasi-particle weight $Z \approx 1/(1 - \Im \Sigma(i\omega_0)/\omega_0)$. Again, the Hirsch-Fye results show large systematic errors due to the time discretization and cannot be carried to low temperatures. The results from the continuous-time solvers agree within error-bars, but the size of the error bars is very different. The hybridization expansion approach yields very accurate results for low Matsubara frequencies in general.

The advantage of measuring in Matsubara frequencies as opposed to imaginary time in the weak coupling algorithm becomes apparent for large $\omega_n$. Only the difference of $G$ to the bare Green’s function $G_0$ has to be measured in this algorithm. These differences decrease with $1/\omega_n$ for increasing $\omega_n$ and the estimate from Eq. (4.30) is extremely accurate at high frequencies, so that the tail of the self energy can be computed accurately. The measurements in imaginary time however have to be binned and Fourier transformed. While the high frequency tail can be enforced using correct boundary conditions for the cubic splines, there is a region of frequencies which starts much below the Nyquist frequency, where
8.3 Away from Half Filling

We have tested both continuous time algorithms away from half filling, in a region where the half-filled model at zero temperature has a gap \((U/t = 6, \beta t = 10)\) and in a region without gap \((U/t = 3, \beta t = 10, \ U/t = 2, \beta t = 20)\). A comparison of the Green’s functions and self-energies has shown that both algorithms produce the same result within numerical precision and are much faster than Hirsch-Fye. Both continuous time algorithms have no sign problem away from half filling \([79], [34]\) and again the time needed to obtain a given accuracy is mostly determined by the size of the matrix. In the case of the weak coupling algorithm it

Figure 8.4: Self-energy \(\Im \Sigma(i\omega_n)/\omega_n\) as a function of \(\beta\) for \(U/t = 4.0\). The Hirsch-Fye results exhibit large discretization errors, while the continuous-time methods agree within error bars. The hybridization expansion method is particularly suitable for measuring quantities which depend on low-frequency components, such as the quasi-particle weight.

this introduces considerable errors (Fig. 8.5). For \(10 \lesssim \omega_n/t \lesssim 40\) and 500 imaginary time slices the values of \(\Sigma(i\omega_n)\) show large errors before converging to the high-frequency tail enforced by the Fourier transformation procedure. The upper panel of Fig. 8.6 shows the difference between the two measurement approaches more clearly.

The hybridization expansion algorithm starts from the atomic limit and thus does not get the high-frequency tail automatically right. Both a measurement in \(\tau\) and \(\omega\) leads to relatively large errors at high frequencies. This noise again sets in at frequencies much below the Nyquist frequency, as illustrated by the results for 500 and 1000 bins in the lower panel of Fig. 8.6. This noise is the consequence of the statistical errors in the Green’s function and can hence be reduced by running the simulation for a longer time (see Fig. 8.5). However, Fig. 8.6 also shows that even for the shorter runs, the data remain accurate up to sufficiently large \(\omega_n\) that a smooth patching onto the analytically known high-frequency tail appears feasible. Furthermore, since the hybridization expansion results in this section have all been obtained without any patching or smoothing and nicely agree with those from the weak-coupling solver, it seems that this uncertainty in the high-frequency tail is not a serious issue.
Figure 8.5: Left panel: low frequency region of the self-energy $\Sigma(i\omega)$ for $U/t = 4.0, \beta t = 45$. Noise in the higher frequencies is clearly visible for the values measured in $\omega$, while the values measured in $\omega$ in the weak coupling algorithm converge smoothly to the high frequency tail. Right panel: high frequency region of the self-energy $\Sigma(i\omega)$ for $U/t = 4.0, \beta t = 45$. Noise in the higher frequencies is clearly visible for the values measured in $\tau$, while the values measured in $\omega$ in the weak coupling algorithm converge smoothly to the high frequency tail, $\lim_{\omega \to 0} \Sigma(i\omega_n) = U^2(1 - n)/n(i\omega_n)$.

...decreases continuously away from half filling, while in the case of the hybridization expansion the perturbation order first increases with doping if the half-filled model has a gap, and then decreases (see Fig. 8.7). For all regions of parameter space tested, the hybridization expansion approach yields the smaller matrix sizes and is therefore substantially faster. The matrix sizes become comparable only in the limit of filled or empty bands.

For the hybridization expansion algorithm, we have also computed the matrix size for $U/t = 6$ and much lower temperatures $\beta t = 100, 200$ and 400. These results showed that the perturbation order for a given filling remains proportional to $\beta$, so that the shape of the curve remains the same as shown for $\beta t = 10$ in Fig. 8.7. In particular this means that the formation of the “Kondo resonance” (which contains the physics of coherent low energy quasi-particles) in the slightly doped system at low temperatures does not lead to any dramatic change in the perturbation order.

### 8.4 Scaling Considerations

<table>
<thead>
<tr>
<th>Scaling / Algorithm</th>
<th>CT-AUX / Weak</th>
<th>Hyb Seg</th>
<th>Hyb General</th>
</tr>
</thead>
<tbody>
<tr>
<td>diagonal orbitals</td>
<td>$N\beta^3 U^3$</td>
<td>$N\beta^3$</td>
<td>$e^N(a\beta^2 + b\beta^3, a \gg b)$</td>
</tr>
<tr>
<td>cluster, general $U_{ijkl}$</td>
<td>$N^2\beta^3 U^3$</td>
<td>-</td>
<td>$e^N(a\beta^2 + b\beta^3, a \gg b)$</td>
</tr>
</tbody>
</table>

CT-algorithm scaling table. This table summarizes the scaling of the continuous-time algorithms. At weak interactions, the weak coupling and CT-AUX solvers that expand around the non-interacting limit are advantageous.
8.4 Scaling Considerations

Figure 8.6: Intermediate frequency region of the self-energy $\Sigma(i\omega)$ for $U/t = 4.0, \beta t = 45$. Noise in the higher frequencies is clearly visible for the values measured in $\tau$, while the values measured in $\omega$ in the weak coupling algorithm converge smoothly to the high frequency tail.

Figure 8.7: Matrix sizes away from half filling: the matrix size decreases for the weak coupling algorithm, while the one for the hybridization expansion algorithm increases as one dopes a Mott-insulating state.

These algorithms are however hampered by the $U^3$ scaling at stronger interactions. In the hybridization algorithm, the scaling with $U$ is less obvious, as shown in chapter above, but solutions close to the atomic limit around which the algorithm expands, are easier to obtain. Where it can be used, the segment algorithm is always faster than the general hybridization algorithm, due to the smaller configuration space that needs to be sampled. When compared to the weak coupling algorithms, the general hybridization algorithm is advantageous if the number of orbitals or cluster sites is not too large. For large clusters, where the hybridization algorithm is hampered by the exponential scaling of the Hilbert space, only the weak coupling algorithms with their $(N\beta U)^3$ - scaling are possible. The scaling of the Hirsch-Fye algorithm is the same as the one of the weak coupling and CT-AUX algorithms, albeit with larger prefactors [9].
Chapter 9

Local Order and the gapped phase of the Hubbard model


The following paper shows the application of the CT-AUX algorithm in its cluster formulation and the hybridization matrix algorithm to a small plaquette of four sites. It has been produced in collaboration with Philipp Werner and Andrew Millis and is published in Europhysics letters.

Understanding the “Mott” or correlation-driven metal insulator transition is one of the fundamental questions in electronic condensed matter physics [133, 134]. Interest increased following P. W. Anderson’s proposal that the copper oxide based high temperature superconductors are doped “Mott insulators” [16, 17].

Clear theoretical pictures exist in the limits of strong and weak coupling. In strong coupling, insulating behavior results from the “jamming” effect [133] in which the presence of one electron in a unit cell blocks a second electron from entering; we term this the Mott mechanism. At weak coupling, insulating behavior arises because long-ranged [135] or local [136, 137] order opens a gap; we term this the Slater mechanism. (Anderson [138] has argued that in 2d the strong coupling regime provides the appropriate description of the low energy behavior for all interaction strengths, but this view is controversial and does not address the question of interest here, namely the physical origin of the novel low energy physics.) Many materials [14] including, perhaps, high temperature superconductors [139] seem to be in the intermediate coupling regime in which theoretical understanding is incomplete.

The development of dynamical mean field theory, first in its single-site form [8] and subsequently in its cluster extensions [46, 48, 42, 49, 51] offers a mathematically well-defined approach to study metal-insulator transitions. The method,  

1 It is sometimes useful to distinguish “Mott” materials in which the important interaction scale is set directly by an interorbital Coulomb repulsion from “charge transfer” materials in which the interaction scale is set indirectly via the energy required to promote a particle to another set of orbitals [134]. For present purposes the difference is not important; the term Mott insulator will be used for both cases.
while approximate, is non-perturbative and provides access to the intermediate coupling regime. In this paper we exploit new algorithmic developments \cite{35,10} to obtain detailed solutions to the dynamical mean field equations for the one orbital Hubbard model in two spatial dimensions. This, the paradigmatic model for the correlation-driven metal-insulator transition, is defined by the Hamiltonian

$$ H = \sum_{p,\sigma} \varepsilon_p c_{p,\sigma}^{\dagger} c_{p,\sigma} + U \sum_i n_{i,\uparrow} n_{i,\downarrow} $$ \hspace{1cm} (9.1)

with local repulsion $U > 0$. We use the electron dispersion $\varepsilon_p = -2t(\cos p_x + \cos p_y)$. The dynamical mean field approximation to this model has been previously considered \cite{8,42,140,141,142,143,144}; we comment on the differences to our findings below and in the conclusions.

The dynamical mean field method approximates the electron self energy $\Sigma(p,\omega)$ by

$$ \Sigma(p,\omega) = \sum_{a=1...N} \phi_a(p) \Sigma_a(\omega). $$ \hspace{1cm} (9.2)

The $N$ functions $\Sigma_a(\omega)$ are the self energies of an $N$-site quantum impurity model whose form is specified by a self-consistency condition. Different implementations of dynamical mean field theory correspond to different choices of basis functions $\phi_a$ and different self-consistency conditions \cite{49,50,51}. In this paper we will use primarily the “DCA” ansatz \cite{46} although we have also used the CDMFT method \cite{48,144} to verify our results and make comparison to other work. In the DCA method one tiles the Brillouin zone into $N$ regions, and chooses $\phi_a(p) = 1$ if $p$ is contained in region $a$ and $\phi_a(p) = 0$ otherwise. The “cluster momentum” sectors $a$ correspond roughly to averages of the corresponding lattice quantities over the momentum regions in which $\phi_a(p) \neq 0$.

We present results for $N = 1$ (single-site DMFT) and $N = 4$. Because we are interested in the effects of short ranged order, the restriction to small clusters is not a crucial limitation: while the precise parameter values at which the transition to insulating behavior occurs depend on cluster size, the basic relation we establish between correlations and the insulating behavior does not, and the 4-site cluster is computationally manageable so a wide range of information can be extracted.

In the $N = 4$ case the impurity model is a 4-site cluster in which the cluster electron creation operators $d_j^{\dagger}$ may be labeled either by a site index $j = 1,2,3,4$ or by a cluster momentum variable $A = S, P_x, P_y, D$ with $S$ representing an average over the range $(-\pi/2 < p_x < \pi/2; -\pi/2 < p_y < \pi/2)$, $P_x$ over the range $(\pi/2 < p_x < 3\pi/2; -\pi/2 < p_y < \pi/2)$, and $D$ over the range $(\pi/2 < p_x < 3\pi/2; \pi/2 < p_y < 3\pi/2)$. The cluster states are coupled to a bath of noninteracting electrons labeled by the same quantum numbers. The Hamiltonian is

$$ H_{\text{cl}} = \sum_{A,\sigma} \left( V_A^{\sigma\sigma} d_{A,\sigma}^{\dagger} c_{A,\sigma} + H.c. \right) + H_{\text{bath}}, \hspace{1cm} (9.3) $$

$$ H_{\text{Q1}} = H_{\text{cl}} + \sum_{A,\sigma,\alpha} \left( V_A^{\sigma\alpha} d_{A,\sigma}^{\dagger} c_{A,\alpha} + H.c. \right) + H_{\text{bath}}, $$ \hspace{1cm} (9.4)

We solve the impurity models on the imaginary frequency axis using two new continuous-time methods \cite{35,10}. Because we are studying a two dimensional
model at temperature $T > 0$ we restrict attention to phases without long ranged order. The $\varepsilon_A$, $V'_{\alpha}$ and $H_{\text{bath}}$ are determined by a self consistency condition \[8, 51\].

The $N = 1$ case has been extensively studied \[8\]. At $N = 1$, intersite correlations are entirely neglected; the only physics is the strong correlation “local blocking” effect envisaged by Mott. If attention is restricted to the paramagnetic phase, to temperature $T = 0$, and density $n = 1$ per site one finds that the ground state is metallic for $U < U_{c2} \approx 12t$ \[139\] and insulating for $U > U_{c2}$. The insulating phase is paramagnetic and characterized by an entropy of $\ln 2$ per site corresponding to the spin degeneracy of the localized electrons. For $U_{c1} \approx 9t < U < U_{c2}$ the insulating phase, although not the ground state, is metastable and the extensive entropy of the insulating state leads to a transition to the insulating state as the temperature is raised \[8\].

The antiferromagnetic solution of the single-site DMFT equations has also been extensively studied. The model considered here has a nested Fermi surface at carrier concentration $n = 1$, so at $n = 1$ the ground state is an insulating antiferromagnet at all interaction strengths $U$. The Néel temperature peaks at $U \approx 0.8U_{c2}$ \[139\]. This correlation strength also marks a change in the character of the transition: for $U \lesssim 0.8U_{c2}$ the expectation value of the interaction term $Un_\uparrow n_\downarrow$ decreases as the magnetic order increases. The transition is thus potential energy driven and is identified with Slater physics. However for $U \gtrsim 0.8U_{c2}$ the expectation value of the interaction term increases as the system enters the antiferromagnetic phase; the transition in this case is thus kinetic energy driven and is identified with Mott physics.

We now present results for the $N = 4$ model in comparison to those obtained in the single-site approximation. Figure 9.1 presents the imaginary time Green function $\tilde{G}(R, \tau)$ at the particular values $R = 0$ and $\tau = 1/2T \equiv \beta/2$, computed at density $n = 1$ per site for different temperatures $T$ and interactions $U$ using 1 and 4 site DCA. $G(0, \beta/2)$ is directly measured in our simulations and is related to the
on-site electron spectral function $A_0(\omega)$ by

$$G(0,1/(2T)) = \int \frac{d\omega}{\pi} \frac{A_0(\omega)}{2 \cosh \frac{\omega}{2T}} \approx TA_0(\omega = 0). \tag{9.5}$$

The last approximate equality applies for sufficiently small $T$ and shows that the behavior of $G(0,\beta/2)$ provides information on the existence of a gap in the system. For $N = 1$ and $U \lesssim 10t$ $G(0,\beta/2)$ increases as $T$ decreases, indicating the development of a coherent Fermi liquid state. In the 4-site DCA results a transition is evident as $U$ is increased through $U^* \approx 4.2t$: for $U < U^*$ $A(0)$ increases slowly as $T$ is decreased, as in the single site model, but for $U > U^*$, $A(0)$ decreases, signaling the opening of a gap. The very rapid change across $U = U^*$ is consistent with a first order transition, as found in the careful CDMFT analysis of Park et al. [144]. The critical $U$ is seen to be essentially independent of temperature indicating that the entropies of the metallic and non-metallic states are very similar. The end-point of the first order transition is at about $T = 0.25t$ which is approximately the Néel temperature of the single-site method, at $U = 4t [110]$.

Figure 9.2 shows as the solid line the local electron spectral function computed by maximum entropy analytical continuation of our QMC data for $U = 6t$ and $n = 1$. Analytical continuation is well known to be an ill-posed problem, with very small differences in imaginary time data leading in some cases to very large differences in the inferred real axis quantities. A measure of the uncertainties in the present calculation comes from the difference between the spectra in the positive energy and negative energy regions, which should be equal by particle-hole symmetry. We further note that the gap is consistent with the behavior shown in Fig. 9.1. The local spectral function exhibits a characteristic two-peak structure found also in CDMFT calculations [144]. The dotted line gives the spectral function for the $P_x$-sector, corresponding to an average of the physical spectral
function over the region $(\pi/2 < p_x < 3\pi/2), (-\pi/2 < p_y < \pi/2)$; this is seen to be the origin of the gap-edge structure.

We present in Fig. 9.3 the temperature dependence of the double-occupancy $D = \langle n^n_1 \rangle$ computed using the 1-site and 4-site DCA for a relatively weak and a relatively strong correlation strength. In the single-site approximation antiferromagnetic correlations are absent in the paramagnetic phase and become manifest below the Néel temperature; the difference between paramagnetic and antiferromagnetic phases therefore gives insight into the physics associated with the antiferromagnetic correlations. For the weaker interaction strength $U = 5t$, the development of Fermi liquid coherence as $T$ is decreased in the paramagnetic phase means that the wave function adjusts to optimize the kinetic energy, thereby pushing the interaction term farther from its extremum and increasing $D$. At this $U$ the magnetic transition is signaled by a rapid decrease in $D$, indicating that the opening of the gap enables a reduction of interaction energy, as expected if Slater physics dominates. For the larger $U = 10t$ in the single site approximation we see that $D$ is temperature-independent in the paramagnetic phase because for this $U$ and temperature the model is in the Mott insulating state (a first order transition to a metallic state would occur at a lower $T$). The antiferromagnetic transition is signaled by an increase in $D$ because in the Mott state the transition to antiferromagnetism is kinetic energy driven.

Turning now to the 4-site calculation we see at $U = 5t$ a decrease in $D$ sets in below about $T^* = 0.23t \approx 0.8T_N^{1\text{-site}}$. $T^*$ is also the temperature below which $G(0,\beta/2)$ begins to drop sharply. This indicates that the opening of the gap is related to a reduction of interaction energy, implying a “Slater” rather than a “Mott” origin for the phenomenon. For $U = 10t$ we see a gradual increase in $D$ as $T$ is decreased, reflecting the Mott physics effect of kinetic energy gain with increasing local antiferromagnetic correlations.

To further understand the physics of the transition we examine which eigen-
states $|n_{cl}\rangle$ of $H_{cl}$ are represented with high probability in the actual state of the system. We define $P_{n_{cl}} = \langle n_{cl}|\hat{\rho}_{cl}|n_{cl}\rangle$ with $\hat{\rho}_{cl}$ the cluster reduced density matrix obtained by tracing the partition function over the bath states. One particularly interesting state is the “plaquette singlet” state which we denote as $|(12)(34) + (41)(23)\rangle$ with $(ab)$ representing a singlet bond between sites $a$ and $b$. The left panel of Fig. 9.4 shows the probability that this state is represented in the thermal ensemble corresponding to mean density $n = 1$ for different interaction strengths $U$; the transition at $U \approx 4.2t$ manifests itself as a dramatic change (within our accuracy, the jump associated with a first order transition). We have performed CDMFT calculations to verify that that the same state and same physics control the transition studied in Refs. [142, 144].

The plaquette singlet state has strong intersite correlations of both $d$-wave and antiferromagnetic nature. It is natural to expect these correlations to open a gap in the electronic spectrum. To investigate this possibility we computed the DCA momentum averages of the lattice Green function using density $n = 1$, and antiferromagnetic and singlet pairing gaps of magnitude $\Delta = 1.3t$ to obtain mean field estimates of the impurity model spectral functions. The dotted and dash-dotted lines in Fig. 9.2 show the antiferromagnetic results. (Use of a $d$-wave pairing gap would yield very similar results, except that instead of a clean gap at 0 one finds a “soft” gap with a linearly vanishing density of states). The evident similarity to the calculations reinforces the argument that it is the local correlations which are responsible for the gapped behavior.

We finally consider the effect of doping. The model we study is particle-hole symmetric. For definiteness we present results for electron doping. In a Fermi liquid, the imaginary part of the real-axis self energy is $\text{Im}\Sigma(p, \omega \rightarrow 0) \propto \omega^2$. The spectral representation $\Sigma(i\omega_n) = \int \frac{dx}{\pi} \text{Im}\Sigma(p, x)/(i\omega_n - x)$ then implies that at small $\omega_n$, $\text{Im}\Sigma(p, i\omega_n) \propto \omega_n$. We find that in the $S = (0, 0)$ and $D = (\pi, \pi)$ momentum sectors, this relation is obeyed at all dopings. The behavior in the $P = (0, \pi), (\pi, 0)$-sector is different, as is shown in Fig. 9.5. The dashed line shows
the self energy for the half-filled model. The $\omega_n^{-1}$ divergence, arising from the insulating gap, is evident. For large enough doping ($x \gtrsim 0.15$) the expected Fermi liquid behavior is observed (and indeed for $x > 0.2$ the self energy is essentially the same in all sectors); however for smaller dopings, up to $x \approx 0.15$, $\text{Im}\Sigma_P$ does not extrapolate to 0 as $\omega_n \rightarrow 0$, indicating a non-Fermi-liquid behavior in this momentum sector.

To explore further the non-Fermi-liquid behavior we present in Fig. 9.6 the density of states in the $P = (0, \pi), (\pi, 0)$-sector, obtained by analytical continuation of our quantum Monte Carlo data. Comparison to Fig. 9.2 shows that as the chemical potential is increased the Fermi level moves into the upper of the two bands. In addition, for the lower dopings a small ‘pseudogap’ (suppression of density of states) appears near the Fermi level while for $x = 0.15$ the value of the spectral function at the Fermi level approaches that of the noninteracting model, indicating the restoration of Fermi liquid behavior. We have verified that these features are robust, and in particular that the suppression of the density of states near the Fermi level is required to obtain the measured values of $G(\tau \sim \beta/2)$. Comparison of data obtained for inverse temperature $\beta t = 30$ and $\beta t = 100$ (not shown) with the data obtained for $\beta t = 60$ shown in Fig. 9.6 is consistent with the pseudogap being the asymptotic low-$T$ behavior, not an intermediate $T$ artifact.

Examination of the $D = (\pi, \pi)$-sector density of states and self energy shows that for $x = 0.04$ and $x = 0.08$ there is no Fermi surface crossing in the $D = (\pi, \pi)$-sector, so within the 4-site DCA approximation there is no Fermi surface at all. At these chemical potentials most doping is provided by incoherent, pseudogapped quasiparticles in the $P = (0, \pi), (\pi, 0)$-sector. As $x$ is increased beyond $\sim 0.1$ a Fermi crossing appears, first in the $D$ sector and then for $x/\tau \gtrsim 0.15$ in the $P$ sector, signaling the restoration of Fermi liquid behavior. The results may be interpreted as “Fermi arcs” or as hole pockets bounded by the edges of the $D = (\pi, \pi)$-sector: the momentum resolution of the 4-site DCA is insufficient to distinguish the two. 

Figure 9.5: Imaginary part of Matsubara-axis $P = (0, \pi), (\pi, 0)$-sector self energy measured for $U = 5.2t$ at temperature $T = t/30$ and chemical potential $\mu$ (doping $x$ per site) indicated.
As the doping is further increased the “Fermi arc” regions rapidly grow and the pseudogap fills in, leading to a restoration of a conventional Fermi surface for \( x > 0.15 \).

The lower panel of Fig. 9.4 shows that this non-Fermi-liquid behavior can be related to the prominence of the plaquette singlet and the plaquette triplet states. The contribution of the plaquette triplet state peaks at \( x \approx 0.15 \), while the contribution of the 6-electron singlet state remains small, indicating a prominent role for antiferromagnetic (rather than \( d \)-wave singlet) correlations at this doping. However, the increasing prominence of the 6-electron singlet state as doping is increased strongly suggests that the larger doping Fermi-liquid-like state will be susceptible to a pairing instability. Similar results were found in CDMFT calculations by Kyung and collaborators \[137\], who attributed them to antiferromagnetic correlations, by Zhang and Imada \[142\] and by Haule and Kotliar \[124\].

In summary, we have shown that the insulating behavior (at doping \( x = 0 \)) and non-Fermi liquid behavior (at doping \( 0 < x < 0.15 \)) found at relatively small \( U \) in cluster dynamical mean field calculations \[140, 141, 142, 144, 137, 145\] may be understood as a consequence of a potential-energy-driven transition to a state with definite, strong spatial correlations, mainly of the plaquette singlet type. Doping this state leads to a low energy pseudogap for momenta in the \( P = (0, \pi), (\pi, 0) \) sector. Superconducting correlations (marked by the prominence of the 6 electron states) do not become important until beyond the critical concentration at which Fermi liquid behavior is restored. Our results are consistent with the finding of Park et. al. \[144\] that the \( U \)-driven transition is first order (although unlike those authors we have not performed a detailed study of the coexistence region). We interpret the transition as being driven by Slater (spatial ordering) physics, whereas Park et. al. interpret their results as arising from a strong coupling, Mott phenomenon. Moukouri and Jarrel \[145\] argue that Slater physics is not important because in a 2d model with Heisenberg symmetry long range order does not set in until \( T = 0 \); We believe, however, that the results for double occupancy shown in

\[Figure 9.6: \text{Doping dependence of } P = (0, \pi), (\pi, 0) \text{-sector density of states obtained by analytical continuation of quantum Monte Carlo data at } U = 5.2t \text{ and temperature } T = t/60.\]
Fig. 9.3 and the dominance of particular states in the sector statistics plot Fig. 9.4 provide strong evidence that the physics is indeed dominated by local order, consistent with Slater-type physics. The importance of spatial correlations for the spectral function and non-Fermi-liquid behavior was previously stressed by Jarrell and co-workers [141] and Zhang and Imada [142]. We also suggest that the short ranged order is responsible for the features noted by Chakraborty and co-workers in the optical conductivity and spectral function [143]. Calculations in progress will extend the results presented here to larger clusters.
Chapter 10

LDA + DMFT – Beyond Model Hamiltonians

Up to this chapter, we have mostly considered model Hamiltonians like the Hubbard model in Eqn. (1.3). However, the algorithms described in the previous chapters are in principle able to handle the more general many-body system (1.2) within the approximation of a momentum-independent self energy. The restriction to one single site with only three orbitals but considering the full interaction matrix that will be treated in chapter 11 will show the computational limitation of this Ansatz: While the impurity solver is able to handle three- and five-orbital models (with 64 or 1024 states, respectively), the treatment of a full f-orbital with $2^{14}$ states at arbitrary filling factors without further simplifications is far beyond the scope of today’s algorithms and computers, and further approximations, like the exclusion of highly excited states and the truncation of the basis, have to be made.

The segment solver of chapter 6, on the other hand, is able to treat the physics of all fourteen correlated orbitals if the interactions are approximated by density-density interactions. It is this approximation that makes it possible to treat these systems at all, although it is presently unclear how much the physics is of the materials is changed by the neglect of exchange and pair-correlation terms.

In this chapter, while limiting ourselves to density-density interactions, we show how the band structure of real materials can be taken into account and the DMFT combined with the local density approximation. The technique, the so-called LDA+DMFT method [146, 147], allows us to treat one part of the system – namely the weakly interacting part – within the local density approximation, and another part – like $d$- or $f$-shells that are expected to exhibit correlation effects – within the DMFT. A detailed review on the subject has been published by Kotliar et al. [39].

The favorable scaling of the new impurity solvers with temperature [9] allows us to access more orbitals, lower temperatures and stronger interactions than before. Our intention was to write a framework for LDA+DMFT-calculations that is as general as possible and able to solve any system with density-density interactions within the DMFT. We chose the metal Cerium at high temperatures as an
application, for which the physics is well understood and various LDA+U \cite{148} and LDA+DMFT calculations – also combined with the Hirsch Fye QMC algorithm – have been performed previously \cite{149, 150, 151}. This calculation – a collaboration with V. Anisimov, A. Lukoyanov, A. Shorikov, S. Streltsov, and P. Werner, is still work in progress.

## 10.1 LDA – Success and Limitation

The density functional theory \cite{11, 12} is in principle exact. However, in practice the unknown exchange correlation functional has to be approximated by a functional that is computationally tractable, like the local density approximation (LDA) or improvements to it. The local spin density approximation (LSDA) and the generalized gradient approximation GGA \cite{152} are such improved methods. DFT-LDA is relatively accurate for ground state properties of many materials. While there are known failures in semiconductors (the so-called “band gap” problem), most weakly correlated materials with covalent, ionic or metallic bonds reach an energy accuracy of around 0.2 eV and around 2-3 percent error in the geometry. Unlike for the full many body problem, the treatment of several hundred atoms is possible. State of the art open source programs like abinit or the Stuttgart TB-LMTO are available free of charge on the Internet \cite{153, 154}.

One improvement on the LDA tries to reimplement correlations by taking into account the full momentum dependence of the self energy in a perturbative expansion up to first order. This perturbative method is known as GW \cite{155} (for $G$, the Green’s function, and $W$, a function of the dielectric constants – the two parts that constitute the self energy). GW is able to solve the band gap problem, and can obtain excited states in systems where correlations are weak.

It is the strongly correlated systems where both the naive LDA and its perturbative improvement like the GW method fail. The idea to combine LDA with many body theory methods like the DMFT-approximation of a local but non-perturbative self energy is therefore obvious. Anisimov \textit{et al.} \cite{156} first proposed a scheme that combines the local density approximation with a static repulsion $U$, the so-called LDA+U method. This method imposes a static repulsion on some orbitals that are considered to be correlated and thereby splits them into lower and upper “Hubbard” bands. It his therefore able to capture orbital order. However, this method suffers from serious drawbacks and for example predicts magnetic ordering in cases where it is not observed, e.g. in Pu \cite{157, 158}. Advances with multiple orbital impurity solvers later made it possible to improve on this approximation and take the full quantum dynamics on a local site into account – the LDA+DMFT Ansatz.

## 10.2 LDA+DMFT – the Method

We start the LDA+DMFT simulation by solving the electronic structure problem \eqref{1.2} in LDA and assigning the correlated electron density that we obtain to or-
10.2 LDA+DMFT – the Method

bitals. Some of these orbitals are then considered “correlated”, while others are left as as uncorrelated states. Depending on the physics of the problem, the “correlated” states consist of the more localized shells that are partially filled: usually the f-shell of rare earth materials or the d-states in oxides. This separation of course needs a basis set defining the “orbitals” of the correlated material, and is neither unique nor independent of the underlying implementation of the LDA calculation. A many-body Hamiltonian is then constructed as

$$H = H_{KS} + H_{I} - H_{DC}, \quad (10.1)$$

where $H_{KS}$ defines the Kohn-Sham Hamiltonian, $H_{I}$ describes the interaction Hamiltonian of the correlated orbitals, and $H_{DC}$ identifies double counting terms. The double counting term, explained in section 10.4, subtracts the contribution of the correlated orbitals that is already contained in $H_{KS}$. The Hamiltonian $H_{I}$ contains in principle all the interactions between the $N_c$ correlated orbitals,

$$H_{I}^{\text{full}} = \frac{1}{2} \sum_{ijkl\sigma\sigma'} U_{ijkl} c_{i\sigma}^\dagger c_{j\sigma'}^\dagger c_{k\sigma'} c_{l\sigma}, \quad (10.2)$$

Due to the difficulty of solving the problem for the full interaction matrix of all correlated states, we instead treat

$$H_{I} = \frac{1}{2} \sum_{ij\sigma\sigma'} U_{ij}^{\sigma\sigma'} n_{i\sigma} n_{j\sigma'} \quad (10.3)$$

This approximation is best justified starting from the impurity Hamiltonian (10.4):

$$H_{\text{loc}} = -\sum_{\alpha,\sigma} \mu n_{\alpha,\sigma} + \sum_{\alpha} U_{\alpha} n_{\alpha,\uparrow} n_{\alpha,\downarrow}$$

$$+ \sum_{\alpha > \beta,\sigma} U'_{\alpha,\sigma} n_{\alpha,\sigma} n_{\beta,-\sigma} + (U' - J) n_{\alpha,\sigma} n_{\beta,\sigma}$$

$$- \sum_{\alpha > \beta} J (\psi_{\alpha,\uparrow}^\dagger \psi_{\beta,\downarrow}^\dagger \psi_{\beta,\uparrow} \psi_{\alpha,\downarrow} + \psi_{\beta,\uparrow}^\dagger \psi_{\alpha,\downarrow}^\dagger \psi_{\beta,\downarrow} \psi_{\alpha,\uparrow} + h.c.). \quad (10.4)$$

This Hamiltonian, with the parameters $U$, $U'$ and $J$ where $U' = U - 2J$, has been constructed such that it is rotationally invariant both in orbital and spin space. If we assume that the Hund’s coupling $J$ is small compared to the on-site repulsion $U$, we can either set it to zero entirely or just set the exchange and pair-hopping terms on the third line of (10.4) to zero. For the first choice we obtain $U = U'$ and equal repulsion between all orbitals, in the second case two electrons on the same orbital repel each other with interaction $U$, in different orbitals with different spin with $U - 2J$, and in different orbitals with the same spins as $U - 3J$. However, the breaking of the spin rotation symmetry has serious consequences for the physics (see chapter 11 or ref. [159, 160] for previous attempts to simulate such a model) and as $J$ is not orders of magnitude smaller than $U$ in usual materials, the approximation is questionable.
It is the action for this interaction Hamiltonian that is then solved in the DMFT. The self energy for the total system, $\Sigma$ is assumed to be of a matrix form,

$$\Sigma = \begin{pmatrix} 0 & 0 \\ 0 & \Sigma_c \end{pmatrix}, \quad (10.5)$$

where $\Sigma_c$ is the self energy of the correlated orbitals computed from $H_I$. The self energy for uncorrelated orbitals or mixing correlated and uncorrelated orbitals is assumed to be zero.

We obtain a self energy and – using the Dyson equation – a correlated electron density from the solution of the impurity model. This allows us to recompute the total electron density – which we should feed back into the DFT step to obtain self consistency of the DFT functional [161, 162]. This full self consistency over the charge density is usually not taken into account, even though schemes for it have been developed and implemented [163, 164, 165].

### 10.3 Self Consistency Loop

We employ the segment hybridization solver of chapter 6 to solve the impurity problem, and we assume that the hybridization is diagonal for each orbital. The major additional complication is the implementation of the self consistency and a robust and physically reasonable double counting scheme that shifts the chemical potential of the correlated bands with respect to the remainder of the bands.

The self consistency for LDA+DMFT and the hybridization solver is slightly different from the one explained in section 2.2.2. We first run the impurity solver with some input hybridization function $F$ (usually non-interacting) for the impurity model. As a first output we obtain an impurity Green’s function in imaginary time. The self consistency scheme works as follows: Using this Green’s function and the input hybridization of the last iteration we run the self consistency program. In a first step, both the impurity $F$ and $G_{\text{imp}}$ are Fourier transformed to the frequency domain. Then we compute the impurity self energy

$$\Sigma_{\text{imp}}(i\omega_n) = -F_{\text{imp}}(-i\omega_n) + i\omega_n + \mu - G_{\text{imp}}^{-1}(i\omega_n) \quad (10.6)$$

(with $\mu$ the impurity model chemical potential, see Eqn. (10.16)). We claim that the impurity self energy and the lattice self energy are the same (this is the DMFT approximation), and form the lattice Green’s function $G_{\text{lat}}$ from the impurity self energy. Here is the point where we can also add a double counting correction term $h_{DC}$ as described in section 10.4 to the Hamiltonian $H_{KS}$:

$$G_{\text{lat}}(i\omega_n) = \sum_{k \in \text{BZ}} (i\omega_n + \mu - H_{KS} - \Sigma(i\omega_n) - H_{DC})^{-1} \quad (10.7)$$

And thereby obtain a new hybridization function $F$:

$$F(-i\omega_n) = i\omega_n + \mu - \Sigma - G_{\text{lat}}^{-1} \quad (10.8)$$

After Fourier transforming this to the imaginary time domain we obtain the new hybridization function for the next iteration of the solver, which then produces a new $G_{\text{imp}}$. 
10.4 Double Counting Corrections

The double counting correction $H_{DC}$ that is subtracted from the LDA Hamiltonian $H_{KS}$ needs to be introduced because some interactions are already included within the LDA. Unfortunately this term is not clearly defined, since the electron density within the LDA is given by the total density of all electrons, not by the density of the correlated orbitals.

Various schemes for the double counting correction $H_{DC}$ exist, all having some physical motivation. In practice, this double counting problem and the correction for it are uncontrolled and a major source of uncertainties. Systematic approaches to avoiding the double counting problem are still being developed.

We have implemented three different schemes that are currently in use, and employed the “Hartree term” one for all our calculations.

10.4.1 Double Counting Correction in the Hamiltonian

This is the most simple version: We compute the Hamiltonian in LDA using the exchange correlation functional for the non-interacting electron gas. Then we guess a shift of the correlated bands, and we implement this shift $H_{DC}$ directly into the Hamiltonian. In that way, the shift of the correlated bands is independent of many-body properties and the solver and self-consistency are simpler. The guess of the double counting is adjusted (after the simulation has converged) such that the result either agrees with experiments or is consistent with one of the methods described below.

If the double counting shift is dependent on many body properties like the number of electrons in the correlated bands (as it should be), we need to take it into account during the self consistency.

10.4.2 Hartree Term

One possible ansatz by Lichtenstein et al. is detailed in Ref. [166]. Another ansatz is the subtraction of the Coulomb term [146, 41]. We compute the average electronic density in the correlated bands, and then subtract from all the orbitals

$$E_{\text{Coulomb}} = \frac{U_{av}}{2} n_c (n_c - 1)$$

(10.9)

where $U_{av}$ is the averaged screened on-site Coulomb repulsion and $n_c$ the average electron density in the correlated bands. If we want to include new one-electron eigenvalues $\epsilon_c$ for the correlated bands where the contribution of the interacting orbitals is removed, we need to compute

$$\epsilon_c = \frac{d}{dn_c} (E_{LDA} - E_{\text{Coulomb}}).$$

(10.10)

These new eigenvalues cause the shift of the new Hamiltonian of $H_{DC}$, given by

$$H_{DC} = U \left( n_c - \frac{1}{2} \right).$$

(10.11)
As the DMFT self consistency is changing the occupancy of the correlated orbitals during convergence, the double counting term needs to be adjusted, as well as the chemical potential. The simultaneous convergence of chemical potential, self energy, and double counting term slows the convergence to usually around 10 - 20 iterations. In our simulations we always used \( H_{DC} = U \left( n_c - \frac{1}{2} \right) \) for our double counting term.

### 10.5 Hybridization

One of the major technical difficulties is the high frequency behavior of the self energy, which enters the high frequency or short time behavior of the Green’s and hybridization functions. Knowing the lattice Green’s function and the self energy (which is chosen to be the same for the impurity model and the lattice), we need to compute a bare Green’s function or a hybridization function according to Eqn. (2.33):

\[
G_0^{-1}(i\omega_n) = \Sigma(i\omega_n) + G_{lat}^{-1}(i\omega_n). \tag{10.12}
\]

In order to define a sensible hybridization function

\[
F(i\omega_n) = i\omega_n + \mu - G_0^{-1}(i\omega_n) = i\omega_n + \mu - \Sigma(i\omega_n) - G_{lat}^{-1}(i\omega_n) \tag{10.13}
\]

we need to make sure that the leading terms of \( F \) at high frequencies are proportional to \( \frac{1}{i\omega_n} \). Indeed, we define our impurity model in such a way that the hybridization function has this leading behavior. Therefore we must adjust our impurity model chemical potential \( \mu \) that is used in the solver such that we subtract constant terms of the self energy. This is not apparent in the formalism for the weak coupling schemes like HF, CT-AUX or Rubtsov, where the impurity chemical potential does not appear in the impurity solver, but is hidden in the \( G_0 \).

We know the leading behavior of the inverse of the Green’s function:

\[
G^{-1} = i\omega_n + \mu - \langle \epsilon \rangle - \Sigma(i\omega_n) - H_{DC}. \tag{10.14}
\]

Thus we can compute the high frequency behavior of the hybridization:

\[
F(i\omega_n) \approx_{n \to -\infty} \mu - \Sigma(i\omega_n) - \mu + \langle \epsilon \rangle + \Sigma(i\omega_n) + H_{DC} \tag{10.15}
\]

The new solver chemical potential \( \mu \) is therefore given by

\[
\mu = \mu - \langle \epsilon \rangle - H_{DC}. \tag{10.16}
\]

When computing the self energy using the Green’s function and the hybridization function after an iteration has been completed, the same \( \mu \) needs to be subtracted again. Appendix B describes this procedure and the evaluation of higher order terms of the self energy in detail.
10.6 Approximations

We have performed several approximations on various levels of this calculation. We will recapitulate them here and justify them as far as possible.

- The DMFT: By using the DMFT to solve the original lattice model we have assumed that the self energy is local, or momentum-independent. As shown in the early days of DMFT, the approximation becomes exact in the limit of infinite coordination number. The usual justification for using the approximation is that the coordination number of a typical three-dimensional system is large and therefore the approximation not as bad as in the case of a two-dimensional lattice. A more rigorous argument could be provided by the comparison to cluster calculations that reintroduce some momentum dependence. These simulations are – at least at the moment – not within reach of our computer systems.

- The best choice of correlated orbitals: We decided to select a number of orbitals and treat them as “correlated” orbitals, as opposed to the un-correlated other orbitals. This arbitrariness can be resolved by looking at the band structure within the local density approximation: the $s$ and $p$ ($spd$) bands are much broader than the $d$ ($f$) bands that are chosen to be correlated. The ultimate test, of course, would involve treating them too in a method that allows for correlation.

- The choice of double counting terms: The choice of the correction for the wrongly assumed weak correlation within the LDA is not at all clear. While some schemes have been proposed, they are neither unique nor thoroughly derivable. The effect of these terms is a major uncertainty.

- The choice of interactions: We have chosen to limit ourselves to pure density-density interactions. This can include Coulomb and Ising-like Hund’s coupling terms, but we do not conserve the full rotational symmetry in spin space. It is clear that this simplification will change the physics, and the approximation is uncontrolled. Studies of systems with fewer orbitals show that the effect is not negligible. For Cerium - a system with no more than one electron in its conduction band, we can do this calculation with the full interaction matrix, using the matrix code of chapter 1. Simulations of this system are in preparation.

- Diagonal hybridization function: The choice of a diagonal hybridization function (or the neglect of off-diagonal terms of the self energy) is a purely technical one, and for the temperatures we considered up to now it would in principle be possible to treat the full hybridization matrix. We can justify the current approximation by looking at the off-diagonal entries of the Green’s function or the self energy and noticing that they are small, but the self consistency condition might enhance them. Future work will show how well this approximation works.
10.7 Sources of Errors

Apart from the approximations performed, various other sources of errors exist that are sometimes hard to control. We try to list them here and classify their importance.

- Monte Carlo statistical errors: These are the statistical errors of the impurity solvers. They are very well under control and can be checked by error estimates and extension of the runtime of the code. These errors are qualitatively very different from the errors of other impurity solvers in common use: while NCA, IPT, Hubbard – I and similar solvers use additional approximations for the solution of the impurity problem, the only source of errors from the solution of the impurity problem are statistical Monte Carlo errors.

- Numerical discretization errors: These stem from the fact that even within the continuous-time solvers, the imaginary time bare Green’s function has to be discretized and the measured Green’s function – if measured in imaginary time – binned. The magnitude of these errors is however negligible, and Fourier transform errors are well under control with the techniques described in appendix B.

- Analytical continuation: For comparison with real frequency algorithms or experiments, imaginary time data has to be “analytically continued” to the real frequency axis. This process involves the inversion of an ill-conditioned matrix and is not at all stable, as statistical errors of the Green’s function in imaginary time get amplified exponentially. Errors from this process are hard to control and require careful analysis of covariance information. The real frequency continuation data of Monte Carlo methods should therefore be viewed as a guide to the eye rather than solid numerics, and conclusions should be drawn directly from the imaginary time data.

10.8 Cerium Model and Hamiltonian

To test our impurity solver and our LDA+DMFT framework, we applied it to one of the standard problems: Cerium. Cerium has an atomic configuration of

\[ [Xe]4f^4 5d^1 6s^2. \]  

(10.17)

In particular the $5s$, $5p$ and $4d$ bands are completely filled. In our calculations we only consider the $4f$, $5d$, $6s$ and $6p$ - bands, of which we have 14, 10, 2, and 6 each. Correlated bands that have to be treated within DMFT are the 14 $4f$ - bands, the partially empty $s$, $p$, and $d$ - bands are uncorrelated and used only within the self consistency. The remainder are completely filled core states that do not enter the self consistency. Therefore we need to compute the self consistency for a matrix of $32 \times 32$ orbitals. The interaction matrix $U_{ij}$ has interactions between
all interacting bands and spins, and we choose the parameter \( J = 0 \), and therefore \( U_{ij} = (1 - \delta_{ij}) U \). The Hubbard repulsion \( U \) is chosen to be 6 electron volts.

### 10.8.1 The Physics of Cerium

Cerium, element number 58, is a typical example of a material that exhibits a volume collapse transition: at the phase transition, as a function of pressure and temperature, the material changes its volume by around 15 percent (see phase diagram Fig. 10.2). Various other materials, like \( Pr \) or \( Gd \), show similar effects \[148, 39\]. This transition is believed to be almost isostructural, i.e. both structures are face centered cubic, with perhaps little changes \[168, 169\]. The two phases, however, exhibit completely different magnetic properties: the \( \alpha \)-phase is nonmagnetic, while the \( \gamma \)-phase is paramagnetic with well-defined spins.

Originally, two scenarios for the \( \alpha - \gamma \) - transition have been proposed \[39\]: Johansson et al. \[170\] proposed a Mott transition scenario in which the transition is connected to a localization/delocalization transition of the \( f \)-electrons. While the electrons in the \( \alpha \)-phase are delocalized, they are localized in the \( \gamma \)-phase. The authors investigated this theory in early LDA-calculations \[171\].

A second scenario, by Allen and Martin \[172\] and Lavagna \[173\], is known as the so-called “Kondo collapse” model. In this model, it is the degree of hybridization of the \( spd \) to the \( f \)-electrons that changes when going from the \( \alpha \) to the \( \gamma \)-phase, and therefore the Kondo scale. As opposed to Johansson’s theory, these \( spd \)-electrons are crucially involved in the transition.

Optical properties of \( Ce \) have also been investigated by Haule et al. \[174\], where strong evidence in favor of the Kondo collapse model is shown – also supported by new, highly accurate experiments by van der Eb et al. \[175\].

To distinguish the two scenarios, it is important that a model Hamiltonian for the calculation of realistic properties of Cerium includes these \( spd \)-orbitals in
addition to the $f$ bands. First calculations of this type have been performed in references [151, 150, 149], with NCA and Hirsch Fye impurity solvers. NCA, the non-crossing approximation (see e.g. [176]), is computationally much cheaper than the QMC techniques, but neglects some classes of diagrams (the so-called “crossing” ones). The Hirsch Fye algorithm, as explained in section 2.6.4 is plagued by extrapolation errors. Our simulations are therefore the first ones that solve the impurity problem at low temperatures without systematic errors.

10.8.2 Cerium Results

Our results (see Fig. 10.1) show the typical three-peak structure for the $\alpha$-cerium, consisting of lower and upper Hubbard band as well as a Kondo peak that increases when the temperature is lowered. The results for the $\gamma$-phase show a much smaller hump at the Fermi energy, but a good indication of the lower and upper Hubbard bands.

Also visible are crystal field splitting effects: the crystal field splitting, according to our LDA calculations, is around 700K, and therefore visible at “low”, but not at high temperature. The location of the upper and lower Hubbard bands is approximately constant, and agrees with experiments. Further calculations at lower temperatures are currently running.
Chapter 11

Spin freezing transition in a 3-orbital model


The following section shows a further application of the hybridization matrix impurity solver. This paper was written in collaboration with Philipp Werner, who ran the calculations, and Andrew Millis, and was published in Physical Review Letters under the title “Spin freezing transition in a 3-orbital model: non-Fermi-liquid self energy and possible implications for the optical conductivity of SrRuO$_3$”. My contribution to this project was mainly the design and implementation of the matrix impurity solver for general interactions.

The ‘Mott’ metal-insulator transition plays a central role in the modern conception of strongly correlated materials [14,177]. Much of our understanding of this transition comes from studies of the one-band Hubbard model. Here, the transition is generically masked by antiferromagnetism, but if this is suppressed (physically, by introducing lattice frustration or mathematically, by examining an appropriately restricted class of theories such as the paramagnetic-phase single site dynamical mean field approximation [8]) a transition from a paramagnetic metal to a paramagnetic insulator is revealed. The properties of the paramagnetic metal phase near the transition play a central role in our understanding of the physics of correlated electron compounds.

While one band models are relevant to many materials including the high temperature superconductors and some organic compounds, many systems of interest involve multiple correlated orbitals for which the physics is richer and less fully understood. Multiorbital models have been studied in Refs. [178,179,180,181,182,183,184]. New physics related to the appearance of magnetic moments has been considered in the context of the orbitally selective Mott transition which may occur if the orbital degeneracy is lifted [185,186,187,188,189], but for orbitally degenerate models it seems accepted that the essential concepts of a paramagnetic metal to paramagnetic insulator transition and a strongly correlated paramagnetic metal phase can be carried over from studies of the one-band situation.
In this paper we use the single-site dynamical mean field approximation to demonstrate the existence of a quantum phase transition between a paramagnetic Fermi liquid and an incoherent metallic phase characterized by frozen local moments. For densities per site $n = 2, 3$ the Mott transition occurs within or at the boundary of the frozen moment phase and as Costi and Liebsch have noted in the context of an orbitally selective Mott system, the presence of frozen moments may be expected to influence the Mott transition [189]. The new phase appears for multiple orbitals, a different number of electrons than orbitals and a rotationally invariant on-site exchange $U/3 > J > 0$. While this situation is relevant to many compounds, it has only recently become amenable to systematic study following the development of flexible and efficient Monte Carlo methods [123, 35].

The transition into the frozen moment phase produces a non-Fermi liquid self energy which varies as $\sqrt{\omega}$, and the quantum critical regime of the phase transition is sufficiently large that the non-Fermi liquid behavior is observable over a wide range of temperature, interaction strength, spin polarization and carrier concentration. The non-Fermi-liquid self energy we find bears an intriguing resemblance to the self energy inferred from optical conductivity measurements on SrRuO$_3$ [190, 191, 192], although there is no a priori reason to believe that SrRuO$_3$ is close to the local moment transition we have uncovered.

We study a model inspired by titanate, vanadate and ruthenate transition metal oxide compounds, in which the relevant electrons reside in $t_{2g}$-symmetry $d$-orbitals. In the commonly occurring pseudocubic structure the $t_{2g}$ levels are three-fold degenerate, and the formal valence is such that the levels contain 1 electron (Ti compounds), 2 electrons (some V compounds) or 4 electrons / 2 holes (Ru compounds). The electronic Hamiltonian is $H = H_{\text{band}} + \sum_i H_{\text{loc}}^i$, with $H_{\text{band}} = \sum_{\alpha,\mu} \varepsilon_{\alpha,\mu} a_{\alpha,\mu}^{\dagger} a_{\alpha,\mu}$ and the local Hamiltonian on each site $i$ given by

$$H_{\text{loc}} = -\sum_{\alpha,\sigma} \mu n_{\alpha,\sigma} + \sum_{\alpha} U n_{\alpha,\uparrow} n_{\alpha,\downarrow} + \sum_{\alpha > \beta,\sigma} U' n_{\alpha,\sigma} n_{\beta,\sigma} - \langle U' - J n_{\alpha,\sigma} n_{\beta,\sigma} \rangle - \sum_{\alpha \neq \beta} J (\psi_{\alpha,\dagger}^{\uparrow} \psi_{\beta,\dagger}^{\uparrow} \psi_{\beta,\downarrow} \psi_{\alpha,\downarrow} + \psi_{\beta,\dagger}^{\uparrow} \psi_{\alpha,\dagger}^{\uparrow} \psi_{\alpha,\downarrow} \psi_{\beta,\downarrow} + h.c.)$$

(11.1)

Here, $\alpha = 1, 2, 3$ is the orbital index, $\sigma = \uparrow, \downarrow$ the spin index, $\mu$ is the chemical potential, $U$ ($U'$) the intra-orbital (inter-orbital) Coulomb interaction, and $J$ the coefficient of the Hund coupling. We adopt the conventional choice of parameters, $U' = U - 2J$.

To study the model we use the single-site dynamical mean field approximation [8] which ignores the momentum dependence of the self-energy and reduces the original lattice problem to the self-consistent solution of a quantum impurity model given by the Hamiltonian $H_{\text{QI}} = H_{\text{loc}} + H_{\text{hyb}} + H_{\text{bath}}$ with $H_{\text{hyb}}$ describing the exchange of electrons between impurity and bath. Our data were computed for a semi-circular density of states with band-width $4t$ (so the model is particle-hole symmetric about the density $n = 3$), using the hybridization expansion QMC solver of Ref. [123, 35]. We investigate the electron self energy $\Sigma(\omega)$ and the imaginary-time impurity-model spin-spin and orbital-orbital
Figure 11.1: Phase diagram for $J/U = 1/6$ and $\beta t = 50, 100$ in the space of density $n$ and interaction strength $U$. The light line with circles or diamonds indicates a phase transition between a Fermi liquid metal and a “frozen-moment” metal. The black lines mark the regions of Mott insulating behavior.

correlators $\langle O(\tau)O(0) \rangle$ with $O$ representing either the electron spin density $S_z = \frac{1}{2} \sum_a \langle d_{a,\uparrow}^\dagger d_{a,\downarrow} - d_{a,\downarrow}^\dagger d_{a,\uparrow} \rangle$ or the orbital density $\hat{n}_a = \sum_{\sigma} d_{a,\sigma}^\dagger d_{a,\sigma}$. Attention is restricted to solutions which preserve spin and orbital rotational symmetry at the level of the impurity model.

Figure 11.1 presents our calculated phase diagram in the space of density $n$ and interaction strength $U$ for the ratio $J/U = 1/6$. The Mott insulating phases of the model are shown as heavy solid lines. The light line with circles or diamonds is our new result: a phase boundary separating a small $n$ small $U$ Fermi liquid phase from a frozen moment phase at larger $n$ and larger $U$. Other values of $0 < J/U < 1/3$ give similar results. For $J = 0$ the new phase does not exist while for $J > U/3$ the term $U' - J = U - 3J$ becomes negative and the physics of the model changes.

We may define the phase boundary using the impurity model spin-spin correlation function $C_{SS}(\tau) = \langle S_z(\tau)S_z(0) \rangle$, shown in the upper panel of Fig. 11.2 for $U/t = 8$ and several values of $n$. In a Fermi liquid at low temperature $T$, $C_{SS}(\tau) \sim (T/\sin(\pi \tau T))^2$ for imaginary times $\tau$ sufficiently far from either $\tau = 0$ or $\tau = 1/T$. Our results are consistent with this form in the Fermi liquid phase, but in the non-Fermi-liquid phase $C_{SS}$ is seen to approach a constant at long times indicating the presence of frozen moments. We also plot in Fig. 11.2 the corresponding orbital correlation function, which is seen to decay rapidly with time on both sides of the phase transition. For a more quantitative analysis we studied the temperature dependence of $C_{1/2} \equiv C_{SS}(\tau = \frac{1}{2T})$. In a Fermi liquid, $C_{1/2} \sim T^2$ while in the frozen moment phase $C_{1/2}$ becomes temperature independent at sufficiently low $T$. Within our numerical accuracy, we find that at the transition point, $C_{1/2} \sim T$. The lower panel of Fig. 11.2 shows how the ratio $C_{1/2}(T = 0.02\tau)/C_{1/2}(T = 0.01\tau)$ changes from the value 4 expected in the Fermi liquid phase to the value 1 expected in the frozen moment phase.

The phase transition has consequences for the electron self energy $\Sigma(\omega)$. In a
Fermi liquid at low $T$ the imaginary part of the real axis scattering rate $\Sigma''(\omega) \sim \max(\omega^2, T^2)$ so the imaginary part of the Matsubara axis self energy $\Sigma(i\omega_n) \sim i\omega_n$ at small $\omega_n$. Frozen moments may be expected to scatter electrons so that the real axis self energy is $\Sigma''(\omega) \sim \Gamma$, implying on the Matsubara axis $\text{Im}\Sigma(i\omega_n \to 0) = i\Gamma \text{sgn}(\omega_n)$. At the critical point we expect a power law behavior $\Sigma''(\omega) \sim \omega^\alpha$; if $\alpha < 1$ then $\Sigma(i\omega_n \to 0) \sim (i\omega_n)^\alpha$. Figure 11.3 shows that the imaginary part of our computed Matsubara-axis self energy is consistent with this behavior, vanishing linearly in the Fermi liquid phase, exhibiting an intercept in the frozen moment phase and an exponent $\alpha \approx 1/2$ at the critical density $n_c$. The behavior of the self energy in the region not too far from the transition is described by a quantum critical crossover function. Our resolution is not sufficient to identify this function precisely. We have fit the self energy to the form $-\text{Im}\Sigma(\omega_n)/\Gamma = C + A(\omega_n/\Gamma)^\alpha$, recognizing that the varying value of $\alpha$ represents the different regimes of the crossover function. In Fig. 11.3 we plot the exponent $\alpha$ and intercept $C$ extracted from the fit as the transition line is crossed by varying interaction strength at fixed density $n = 2$. Plots of this sort enable a simpler and more accurate location of the transition line than an analysis of $C_{SS}(\tau)$ and were used to compute the phase boundary shown in Fig. 11.1.

Figure 11.3 indicates that an approximately square root behavior of the self energy persists over a wide range of frequencies and carrier concentrations near the critical line. To further investigate the effect of frozen spins on $\Sigma$ we have studied the magnetic field dependence of the self energy. As the spins are polarized by the field, the intercept decreases and the apparent power law changes towards the Fermi liquid exponent of $\alpha = 1$. Near the critical point (see Fig. 11.4) $\alpha$ changes relatively slowly and an approximately square root behavior remains visible even for relative magnetizations of the order of 50%.
Figure 11.3: Left panel: Doping dependence of the imaginary part of the Matsubara axis self energy for $U/t = 8$, $\beta t = 50$, 100 at indicated dopings. Right panel: Exponent $\alpha$ and intercept $C$ obtained from a fit of the data to $-\text{Im}\Sigma /t \approx C + A(\omega_n/t)^\alpha$.

Figure 11.4: Self energy for the majority spin as a function of magnetic field at $U/t = 7$, $\beta t = 50$ and $n = 2$, slightly above the critical point for the glass transition.

We speculate that the $\sqrt{\omega}$ self energy found here is related to the still-mysterious optical conductivity $\sigma(\Omega)$ of SrRuO$_3$ and CaRuO$_3$ [190, 191, 192]. These materials are pseudocubic perovskites with two holes in the $t_{2g}$ d shell and their behavior should be roughly modeled by our 3-orbital calculation at carrier density $n = 2$. In these materials $\sigma(\Omega)$ varies approximately as $1/\sqrt{\Omega}$ at higher frequencies, but rolls over (in a way which depends on temperature and on material) to an approximately constant behavior. In the momentum-independent self energy approximation, vertex corrections may be neglected and if the self energy is small compared to the bare electron bandwidth the real part of the optical conductivity may be written ($f$ is the Fermi function)

$$\sigma(\Omega) \approx \frac{1}{\Omega} \int \frac{d\omega}{\pi} \frac{f(\omega + \Omega) - f(\omega)}{\Omega - \Sigma(\omega + \Omega) + \Sigma^*(\omega)},$$

so that a square-root self energy implies that the conductivity varies as $1/\sqrt{\Omega}$ for frequencies such that $\Sigma(\Omega) > \Omega$. Our finding, that the phase boundary runs close
to \( n = 2 \) for a range of interaction strengths suggests that an extreme degree of fine tuning is not necessary to produce a square root self energy. It is important to note that in SrRuO\(_3\) the square root behavior persists well into the ferromagnetically ordered phase at low temperature whereas in CaRuO\(_3\) the conductivity develops a nonmonotonic structure at low \( \Omega \) and higher \( T \).

In conclusion, we have shown that in a model with several electrons in a threefold degenerate level – relevant to transition metal oxides with partly filled \( d\)-shells – an apparent spin freezing transition occurs. The orbital degree of freedom is important to stabilize the metallic phase at relevant interaction strengths (the two orbital model with two electrons and \( J/U = 1/6 \) is insulating for \( U \gtrsim 3.7t \)).

Trying to suppress the \( \ell = 1 \) orbital angular momentum states by applying a crystal field rapidly leads to an insulator. While it is possible that the effects could be due to a rapid decrease of the spin coherence scale to values below the range accessible to us, the square root self energy and \( T\)-linear spin-spin correlation function are strong evidence for an actual \( T = 0 \) transition.

The frozen moment phase results from a calculation in which spin rotation symmetry was enforced and may thus be preempted by a state with broken spin rotation symmetry (the exact nature of the broken symmetry state will depend upon the underlying lattice). Near density \( n = 2 \), neither ferro nor antiferromagnetic phases are stable for the semicircular density of states used here. It is likely that the true ground state is either an incommensurate magnet or phase separated. However, we emphasize that in contrast to the situation in one-band models, a transition remains even if long range order is suppressed in the calculation.

Our results have many implications. The magnetic phase diagram of multiorbital models must be explored. The theory of the multi-electron Mott transition must be reexamined, as our results suggest that even for models with high degrees of spin and orbital symmetry a paramagnetic metal-paramagnetic insulator transition generically does not exist (at least for more than one electron per site).

More generally the implications of the rich structure of the Slater-Kanamori interactions for the properties of the strongly correlated metal phase deserve further investigation.

The spin-freezing transition itself is of theoretical interest. We find that the density of states at the Fermi level remains non-vanishing through the transition, suggesting that the transition exists at the level of the impurity model and therefore should be related to a known or yet-to be classified impurity model transition. To obtain insight into this issue we have studied the degree to which the different eigenstates of \( H_{\text{loc}} \) are represented in the partition function. We find that for \( J > 0 \) at couplings \( (U \gtrsim 4t) \) only a few states are relevant. For density \( n \) not too far from \( n = 2 \) the dominant states are a nine-fold degenerate manifold of two electron states with \( S = 1 \) and \( L = 1 \), so at this filling the low energy physics is that of a generalized Kondo model in which an \( S = 1/2, L = 1 \) object is coupled to three (spin-degenerate) channels of electrons. The large \( U \)-density driven transition is marked by a change in the dominant state from \( S = 1/2, L = 1 \) to the state described above, with an enlarged manifold of states at the critical point, whereas the interaction-driven transition at \( n = 2 \) is marked by a change in the weight of
the two subleading states $S = 1/2, L = 1$ and $S = 3/2, L = 0$, suggesting a change in the magnitudes of coupling strengths. Determining how these impurity-model phenomena give rise to the observed behavior is an important open question.
Appendix A

Inverse Matrix Formulas

A.1 Inversion by Partitioning

The major computational task in all continuous-time quantum Monte Carlo impurity solver algorithms is the computation of ratios of determinants of matrices,

\[ r = \frac{\det D^{k+1}}{\det D^k}, \tag{A.1} \]

with matrices that have one row and one column (sometimes two rows and two columns, rarely more than that) changed, added, or removed.

The determinant of a \( k \times k \)-matrix is usually defined as

\[ \det D = \sum_{\sigma \in S_k} \text{sign}(\sigma) D_{\sigma(1)}D_{\sigma(2)}\cdots D_{\sigma(k)}, \tag{A.2} \]

where \( S_k \) is the permutation group. This definition is useless for computational purposes, as the number of terms in the permutation group scales exponentially with \( k \). For the direct computation of the determinant of large matrices, it is therefore best to first perform a factorization like the \( LU \) or \( QR \) factorization, where the matrix \( A \) is be written as the product of a matrix of which the determinant is known, and another matrix where the determinant is easy to compute, e.g. the the diagonal of an upper / lower triangular matrix. The cost of such an operation is \( O(k^3) \).

Determinant ratios of two matrices that differ only by one or two rows and columns can be computed much more efficiently if the inverse of one of the matrices is known. This is the reason for computing the inverse Green’s function matrix in the weak coupling algorithm, the inverse hybridization function matrix in the hybridization algorithm, and the matrix \( N \) in the CT-AUX algorithm. Numerical Recipes [193] has a useful introduction to this topic in the section on inversion by partitioning.

We illustrate the linear algebra at the example of the CT-AUX matrix \( N \) [10] [194] [44] introduced in chapter 5. Rubtsov’s \( M \)-matrix and the inverse hybridization matrix are computed analogously. For the sake of simplicity we assume that the rows and columns that have been changed are the last ones. As the
A.1 Inversion by Partitioning

determinants are invariant under the exchange of both a row and a column, we can simply move both to the bottom-right if this is not the case.

The CT-AUX matrices \(N\) are defined by

\[
N = (e^{\Gamma_\sigma} - G_\sigma^0 (e^{\Gamma_\sigma} - I))^{-1}.
\]

Inserting a spin into this matrix only adds one row or column, and we choose it to be the last row and column.

\[
(N^{k+1})^{-1} = \begin{pmatrix} (N^k)^{-1} & Q \\ R & S \end{pmatrix},
\]

\[
N^{k+1} = \begin{pmatrix} \tilde{P} & \tilde{Q} \\ \tilde{R} & \tilde{S} \end{pmatrix}.
\]

The matrices \(Q, R, S\) are \((k \times 1)\), \((1 \times k)\), and \((1 \times 1)\) matrices, respectively, which contain the contribution of the added spin according to \(A.3\).

We follow \([193]\) to compute the determinant ratio \(\frac{\det(N^{k+1})^{-1}}{\det(N^k)^{-1}}\) and the value of the inverse matrices.

A straightforward calculation shows that the elements of the matrix \(N\) can be expressed by the elements of the matrix \(N^{-1}, R, S,\) and \(Q:\)

\[
\tilde{S} = (S - [R][N^{(k)} Q])^{-1},
\]

\[
\tilde{Q} = -[N^{(k)} Q] \tilde{S},
\]

\[
\tilde{R} = -\tilde{S} [R N^{(k)}],
\]

\[
\tilde{P} = N^{(k)} + [N^{(k)} Q] \tilde{S} [R N^{(k)}].
\]

As long as the computation of \(\tilde{S}\), namely the evaluation of the matrix inverse in Eqn. \(A.6\), is of order 1, we can obtain a new matrix in the \(O(k^2)\) steps that are minimally required to access each element. This is the case because \(\tilde{S}\) has a size of \((1 \times 1)\).

The determinant ratios that are needed to accept or reject a move in \(4.20\), \(5.22\), \(6.25\), are given by

\[
\frac{\det(N^{k+1})^{-1}}{\det(N^k)^{-1}} = \frac{1}{\det \tilde{S}} = \det(S - R N^{(k)} Q).
\]

There is only the need to compute one matrix inverse, namely in equation \(A.6\). This inverse is easy to compute if only \(O(1)\) rows and columns are added simultaneously. For \(l\) rows and \(l\) columns, \(S\) has size \((l \times l)\).

The computational effort for computing the insertion probability \(W_{\text{acc}}\) of a spin is \(O(k^2)\), or a matrix-matrix multiplication followed by an inner product, as in Eqn. \(A.6\). The removal probability is computed in just \(O(1)\), because there we already know \(\tilde{S}\), as it is an element of \(N^{k+1}\). If a move is accepted, a rank one update has to be performed for Eqn. \(A.9\), which is also of order \(O(k^2)\). As we need approximately \(k\) moves to decorrelate our system and obtain a new configuration, the overall algorithm scales as \(O(k^3)\), with \(k\) the typical expansion order.
A.2 Spinflips

The insertion and removal updates of auxiliary spins make the code ergodic. In addition to these updates we can perform additional moves that are very similar to the ones of the Hirsch - Fye algorithm, if we choose not to change the imaginary time location of our auxiliary spins, but instead only flip them. These moves are self-balanced, but they are not ergodic, as we need updates that change the order of the expansion and shift them on the imaginary time axis, in order to sample all configurations of Eqn (5.8). In order to flip our spins, we have to compute ratios of determinants of matrices of the form

\[ A = N^{-1} = (e^{\Gamma \sigma} - G_0 \sigma (e^{\Gamma \sigma} - 1)), \]
\[ N = (e^{\Gamma \sigma} - G_0 \sigma (e^{\Gamma \sigma} - 1))^{-1}. \]  

(A.11) (A.12)

Defining a vector \( v_j \) as

\[ v_j = e^{\Gamma \sigma_j} \]  

(A.13)

and dropping all indices for physical spin we obtain for two auxiliary spin configurations \( s \) and \( s' \) that differ only for the \( k \)-th auxiliary spin \( s_k \)

\[ A_{ij} = v_{ij} \delta_{ij} - G_{0j}^i (v_i - 1) \delta_{ij}, \]
\[ A'_{ij} = v'_{ij} \delta_{ij} - G_{0j}^i (v_j' - 1). \]  

(A.14) (A.15)

Thus we can write \( A \) and \( A' \) as matrices that only differ on the \( k \)-th column:

\[ A \rightarrow A' = A + \Delta v \otimes e_k, \]  

(A.16)

\[ A'_{ij} = A_{ij} + (\delta_{ij} - G_{0j}^i) \delta_{ik} (v'_k - v_k), \]
\[ \Delta v_i = (\delta_{ik} - G_{0k}^i) (v'_k - v_k). \]  

(A.17) (A.18)

The Sherman Morrison [195,196] formula describes how a change in the direct matrix of the form

\[ A \rightarrow A' = A + u \otimes v \]  

(A.19)

results in a change in the inverse of a matrix:

\[ N \rightarrow N' = N - \frac{(N \cdot u) \otimes (v \cdot N)}{1 + v \cdot N \cdot u}. \]  

(A.20)

Note that the change of \( A \) in Eqn. (A.16) is exactly of that form.

In order to obtain acceptance ratios, we will need ratios of determinants. As the change from \( N \) to \( N' \) is local in \( A \), we will build a matrix \( Z \) with \( N' = ZN \), where \( N \) and \( N' \) are only different by a spin flip. By examining the Sherman
Morrison formula Eq. (A.20) and using $v_j = e_k = \delta_{jk}$ as well as $u_i = \Delta v_i$ we see that

$$N'_{ij} = N_{ij} = \frac{N_{li}\Delta v_l}{1 + N_{li}\Delta v_l} N_{kj}$$

(A.21)

$$= \left( \delta_{ip} - \frac{N_{li}\Delta v_l\delta_{pk}}{1 + N_{li}\Delta v_l} \right) N_{pj}.$$  

(A.22)

$$Z_{ip} = \left( \delta_{ip} - \frac{N_{li}\Delta v_l\delta_{pk}}{1 + N_{li}\Delta v_l} \right).$$  

(A.23)

This matrix has ones on the diagonal and is zero everywhere else but on the $k$-th column. The determinant ratio is therefore given by

$$\frac{\det N'}{\det N} = \det Z = 1 - \frac{N_{li}\Delta v_l}{1 + N_{li}\Delta v_l}.$$  

(A.25)

This is an overall $O(N)$ effort - unlike the $O(N^2)$ naive effort.

We can arrive at a more efficient method by taking the Hirsch Fye Dyson equation

$$G = (1 + (-G + 1)(e^{V'} - 1))G' = A(G)G'$$

(A.26)

and inserting in $G = NG_0$. Note that we have stored $N^{-1}$, not $N$. Therefore we need to obtain $NG_0$ via

$$1 = Ne^V - NG_0 e^V + NG_0$$

(A.27)

$$NG_0(e^V - 1) = Ne^V - 1$$

(A.28)

$$NG_0 (e^V - 1) = (Ng e^V - 1)/(e^V - 1),$$

(A.29)

which we insert into Eqn. (A.26) above to obtain the $O(1)$ acceptance rate:

$$r = 1 + (-NG_0)_{ii} + 1)(e^{V'-V} - 1)$$

(A.30)
Appendix B

Fourier Transforms in Continuous-Time DMFT Algorithms

Numeric Fourier transforms of anti-periodic functions in the DMFT are an important but difficult topic. For previous finite temperature solvers that had access only to a coarse imaginary time discretization like the Hirsch Fye - solver, an accurate approximation to the Fourier transform was essential for precise results. In the new continuous-time algorithms, many more frequencies are known exactly and therefore an accurate high frequency expansion is less critical. Nevertheless, a proper high frequency behavior of the self energy and Green’s functions is desirable, and we therefore describe how best to do Fourier transforms based on high frequency expansions, as developed e.g. by Armin Comanac [110] and Carsten Knecht [197] for the Hirsch-Fye algorithm.

The main problem stems from the fact that the anti-periodic Green’s function has a jump at zero, as well as higher order derivatives that have to be measured accurately in order to give a reasonable intermediate and high frequency behavior of the self energy.

The basic idea is that we fit the impurity Green’s function with a spline interpolation and choose the boundary conditions of the spline such that we obtain the proper high frequency behavior.

B.1 Green’s Function in Frequency Space

We write down a high frequency expansion of the Matsubara Green function

\[
    G(i\omega_n) = \frac{c_1}{i\omega_n} + \frac{c_2}{(i\omega_n)^2} + \frac{c_3}{(i\omega_n)^3} + O\left(\frac{1}{i\omega_n^4}\right)
\]

(B.1)

The coefficients are defined by the Fourier transform of \(G(\tau)\):
\[ G(i\omega_n) = \int_0^\beta d\tau G(\tau) e^{i\omega_n \tau} \] (B.2)

\[ = \frac{-G(\beta) - G(0)}{i\omega_n} + \frac{-G'(\beta) - G'(0)}{(i\omega_n)^2} + \frac{-G''(\beta) - G''(0)}{(i\omega_n)^3} - \cdots \] (B.3)

The second line being a consequence of partial integration and \( \omega_n = \frac{(2n+1)\pi}{\beta} \).

We can therefore identify

\[ c_1 = -G(\beta) - G(0) \] (B.4)

\[ c_2 = G'(\beta) + G'(0) \] (B.5)

\[ c_3 = -G''(\beta) - G''(0). \] (B.6)

\section*{B.2 Spline Interpolation}

We would like to fit the measured Green’s function by cubic splines, which we then Fourier transform. To this end, we introduce splines for anti-periodic functions.

We define a local polynomial between two sites \( y_j, y_{j+1} \)

\[ y = Ay_j + By_{j+1} + Cy_j'' + Dy_{j+1}'', \] (B.7)

where

\[ A = \frac{x_{j+1} - x}{x_{j+1} - x_j} \] (B.8)

\[ B = \frac{x - x_j}{x_{j+1} - x_j} \] (B.9)

\[ C = \frac{1}{6} (A^3 - A)(x_{j+1} - x_j)^2 \] (B.10)

\[ D = \frac{1}{6} (B^3 - B)(x_{j+1} - x_j)^2. \] (B.11)

The finite difference equation for the second derivatives yields the spline equations:

\[ \frac{x_j - x_{j-1}}{6} y_{j-1}'' + \frac{x_{j+1} - x_j}{3} y_j'' + \frac{x_{j+1} - x_j}{6} y_{j+1}'' = \frac{y_{j+1} - y_j}{\Delta x} - \frac{y_j - y_{j-1}}{\Delta x}; \] (B.12)

\[ \frac{\Delta x}{6} y_{j-1}'' + \frac{2\Delta x}{3} y_j'' + \frac{\Delta x}{6} y_{j+1}'' = \frac{1}{(\Delta x)^2} (y_{j+1} - 2y_j + y_{j-1}); \] (B.13)

This determines the spline everywhere in the inside of the interval, but two equations are missing as both \( y_0'' \) and \( y_\beta'' \) are unknown. However, we obtain another equation using \( y_0'' + y_\beta'' = -c_3 \) as in (B.6). The remaining equations follow from the continuity of the first derivative, which is given by

\[ \frac{dy}{dx} = \frac{y_{j+1} - y_j}{\Delta x} = \frac{3A^2 - 1}{6} (x_{j+1} - x_j)y_j'' + \frac{3B^2 - 1}{6} (x_{j+1} - x_j)y_{j+1}''. \] (B.14)
We need to evaluate this both at $x_j$ and at $x_{j+1}$:

$$\frac{dy}{dx} \bigg|_{x=x_j} = \frac{y_{j+1} - y_j}{\Delta x} - \frac{2}{6} \Delta xy''_j - \frac{1}{6} \Delta xy''_{j+1}$$  \hspace{1cm} (B.15)$$

$$\frac{dy}{dx} \bigg|_{x=x_{j+1}} = \frac{y_{j+1} - y_j}{\Delta x} + \frac{2}{6} \Delta xy''_{j+1} + \frac{1}{6} \Delta xy''_j$$  \hspace{1cm} (B.16)$$

With this equation we obtain a condition for the boundaries 0 and $\beta$:

$$G'(0) + G'(\beta) = \frac{y_1 - y_0}{\Delta x} - \frac{2}{6} \Delta xy'_0 + \frac{y_n - y_{n-1}}{\Delta x} + \frac{2}{6} \Delta xy''_n - \frac{1}{6} \Delta xy''_1 + \frac{1}{6} \Delta xy''_{n-1}$$  \hspace{1cm} (B.17)$$

$$= \frac{1}{\Delta x}(y_1 - y_0 - y_n - y_{n-1}) + \frac{2}{6} \Delta x(-y''_0 + y''_n) + \frac{1}{6} \Delta x(-y''_1 + y''_{n-1}).$$  \hspace{1cm} (B.18)$$

Using $c_2 = G'(0) + G'($ as in (B.3) we obtain the missing second equation.

This allows us to write down the spline equation as matrix equation in the form

$$Ax = y,$$

where $A$ denotes a spline matrix, $y$ the right hand side and $x$ the vector of second derivatives:

$$\begin{pmatrix}
\Delta x & 0 & 0 & \cdots & 0 \\
\frac{2\Delta x}{6} & \Delta x & 0 & \cdots & 0 \\
0 & \frac{2\Delta x}{6} & \Delta x & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
-\frac{2\Delta x}{6} & \frac{\Delta x}{6} & 0 & \cdots & \frac{2\Delta x}{6}
\end{pmatrix}
\begin{pmatrix}
y''_0 \\
y''_1 \\
y''_2 \\
\vdots \\
y''_n
\end{pmatrix}
= \begin{pmatrix}
\frac{-c_3}{\Delta x} (y_{j+1} - 2y_j + y_{j-1}) \\
\vdots \\
\frac{-1}{\Delta x} (y_1 - y_0 + y_n - y_{n-1}) + c_2 
\end{pmatrix}$$  \hspace{1cm} (B.19)$$

or equivalently

$$\begin{pmatrix}
\frac{6}{\Delta x} & 0 & 0 & \cdots & \frac{6}{\Delta x} \\
1 & 4 & 1 & 0 & 0 \\
0 & 1 & 4 & 1 & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
-2 & -1 & 0 & 1 & 2
\end{pmatrix}
\begin{pmatrix}
y''_0 \\
y''_1 \\
y''_2 \\
\vdots \\
y''_n
\end{pmatrix}
= \frac{6}{\Delta x^2} \begin{pmatrix}
-c_3 \Delta x \\
y_{j+1} - 2y_j + y_{j-1} \\
\vdots \\
-(y_1 - y_0 + y_n - y_{n-1}) + c_2 \Delta x
\end{pmatrix}$$  \hspace{1cm} (B.20)$$

Solving for the second derivatives $y''_j$ yields the spline coefficients of Eqn (B.7).

### B.3 Fourier Transform using the High Frequency Tail

From (B.1) we know that

$$G(i\omega_n) = \frac{c_1}{i\omega_n} + \frac{c_2}{(i\omega_n)^2} + \frac{c_3}{(i\omega_n)^3} - \int_0^\beta G'''(\tau)e^{i\omega_n\tau} \frac{d\tau}{(i\omega_n)^3}$$  \hspace{1cm} (B.21)$$

$$= f(i\omega_n) + G_{\text{rest}}(i\omega_n)$$

$$= \int_0^\beta d\tau e^{i\omega_n\tau}(f(\tau) + G_{\text{rest}}(\tau)).$$
While we do not have direct access to the fourth derivative, we do know the Fourier transform \( f(i\omega_n) \) of the function \( f(\tau) \):

\[
f(i\omega_n) = \frac{c_1}{i\omega_n} + \frac{c_2}{(i\omega_n)^2} + \frac{c_3}{(i\omega_n)^3} \tag{B.22}
\]

\[
f(\tau) = -\frac{c_1}{2} + \frac{c_2}{4}(-\beta + 2\tau) + \frac{c_3}{4}(\beta\tau - \tau^2). \tag{B.23}
\]

The remainder \( G_{\text{rest}}(i\omega_n) \) is well behaved (its real part goes to zero faster than \( \frac{1}{(i\omega_n)^2} \), its imaginary part faster than \( \frac{1}{(i\omega_n)^3} \)). Thus, if we know the coefficients \( c_1, c_2, c_3 \) we can numerically compute the Fourier transform to high accuracy.

### B.4 Density-Density Multi-Orbital Problems

The Fourier transforms for the lattice and bare Green’s function according to this scheme are detailed in [110]. We illustrate computation of the coefficients for the Fourier transform for the multi-orbital problem with density-density interactions here.

We consider the Hamiltonian

\[
K = -\sum_{i,j}(t_{ij} + \mu\delta_{ij})c_i^\dagger c_j + \sum_{i\neq j}U_{ij}n_in_j. \tag{B.24}
\]

Note the absence of a factor of 1/2 in this definition of \( U \). It is convenient to use spin-orbital indices \( i \) that include the spin \( \sigma \) instead of explicitly treating spin. The derivatives of the Green’s function in formula (B.2) can be expressed as commutators and anticommutators of \( c, c^\dagger \) with the Hamiltonian \( K \):

\[
G_{ij}(i\omega_n) = \frac{\langle \{c_i, c_j^\dagger\} \rangle}{i\omega_n} - \frac{\langle \{[K, c_i], c_j^\dagger\} \rangle}{(i\omega_n)^2} + \frac{\langle \{[K, [K, c_i]], c_j^\dagger\} \rangle}{(i\omega_n)^3}. \tag{B.25}
\]

The first term yields

\[
c_{kl}^{kl} = \delta_{kl}. \tag{B.26}
\]

For the second term, the commutators have to be computed. Using

\[
[c_i^\dagger c_j, c_k] = -\delta_{jk}c_j, \tag{B.27}
\]

\[
[n_in_j, c_k] = -\delta_{jk}c_kn_j - n_i\delta_{jk}c_k \tag{B.28}
\]

they yield

\[
-c_{2}^{kl} = t_{kl} - \mu\delta_{kl} - \left[ \sum_i U_{ki}n_i\delta_{lk} \right] - U_{kl}c_kc_i^\dagger + U_{ik}c_i^\dagger c_k - \left[ \sum_i U_{ik}n_i\delta_{lk} \right], \tag{B.29}
\]

which in the diagonal case \( l = k \) simplifies to

\[
-c_{2}^{kk} = t_{kk} - \mu - \left[ \sum_i (U_{ki} + U_{ik})n_i \right] \tag{B.30}
\]

\[
= \epsilon_k - \mu - \left[ \sum_i (U_{ki} + U_{ik})n_i \right] \tag{B.31}
\]

(and is zero otherwise). Obviously, for the case of the single-impurity Anderson model these expression simplify to the formulae in [110].
B.4.1 Lattice Green’s Function and Self Energy Terms

The k-summed lattice Green’s function is defined as

\[ G_{ij, \text{lat}} = \frac{1}{N} \sum_{k \in BZ} (i\omega_n + \mu - \epsilon_k - h_{DC} - \Sigma(i\omega_n))^{-1}. \]  

(B.32)

Defining \( \bar{\mu}_k = \mu - \epsilon(k) - h_{DC} \) and using a self energy expansion \( \Sigma(i\omega_n) = \Sigma_0 + \Sigma_1 + O(\frac{1}{i\omega_n}) \) we obtain for an expansion of the lattice Green’s function in \( \frac{1}{i\omega_n} \):

\[ G_{\text{lat}} = \frac{1}{i\omega_n} - \frac{1}{N} \sum_k \frac{\bar{\mu}_k - \Sigma_0}{i\omega_n^2} + \frac{1}{N} \sum_k \frac{\Sigma_1 + (\bar{\mu}_k - \Sigma_0)(\bar{\mu}_k - \Sigma_0)}{i\omega_n^3} + O(\frac{1}{i\omega_n^4}), \]  

(B.33)

in matrix form.

Identifying the lattice Green’s function with the impurity Green’s function, we obtain

\[ c_{\text{lat}}^2 = -\frac{1}{N} \sum_k \epsilon_k - h_{DC} - \Sigma_0 \equiv -\tilde{\mu} + \sum_i (U_{ki} + U_{ik}) n_i, \]  

(B.34)

\[ \tilde{\mu} = \mu - \langle \epsilon \rangle - h_{DC}. \]  

(B.35)

This determines the high frequency behavior of the self energy:

\[ \Sigma_{0,kk} = \sum_j 2U_{kj} n_j. \]  

(B.36)

Eqn. (B.36) simplifies to the correct value (the factor of 2 stemming from the absence of a factor of \( \frac{1}{2} \) in the definition of \( U \)) in the AFM case detailed in [110].

Comparison with the next order yields \( \Sigma_1 \), the next high frequency term. Careful evaluation of the commutators along the same lines shows that, for density-density terms and equal orbitals

\[ \Sigma_{1,\mu}(i\omega_n) = \sum_{kl} U_{ik} U_{il} (\langle n_k n_l \rangle - \langle n_k \rangle \langle n_l \rangle). \]  

(B.37)

B.4.2 Bare Green’s Function and Hybridization Function

The high frequency expansion of the bare Green’s function \( G^0(i\omega_n) \) can be derived directly, by using the expansion for the lattice Green’s function and setting the self energy part to zero. Unlike for the case of the lattice Green’s function, we need at least the third order to make the proper Fourier transform for the hybridization function

\[ F(-i\omega_n) = i\omega_n + \tilde{\mu} - G^0(i\omega_n)^{-1}. \]  

(B.38)

Using equation (B.33), we obtain

\[ G^0(i\omega_n) = \frac{1}{i\omega_n} + \frac{1}{N} \sum_k \frac{\tilde{\mu}(k)}{(i\omega_n)^2} + \frac{1}{N} \sum_k \frac{\tilde{\mu}(k)\tilde{\mu}(k)}{(i\omega_n)^3} + O(\frac{1}{i\omega_n^4}) \]  

(B.39)

\[ = \frac{1}{i\omega_n} + \frac{\mu - \langle \epsilon \rangle - h_{DC}}{(i\omega_n)^2} + \frac{(\mu - h_{DC})^2 - 2(\mu - h_{DC})\langle \epsilon \rangle + \langle \epsilon^2 \rangle}{(i\omega_n)^3} + O(\frac{1}{i\omega_n^4}). \]  

(B.40)
The series expansion of the inverse of $G^0(i\omega_n)$ then yields the high frequency expansion of the hybridization function:

$$F(i\omega_n) = \left(\frac{\langle \epsilon \rangle^2 - \langle \epsilon^2 \rangle}{i\omega_n}\right) + O\left(\frac{1}{i\omega^2}\right).$$ (B.41)

### B.4.3 Self Energy Calculation

In order to compute the self energy with the proper high frequency tails, we employ the Dyson equation (2.33) and the definition (B.38)

$$\Sigma(i\omega_n) = G^0(i\omega_n)^{-1} - G^{-1}$$ (B.42)

$$= i\omega_n + \bar{\mu} - F(-i\omega_n) - G^{-1},$$ (B.43)

and write down the high frequency coefficients of the hybridization function:

$$F(i\omega_n) = \left(\frac{\langle \mu - \langle \epsilon \rangle - h_{DC}\rangle^2 - ((\mu - h_{DC})^2 - 2(\mu - h_{DC})\langle \epsilon \rangle + \langle \epsilon^2 \rangle)}{i\omega_n}\right) + F_{\text{rest}}$$

$$= \frac{\langle \epsilon \rangle^2 - \langle \epsilon^2 \rangle}{i\omega_n} + F_{\text{rest}}.$$ (B.44)

Comparison of the first orders yields a quick consistency test:

$$\Sigma_0 + \frac{\Sigma_1}{i\omega_n} + \Sigma_{\text{rest}} = i\omega_n + \bar{\mu}$$ (B.45)

$$- \left(\frac{F_1}{i\omega_n} + F_{\text{rest}}\right) - (i\omega_n - c_2 + \frac{c_2^2 - c_3}{i\omega_n} + G_{\text{rest}}(i\omega_n)),

$$\Sigma_0 = \bar{\mu} - c_2 = \sum_i (U_{ki} + U_{ik}) n_i = \Sigma_0,$$ (B.46)

$$\Sigma_1 = -F_1 - \frac{c_2^2 - c_3}{i\omega_n} = \Sigma_1,$$ (B.47)

where the remaining terms of $\Sigma$ and $F$ fall off at least as fast as $\frac{1}{(i\omega_n)^2}$. 
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