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Abstract

This thesis gives a general approach to deriving screening rules for convex optimization problems. It splits up in three steps. As the first step, the Karush-Kuhn-Tucker conditions are used to derive necessary conditions that allow to reduce the problem size. They depend on the optimal solution itself. The second step is to gather information on the optimal solution from a known approximation. In the third and final step the information is used to get conditions that do not depend on the optimal solution, which are then called screening rules. This thesis studies in particular the unit simplex, the unit box and polytopes as domain. The resulting screening rules can be applied to various problems, such as Support Vector Machines (SVM), the Minimum Enclosing Ball (MEB), LASSO problems and logistic regression. The resulting screening rules are compared to existing rules for those problems.
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Notation

- Bold letters are used for vectors.
- Inequalities between vectors such as $\mathbf{a} < \mathbf{b}$ are a shorter notation for $\forall i: a_i < b_i$.
- For any function $f : \mathbb{R}^n \rightarrow \mathbb{R}$, its derivative is denoted by $\nabla f$.
- If not stated otherwise $\|\cdot\|$ is used for the euclidean norm.
- The i-th unit vector is written as $e_i$. 
Chapter 1

Introduction

In the introduction the main ideas behind screening are explained, an overview of existing screening rules is given and the basic definitions and properties are stated for later use. The centre part concentrates on a generalized approach to finding screening rules. Rules are given for three types of domains, the unit simplex, box constraints and polytope constraints. In the final part, implications of those rules on various problems are described and compared to existing work on screening rules for those problems.

1.1 Goal of Screening

Assume a function \( f(Ax + b) \) is given, where \( x \) is a variable vector with \( m \) components, \( A \) is a data matrix with columns \( a_1 \) to \( a_m \) and \( b \) is a given vector. The goal is to minimize that function over some domain \( D(B) \) depending on the data matrix \( B \). The size of the problem and therefore also the computation time usually depends on the size of the matrices \( A \) and \( B \). The goal of screening is to eventually decrease computation cost by reducing the problem size. Screening rules can be even more relevant if the solutions are computed in an iterative manner. In that case it is tried to reduce the problem size in each step using information from the current approximation of the solution.

1.2 Existing Screening Rules

So far screening rules have been studied for several specific problems. A description of the problems mentioned here can be found in Chapter 3. The minimum enclosing ball was considered by Ahipaşaoğlu and Yildirim (2008) and Källberg and Larsson (2014). Regarding screening rules the most examined problem is the penalized version of the LASSO. The first paper on that problem was written by Ghaoui, Viallon, and Rabbani (2010), followed by extensions and alterations from Wang, Wonka, and Ye (2012), Bonnefoy, Emiya, Ralaivola, and Gribonval (2014) and Olivier Fercoq and Salmon (2015). Ndiaye, Fercoq, Gramfort, and Salmon (2015) were able to generalize their previous findings to a wider range of functions. As a third problem, support vector machines were studied by Ogawa, Suzuki, Suzumura, and Takeuchi (2014), Zhao, Liu, and Cox (2014) and Wysling (2015). For more details on the contribution of these papers read Section 4.1.
1.3 Basic Definitions of Convex Optimization

To be able to study convex problems, convexity has to be defined for sets and functions and some conditions for convexity will be needed. Also a convex optimization problem should be defined.

**Definition 1.1.** A set $X \subseteq \mathbb{R}^n$ is called convex iff:

$$\forall x, y \in X \quad \forall 0 \leq s \leq 1 : \quad sx + (1-s)y \in X \quad (1.1)$$

**Definition 1.2.** A function $f : \mathbb{R}^n \to \mathbb{R}$ is convex iff its domain $D$ is a convex set and:

$$\forall x, y \in D \quad \forall 0 \leq s \leq 1 : \quad f(sx + (1-s)y) \leq sf(x) + (1-s)f(y) \quad (1.2)$$

**Definition 1.3.** A differentiable function is called strongly convex with parameter $\mu$ if:

$$f(y) \geq f(x) + \nabla f(x)^T(y-x) + \frac{\mu}{2} \|y-x\|^2 \quad (1.3)$$

Or equivalently:

$$(\nabla f(x) - \nabla f(y))^T(x-y) \geq \mu \|x-y\|^2 \quad (1.4)$$

**Definition 1.4.** A function $f : \mathbb{R}^n \to \mathbb{R}$ is called Lipschitz continuous with parameter $L$ if:

$$L \|x-y\| \geq \|f(x) - f(y)\| \quad (1.5)$$

**Proposition 1.5.** Let $f$ be a differentiable function. Then $f$ is convex iff its domain $D$ is convex and:

$$\forall x, y \in D \quad f(y) \geq f(x) + (y-x)^T\nabla f(x) \quad (1.6)$$

*(Boyd and Vandenberghe, 2004, Chapter 3.1.3)*

**Observation 1.6.** Proposition 1.5 is equivalent to the definition of strong convexity with parameter $\mu = 0$.

**Definition 1.7.** An optimization problem with constraints in standard form is given by:

$$\min_x f_0(x)$$

s.t. $f_i(x) \leq 0 \quad \forall i \in \{1 \ldots m\}$

$h_i(x) = 0 \quad \forall i \in \{1 \ldots q\}$

(1.7)

$f_0$ is called objective function and $f_0(x)$ objective value for a given $x$. $f_i$ and $h_i$ are the constraint functions.

It is called a convex optimization problem if $f_0$ and $f_i$ are convex functions for all $i$ and the functions $h_i$ are linear for all $i$.

**Definition 1.8.** The feasible set $X$ of an optimization problem in standard form is the set:

$$X = \{x | f_i(x) \leq 0 \quad \forall i \in \{1 \ldots m\}, h_j(x) = 0 \quad \forall j \in \{1 \ldots q\}\}$$

(1.8)
1.4 Basic Definitions of Lagrange Duality

The Karush Kuhn Tucker (KKT) conditions will be the tool that allows to reduce the problem size. Also weak duality plays a role in gathering information on the optimal solutions and the derivative of the objective function at optimal points. Here a Lagrange duality perspective is used to develop a notion for the duality gap and the KKT conditions.

**Definition 1.9.** The associated Lagrangian for the objective function of an optimization problem in standard form is:

\[
\mathcal{L}(\mathbf{x}, \lambda, \nu) = f_0(\mathbf{x}) + \sum_{i=1}^{m} \lambda_i f_i(\mathbf{x}) + \sum_{i=1}^{q} \nu_i h_i(\mathbf{x})
\]

(1.9)

**Definition 1.10.** The Lagrange dual function is defined as:

\[
g(\lambda, \nu) = \inf_{\mathbf{x}} \mathcal{L}(\mathbf{x}, \lambda, \nu)
\]

(1.10)

**Definition 1.11.** The Lagrangian dual optimization problem is given by:

\[
\max_{\lambda, \nu} g(\lambda, \nu)
\]

\[
s.t. \quad \lambda \geq 0
\]

(1.11)

**Definition 1.12.** For feasible points \(\mathbf{x}\) and \((\lambda, \nu)\) of an optimization problem of the form (1.7) and its corresponding dual problem (1.11), the difference of the objective values is called duality gap.

\[
gap_D(\mathbf{x}, \lambda, \nu) = f_0(\mathbf{x}) - g(\lambda, \nu)
\]

(1.12)

**Proposition 1.13.**

\[
gap_D(\mathbf{x}, \lambda, \nu) \geq 0
\]

(Boyd and Vandenberghe, 2004, Chapter 5.5.1)

**Remark.** Proposition 1.13 says that \(f_0(\mathbf{x}) - g(\lambda, \nu)\) is always bigger than zero. Hence the primal objective is always bigger than the dual objective, therefore the same holds for the optimal values. This property is usually referenced as *weak duality*. If primal and dual optimal value coincide one says that *strong duality* holds.

**Definition 1.14.** Given an optimization problem with objective function \(f_0(\mathbf{x})\) and an optimal solution \(\mathbf{x}^*\). A value \(s\) is called suboptimality certificate, if the following holds:

\[
f_0(\mathbf{x}) - f_0(\mathbf{x}^*) \leq s
\]

(1.14)

**Remark.** Since \(f_0(\mathbf{x}) \geq f_0(\mathbf{x}^*) \geq g(\lambda, \nu)\) for all feasible points \(\mathbf{x}\) and \((\lambda, \nu)\), the duality gap is a suboptimality certificate. If strong duality holds it measures how good a pair of feasible points approximates the optimal solution. Otherwise it still gives a lower bound on the quality of the approximation.
1.5 Properties of Optimal Points in Convex Optimization

In this section the main tools necessary for the first two steps of finding screening rules are given. Propositions 1.15 and 1.18 are used to find restrictions on the optimal solutions. The KKT conditions will give necessary conditions that allow to reduce the problem size.

**Proposition 1.15.** Consider a convex optimization problem with differentiable $f_0$ and feasible set $X$. Then a point $x^* \in X$ is optimal iff:

$$\forall y \in X: \ (y - x^*)^T \nabla f_0(x^*) \geq 0$$  \hspace{1cm} (1.15)

*(Boyd and Vandenberghe, 2004, Chapter 4.2.3)*

**Proposition 1.16.** Consider a convex optimization problem with compact feasible set $X$. Assume that the objective value $f_0(x)$ for a given point $x$ is known. A lower bound for the optimal value is then given by:

$$f_0(x^*) \geq f_0(x) + \min_{y \in X} (y - x)^T \nabla f_0(x)$$  \hspace{1cm} (1.16)

**Definition 1.17.** For a convex optimization problem with compact feasible set the gap function is given by:

$$\text{gap}_{FW}(x) = \max_{y \in X} (x - y)^T \nabla f_0(x)$$  \hspace{1cm} (1.17)

*Hearn (1982)*

**Remark.** Since $f_0(x^*) \geq f_0(x) - \text{gap}_{FW}(x)$ the gap function is a suboptimality certificate.

**Proposition 1.18.** Consider a convex optimization problem with gap function $\text{gap}_{FW}$. Then the following holds:

$$\text{gap}_{FW}(x) \geq (x - x^*)^T \nabla f_0(x)$$  \hspace{1cm} (1.18)

**Proof.**

$$\text{gap}_{FW}(x) = \max_{y \in X} (x - y)^T \nabla f_0(x)$$  \hspace{1cm} (1.19)

$$\geq (x - x^*)^T \nabla f_0(x)$$  \hspace{1cm} (1.20)

**Definition 1.19.** Slater’s condition on the constraint functions $f_0, \ldots, f_m, h_1, \ldots, h_q$ of an optimization problem as in Definition 1.7 is that:

- The functions $h_1, \ldots, h_q$ are linear.
- There exists a point $x$ such that:

$$\forall i \in \{1 \ldots m\} : \ f_i \text{ is linear } \cup \ f_i(x) < 0$$  \hspace{1cm} (1.21)

If there is a non-linear constraint function, such a point is called strictly feasible.

*(Boyd and Vandenberghe, 2004, Chapter 5.2.3)*

**Remark.** For convex problems Slater’s condition implies strong duality. *(Boyd and Vandenberghe, 2004, Chapter 5.3.2)*
Theorem 1.20 (Karush-Kuhn-Tucker (KKT) conditions). Consider a convex optimization problem of the form (1.7). Let $f_0, \ldots, f_m, h_1, \ldots, h_q$ be differentiable and $x^*, (\lambda^*, \nu^*)$ be primal, respectively dual feasible points. Assume that the constraint functions fulfil Slater’s condition. Then $x^*$ and $(\lambda^*, \nu^*)$ are optimal iff they fulfil the KKT conditions:

\begin{align*}
  f_i(x^*) &\leq 0 \quad \forall i \in \{1 \ldots m\} \quad (1.22) \\
  h_i(x^*) & = 0 \quad \forall i \in \{1 \ldots q\} \quad (1.23) \\
  \lambda_i^* &\geq 0 \quad \forall i \in \{1 \ldots m\} \quad (1.24) \\
  \lambda_i^* f_i(x^*) & = 0 \quad \forall i \in \{1 \ldots m\} \quad (1.25) \\
  \nabla f_0(x^*) + \sum_{i=1}^m \lambda_i \nabla f_i(x^*) + \sum_{i=1}^q \nu_i \nabla h_i(x^*) & = 0 \quad (1.26)
\end{align*}

(Boyd and Vandenberghe, 2004, Chapter 5.5.3)

The conditions that allow us to reduce the problem size emerge from equation (1.25), which is known as complementary slackness on its own. At this point a short description is given how this works for two types of constraints $f_i$. Equation (1.25) implies that $\lambda_i^* > 0 \Rightarrow f_i(x^*) = 0$. In cases where the function $f_i$ only depends on $x_i$ and is linear, i.e. $f_i(x) = c_i x_i + d_i$, this gives $\lambda_i^* > 0 \Rightarrow x_i = -d_i/c_i$. Assuming that the objective of the considered problem can be written as $f(Ax + b)$, it can be rewritten as $f(A'x' + b')$ with a smaller matrix $A'$. Where $b' = b - \frac{d_i}{c_i} a_i$ and $A'$ is obtained by deleting the $i$-th column of $A$.

Definition 1.21. Consider a convex optimization problem of the form (1.7), whose constraints $f_i(x)$ are linear functions only depending on $x_i$, with an objective $f_0$ that can be written as $f(Ax + b) + c^T x$ and Lagrange dual problem as in Definition 1.11. Then a data point $a_i$ is called non-influential if $\lambda_i^* > 0$ holds for all optimal solutions $x^*$. (Boyd and Vandenberghe, 2004, Chapter 5.5.3)

Remark. As a synonym for a data point $a_i$ to be non-influential it is sometimes said that it does not contribute to the optimal solution. In some occasions the entry $x_i^*$ or the corresponding dimension may as well be called non-influential or not contributing.

The second type of constraints regards the case that the domain depends on a matrix $B$ in the following way. Assuming that the constraints have the form $f_i(x) = b_i^T x \leq c_i$, complementary slackness is now used in the other direction, i.e. $b_i^T x^* < c_i \Rightarrow \lambda_i^* = 0$. This gives information about the dual solution. Another observation is that for convex objectives the statement $b_i^T x^* < c_i$ directly implies that deleting this constraint from the problem would not effect the set of optimal solutions. This observation does not even rely on complementary slackness.

Definition 1.22. For convex optimization problems of the form (1.7), with constraint functions of the form $f_i(x) = b_i^T x \leq c_i$, a data point $b_i$ is called non-influential if $b_i^T x^* < c_i$ holds for all optimal solutions $x^*$. (Boyd and Vandenberghe, 2004, Chapter 5.5.3)

Remark. As a synonym for a data point $b_i$ to be non-influential it is sometimes said that it does not contribute to the optimal solution. In some occasions the entry $x_i^*$ or the corresponding dimension may as well be called non-influential or not contributing.
Chapter 2

Developing Screening Rules

2.1 Conditions for Contribution to the Optimal Solution

This chapter is about the necessary conditions for a data point to be non-influential for an optimization problem. They usually are derived from the KKT conditions and only depend on the domain of the optimization problem. When optimizing a function \( f(Ax) \), proving that an entry \( x^*_i \) of the optimal solution has a fixed value is enough to show that the vector \( a_i \) is non-influential. Three specific domains are considered here: first the unit simplex, second box constraints and third polytope constraints.

2.1.1 Convex Optimization over the Unit Simplex

Optimization problems over the unit simplex can be interpreted as finding the optimal weights for functions of a weighted sum of objects. Therefore it is an interesting domain to study. Examples such as Support vector machines with squared hinge loss, the minimum enclosing ball problem and the constrained variant of the LASSO are discussed in Chapter 3. Using barycentric coordinates, optimization over a polytope given by its vertices can be described as well.

Definition 2.1. The unit simplex \( \triangle \) in \( \mathbb{R}^m \) is defined as

\[
\triangle = \{ x \in \mathbb{R}^m | \sum_{i=1}^{m} x_i = 1, \ x_j \geq 0 \ \forall j \in \{1\ldots m\} \}
\]  

(2.1)

Writing an optimization problem over the unit simplex in standard form (1.7), the following constraint functions are obtained:

\[
f_i(x) = -x_i \quad \forall i \in \{1\ldots m\} \]  

(2.2)

\[
h_1(x) = 1 - \sum_{i=1}^{m} x_i \]  

(2.3)

The objective function \( f_0 \) remains unchanged. These are all linear constraints, hence Slater’s condition is fulfilled. Therefore strong duality holds for all convex optimization problems over the unit simplex, which means in particular that the KKT conditions hold.
for optimal solutions. Now the Lagrangian and the KKT conditions of the problem are given and used to get a sufficient condition for $x^*_i = 0$.

\[
L(x, \lambda, \nu) = f_0(x) - \lambda^T x + \nu - \nu^T 1 \quad (2.4)
\]

\[
-x^*_i \leq 0 \quad \forall i \in \{1 \ldots m\} \quad (2.5)
\]

\[
1 - \sum_{i=1}^{m} x^*_i = 0 \quad (2.6)
\]

\[
\lambda^*_i \geq 0 \quad \forall i \in \{1 \ldots m\} \quad (2.7)
\]

\[
-\lambda^*_i x^*_i = 0 \quad \forall i \in \{1 \ldots m\} \quad (2.8)
\]

\[
\nabla f_0(x^*) - \lambda^* - \nu^* 1 = 0 \quad (2.9)
\]

From this the desired condition for an entry of the optimal solution to have a fixed value can be obtained as follows.

**Lemma 2.2.** Consider an optimization problem of the form (1.7) over the unit simplex, i.e. $f_i$ and $h_i$ as in the equations (2.2). Then the following characterization on the entries of an optimal solution $x^*$ holds:

\[
\forall i \in \{1 \ldots m\} : (e_i - x^*)^T \nabla f_0(x^*) > 0 \Rightarrow x^*_i = 0 \quad (2.10)
\]

**Proof.** Equation (2.9) gives:

\[
\forall i \in \{1 \ldots m\} : e_i^T \nabla f_0(x^*) = -\lambda^*_i = \nu^* \quad (2.11)
\]

Multiplying with $x^*_i$ returns:

\[
\forall i \in \{1 \ldots m\} : x^*_i e_i^T \nabla f_0(x^*) - x^*_i \lambda^*_i = x^*_i \nu^* \quad (2.12)
\]

Summing all those equations and using equation (2.11) gives:

\[
x^T \nabla f_0(x^*) - x^T \lambda^* = \nu^* = e_i^T \nabla f_0(x^*) - \lambda^*_i \quad (2.13)
\]

From equation (2.8) it is known that $x^T \lambda^* = 0$, hence it holds that:

\[
\lambda^*_i = (e_i - x^*)^T \nabla f_0(x^*) \quad (2.14)
\]

Which again by equation (2.8) proves the result.
2.1.2 Convex Optimization with Box Constraints

In this subsection optimization problems of the following form are examined:

\[
\begin{aligned}
\min_x &\quad f_0(x) \\
\text{s.t.} &\quad 0 \leq x \leq C1
\end{aligned}
\]  

(2.15)

Where \( f_0 \) is a convex function and \( C \) is a constant. One example of such a problem is the dual version of a support vector machine problem with hinge loss and no bias. Clearly the constraints are linear, so the KKT conditions must be fulfilled. The Lagrangian and KKT conditions for optimal points \( x^* \) and \( (\lambda^*, \nu^*) \) are given as follows:

\[
L(x, \lambda, \nu) = f_0(x) - \lambda^T x + \nu^T x - C\nu^T 1
\]

(2.16)

\[
-x^*_i \leq 0 \quad \forall i \in \{1 \ldots m\}
\]

(2.17)

\[
x^*_i - C \leq 0 \quad \forall i \in \{1 \ldots m\}
\]

(2.18)

\[
\lambda^*_i \geq 0 \quad \forall i \in \{1 \ldots m\}
\]

(2.19)

\[
\nu^*_i \geq 0 \quad \forall i \in \{1 \ldots m\}
\]

(2.20)

\[
-x^*_i \lambda^*_i = 0 \quad \forall i \in \{1 \ldots m\}
\]

(2.21)

\[
\nu_i (x_i - C) = 0 \quad \forall i \in \{1 \ldots m\}
\]

(2.22)

\[
\nabla f_0(x^*) - \lambda^* + \nu^* = 0
\]

(2.23)

As before, those are used to find a condition on the entries of the optimal solutions.

**Lemma 2.3.** Consider an optimization problem of the form (2.15). Then the following characterization on the entries of an optimal solution \( x^* \) holds:

\[
\forall i \in \{1 \ldots m\} : (e_i^T \nabla f_0(x^*) > 0 \Rightarrow x^*_i = 0)
\]

(2.24)

\[
\forall i \in \{1 \ldots m\} : (e_i^T \nabla f_0(x^*) < 0 \Rightarrow x^*_i = C)
\]

(2.25)

**Proof.** Equation (2.23) and inequality (2.19) give:

\[
\lambda^* = \nu^* + \nabla f_0(x^*) \geq \nabla f_0(x^*)
\]

(2.26)

In the next step inequality (2.21) is used for the second implication to prove the first part of the claim:

\[
e_i^T \nabla f_0(x^*) > 0 \Rightarrow \lambda_i > 0 \Rightarrow x^*_i = 0
\]

(2.27)

The second part works analogous. Equation (2.23) and inequality (2.20) imply:

\[
\nu^* = \lambda^* - \nabla f_0(x^*) \geq -\nabla f_0(x^*)
\]

(2.28)

Now inequality (2.22) is used for the second implication:

\[
e_i^T \nabla f_0(x^*) < 0 \Rightarrow \nu_i > 0 \Rightarrow x^*_i = C
\]

(2.29)
2.1.3 Convex Optimization over Polytopes

In this section, problems of the following form are discussed:

\[ \min_{x} f_0(x) \]

s.t. \[ A^T x \leq b \]  \hspace{1cm} (2.30)

Where \( f_0(x) \) is a convex function and \( A \) is a \( n \times m \) matrix whose columns are the \( m \) data points \( a_i \). The domain described by \( A^T x \leq b \) is a polytope. Each inequality represents a facet. Therefore the polytope is described by its \( n \) facets. Problems of this type occur often considering \( \ell_1 \)-regularized problems, since their dual can be formulated as an optimization problem with polytope constraints. Polytopes described as convex combinations of their vertices on the other hand can be considered using barycentric coordinates as problems over the unit simplex. The KKT-conditions for problem (2.30) read:

\[ \lambda^*_i (a_i^T x^* - b_i) = 0 \quad \forall i \in \{1 \ldots m\} \]  \hspace{1cm} (2.31)

There are two ways to interpret it. On the one hand considering the KKT condition given above, knowing that \( a_i^T x^* < b_i \) gives \( \lambda^*_i = 0 \). Which means that we fix an entry of the dual solution \( \lambda^* \). So if the dual objective has the form \( g(\tilde{A}\lambda, \nu) \), the vector \( \tilde{a}_i \) is non-influential for the dual problem. On the other hand, \( a_i^T x^* < b_i \) implies that the problem emerging from deleting the constraint \( a_i^T x < b_i \) has the same solution as the original one. Hence, \( a_i \) is non-influential on the primal problem. This would be screening a data point defining the domain of the optimization problem.
2.2 Restrictions on Optimal Solutions

The previous section showed that the conditions for a data point to be non-influential depend on an optimal solution or the derivative of the objective function at an optimal point. In this chapter, basic properties of convex functions are used to get restrictions on those quantities. As it can be seen those restrictions usually depend on properties of the objective function. The simplest restriction one could think of is given directly by the definition of strong convexity:

**Lemma 2.4.** Let $f$ be a strongly convex function with parameter $\mu$. Consider the convex optimization problem:

$$
\min_x f(Ax + b) + c^T x \\
\text{s.t.} \quad x \in D
$$

With convex domain $D$. Then for an optimal point $x^*$ it holds:

$$
\|Ax^* - Ax\|^2 \leq \frac{2}{\mu} (f(Ax^* + b) - f(Ax + b))
$$

**Proof.**

$$
f(Ax^* + b) \geq f(Ax + b) + \nabla f(Ax + b)^T (Ax^* + b - (Ax + b)) \tag{2.34}
$$

$$
+ \frac{\mu}{2} \|Ax^* + b - (Ax + b)\|^2 \tag{2.35}
$$

$$
\geq f(Ax + b) + \frac{\mu}{2} \|Ax^* - Ax\|^2 \tag{2.36}
$$

The first inequality is the definition of strong convexity. The second inequality is Proposition 1.15. Reordering the terms gives the property. \qed

**Observation 2.5.** This result implies that a certificate for the suboptimality of a point $x$ immediately gives a restriction on the position of an optimal point $x^*$. The gap function could be used as a suboptimality certificate in Lemma 2.4, but it can be used directly to get an even better restriction.

**Theorem 2.6.** Consider a convex optimization problem of the form (1.7) with feasible set $X$. Assume that a function $f$, a matrix $A$ and two vectors $b$, $c$ are given such that the objective function $f_0$ can be written as $f_0(x) = f(Ax + b) + c^T x$. Furthermore assume that $f$ is strongly convex with parameter $\mu$. Then for an optimal solution $x^*$ it holds that:

$$
\|Ax - Ax^*\|^2 \leq \frac{1}{\mu} \text{gap}_{FW}(x) \tag{2.37}
$$

**Proof.**

$$
\mu \|Ax - Ax^*\|^2 \leq (Ax - Ax^*)^T (\nabla f(Ax + b) - \nabla f(Ax^* + b)) \tag{2.38}
$$

$$
= (x - x^*)^T (\nabla f_0(x) - \nabla f_0(x^*)) \tag{2.39}
$$

$$
\leq (x - x^*)^T \nabla f_0(x) \tag{2.40}
$$

$$
\leq \text{gap}_{FW}(x) \tag{2.41}
$$

The first inequality is Definition 1.3. Equation (2.39) holds, since $\nabla f_0(x) = \nabla_x f(Ax + b) + c = A^T \nabla f(Ax + b) + c$. The second inequality uses Proposition 1.15. The third inequality is Proposition 1.18. \qed
Observation 2.7. This theorem improves the restriction one would get taking the result of Lemma 2.4 and using the gap function as suboptimality certificate, by a factor of two, i.e. the upper bound on the distance between the approximate solution to each of the optimal solutions is cut in half.

To get a restriction for the derivatives of the objective function at the optimal solutions one can use another property of the objective, namely smoothness, i.e. Lipschitz continuity of the gradient.

Theorem 2.8. Consider a convex optimization problem of the form (1.7) with feasible set $X$. Assume that a function $f$, a matrix $A$ and two vectors $b$, $c$ are given such that the objective function $f_0$ can be written as $f_0(x) = f(Ax + b) + c^T x$. Furthermore assume that the derivative $\nabla f$ is Lipschitz continuous with parameter $L$ and that there is an upper bound $\delta(x)$ for the distance between $Ax$ and $Ax^*$, which may depend on $x$, i.e. $\|Ax - Ax^*\| \leq \delta(x)$. Then it holds that:

$$\|\nabla f(Ax + b) - \nabla f(Ax^* + b)\| \leq L \delta(x) \quad (2.42)$$

Proof. The statement follows directly by Definition 1.4 and Theorem 2.6.

These are the restrictions that will eventually be used later to obtain screening rules in this thesis. There are two additional restrictions mentioned here. First one can use Lipschitz continuity of the objective to bound the distance from an approximate solution to the optimal ones from below given a lower bound for the suboptimality of the solution.

Lemma 2.9. Consider an optimization problem of the form:

$$\min_x f(Ax + b) + c^T x$$

s.t. $x \in D \quad (2.43)$

Let $f$ be Lipschitz continuous with parameter $L$, then

$$\|Ax - Ax^*\| \geq \frac{1}{L}(f(Ax + b) - f(Ax^* + b)) \quad (2.44)$$

The second one is more interesting and uses duality considerations.

Lemma 2.10. Consider an optimization problem of the form (1.7) with $f_0(x) := f(Ax + b) + c^T x$. Call the primal objective $p(x)$ and the dual $d(\lambda, \nu)$. Then given primal and dual feasible points $x$ and $(\lambda, \nu)$ it holds:

$$d(\lambda, \nu) \leq f_0(x^*) \leq p(x) \quad (2.45)$$

If the level sets of the objective function are easy to determine, this lemma can be useful. Lemma 2.10 basically says that the optimal solutions have to lie in between the level sets of the objective function with values $p(x)$ and $d(\lambda, \nu)$. This thesis focusses on rather general objective functions and therefore does not assume it to be easy to determine its level sets. It has been used for the penalized version of the LASSO in a paper by Olivier Fercoq and Salmon (2015). For the dual problem of the penalized LASSO the level sets are simply spheres. They took the set in between those spheres and intersected it with the ball one can obtain from Lemma 2.4 to define a GAP SAFE DOME screening rule. However their simulations did not show much improvement in terms of computation time using the dome instead of directly using the ball obtained from Lemma 2.4.
2.3 Resulting Screening Rules

Here, the results of the previous two chapters are used to state screening rules. Section 2.1 gave sufficient conditions for a data point to be non-influential and Chapter 2.2 supplied information about the optimal points \( x^* \) necessary to conclude screening rules. Note that the information about the optimal points does not occur directly in the stated theorems. Instead for modularity, just an upper bound \( \delta(x) \) on \( \|Ax - Ax^*\| \) is required. As such either Lemma 2.4 or Theorem 2.6 is used in Chapter 3.

2.3.1 Screening Rule for the Unit Simplex

Theorem 2.11. Consider an optimization problem of the form (1.7) over the unit simplex. Assume that a function \( f \), a matrix \( A \) and two vectors \( b, c \) are given such that the objective function \( f_0 \) can be written as \( f_0(x) = f(Ax + b) + c^T x \). Furthermore assume that the derivative \( \nabla f \) is Lipschitz continuous with parameter \( L \) and that there is an upper bound \( \delta(x) \) for the distance between \( Ax \) and \( Ax^* \), which may depend on \( x \), i.e. \( \|Ax - Ax^*\| \leq \delta(x) \). Let \( x^* \) be an optimal solution. Then the following statement holds:

\[
(e_i - x)^T (A^T \nabla f(Ax + b) + c) > L \delta(x) \|a_i - Ax\| \implies x_i^* = 0 \implies a_i \text{ is non-influential}
\]  

(2.46)

Proof.

\[
(e_i - x^*)^T (A^T \nabla f(Ax^* + b) + c) = (e_i - x + x - x^*)^T (A^T \nabla f(Ax^* + b) + c)
\]

(2.47)

\[
= (e_i - x)^T (A^T \nabla f(Ax + b) + c) + (x - x^*)^T (A^T \nabla f(Ax^* + b) + c)
\]

(2.48)

\[
\geq (e_i - x)^T (A^T \nabla f(Ax^* + b) + c)
\]

(2.49)

\[
= (e_i - x)^T (A^T \nabla f(Ax + b) + c) + (a_i - Ax)^T (\nabla f(Ax^* + b) - \nabla f(Ax + b))
\]

(2.50)

\[
\geq (e_i - x)^T (A^T \nabla f(Ax + b) + c) - \|a_i - Ax\| \|\nabla f(Ax^* + b) - \nabla f(Ax + b)\|
\]

(2.51)

Step (2.50) uses Proposition 1.15.

Step (2.55) uses that \( a^T b = \|a\| \|b\| \cos(\angle(a, b)) \geq -\|a\| \|b\| \).

Step (2.56) uses Theorem 2.8.

Lemma 2.2 now implies the result, since

\[
(e_i - x^*)^T \nabla f_0(x^*) = (e_i - x^*)^T (A^T \nabla f(Ax^* + b) + c)
\]

(2.57)
2.3.2 Screening Rule for Box Constraints

Theorem 2.12. Consider an optimization problem of the form (2.15). Assume that we are given a function $f$, a matrix $A$ with columns $a_i$ and two vectors $b$, $c$ such that the objective function $f_0$ can be written as $f_0(x) = f(Ax + b) + c^T x$. Furthermore assume that the derivative $\nabla f$ is Lipschitz continuous with parameter $L$ and that there is an upper bound $\delta(x)$ for the distance between $Ax$ and $Ax^*$, which may depend on $x$, i.e. $\|Ax - Ax^*\| \leq \delta(x)$. Let $x^*$ be an optimal solution. Then the following statement holds:

$$a_i^T \nabla f(Ax + b) + c_i > L \|a_i\| \delta(x) \Rightarrow x_i^* = 0 \Rightarrow a_i \text{ is non-influential} \quad (2.58)$$

$$a_i^T \nabla f(Ax + b) + c_i < -L \|a_i\| \delta(x) \Rightarrow x_i^* = C \Rightarrow a_i \text{ is non-influential} \quad (2.59)$$

Proof.

$$a_i^T \nabla f(Ax^* + b) + c_i = a_i^T \nabla f(Ax + b) + c_i$$

$$+ a_i^T (\nabla f(Ax^* + b) - \nabla f(Ax + b)) \geq a_i^T \nabla f(Ax + b) + c_i$$

$$- ||a_i|| \|\nabla f(Ax^* + b) - \nabla f(Ax + b)\|$$

$$\geq a_i^T \nabla f(Ax + b) + c_i - ||a_i|| \delta(x)$$

The first inequality holds, since $a^T b = ||a|| \|b\| \cos(\angle(a, b)) \geq - ||a|| \|b\|$.

The second inequality follows from Theorem 2.8.

Lemma 2.3 now implies the first part.

$$a_i^T \nabla f(Ax^* + b) + c_i = a_i^T \nabla f(Ax + b) + c_i$$

$$+ a_i^T (\nabla f(Ax^* + b) - \nabla f(Ax + b)) \leq a_i^T \nabla f(Ax + b) + c_i$$

$$+ ||a_i|| \|\nabla f(Ax^* + b) - \nabla f(Ax + b)\|$$

$$\leq a_i^T \nabla f(Ax + b) + c_i + ||a_i|| \delta(x)$$

The first inequality holds, since $a^T b = ||a|| \|b\| \cos(\angle(a, b)) \leq ||a|| \|b\|$.

The second inequality follows from Theorem 2.8.

Lemma 2.3 now implies the second part.

2.3.3 Screening Rule for Polytope Constraints

Theorem 2.13. Consider an optimization problem of the form (2.30). Assume that there is an upper bound $\delta(x)$ for the distance between $x$ and $x^*$, which may depend on $x$, i.e. $\|x - x^*\| \leq \delta(x)$. Let $x^*$ be an optimal solution. Then the following statement holds:

$$a_i^T x < b_i - ||a_i|| \delta(x) \Rightarrow a_i^T x^* < b_i \Rightarrow a_i \text{ is non-influential} \quad (2.70)$$

Proof.

$$a_i^T x^* = a_i^T x + a_i^T (x^* - x)$$

$$\leq a_i^T x + ||a_i|| \|x^* - x\| \quad (2.71)$$

$$\leq a_i^T x + ||a_i|| \delta(x) \quad (2.72)$$
The first inequality holds, since $a^T b = \|a\| \|b\| \cos(\angle(a, b)) \leq \|a\| \|b\|$. The second inequality follows from Theorem 2.6. This proves the result. □

### 2.3.4 Quality of these Screening Rules

The screening rules developed here use an approximation $x$ to identify non-influential data points in an optimization problem. That leads to the question: how many of those can be identified in the limit $\|x - x^*\| \to 0$?

**Proposition 2.14.** Consider a convex optimization problem with differentiable objective and constraint functions. Let $X$ be its feasible set, $x$ an approximate solution and $x^*$ the optimal solution and $\text{gap}_{FW}(x)$ its gap function. Then in the limit $\|x - x^*\| \to 0$ it holds that:

$$\text{gap}_{FW}(x) \to 0$$ (2.74)

**Proof.**

$$\lim_{\|x-x^*\| \to 0} \text{gap}_{FW}(x) = \lim_{\|x-x^*\| \to 0} \max_{y \in X} (x - y)^T \nabla f_0(x)$$

$$= \max_{\bar{y} \in X} (x^* - y)^T \nabla f_0(x^*)$$

$$= 0$$ (2.77)

The limit can be evaluated since, due to the convexity of $f_0$, $\nabla f_0(x)$ is bounded from below and $f_0$ is differentiable. The last step follows by Proposition 1.15. □

The gap function can be used as the upper bound $\delta(x)$ in Theorem 2.11, 2.12 and 2.13. Which implies, regarding the KKT condition (1.25), that in the limit $\|x - x^*\| \to 0$ the screening rules are equivalent to either $\lambda_i^* = 0$ or $\nabla f_i(x^*) = 0$, depending on the Theorem considered. The KKT-conditions do not identify all the non-influential data points of the optimal solution, but almost all of them. To be more precise the only way a non-influential data point is not identified is if both $\lambda_i^* = 0$ and $f_i(x^*) = 0$. If the duality gap $\text{gap}_D(x, \lambda, \nu)$ is used as suboptimality certificate to get an upper bound $\delta$ via Lemma 2.4, it is more complicated. There are actually two approximate solutions involved. In the limit of both being close to the optimum and assuming strong duality the same reasoning as before can be done.
Chapter 3

Applications

In this chapter the results of this thesis are applied on typical convex optimization problems and discussed to what extent they can reproduce known results.

3.1 Support Vector Machine (SVM)

The problem setting here is that there is a set of data points \( \mathbf{a}_i \) which belong to two categories. The goal is to find an optimal classifying hyperplane separating the two groups of data points. If they are perfectly separable, i.e. there exists a hyperplane such that the point of one category are on one side of it and all other points on the other side, the optimal hyperplane maximizes the minimal distance to a data point, which is called margin. Otherwise a loss for points being on the wrong side of the hyperplane has to be defined and minimized. The problem is then called soft-margin SVM.

3.1.1 SVM with Squared Loss

It can be shown that soft-margin SVM variants with squared loss can be formulated as an optimization problem with objective function \( f_0(x) = \frac{1}{2}x^T A^T A x \), which is minimized over the unit simplex \( \Delta \) (Jaggi, 2013; Scholkopf and Smola, 2001; Keerthi, Shevade, Bhattacharyya, and Murthy, 2000; Tsang, Kwok, Ming Cheung, and Cristianini, 2005). That includes one-class and two-class SVM as well as versions with regularized offset or no offset. Theorem 2.11 is directly applicable to this problem. To do so the objective function is written as \( f_0(x) = f(Ax + b) + c^T x \), where \( b \) and \( c \) are zero. The function \( f \) is then strongly convex with parameter \( \mu = 1 \). Also the derivative \( \nabla f \) is Lipschitz-continuous with parameter \( L = 1 \). To get an upper bound \( \delta(x) \) Theorem 2.6 is used, where \( \text{gap}_{FW}(x) = \max_{i \in 1...m} (Ax - a_i)^T A x \). In the end Theorem 2.11 becomes:

\[
(a_i - Ax)^T A x > \sqrt{\text{gap}_{FW}(x)} \|a_i - Ax\| \Rightarrow x_i^* = 0
\] (3.1)

Which is a screening rule that also can be obtained by geometric considerations. It also improves the result of Wysling (2015) in the sense that the threshold for the quantity \( (a_i - Ax)^T A x \), that has to be exceeded to assure \( x_i^* = 0 \), is smaller.
3.1.2 SVM with Hinge Loss and No Bias

Here the primal problem can be formulated as:

\[
\min_{w, \epsilon} \frac{1}{2} w^T w + C \epsilon^T \epsilon \\
\text{s.t.} \quad w^T a_i \geq 1 - \epsilon_i \quad \forall i \in \{1 : p\} \\
\epsilon_i \geq 0 \quad \forall i \in \{1 : p\}
\]  \tag{3.2}

A dual formulation of that problem is given by:

\[
\max_x x^T 1 - \frac{1}{2} x^T A^T A x \\
\text{s.t.} \quad 0 \leq x \leq C
\]  \tag{3.3}

Lemma 2.4 is applied on the negative of the dual formulation. Writing the objective function as \( f_0(x) = f(Ax + b) + c^T x \) we have to set \( b = 0 \) and \( c = -1 \). Also \( f \) is then strongly convex with parameter 1 and its derivative Lipschitz continuous with parameter 1. The duality gap between primal and dual feasible points \( \text{gap}_D(w, \epsilon, x) \) is now used as suboptimality certificate which can play the role of the upper bound \( \delta(x) \) using Lemma 2.4.

For a given \( x \) a primal feasible point can be obtained by setting \( w = Ax \) and \( \epsilon \) minimal such that the first constraint of the primal problem is satisfied. Using the obtained point for the duality gap, it only depends on the point \( x \). All together this gives the screening rule:

\[
a_i^T Ax + 1 > \|a_i\| \sqrt{2 \text{gap}_D(x)} \quad \Rightarrow \quad x_i^* = 0
\]  \tag{3.4}

\[
a_i^T Ax + 1 < -\|a_i\| \sqrt{2 \text{gap}_D(x)} \quad \Rightarrow \quad x_i^* = C
\]  \tag{3.5}

One could also try to use Theorem 2.6 as upper bound \( \delta(x) \), which would give a similar rule, where \( 2 \text{gap}_D(x) \) is replaced by \( \text{gap}_FW(x) \). To do so a linear program must be solved, namely:

\[
\max_y -y^T (1 - A^T Ax) \\
\text{s.t.} \quad 0 \leq y \leq C
\]  \tag{3.6}

It is not clear how it compares in terms of computation time or performance to the result presented here to use this upper bound for screening. Ogawa et al. (2014) also obtained a screening rule for this problem. They combined two approaches to screening. A dynamic one using the exact solution for a different parameter \( \tilde{C} \) and a sequential approach using previously computed approximate solutions for the currently considered parameter \( C \). Both are then used to find two balls that necessarily contain the optimal solution. Afterwards they intersect those balls to get a smaller region. By applying Lemma 2.4 this thesis also gives a ball containing the optimal solution depending on an approximate solution. Due to different notation it is not directly clear how this ball compares to the one Ogawa et al. (2014) used.
3.2 Minimum Enclosing Ball (MEB)

The setting is that there are \( p \) points \( \mathbf{a}_1 \) to \( \mathbf{a}_p \) in \( \mathbb{R}^n \). Now the goal is to find the smallest ball \( B_{c,r} \) with center \( c \) and radius \( r \), i.e.: \( B_{c,r} = \{ \mathbf{x} \in \mathbb{R}^n | \| \mathbf{c} - \mathbf{x} \| \leq r \} \), such that all points \( \mathbf{a}_i \) lie in its interior. In this set-up screening means to identify points \( \mathbf{a}_i \) lying in the interior of the optimal ball \( B_{c^*,r^*} \). Removing those points from the problem does not change the optimal ball. This can be formulated as an optimization problem:

\[
\begin{align*}
\min_{c,r} & \quad r^2 \\
\text{s.t.} & \quad \| \mathbf{c} - \mathbf{a}_i \|^2 \leq r^2 \quad \forall i \in \{1:p\} 
\end{align*}
\]  

(3.7)

A dual formulation is given by:

\[
\begin{align*}
\max_{\mathbf{x}} & \quad - \mathbf{x}^T \mathbf{A}^T \mathbf{A} \mathbf{x} + \sum_{j=1}^{p} \mathbf{a}_j^T \mathbf{a}_j x_j \\
\text{s.t.} & \quad \mathbf{x} \in \triangle 
\end{align*}
\]  

(3.8)

(Matousek and Gärtner, 2006, Chapter 8.7)

On the dual formulation of the MEB problem as in equation (3.8) Theorem 2.11 can be applied by considering the minimization of the negative objective value. Where \( \mathbf{A}' = \mathbf{A} \), \( \mathbf{b}' = 0 \) and \( \mathbf{c}'_j = -\mathbf{a}_j^T \mathbf{a}_j \). The upper bound \( \delta(\mathbf{x}) \) is obtained by Theorem 2.6. The corresponding function \( f(\mathbf{A}' \mathbf{x} + \mathbf{b}') \) is strongly convex with parameter \( \mu = 2 \), hence the theorem gives \( \delta(\mathbf{x}) = \sqrt{\frac{1}{2} \max_i (\mathbf{x} - \mathbf{e}_i)^T (2\mathbf{A}'^T \mathbf{A} \mathbf{x} + \mathbf{c}') } \). Theorem 2.11 now gives a sufficient condition for \( \mathbf{a}_i \) to be non-influential, i.e. \( \mathbf{a}_i \) lies in the interior of the MEB:

\[
(\mathbf{e}_i - \mathbf{x})^T (2\mathbf{A}'^T \mathbf{A} \mathbf{x} + \mathbf{c}') > 2 \sqrt{\frac{1}{2} \max_j (\mathbf{x} - \mathbf{e}_i)^T (2\mathbf{A}'^T \mathbf{A} \mathbf{x} + \mathbf{c}') } \| \mathbf{a}_i - \mathbf{A} \mathbf{x} \| \implies \mathbf{x}_i^* = 0 
\]  

(3.9)

To compare this to the results of other groups the statement has to be rewritten in terms of quantities typical used for the MEB problem. Given a dual optimal solution \( \mathbf{x}^* \) the MEB \( B_{c^*,r^*} \) is given by setting its centre \( \mathbf{c}^* = \mathbf{A} \mathbf{x}^* \) and its squared radius to the objective value \( r^* = \sqrt{-\mathbf{x}^{*T} \mathbf{A}'^T \mathbf{A} \mathbf{x}^* + \sum_{j=1}^{p} \mathbf{a}_j^T \mathbf{a}_j x_j} \) (Matousek and Gärtner, 2006, Chapter 8.7). For a dual feasible point \( \mathbf{x} \) the ball with centre \( \mathbf{c} = \mathbf{A} \mathbf{x} \) and squared radius \( r^2 \) equal to the objective value in equation (3.8) can be considered an approximate solution. It won’t contain all points \( \mathbf{a}_i \), since the radius is smaller than the optimal one. Computing \( \max_j \| \mathbf{A} \mathbf{x} - \mathbf{a}_j \| \) gives an upper bound \( R \) for the optimal radius. The result is now rewritten in terms of \( r, R \) and \( \mathbf{c} \).

**Proposition 3.1.** For the dual formulation of the MEB problem as in (3.8) we define:

\[
\begin{align*}
r & = \sqrt{-\mathbf{x}^T \mathbf{A}'^T \mathbf{A} \mathbf{x} + \sum_{j=1}^{p} \mathbf{a}_j^T \mathbf{a}_j x_j} \\
R & = \max_j \| \mathbf{c} - \mathbf{a}_j \| \\
\mathbf{c} & = \mathbf{A} \mathbf{x}
\end{align*}
\]  

(3.10)

(3.11)

(3.12)

Then the point \( \mathbf{a}_i \) lies in the interior of the MEB and hence can be discarded if:

\[
\| \mathbf{a}_i - \mathbf{c} \| < \frac{r^2}{\| \mathbf{a}_i - \mathbf{c} \|} - 2 \sqrt{\frac{R^2 - r^2}{2}} 
\]  

(3.13)
Proof. Consider the inequality in statement (3.9). The left-hand-side is:

\[ (e_i - x)^T (2A^T Ax + c') = 2(a_i - Ax)^T Ax + c'_i - x^T c' \]  
\[ = 2a_i^T c - 2c^T c - a_i^T a_i + r^2 + c^T c \]  
\[ = -\|a_i - c\|^2 + r^2 \]  
(3.14)

The right-hand-side becomes:

\[ 2\sqrt{\frac{1}{2} \max_j (x - e_j)^T (2A^T Ax + c') \|a_i - Ax\|} \]  
\[ = 2\sqrt{\frac{1}{2} \max \|a_i - c\|^2 - r^2 \|a_i - c\|} \]  
\[ = 2\sqrt{\frac{R^2 - r^2}{2}} \|a_i - c\| \]  
(3.17)

In the first step the calculation for the left-hand-side is used. Together this gives:

\[-\|a_i - c\|^2 + r^2 > 2\sqrt{\frac{R^2 - r^2}{2}} \|a_i - c\| \Rightarrow x_i^* = 0 \]  
(3.18)

Reordering the terms we proves claim. \(\square\)

There are two papers on screening for the MEB problem. The first one was written by Ahipaşaoğlu and Yildirim (2008) using an approximate solution \(B_{c,r}\) and calculating an upper bound for \(\|c - c^*\|\). Källberg and Larsson (2014) improved this upper bound using duality considerations. Their result also considers situations where more than one approximate solution is available. In this thesis only one known approximation is used, hence only their result for that case is considered here:

**Theorem 3.2.** Suppose the ball \(B_{c,r}\) is dual feasible, i.e. \(c\) is a convex combination of the input points. Let \(R = \max_j \|a_j - c\|\). A point \(a_i\) lies in the interior of \(B_{c^*,r^*}\) if

\[ \|a_i - c\| < \sqrt{\frac{R^2 + r^2}{2}} - \sqrt{\frac{R^2 - r^2}{2}} \]  
(3.21)

*Källberg and Larsson (2014)*

This looks very similar to the inequality in Proposition 3.1:

\[ \|a_i - c\| < \frac{r^2}{\|a_i - c\|} - 2\sqrt{\frac{R^2 - r^2}{2}} \]  
(3.22)

The following proposition shows that the newly obtained screening rule is at least as good as the one from Källberg and Larsson (2014). This means that every point \(a_i\) discarded by their rule is also discarded by the new rule Proposition 3.1.

**Proposition 3.3.** From

\[ \|a_i - c\| < \sqrt{\frac{R^2 + r^2}{2}} - \sqrt{\frac{R^2 - r^2}{2}} \]  
(3.23)

It follows that

\[ \|a_i - c\| < \frac{r^2}{\|a_i - c\|} - 2\sqrt{\frac{R^2 - r^2}{2}} \]  
(3.24)
3.3 The LASSO

Proof. Assume that inequality (3.23) holds. Then it follows that:
\[
\left( \sqrt{\frac{R^2 + r^2}{2}} + \sqrt{\frac{R^2 - r^2}{2}} \right) \|a_i - c\| < \left( \sqrt{\frac{R^2 + r^2}{2}} + \sqrt{\frac{R^2 - r^2}{2}} \right) \left( \sqrt{\frac{R^2 + r^2}{2}} - \sqrt{\frac{R^2 - r^2}{2}} \right)
\]
\[
= \frac{R^2 + r^2}{2} - \frac{R^2 - r^2}{2}
\]
\[
= r^2
\]
Which, reordering the terms, gives directly:
\[
\|a_i - c\| < \sqrt{\frac{R^2 + r^2}{2}} - \sqrt{\frac{R^2 - r^2}{2}} (3.25)
\]
\[
< r^2 \|a_i - c\| - 2\sqrt{\frac{R^2 - r^2}{2}} (3.26)
\]
\[\square\]

3.3 The LASSO

The LASSO (least absolute shrinkage and selection operator) is a slightly changed least squares problem, designed to make the optimal solutions sparse, i.e. most entries will be zero. Therefore it is a promising set-up for the use of screening rules. There are two under certain restrictions equivalent formulations of the Lasso:

Definition 3.4. The \(\ell_1\)-unit-ball in \(\mathbb{R}^n\) is defined as
\[\diamond := \{ x \in \mathbb{R}^n \mid \|x\|_1 \leq 1 \} \quad (3.27)\]

Definition 3.5. Given a Matrix \(A\) and a vector \(b\) the following optimization problem is denoted an instance of the penalized version of the LASSO:
\[
\min_x \frac{1}{2} \|Ax - b\|^2 + \lambda \|x\|_1 \quad (3.28)
\]

Definition 3.6. Given a Matrix \(A\) and a vector \(b\) the following optimization problem is denoted an instance of the constrained variant of the LASSO:
\[
\min_x \frac{1}{2} \|Ax - b\|^2 \quad s.t. \quad \|x\|_1 \leq s \quad (3.29)
\]

Up to now only the penalized version has been studied using a dual formulation of the problem:
\[
- \min_{\theta} \frac{\lambda^2}{2} \|\theta - \frac{b}{\lambda}\|^2 - \frac{1}{2} \|b\|^2 \quad (3.30)
\]
\[
\text{s.t.} \quad |a^T_i \theta| \leq 1 \quad \forall i \in \{1 : p\}
\]
The basic idea was formulated by Ghaoui et al. (2010). They computed a region in which the dual optimal point \(\theta^\ast\) had to be included and derived from there which primal variables \(x_i\) have to be equal to zero. Which implies that the corresponding \(a_i\) can safely
be omitted. There is a good summary how this approach developed in recent years in the paper from Olivier Fercoq and Salmon (2015). They distinguish into static rules as in Ghaoui et al. (2010) which only depend on the problem input and can be used prior to any computations on the one hand. On the other hand there are dynamic rules like the one from Wang et al. (2012) relying on already computed exact solutions for different penalty parameter \( \lambda \), which usually shrinks the region containing the dual optimal solution. The third category they mention and propose a rule themselves are sequential rules relying on previously computed approximate solutions, as done in this thesis. In addition to previous results Fercoq et al. used considerations on the duality gap to get a region where \( \theta^* \) has to be included.

The dual formulation in Definition 3.5 can be interpreted as a projection of \( \frac{b}{\lambda} \) on a polyhedron whose facets are defined by the data points \( a_i \). The constrained variant of the LASSO 3.6 can be rewritten similarly:

\[
\min_y \frac{s^2}{2} \| y - \frac{b}{s} \|^2 \\
\text{s.t.} \quad Ax = y \\
\| \tilde{x} \|_1 \leq 1
\]  

(3.31)

In Comparison to the previous interpretation of the dual penalized LASSO as a projection it can be seen that this is a projection of \( \frac{b}{\lambda} \) onto a polytope whose vertices are defined by the data points \( a_i \). In fact the two polytopes projected on are the polar of each other. This thesis gives the equipment to give screening rules for both types of the Lasso. The constrained variant is discussed in the following subsection. The penalized version is a special case of \( \ell_1 \)-regularized problems discussed in Section 3.4.

### 3.3.1 Constrained Variant of the LASSO

Consider an instance of the constrained variant of the LASSO as in Definition 3.6. For simplicity let \( s = 1 \), other values of \( s \) can be considered by scaling the data matrix \( A \) accordingly. This problem is usually only interesting as long as the optimal value is above zero and hence the optimal solution lies on the border of the \( \ell_1 \)-unit-ball ♦. Assuming this to be the case the problem can be rewritten by setting \( \tilde{A} = [A - A] \) as:

\[
\min_x \frac{1}{2} \| Ax - b \|^2 = \min_x \frac{1}{2} \| \tilde{A}x - b \|^2 \\
\text{s.t.} \quad x \in ♦ \\
\text{s.t.} \quad x \in \Delta
\]  

(3.32)

Jaggi (2013)

Here Theorem 2.11 can be applied by writing \( f_0(x) = f_0(x) = f(A'x + b') + c^T x \) with \( A' = \tilde{A} \), \( b' = -b \) and \( c = 0 \). The corresponding \( f \) is strongly convex with parameter 1 and its gradient is Lipschitz continuous with parameter 1. To obtain the upper bound \( \delta(x) \) Theorem 2.6 is used with \( \text{gap}_{\text{FW}}(x) = \max_i (\tilde{A}x - \tilde{a}_i)^T (\tilde{A}x - b) \). Theorem 2.11 then becomes:

\[
(\tilde{a}_i - \tilde{A}x)^T (\tilde{A}x - b) > \sqrt{\max_i (\tilde{A}x - \tilde{a}_i)^T (\tilde{A}x - b)} \| \tilde{a}_i - \tilde{A}x \| \Rightarrow x^*_i = 0
\]  

(3.33)
Where \( \tilde{a}_i \) are the columns of \( \tilde{A} \). Since \( \tilde{A} \) contains the column vectors of \( A \) and \(-A\) a point \( a_i \) can be dropped from the original problem if the following two inequalities hold:

\[
(a_i - \tilde{A} x)^T (\tilde{A} x - b) > \sqrt{\max_i (\tilde{A} x - a_i)^T (\tilde{A} x - b)} \| a_i - \tilde{A} x \| \tag{3.34}
\]

\[
(-a_i - \tilde{A} x)^T (\tilde{A} x - b) > \sqrt{\max_i (\tilde{A} x + a_i)^T (\tilde{A} x - b)} \| a_i + \tilde{A} x \| \tag{3.35}
\]

**Observation 3.7.** As an example an approximate solution with \( \tilde{A} x = 0 \) can be tried, which gives:

\[
\pm a_i^T b > \sqrt{\max_i \pm a_i^T \| a_i \| \Rightarrow x_i^* = 0} \tag{3.36}
\]

Obviously this rule dismisses at most either of the points \( a_i \) and \( -a_i \), which would only give the sign of the corresponding variable in the original problem. It seems that this approximate solution is not of much help because it cannot discard any data point completely.

### 3.4 \( \ell_1 \)-regularized Optimization Problems

With the penalized version of the LASSO one example of problems with \( \ell_1 \)-regularization was mentioned in the previous section. Here, \( \ell_1 \)-regularized problems are discussed in general. Consider an optimization problem of the form:

\[
\min_{x \in \mathbb{R}^p} f(Ax + b) + c^T x + \lambda \|x\|_1 \tag{3.37}
\]

There are no constraints in this problem. That arises a problem, since as described in Chapter 2.1 the constraints are utilized to get conditions whether data points, in that case the columns of \( A \), influence the optimal solution. This issue is overcome by considering a dual formulation of the problem, which has constraints.

**Lemma 3.8.** Assume that \( f \) is strongly convex, then a dual formulation of the problem given in (3.37) is:

\[
\max_u \inf_z f(z) + u^T (b - z) \tag{3.38}
\]

\[
s.t. \quad \left| \frac{a_i^T u + c_i}{\lambda} \right| \leq 1 \quad \forall i \in \{1 : p\}
\]

**Proof.** The proof follows the idea Wang et al. (2012) used in the appendix of their paper to formulate a dual of the penalized version of the LASSO. To be able to construct the Lagrangian dual restrictions are required. By substituting \( z = Ax + b \) the problem reads:

\[
\min_{x \in \mathbb{R}^p} f(z) + c^T x + \lambda \|x\|_1 \tag{3.39}
\]

s.t. \( Ax + b = z \)

By Definition 1.11 the dual problem is then given by:

\[
\max_u \inf_{x, z} f(z) + c^T x + \lambda \|x\|_1 + u^T (Ax + b - z) \tag{3.40}
\]

s.t. \( Ax + b = z \)
At this point, the infimum with respect to $x$ is evaluated. It is attained at $x'$ iff $0$ is an element of the subdifferential \( \{ c + \lambda v + \mathbf{A}^T u \| v \|_\infty \leq 1 \land v^T x' = \| x' \|_1 \} \), i.e.:

\[
0 = c + \lambda v + \mathbf{A}^T u \\
\text{s.t.} \quad \| v \|_\infty \leq 1 \\
v^T x' = \| x' \|_1
\]  

(3.41)

Using the equation to diminish $v$, this gives the following conditions on $x'$:

\[
\begin{align*}
\| x' \|_1 &= v^T x' = \frac{-\mathbf{u}^T \mathbf{A} - c^T x'}{\lambda} \\
\| v \|_\infty &= \left\| \frac{\mathbf{A}^T \mathbf{u} + c}{\lambda} \right\|_\infty \leq 1
\end{align*}
\]

(3.42) (3.43)

From this it follows that \( \begin{array}{c}
\inf_x c^T x + \lambda \| x \|_1 + \mathbf{u}^T \mathbf{A} x = c^T x' + \lambda \| x' \|_1 + \mathbf{u}^T \mathbf{A} x' = 0
\end{array} \). The dual formulation reads now:

\[
\begin{align*}
\max_{\mathbf{u}} \inf_{\mathbf{z}} f(\mathbf{z}) - \mathbf{u}^T \mathbf{z} + \mathbf{u}^T \mathbf{b} \\
\text{s.t.} \quad \left\| \frac{\mathbf{A}^T \mathbf{u} + c}{\lambda} \right\|_\infty \leq 1
\end{align*}
\]

(3.44)

Which gives the result.

Considering the dual formulation (3.38) the $j$-th constricting inequality can be dropped or equivalently the data point $\mathbf{a}_j$ is non-influential if the inequality is strict at all optimal solutions:

\[
\left| \frac{\mathbf{a}_j^T \mathbf{u}^* + c_j}{\lambda} \right| < 1 \Rightarrow \mathbf{a}_j \text{ is non-influential}
\]

(3.45)

To get a screening rule Theorem 2.13 can be used. This requires an upper bound $\delta(\mathbf{u})$ on $\| \mathbf{u} - \mathbf{u}^* \|$, which can be obtained by either Lemma 2.4 or Theorem 2.6 assuming strong convexity with parameter $\mu$ for the dual objective as a function of $\mathbf{u}$. The latter requires to compute the gap function by solving a linear program. The screening rule then reads:

\[
\left| \frac{\mathbf{a}_i^T \mathbf{u} + c_i}{\lambda} \right| < 1 - \frac{1}{\lambda} \| \mathbf{a}_i \| \delta(\mathbf{u}) \Rightarrow \mathbf{a}_i \text{ is non-influential}
\]

(3.46)

**Remark.** Note that for this type of problem the screening uses a dual feasible point.

In the case of using the duality gap as bound $\delta$ a similar result was obtained by Ndiaye et al. (2015). Instead of Lagrange duality they used Fenchel duality to obtain the dual formulation of the problem. The only difference lies in the form of functions allowed. They additionally allow to optimize over matrices, which corresponds to applications like the group-LASSO. On the other hand they limit themselves to objectives of the form $\sum_{i=1}^m f_i(\mathbf{a}_i^T x)$. 

3.4 \( \ell_1 \)-regularized Optimization Problems

3.4.1 Penalized Variant of the LASSO

In the case of the penalized version of the LASSO the primal has the form (3.5), this needs to be brought to the form (3.37). Primed variables are the ones occurring in the latter. Which gives \( A' = A, \ b' = -b, \ c' = 0 \) and \( f(A'x' + b') = \frac{1}{2}\|A'x' + b'\|^2 \). Now the dual formulation after Lemma 3.38 is:

\[
\begin{align*}
\max_u \inf_z & \quad \frac{1}{2}\|z\|^2 + u^T(b - z) \\
\text{s.t.} & \quad \left| \frac{a_i^T u}{\lambda} \right| \leq 1 \quad \forall i \in \{1:p\} 
\end{align*}
\]  

(3.47)

The infimum with respect to \( z \) is attained at \( z' = z \). Hence the dual problem becomes:

\[
\begin{align*}
\max_u & \quad \frac{1}{2}\|u\|^2 + u^T(b - u) \\
\text{s.t.} & \quad \left| \frac{a_i^T u}{\lambda} \right| \leq 1 \quad \forall i \in \{1:p\} 
\end{align*}
\]  

(3.48)

The negative dual objective as a function of \( u \) is strongly convex with parameter 1. Using Lemma 2.4 on the dual problem to get an upper bound \( \delta(u) \) and the duality gap as suboptimality certificate the screening rule (3.46) reads:

\[
\left| \frac{a_i^T u}{\lambda} \right| < 1 - \|a_i\| \sqrt{\frac{2}{\lambda^2 \text{gap}(x, u)}} \Rightarrow a_i \text{ is non-influential} \Rightarrow x_i^* = 0
\]  

(3.49)

The second implication occurs because discarding a data point from the problem is in this case the same as setting the corresponding primal variable to zero. This is the exact rule Olivier Fercoq and Salmon (2015) obtained as GAP SAFE sphere rule.

It is also possible to use Theorem 2.6 to get an upper bound \( \delta(u) \). To do so it would be necessary to compute the gap function of the dual problem, which means that the following linear program has to be solved:

\[
\begin{align*}
\max_y & \quad -y^T(u - \frac{b}{\lambda}) \\
\text{s.t.} & \quad \left| a_i^T y \right| \leq 1 \quad \forall i \in \{1:p\} 
\end{align*}
\]  

(3.50)

As for the SVM with hinge loss and no bias it is not clear how using the gap function as upper bound \( \delta(x) \) compares to the other presented result.

3.4.2 \( \ell_1 \)-regularized Logistic Regression

Logistic regression is a classification method. There are \( m \) predictor variables and two labels, 1 and -1. The idea is to construct a model predicting the probability for a new point \( p \) to have label -1. A simple linear model \( P(p \ \text{has label} -1) = p^T x \) takes values in \( \mathbb{R} \), a probability should be in the \([0, 1]\) interval. To still be able to use a linear model the transformation \( x \rightarrow \frac{\exp(x)}{\exp(x) + 1} \) is used, which maps \( \mathbb{R} \) to the \([0, 1]\) interval. The model reads:

\[
P(p \ \text{has label} -1) = \frac{\exp(p^T x)}{\exp(p^T x) + 1}.
\]  

(3.51)
The task is now to find the parameter $x$ returning the "best" fit to given data. Assume there are $n$ data points $p_1$ to $p_n$, with the corresponding labels stored in the vector $y$. Denote the matrix containing the vectors $y_1p_1^T$ to $y_np_n^T$ as rows by $A$. The columns of $A$ are $a_1$ to $a_m$, each of them represents the values for one predictor variable. For that problem screening corresponds to excluding predictor variables. The "best" fit is now defined as the one that would have the highest probability to get the given data, if it was the true data generating process. This gives the optimization problem:

$$\arg\max_x \prod_{y_i=-1} \frac{1}{\exp(-p_i^T x) + 1} \prod_{y_i=1} \frac{1}{\exp(p_i^T x) + 1}. \quad (3.52)$$

It is easier to optimize over sums and since log is monotonous, it is possible to solve the following problem instead:

$$\arg\max_x \sum_{i=1}^n \log(\exp(y_ip_i^T x) + 1). \quad (3.53)$$

Or equivalently:

$$\arg\min_x \sum_{i=1}^n \log(\exp(y_ip_i^T x) + 1). \quad (3.54)$$

For high dimensional data typically a regularization term is added to avoid over-fitting. This gives the problem this section is about:

$$\min_x \lambda \|x\|_1 + \sum_{i=1}^n \log(\exp(y_ip_i^T x) + 1). \quad (3.55)$$

To apply the results of Section 3.4 this needs to be brought to the form (3.37). Which gives $b = c = 0$ and setting $Ax = w$ one gets $f(w) = \sum_{i=1}^n \log(\exp(w_i) + 1)$, since the rows of $A$ were $y_ip_i^T$. The screening rule (3.46) has the same form as before:

$$\left|a_i^T u_\lambda\right| < 1 - \frac{1}{\lambda} \|a_i\| \delta(u) \Rightarrow a_i \text{ is non-influential}. \quad (3.56)$$

$u$ is the dual variable, hence the important part here is to write down the dual formulation after Lemma 3.8 and determining its parameter of strong convexity with respect to $u$. $\delta(u)$ is an upper bound on $\|u - u^*\|$ which can be obtained by Lemma 2.4 or Theorem 2.6. Using the duality gap as suboptimality certificate we get the same as in the penalized variant of the LASSO:

$$\left|a_i^T u_\lambda\right| < 1 - \|a_i\| \sqrt{\frac{2}{\lambda^2} \text{gap}_D(x, u)} \Rightarrow a_i \text{ is non-influential} \Rightarrow x_i^* = 0 \quad (3.57)$$

The dual formulation after Lemma 3.8 is given by:

$$\max_{u \in (0, 1)^n} -\sum_{i=1}^n \log(1 - u_i) - \sum_{i=1}^n u_i \log \frac{u_i}{1 - u_i} \quad \text{s.t. } \left|a_i^T u_\lambda\right| \leq 1 \quad \forall i \in \{1 : p\} \quad (3.58)$$

The objective is strongly convex with parameter $4$, since its second derivative is always bigger than $4$ for $u$ in $(0, 1)^n$. Running the framework described by Ndiaye et al. (2015) would lead to the same result. As before it would also be possible to use the gap function as upper bound $\delta(u)$, which would require to solve a linear problem.
Chapter 4

Summary

4.1 Related Work

Screening rules experienced increasing attention in the past couple of years. One of the first papers trying to reduce the problem size by removing non-influential data points addressed the minimum enclosing ball problem. Ahipa¸sao˘glu and Yildirim (2008) argued that knowing that a point lies in the interior of the minimum enclosing ball, it can be removed from the problem without changing the result. Given an approximate solution they found an threshold for the distance of a point to the current centre by geometric considerations. If the distance is lower than this threshold, the point lies in the interior of the minimum enclosing ball. Källberg and Larsson (2014) were able to find an even higher threshold. They used weak duality to get tighter bounds on the distance between current and optimal centre.

For sparse least squares linear regression, known as the LASSO, screening rules have been an even more active topic. It is a widely used technique, because it automatically does variable selection, i.e. most entries of the optimal solution are zero. After the first screening rule on the penalized version of the LASSO proposed by Ghaoui et al. (2010), there have been a couple of extensions and alterations. The goal there is to identify zero-entries of the optimal solution. They all have in common that they look at a dual formulation of the problem. Then a region $S$ as small as possible containing the dual optimal solution is constructed. From there it has to be checked for each dimension of the primal solution whether there exists a dual feasible points in that region fulfilling an optimality condition. In Ghaoui et al. (2010) the region $S$ is constructed from optimality conditions and the knowledge that – for high enough regularization parameter $\lambda$ – the primal optimal solution is zero. There were several ideas on how to shrink that region. Usually the problem has to be solved for several regularization parameters. Therefore Wang et al. (2012) decided to take the known solution for a higher regularization parameter into account. Rules based on this approach are usually referenced as sequential screening rules. A good overview up to this point is given in Xiang, Wang, and Ramadge (2014). In Wang, Zhou, Liu, Wonka, and Ye (2014) they follow the same strategy to obtain a screening rule for $\ell_1$-regularized logistic regression. Another promising way of shrinking the region $S$ is to use information already calculated in the form of approximate solutions, as done in the minimum enclosing ball cases. This allows for iterative computations to screen in each step of the iteration. Bonnefoy et al. (2014) and Bonnefoy, Emiya, Ralaivola, and Gribonval (2015) introduced this approach. Olivier Fercoq and Salmon (2015) describe how to use the duality gap
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at the current approximation to construct $S$. In Ndiaye et al. (2015) they were able to
generalize the result for $\ell_1$-regularized objectives with Lipschitz gradient.

A third area where screening rules were discussed are support vector machines, which are
large margin linear classifiers. Ogawa et al. (2014) considered the version with hinge loss
following a similar approach as Ghaoui et al. (2010). They constructed two balls contain-
ing the optimal solution, so it has to be in their intersection. One of them is constructed
from an approximate solution, the other one from the known solution for a different pa-
rameter. Then they also checked which optimality conditions can be fulfilled by points in
the intersection. Wysling (2015) considered the squared loss case and studied a screening
rule by pure geometric considerations.

All rules mentioned so far are safe rules in the sense that they only remove non-influential
points from a problem. In contrast to that so called ”strong” rules were invented by Tib-
shirani, Bien, Friedman, Hastie, Simon, Taylor, and Tibshirani (2012). They discard more
dimensions but are known to sometimes dismiss dimensions which would have contributed
to the optimal solution, which makes post-processing necessary.

The variety of problems studied already gives rise to the question if there is a general
strategy behind which can be used for all of them. This thesis tackles this question.

4.2 Results

Given a convex optimization problem, a screening rule can be obtained following three
steps:

- first, the KKT conditions are written down and complementary slackness is used to
  get a condition for a data point to be non-influential. For the domains considered in
  this thesis those conditions are listed in Table 4.1.

- Second, an approximate solution is used to gather information about the optimal
  points. The properties used to do to are summarized in Table 4.2.

- Third, the condition for a data point to be non-influential is formulated independent
  of the optimum using the obtained information. This is the screening rule. Table
  4.3 shows general screening rules for specific domains.

The obtained screening rules were applied to specific problems. The implications are
summarized in Table 4.4.

4.3 Impact of the Results

This thesis provides a general framework to think about screening rules for arbitrary
convex problems. The relation between existing work on screening rules for the minimum
enclosing ball, support vector machines and the LASSO is shown. Additionally a pure
algebraic view on screening rules without geometric considerations was developed. In
the case of the minimum enclosing ball, it was possible to get a screening rule which
dismisses at least the same and probably more points than the screening rule by Källberg
and Larsson (2014). For $\ell_1$-regularized problems, including the penalized version of the
LASSO and $\ell_1$-regularized logistic regression, it was possible to reproduce the results that
Ndiaye et al. (2015) obtained, which is the most recent paper on the topic.
4.3 Impact of the Results

<table>
<thead>
<tr>
<th>Domain</th>
<th>Problem</th>
<th>Condition</th>
</tr>
</thead>
</table>
| Unit Simplex     | $\min_x f_0(x)$  
  s.t. $-x \leq 0$  
  $1 - 1^T x = 0$ | $(e_i - x^*)^T \nabla f_0(x^*) > 0 \Rightarrow x_i^* = 0$ |
| Box Constraints  | $\min_x f_0(x)$  
  s.t. $0 \leq x \leq C1$ | $e_i^T \nabla f_0(x^*) > 0 \Rightarrow x_i^* = 0$  
  $e_i^T \nabla f_0(x^*) < 0 \Rightarrow x_i^* = C$ |
| Polytope Constraints | $\min_x f_0(x)$  
  s.t. $A^T x \leq b$ | $a_i^T x^* < b_i \Rightarrow a_i$ is non-influential |

Table 4.1: Summary of the conditions that can be used to reduce the problem size for the given domains. At this point they still depend on the optimal solution $x^*$ and therefore are no screening rules yet.

<table>
<thead>
<tr>
<th>Source</th>
<th>Restriction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strong Convexity</td>
<td>$|Ax^* - Ax|^2 \leq \frac{2}{\mu} (f(Ax^* + b) - f(Ax + b))$</td>
</tr>
<tr>
<td>Gap Function</td>
<td>$|Ax - Ax^*|^2 \leq \frac{1}{\mu} gap_{FW}(x)$</td>
</tr>
<tr>
<td>Lipschitz Gradient</td>
<td>$|\nabla f(Ax + b) - \nabla f(Ax^* + b)| \leq L \delta(x)$</td>
</tr>
</tbody>
</table>

Table 4.2: Summary of the information on the optimal solution $x^*$ used in this thesis to get screening rules.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Problem</th>
<th>Screening Rule</th>
</tr>
</thead>
</table>
| Unit Simplex         | $\min_x f_0(x)$  
  s.t. $-x \leq 0$  
  $1 - 1^T x = 0$ | $(e_i - x)^T (A^T \nabla f(Ax + b) + c) > L \delta(x) \|a_i - Ax\|  
  \Rightarrow x_i^* = 0$ |
| Box Constraints      | $\min_x f_0(x)$  
  s.t. $0 \leq x \leq C1$ | $a_i^T \nabla f(Ax + b) + c_i > L \|a_i\| \delta(x) \Rightarrow x_i^* = 0$  
  $a_i^T \nabla f(Ax + b) + c_i < -L \|a_i\| \delta(x) \Rightarrow x_i^* = C$ |
| Polytope Constraints | $\min_x f_0(x)$  
  s.t. $A^T x \leq b$ | $a_i^T x < b_i - \|a_i\| \delta(x) \Rightarrow a_i$ is non-influential |

Table 4.3: Summary of the general screening rules developed in this thesis.
<table>
<thead>
<tr>
<th>Name</th>
<th>Problem</th>
<th>Screening Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>Squared Loss SVM</td>
<td>(\min_{x} \frac{1}{2} x^T A^T A x) s.t. (-x \leq 0) (1 - 1^T x = 0)</td>
<td>((a_i - A x)^T A x &gt; \sqrt{\text{gap}_{FW}(x)} | a_i - A x | ) (\Rightarrow x_i^* = 0)</td>
</tr>
<tr>
<td>Hinge Loss SVM</td>
<td>(\max_{x} x^T 1 - \frac{1}{2} x^T A^T A x) s.t. (0 \leq x \leq C 1)</td>
<td>(a_i^T A x + 1 &gt; | a_i | \sqrt{2 \text{gap}_D(x)} \Rightarrow x_i^* = 0) (a_i^T A x + 1 &lt; -| a_i | \sqrt{2 \text{gap}_D(x)} \Rightarrow x_i^* = C)</td>
</tr>
<tr>
<td>MEB</td>
<td>(\max_{x} - x^T A^T A x + \sum_{j=1}^{p} a_j^T a_j x_j) s.t. (-x \leq 0) (1 - 1^T x = 0)</td>
<td>(| a_i - c | &lt; \sqrt{\frac{x^2}{| a_i - c |}} - 2 \sqrt{R^2 - r^2} \Rightarrow a_i\text{ lies in interior})</td>
</tr>
<tr>
<td>LASSO Constrained Variant</td>
<td>(\min_{x} \frac{1}{2} | A x - b |^2) s.t. (| x |_1 \leq s)</td>
<td>((\pm a_i - A \bar{x})^T (A \bar{x} - b) &gt; \sqrt{\max_i (A \bar{x} - a_i)^T (A \bar{x} - b) | a_i - A \bar{x} |}) (\Rightarrow \bar{x}_i^* = 0)</td>
</tr>
<tr>
<td>LASSO Penalized Variant</td>
<td>(\min_{x} \frac{1}{2} | A x - b |^2 + \lambda | x |_1)</td>
<td>(\frac{a_i^T (A x - b)}{\lambda} &lt; 1 - | a_i | \sqrt{\frac{2}{\lambda} \text{gap}_D(x)}) (\Rightarrow x_i^* = 0)</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>(\min_{x} \lambda | x |<em>1 + \sum</em>{i=1}^{n} (-y_i p_i^T x + \log(\exp(p_i^T x) + 1)))</td>
<td>(\frac{a_i^T u}{\lambda} &lt; 1 - | a_i | \sqrt{\frac{2}{\lambda} \text{gap}_D(x, u)}) (\Rightarrow a_i\text{ is non-influential})</td>
</tr>
<tr>
<td>(\ell_1)-regularized Optimization Problems</td>
<td>(\min_{x \in \mathbb{R}^p} f(A x + b) + c^T x + \lambda | x |_1)</td>
<td>(\frac{a_i^T u + c_i}{\lambda} &lt; 1 - \frac{1}{\lambda} | a_i | \delta(x)) (\Rightarrow a_i\text{ is non-influential})</td>
</tr>
</tbody>
</table>

Table 4.4: Summary of the screening rules on specific problems, derived from the general rules developed in this thesis. For the MEB \(r\) is the radius of the ball corresponding to the current approximate solution, i.e. \(r = \sqrt{-x^T A^T A x + \sum_{j=1}^{p} a_j^T a_j x_j}\). \(R\) is given by \(\max \| c - a_j \|\) and \(c = A x\). For the constrained variant of the LASSO \(\bar{A}\) is the matrix \([A| - A]\). In the logistic regression case and for the \(\ell_1\)-regularized optimization problems, the vector \(u\) corresponds to a dual feasible solution.
4.4 Future Work

On the basis of this thesis there are several directions one could continue studying. By looking at other types of constraints and objective functions it should be possible to get further screening rules. One particular direction would be to look whether it can be useful to determine entries of optimal solutions for problems not depending on some data matrices.

It is also possible to include more information about the optimal solution into the analysis. In this thesis, either the gap function or a suboptimality certificate combined with weak duality are used to bound the distance of optimal solutions to the current approximation. In Section 2.2 further information on the optimal solution not yet used in this thesis is mentioned. For example Olivier Fercoq and Salmon (2015) used already something comparable to Lemma 2.10 for the penalized version of the LASSO.

Another direction would be to run simulations checking the performance of the screening rules given in this thesis. This is particularly interesting for the MEB problem and how it compares to the screening rule in Källberg and Larsson (2014). As well it could be interesting to check the performance of the rules for hinge loss SVM, the penalized version of the LASSO and $\ell_1$-regularized problems using the gap function as upper bound for the distance between current approximation and optimal solutions.
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