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3D inversion and resolution analysis of land-based CSEM data from the Ketzin CO₂ storage formation

Alexander V. Grayver¹, Rita Streich², and Oliver Ritter¹

ABSTRACT

We evaluated 3D inversion of land controlled-source electromagnetic (CSEM) data collected across the Ketzin CO₂ storage formation. A newly developed, parallel and distributed 3D inversion code, which is based on a direct forward solver, has been used. This inversion scheme allowed us to calculate the Jacobian matrix explicitly within a reasonable time and use it to calculate regularization parameters, inspect survey coverage, and carry out resolution analysis. After demonstrating that the magnetic field components are sensitive to conductors only, whereas the electric field components are sensitive to all features of interest, we continued to work with electric field data only. Estimates of data uncertainty obtained from robust processing were used for automated data preselection and weighting during inversion. We tested different regularization techniques and a range of starting models to explore the model space and assess the influence of regularization on the inversion images. We further demonstrated an approach for handling numerical singularities due to sources located inside the inversion domain. We estimated survey coverage, horizontal and vertical resolution, and depth penetration using cumulative sensitivity, point spread functions, and depth-resolution plots. Based on data fit analysis, we determined a preferred subsurface conductivity model, which we compared to an independent regional structural geological model, and we provided an interpretation for the structures resolved. The inversion approach we used provides robust results in good agreement with known geology, offers new possibilities for model assessment, and should be transferable to other CSEM data sets.

INTRODUCTION

To date, controlled-source electromagnetic (CSEM) in the frequency domain is predominantly used for offshore (Constable, 2010) and airborne (Siemon et al., 2009) studies in the industrial and academic domains. Whereas airborne configurations necessitate inductive source excitation, present-day marine CSEM (mCSEM) most commonly uses horizontal dipole sources galvanically coupled to the sea (Constable, 2013). A horizontal electric source generates horizontal and vertical current flow, thus facilitating the imaging of conductive and resistive targets.

Analogous applications of frequency-domain CSEM with galvanic sources on land have rarely been reported, although feasibility studies exist (e.g., Wirianto et al., 2010). This is likely due to a variety of reasons, including difficulty in deploying sources of sufficient strength, weakening of subsurface responses compared to marine CSEM responses by the signal traveling through air (Constable, 2010), frequent occurrence of near-surface inhomogeneity complicating data interpretation, and the necessity to operate at relatively large source-receiver distances where signal levels are low and abundant noise may severely distort the data.

Many previous land EM applications interpreted the data in the time domain (e.g., Keller et al., 1984; Hördt et al., 2000; Kalscheuer et al., 2007) and used magnetic dipole sources (Kurtz et al., 1989; Mitsuhashi et al., 2006; Minsley et al., 2012; Perez-Flores et al., 2012). Unfortunately, standard transient EM (TEM) configurations with magnetic dipole sources have limited capability of resolving resistors (Chave, 2009). At the same time, the time and frequency domains are equivalent in theory, being related through a unique transform. Recent work demonstrates similar resolution properties for time- and frequency-domain EM methods in marine and airborne configurations (Yang and Oldenburg, 2013).
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tical restrictions in populated areas with abundant infrastructure. In addi-
ction, whereas treating the sources as unit dipoles is adequate for many mCSEM surveys, kilometer-long sources cannot be approxi-
mated by idealized unit dipoles without introducing significant errors (Streich and Becken, 2011). Therefore, we need to handle real source geometries accurately while keeping run times reasonable. Furthermore, whereas water conductivity can be measured in situ and kept fixed for many mCSEM inversions, grounded land trans-
mitters are located inside the portion of the model being updated during inversion. Numerical singularities arise in model cells that contain parts of a transmitter. Therefore, special care is required to prevent severe artifacts in these regions, which may otherwise corrupt the inversion.

This work is a practical application study of 3D land CSEM inversion. We begin with a brief description of the inversion algo-
thesis applied (Grayver et al., 2013). The field experiment carried out across the Ketzin CO_2 storage formation is then described. Based on the field survey layout and noise conditions, we select a nonredundant data subset for inversion. We then present 3D inv-
versions of the real data and discuss technical aspects that were crucial for obtaining models that reasonably explain the observed data. Specifically, we focus on real source handling, the definition of starting models, and the effects of different regularization tech-
niques. Based on these studies and the overall data fit, we select a preferred model. For this model, we present detailed analyses of data fit and cumulative sensitivity, and we estimate spatial reso-
lution using point spread functions (PSFs) and depth penetration using depth-resolution plots. Finally, we compare the preferred resistivity model with an independent regional structural geologic model.

FORWARD MODELING

The forward solver used in this study is based on a finite-
difference approximation of the vector Helmholtz equation for the electric field (Streich [2009], equation 3). We solve this equation using a direct solver. This provides robustness and ef-
ciency for multiple transmitters and Jacobian matrix calcula-
tions (Grayver, 2013). To model realistic source geometries accurately without using very fine meshes in the vicinity of the source, we exploit a secondary-field approach (Newman and Alumbaugh, 1995).

INVERSION ALGORITHM

We minimize the nonlinear functional (Menke, 1984)

$$\phi(m) = \frac{1}{2} \phi_d(m) + \beta \phi_m(m).$$  \hspace{1cm} (1)

The term $\phi_d(m)$ represents the data misfit in the form of the weighted $L_2$-norm

$$\phi_d(m) = (f(m) - d^{obs})^T W_d (f(m) - d^{obs}),$$  \hspace{1cm} (2)

where vectors $m \in \mathbb{R}^{N_m}$ and $d^{obs} \in \mathbb{C}^{N_d}$ represent the model parameters (in this case, electric resistivities) and measured data, respec-
tively; scalars $N_m$ and $N_d$ denote the numbers of model parameters and complex data values; and $f(m): \mathbb{R}^{N_m} \rightarrow \mathbb{C}^{N_d}$ is the forward operator. The superscript $H$ denotes conjugate transpose. The diagonal weighting matrix $W_d \in \mathbb{R}^{N_d \times N_d}$ is given by

$$W_d = \text{diag} \left( \frac{1}{\left| d^{obs}_i \right|^2} \right); \quad i = 1, \ldots, N_d,$$  \hspace{1cm} (3)

where estimates of data errors $\sigma_i$ are obtained from data processing and expressed as fractions of data amplitude and $\epsilon = 10^{-15}$ is the absolute error floor.

The stabilizing functional $\phi_m(m)$ (Tikhonov and Arsenin, 1977; Zhdanov, 2002) in equation 1 regularizes the ill-posed inverse problem and constrains the solution. The regularization parameter $\beta \geq 0 \in \mathbb{R}$ controls the influence of the regularization term.

Applying a second-order Taylor expansion to equation 1 and dropping second-order derivative terms results in the Gauss-Newton approximation of the expansion. Enforcing the necessary condition that the first derivative is zero at local minima then allows us to write the system of normal equations:

$$(Re\{\tilde{J}^H \tilde{J} \} + \beta K) \delta m = -(Re\{\tilde{J}^H \tilde{d} \} + \beta K (m - m^{ref})).$$  \hspace{1cm} (4)

Here, $\delta m \in \mathbb{R}^{N_m}$ is a model update vector, $J = W_d J \in \mathbb{C}^{N_d \times N_m}$ is the weighted sensitivity matrix, and $\tilde{d} = W_d (f(m) - d^{obs})$ is the weighted data residuals. The regularization matrix $K$ is a discrete representation of the stabilizing functional. In this work, we use $K = L^H L$ with the matrix $L$ being a 3D finite-difference approx-
imation of the Laplacian and $K = I$, which provides a minimum-
norm solution (Zhdanov, 2002). The matrix on the left side of equation 4 is the regularized approximate Hessian. The right side is the negative gradient representing the descent direction.

We solve the system of normal equation 4 using a conjugate gra-
dient (CG) algorithm (Golub and van Loan, 1996). A new model is derived as the sum of the current model and a scaled model update vector obtained from equation 4

$$m_{n+1} = m_n + \alpha \delta m_n,$$  \hspace{1cm} (5)

where the step length $\alpha$ controls the magnitude of the model update. A suitable step length is determined using a line-search algorithm (Nocedal and Wright, 1999). To ensure that the model parameters stay within physically reasonable limits, we use bounded transfor-
ations of the conductivity as described in Kim and Kim (2011).

We have found that a reasonable starting guess for the regulari-
zation parameter can be calculated using
where $\gamma \in [0, 1]$. The division by the iteration count $n_{\text{iter}}$ implements a cooling approach (Haber et al., 2000). The scaling factor $\beta_{L_2}$ is recalculated at each inversion iteration as (Grayver et al., 2013; Schwarzbach and Haber, 2013)

$$\beta_{L_2} = \frac{\gamma \beta_{L_2}}{n_{\text{iter}}},$$

(6)

$$\beta_{L_2} = \frac{||\text{Re}\{\mathbf{J}^H \mathbf{J}\}||_2}{||\mathbf{K}||_2},$$

(7)

We can calculate the $L_2$-norms of these matrices efficiently because we precompute the Jacobian and sparse regularization matrices (Grayver et al., 2013). The scaling factor $\beta_{L_2}$ weights the data- and regularization-related terms equally and represents a practical upper bound for the regularization parameter.

The inversion scheme has been implemented in a fully distributed manner to run efficiently on modern computational platforms. The code extensively uses the PETSc library (Balay et al., 2012) for distributed linear algebra. Its interface to the distributed direct solver MUMPS (Amestoy et al., 2006) is used in the forward modeling. Furthermore, we use model domain decomposition to parallelize the primary field calculations. We have also parallelized the code over frequencies because the solutions for different frequencies can be obtained independently. This multilevel parallelization ensures that the workload is distributed evenly over all $N_{\text{proc}}$ processes used, and each process only requires memory for approximately the $1/N_{\text{proc}}$th part of any allocated matrix or vector.

### FIELD EXPERIMENT

A land CSEM survey was carried out across the CO$_2$ storage formation at Ketzin, Germany. The location of the survey area and acquisition geometry are shown in Figure 1. For the remainder of the paper, we adopt a local coordinate system with the $x$- and $y$-axes aligned with geographic north and east, respectively. The origin of the local coordinate system is located at the bottom-left corner of the box displayed in Figure 1. Eight CSEM transmitters and 39 five-component receivers were deployed along an 11-km-long receiver line centered at the CO$_2$ injection site. The regional geology is generally well studied (e.g., Förster et al., 2006), rendering it well-suited for testing newly developed hardware and imaging tools such as 3D CSEM. Altitude differences throughout the survey area do not exceed 30 m. Therefore, we can reasonably assume flat topography in our inversions and avoid computationally expensive and numerically difficult handling of topography (Commer et al., 2005). Unfortunately, the site is located in a populated region with abundant infrastructure. Nearby railways, major power lines, an array of wind turbines, and a gas pipeline that carried pulsed anticorrosion currents and crossed the receiver line at $y \approx 7$ km (see Figure 1), all caused strong cultural noise and distorted the CSEM data. We used strong currents up to 40 A and relatively long operation times of 12–14 h per transmitter to obtain adequate signal-to-noise ratios.

The transmitter used in the survey (Figure 2) simultaneously injects currents through three grounded electrodes (Streich et al., 2013). The three currents are determined as

$$I_i = I(\omega) \cos(120^\circ(i - 1) + \psi); \quad i \in \{1, 2, 3\},$$

(8)

where $I(\omega)$ is a predefined waveform and the angle $\psi$ can be adjusted during operation of the transmitter. The constant $120^\circ$ phase
shifts between the three current waveforms imply that the sum of the currents is zero at all times. Therefore, we can write any field component \( F \) in the frequency domain in terms of two source currents as

\[
F = (T_{13}^F \ T_{23}^F) \left( \begin{array}{c} I_1 \\ I_2 \end{array} \right).
\]

Here, \( I_1 \) and \( I_2 \) can be any two of the source currents and \( T_{13}^F = T_1^F - T_3^F \) and \( T_{23}^F = T_2^F - T_3^F \) are the corresponding response functions (for brevity, the frequency dependency of all quantities is omitted). These response functions contain the desired information on subsurface resistivity but also depend on the source geometry. Response functions and their uncertainties have been obtained from statistically robust processing.

### DATA SELECTION

The collected data set contains five EM field components within the frequency range of 1/64–150 Hz. For each field component, three different response functions can be determined, corresponding to different sets of source currents in equation 9. The entire data set then comprises approximately 90,000 complex data values at 20 different frequencies. Parts of the collected data are redundant because of overlapping information in different frequencies and EM field components and as a result of the transmitter setup with linearly dependent currents (Grayver, 2013). Redundant data enlarge the null space of the Jacobian matrix; including redundant data in inversions requires additional computational resources without improving the solution (Jupp and Vozoff, 1975). To run 3D inversion efficiently, we aim to find a nonredundant data subset that effectively contains all of the subsurface information and allows us to run multiple inversions within manageable time.

Because only two of the three response functions we obtain from the data are linearly independent, we can discard one of them. For each transmitter and field component, we discard one response function at all receivers and frequencies. We anticipate that this preserves some important yet somewhat noisy low-amplitude features better than point-by-point selection of response functions. To determine which response to discard, we count the number of data points with estimated uncertainty higher than 12% of the data amplitude. Then, the response with the largest number of such poorly determined data values is dropped. The threshold of 12% represents the standard deviation of the estimated uncertainties.

Examples of the three response functions for transmitter Trx06 and all receivers are shown in Figure 3. The response \( T_{13}^F \) generally has the lowest amplitudes and the largest number of noisy data values. For the source-receiver geometry used, \( E_x \) fields due to electrodes 1 and 3 (depicted in Figure 2) of this transmitter partially cancel out each other. This results in low data amplitudes for \( T_{13}^{E_x} = T_1^{E_x} - T_3^{E_x} \), which are difficult to determine precisely because of the high level of cultural noise in the survey area.

Furthermore, we select five frequencies at approximately logarithmically uniform spacing, namely, 0.0622, 0.156, 0.392, 0.986, and 6.22 Hz. This frequency range is significantly wider than ranges commonly used in mCSEM inversion (Commer and Newman, 2008; Weitemeyer et al., 2010), which may partially compensate for the sparser land survey geometry. Synthetic and real data tests showed that denser frequency spacing or additional use of higher frequencies did not result in more detailed images of subsurface structure.

Magnetic fields generally have little sensitivity to resistive objects (e.g., Oldenburg et al., 2013). In contrast, electric field components are sensitive to resistors and conductors (e.g., Weiss and Constable, 2006). To demonstrate sensitivities of the different field components to the expected subsurface structure, we run synthetic inversions using the real acquisition geometry. We embed resistive and conductive blocks of 50 and 1 \( \Omega \)m in a homogeneous half-space of 5 \( \Omega \)m. The blocks have dimensions of 3.0 \( \times \) 2.5 \( \times \) 0.1 km and are located in the center of the model with their tops at a depth of 0.6 km (Figure 4a and 4d). We used three frequencies of 0.1, 1, and 10 Hz, which cover a similar range as the frequencies extracted from the field data. Two percent random noise is added to the synthetic data generated for these models.

For each model, we separately invert the horizontal electric and magnetic field components. We use data for transmitter-receiver distances larger than 700 m, resulting in 5472 complex data values. The inversion domain is limited to the subsurface region, excluding boundary cells added to ensure the validity of boundary conditions.

![Figure 3. Amplitudes of the three response functions (a) \( T_{13}^{E_x} \), (b) \( T_{13}^{E_y} \), and (c) \( T_{13}^{E_z} \) derived for field component \( E_x \) and transmitter Trx06 (see Figure 1). Each vertical column represents data for one receiver. Data with estimated uncertainties larger than 12% are not shown. The response function \( T_{13}^{E_x} \) (b) is noisier than the other two. The horizontal axis shows distance along the black line depicted in Figure 1.](image-url)
in forward modeling. The data do not constrain conductivity in the boundary cells. We found that excluding these cells virtually did not influence the inversion results in the region of interest while reducing the size of the inversion problem. With data error \( r_i \) (see equation 3) defined as 2% of the data amplitudes, all inversions fit the data equally well within the noise level. As expected, the magnetic field components are not sensitive to the resistive block (Figure 4b and 4c), whereas the electric field components resolve the resistor reasonably well. The conductive block is resolved by the electric and magnetic fields and is better focused in the image obtained from the electric field components (Figure 4e and 4f). This test indicates that the magnetic field data are unlikely to add subsurface information to that contained in the electric field data. This observation was confirmed when we tested using real magnetic field data in the inversion. Therefore, we only include the horizontal electric field components in the real data inversion.

Finally, based on inspection of data uncertainty levels and data consistency along the receiver line and over frequencies, we drop data with estimated uncertainties higher than 12%. This resulted in rejection of approximately 18% of the data values. We also drop data for all receivers located within 700 m of any of the source electrode positions because near-source data are strongly influenced by local near-surface inhomogeneities and have little sensitivity to deeper structure. The resulting data subset used in the inversion contains 3957 complex data values. The data error estimations obtained during data processing are used to weight the data in the inversion. Because there is no rigorous criterion for distinguishing noise from data, we refrain from manually masking any data points beyond the selection procedure described to avoid introducing possible bias. To preserve information on uncertainty in the data weighting matrix (equation 3), we use an error floor of 2% (i.e., \( r_i = \max(0.02, r_{i,\text{proc}}) \)) for processing error estimates \( r_{i,\text{proc}} \).

**INVERSION OF REAL DATA**

**Discretization**

We define an inversion domain of 15 x 10 x 2.8 km that includes all transmitters and receivers. The inversion domain is discretized using a grid of 40 x 40 x 40 cells with uniform \( x \) and \( y \) cell sizes of 375 x 250 m. In the \( z \)-direction, we use one cell of 5-m thickness at the surface. Subsequent cells grow in size up to 50 m, and a constant size of 50 m is used at depths below 200 m. At the top of the model, an air layer having a resistivity of 5 \( \Omega \)m is added. To prevent boundary artifacts in forward modeling, the inversion domain is augmented by padding cells that grow in size at a factor of 1.5. To determine the necessary number of padding cells, we successively augmented the inversion domain until the calculated responses remained constant, indicating that the boundary conditions were sufficiently fulfilled. The final grid, including padding cells, has a size of 30 x 34 x 25 km and consists of 50 x 54 x 80 cells.

To verify the quality of the grid, we compare a 3D numerical solution to a 1D quasianalytical solution for the layered model shown in Figure 5a, which represents the anticipated resistivity structure. The background model for 3D forward modeling was a homogeneous half-space of 5 \( \Omega \)m. A histogram of amplitude ratios between numerical and quasianalytical solutions for the horizontal electric field components is shown in Figure 5b. Although 73% of the data values obtained from 3D modeling are within \( \pm 2\% \) of the quasianalytical results, some values have significantly larger errors. To analyze the errors further, we display in Figure 6 horizontal electric fields and amplitude ratios for all transmitters at a frequency of 0.98 Hz. As expected, the largest errors occur near the transmitters, where the EM field exhibits particularly strong variations that cannot be captured accurately within the used discretization. Nevertheless, because we drop the data points within 700 m from any of the transmitter electrodes, most of these inaccuracies do not affect our data. This is shown in the histogram in Figure 5c that excludes data near the transmitters and values for which uncertainties of the real data exceed 12%; this corresponds exactly to the data subset used in the inversion. For this subset, 78.4% of the data have errors less than \( \pm 2\% \) and 88.7% of the data have errors less than \( \pm 3\% \). The overall mean percentage difference is 2.2%. Similar results have previously been reported in Weitemeyer et al. (2010).

Increasing the widths of the boundary regions did not result in more accurate modeling results. The accuracy could be improved further by refining the grid (Figure 5d). This, however, would increase the number of unknowns. Given the same amount of data, the inversion would then become more ambiguous and less stable. To overcome this trade-off and achieve highly accurate forward modeling when inverting data sets that require coarse inversion grids, we are considering separating the forward modeling and inversion grids (Commer and Newman, 2008).

**Inversion parametrization**

Unless otherwise stated, we use smoothing regularization and run 500 CG iterations to solve equation 4. Additionally, the CG solver is terminated if the normalized relative residual reaches a value of 10\(^{-3}\). All inversions were terminated after 30 Gauss-Newton iterations. The discrete Laplacian matrix, having entries proportional to 1/\( \alpha r^2 \); \( \alpha = x, y, z \), imposes relatively strong smoothing in the
vertical direction as a result of the smaller vertical cell sizes. Therefore, we used a vertical to horizontal smoothing ratio of 1:5 to achieve similar smoothing in the vertical and horizontal directions. Depending on the stabilizing functional and its spectrum, different ranges of suitable values for $\gamma$ in equation 6 can be inferred. For smoothing regularization, we found that for many synthetic and real inversions, $\gamma \in [0.01,0.1]$ provides reasonable results (Grayver et al., 2013). Therefore, we used $\gamma = 0.04$ in this work (for a test with minimum-norm regularization, $\gamma = 10^{-4}$ was used). For all inversions shown, we constrained resistivity to the interval $0.2 < \rho < 10000 \, \Omega \cdot m$.

### Starting model

The inversion based on the Gauss-Newton minimization method searches for a local minimum given an initial position in the objective functional space. Therefore, inversions should be run with different starting models to investigate the model space and the stability of the obtained results.

We tested a range of homogeneous half-space starting models of different resistivity. Figure 7b–7d shows inversion results obtained by starting from homogeneous half-spaces of 1, 5, and 20 $\Omega \cdot m$, respectively. In what follows, we will provide root-mean-square (rms) values for the models shown. The rms is calculated as

$$\text{rms} = \sqrt{\frac{\phi_x(m)}{N_d}}.$$  \hspace{1cm} (10)

Notably, the lowest rms of 12.9 is achieved for starting from a 1 $\Omega \cdot m$ half-space. The image, however, appears inconsistent and noisy. The image obtained for a starting half-space model of 20 $\Omega \cdot m$ has a significantly higher final rms of 23.3. The image obtained for starting from a 5 $\Omega \cdot m$ half-space has a relatively low rms of 13.5.

In addition, we tested a starting model obtained from a set of 1D inversion results (Figure 7e). Gauss-Newton-type 1D inversions were carried out using a different data subset containing all four horizontal EM field components and 20 frequencies. A homogeneous 7-$\Omega \cdot m$ half-space was used as the starting model. This value was chosen prior to detailed investigation of optimum starting resistivity for 3D inversion. The 1D inversion results for most transmitter-receiver pairs were robust against moderate changes of the starting model. Therefore, we expect that our findings regarding a 1D-inversion-based starting model would not change strongly if we used the starting value of 5 $\Omega \cdot m$ that was later found to be optimal for 3D inversion. The individual result obtained for each transmitter-receiver pair was projected to the center between the transmitter and receiver. Then, for each horizontal slice, we interpolated the 1D results onto the inversion grid using 2D kriging (Cressie, 1993). A section of the interpolated resistivities along the profile line is shown in Figure 7a. The image resulting from the starting model derived from 1D inversions is similar to that obtained for a 5 $\Omega \cdot m$ half-space, but it has a slightly higher rms of 14.9 and retains high-resistivity extrapolation artifacts near the ends of the survey line. We, therefore, prefer a homogeneous half-space of 5 $\Omega \cdot m$ as the starting model in this study.

### Model updates at source locations

We use a secondary field approach that allows us to model realistic sources of complex geometry accurately without having to use very fine grids near the sources. Using this approach, secondary sources arise in cells whose conductivity differs from the background conductivity. In what follows, we calculate 1D layered background models by averaging conductivities over each horizontal slice of the starting model (i.e., when starting from a half-space, our background model also is a half-space). For these 1D models, we calculate the primary EM fields quasianalytically.

In the field survey, we used long-wire sources up to 2 km long grounded through steel electrodes extending to depths of 5–10 m (depending on local coupling resistance) and copper wires laid out at the surface as shown in Figure 1. The size of these sources requires taking into account the real source geometry. To do this, we separately calculate and add the contributions from the grounded electrodes and the inductive component from the wires. This is equivalent to, yet slightly more efficient than, representing the

---

**Figure 5.** (a) Layered model used for calculating quasianalytical 1D and numerical 3D solutions. (b) Histogram of the amplitude ratios between numerical and quasianalytical solutions. (c) Same as (b), but excluding data values within 700 m from any of the source electrodes. (d) Same as (c), but calculated for a modeling grid with the $x$ and $y$ cell sizes halved.
source as a set of point dipoles following the source trajectory (Streich and Becken, 2011). For further efficiency gain, we place the entire sources slightly below the air-ground interface in the modeling grid; this is permissible because variations in the inductive component for wires placed immediately above and below the surface are minor. This allows us to capture the contributions from the grounded electrodes accurately. If the model is updated during inversion and the background model remains fixed, secondary sources arise in the cells being crossed by the physical sources. This introduces numerical singularities in these cells, which can result in severe numerical artifacts corrupting the inversion. Therefore, we need to ensure that the conductivity of the cells intersected by sources equals the background model conductivity whenever a forward solution is required. Because the topography in our model is flat, all sources are located within the same horizontal layer.

We test two ways of preventing source singularities in forward modeling. First, we fix the resistivity of the layer containing sources and test a range of thicknesses for this layer. Second, we shift the sources slightly into the air. The horizontal electric field components we invert are continuous across the air-ground interface, and shifting the sources does not change responses strongly.

Figure 8a–8c shows results obtained with the first subsurface layer being fixed during inversion. Clearly, a 2-m-thin layer results in an inhomogeneous model. This indicates that the singularity removal is not sufficient; we have strong secondary sources very close to the physical sources. Using a 40-m-thick layer of fixed resistivity results in a much higher rms of 20.8 and more resistive structure throughout the volume. Likely, the inversion is unable to effectively compensate for near-surface inhomogeneities required to fit the data. Fixing a 5-m layer provides an image with consistent structures and a low rms value of 13.5. For the sources shifted into the air, we did not achieve good data fit, and the models differ significantly from those obtained for the sources in the subsurface. Therefore, we run further inversions using a 5-m-thick layer that was fixed to that of the starting background model. We realize that the resistivity assigned to this layer influences the inversion results. Tests of updating this layer by recalculating its average conductivity at each iteration only resulted in minor changes. This suggests that using the fixed value of 5 Ωm did not cause significant artifacts in deeper parts of the model.

Regularization

The results shown in the previous sections were obtained using smoothing regularization (i.e., $K = L^T L$ in equation 4). To investigate the influence of regularization on the inversion and possible bias in the solution, we apply other regularization techniques. Using Krylov subspace methods to solve equation 4 for model updates introduces implicit regularization effects (Haber, 1997). During the solution of the normal equations, we successively build an approximation of the Krylov subspace spanned by the first $n_{iter}$ singular vectors of the Hessian matrix. By neglecting the remaining singular vectors, we regularize the solution (Hansen, 1998). Thus, we can control the amount of regularization by varying the number of CG iterations. To assess implicit regularization effects, we set the regularization parameter $\beta = 0$ in equation 4 and compare inversion results obtained using increasing numbers of CG iterations in solving the normal equations.

Figure 9a–9d shows inversion results obtained using five, 25, 75, and 100 iterations to solve the normal equations without any explicit regularization. As anticipated, resolution and depth penetration improve with increasing number of CG iterations. The rms first decreases, but then it increases as the number of iterations increases from 75 to 100. Probably, at this point, noise present in the data starts gaining strong influence on the solution (Haber, 1997).

We also test a minimum-norm regularization (i.e., $K = I$ in equation 4). Setting $r = 10^{-4}$ in equation 6 and using 500 CG iterations results in the image shown in Figure 9e. Because the additional stabilizing functional complements implicit regularization, using a large number of CG iterations here does not lead to a strongly noisy solution. The models shown in Figures 8b, 9c, and 9e all explain the data fairly well, demonstrating the nonuniqueness of the inverse problem. All three models exhibit similar structures, indicating that
the main features in the images are robust and not artifacts of a particular regularization scheme. The solution obtained using smoothing regularization is more continuous, but results in a thicker conductor below the resistive layer at an approximately 1-km depth. This can be expected because the smoothing regularization minimizes the second spatial derivative of the model and thus favors smooth solutions. In contrast, for the minimum-norm and implicit regularizations, no such constraint is enforced. Accordingly, both images exhibit stronger variability, especially near the surface, than the smoothing-regularized image.

Computational cost

All inversions were run on a distributed platform consisting of four interconnected nodes, each equipped with two 12-core AMD Opteron 2.2 GHz CPUs and 64 GB of RAM. Each inversion used 64 MPI processes with 16 on each node.

The time and memory requirements are summarized in Table 1. The computation times shown are the averages of times measured throughout an inversion run. Running 30 inversion iterations and producing one of the images shown in the previous sections took approximately three days. The time spent on forward modeling and Jacobian matrix computations comprises more than 90% of the total time. The memory required for factorizing the forward operator amounts to 85% of the total memory allocation.

A PREFERRED MODEL

Data fit

Based on various parameter tests and the analysis presented, we choose the model shown in Figure 8b as our preferred model. The development of the rms value for this model is shown in Figure 10a. After approximately 25 iterations, the rms remains nearly constant. Figure 10b shows histograms of the initial and final normalized residuals $r = W(d(f(m) − d^{obs})$. Clearly, the residuals are significantly lower for the final model and are centered around zero. The latter indicates that there is no systematic mismatch in the responses produced by the final model. The distribution of the residuals has rather heavy tails and thus differs strongly from a standard normal distribution. This results in the overall high final rms. The rms value could be easily decreased by choosing a higher error floor. For example, by setting the error floor to 10%, after 30 iterations, the inversion produced a similar model with an rms of 3.2.

Figure 7. (a) Resistivity section along the profile line marked in Figure 1 derived from volume interpolation of 1D inversion results. Sections extracted from 3D inversion results for homogeneous half-space starting models of (b) $1 \Omega\text{m}$, rms $= 12.9$, (c) $5 \Omega\text{m}$, rms $= 13.5$, (d) $20 \Omega\text{m}$, rms $= 23.3$, and (e) starting from the model shown in (a) rms $= 14.9$.

Figure 8. Images obtained by fixing the resistivity of the layer containing the sources at $5 \Omega\text{m}$, with the thickness of that layer being: (a) 2 m, rms $= 17.1$; (b) 5 m, rms $= 13.5$; and (c) 40 m, rms $= 20.8$. Images obtained with the sources artificially shifted into the air to a height of (d) 1 m, rms $= 24.5$ and (e) 15 m, rms $= 116.5$. 
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We expect that more faithful subsurface images are obtained if the best-determined data are given the highest weights. Therefore, we prefer using a low error floor of 2% and let the inversion use error estimates obtained from data processing for data values with uncertainties larger than 2%.

The individual misfits for each receiver with respect to all frequencies, transmitters, and response functions are shown in Figure 10c for the initial and final iterations. We generally reduce the misfits six to seven times for all receivers except for those located in the center of the profile between $\approx 6$ and 8 km. Larger misfits can be expected here because these data are most strongly affected by noise from a nearby transformer station and a gas pipeline carrying pulsed anticorrosion currents that crosses the receiver line at $\approx 7$ km. Many data points with large initial misfits that would likely have been excluded by manual data editing have been fitted reasonably well. This is evident, for example, from the reduction of the huge initial rms of one receiver at 6.5 km to an rms value within the range of the other receivers after inversion.

Table 1. Average computation time and memory allocation for the real data inversion using four cluster nodes and 64 MPI processes.

<table>
<thead>
<tr>
<th>Grid size</th>
<th>50 x 54 x 80</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of unknowns in forward modeling</td>
<td>648,000</td>
</tr>
<tr>
<td>Number of unknowns in inversion</td>
<td>94,400</td>
</tr>
<tr>
<td>Time per inversion iteration</td>
<td>2 h 30 min</td>
</tr>
<tr>
<td>Factorization (number required per inversion iteration)</td>
<td>1 min 50 s (5)</td>
</tr>
<tr>
<td>Forward solution (number required per inversion iteration)</td>
<td>0.6 s (4317)</td>
</tr>
<tr>
<td>Primary field calculation</td>
<td>22 min</td>
</tr>
<tr>
<td>Line search (including forward modeling)</td>
<td>40 min</td>
</tr>
<tr>
<td>Other operations (solution of model update equations, calculation of norms, communication, output)</td>
<td>35 min</td>
</tr>
<tr>
<td>Total memory usage (GB)</td>
<td>57 GB</td>
</tr>
<tr>
<td>Factorization (GB)</td>
<td>48.6 GB</td>
</tr>
<tr>
<td>Jacobian matrix (GB)</td>
<td>5.6 GB</td>
</tr>
</tbody>
</table>

Figure 9. Images obtained without explicit regularization ($\beta = 0$ in equation 1) and increasing numbers of CG iterations used for solving the normal equations: (a) 5 iterations, $\text{rms} = 20.3$; (b) 25 iterations, $\text{rms} = 13.5$; (c) 75 iterations, $\text{rms} = 13.0$; and (d) 100 iterations, $\text{rms} = 14.5$. (e) The minimum-norm solution with $\gamma = 10^{-4}$ in equation 6 and 500 CG iterations, $\text{rms} = 12.9$.

Figure 10. (a) The rms versus iteration count during the inversion for the model shown in Figure 8b. (b) Histograms of initial and final normalized residuals. (c) Initial and final data misfits for each receiver with respect to all frequencies, transmitters and response functions.
We further analyze the data fit for individual points. Figure 11 shows representative examples of measured data, initial responses for the homogeneous half-space of 5 Ωm, and final responses calculated for the model shown in Figure 8b. Most data points exhibit reasonable fit, with some exceptions, mainly at points where the measured data are distorted (e.g., transmitter Trx08 around 7.5 km). Results similar to those shown are obtained for other frequencies, response functions and the $E_y$ component.

### Sensitivity and resolution analysis

Because the Jacobian matrix is calculated explicitly at each iteration, we can readily analyze it. First, for convenient and compact visualization of the information contained in this matrix, we calculate cumulative sensitivity, as the $L_2$-norm of each column of the weighted sensitivity matrix. For every model parameter, this results in a single sensitivity value that includes sensitivities with respect to all data values. Squared cumulative sensitivities comprise the main diagonal of the approximate Hessian matrix (without the regularization term) in equation 4.

The normalized cumulative sensitivity distribution for the preferred model is shown in Figure 12. As expected, sensitivity is highest along the profile, near the sources and receivers. Remarkably, sensitivity is very high within the resistor at depths around 1 km. This is consistent with other studies (e.g., Weiss and Constable, 2006) and can be explained by significant excitation of TM-mode fields produced by the horizontal long-wire electric source.

Although cumulative sensitivity provides a general overview of coverage and is easy to calculate, it is a relative measure that does not directly permit inferences about spatial resolution or depth penetration. Resolution and penetration can be assessed more thoroughly from other quantities that are based on singular-value decomposition (SVD) of the Jacobian. For consistency with the system of normal equation 4, we analyze the matrix

$$\mathbf{J} = \begin{pmatrix} \text{Re} \{ \mathbf{J} \} \\ \text{Im} \{ \mathbf{J} \} \end{pmatrix} \in \mathbb{R}^{2N_d \times N_m}. \quad (11)$$

The SVD of $\mathbf{J}$ can be written as (Björck, 1996)

$$\mathbf{J} = \mathbf{USV}^T = \begin{pmatrix} \mathbf{U} & \mathbf{U}_0 \end{pmatrix} \begin{pmatrix} \mathbf{S}_r & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} \mathbf{V}^T \\ \mathbf{V}_0 \end{pmatrix}. \quad (12)$$

The singular values $s_i (i = 1, \ldots, 2N_d)$ on the main diagonal of $\mathbf{S} \in \mathbb{R}^{2N_d \times 2N_d}$ are in decreasing order and comprise the spectrum of $\mathbf{J}$. Matrices $\mathbf{U} \in \mathbb{R}^{2N_d \times 2N_d}$ and $\mathbf{V} \in \mathbb{R}^{2N_d \times 2N_d}$ represent left and right singular vectors, respectively, and they are orthonormal. Matrices $\mathbf{S}_r \in \mathbb{R}^{N_r \times N_r}$, $\mathbf{U}_r \in \mathbb{R}^{N_r \times N_r}$, and $\mathbf{V}_r \in \mathbb{R}^{N_r \times N_r}$ with $r \leq 2N_d$, denote the nonzero singular values and associated singular vectors.

The model resolution matrix (Menke, 1984) can be used to obtain quantitative estimates of resolution. To analyze how the subsurface is constrained by the data alone, we assume zero regularization. Then, the model resolution matrix is calculated using the right singular vectors obtained from SVD of $\mathbf{J}$ as

$$\mathbf{R} = \mathbf{V}_r \mathbf{V}_r^T. \quad (13)$$

Each row of this matrix is the PSF of the corresponding model parameter (Backus and Gilbert, 1968). Ideally, PSFs should be delta functions and $\mathbf{R} = \mathbf{I}$. For discrete inverse problems, PSFs describe averaging kernels. The conductivity of a model cell is then given as a weighted average of conductivities in the vicinity of the cell, and the width of the PSF is a measure of resolution (Menke, 1984).

Similar to Alumbaugh and Newman (2000), for each model parameter, we fold one row of the model resolution matrix into a 3D array and calculate the width at which the amplitude of the PSF is reduced by 50% along each dimension. Figure 13a and 13c shows the 50% PSF width in the $x$- and $z$-directions for the preferred model using all $2N_d = 7914$ singular vectors. PSF widths are on the order of 300–400 m in the $x$-direction and close to 100 m in the vertical direction throughout large parts of the section. It is, however, too optimistic to include all singular vectors when estimating resolution length. A solution obtained for equation 4 using all singular vectors or, equivalently, $2N_d$ CG iterations will inherit a significant amount of noise. Furthermore, using $2N_d$ CG iterations and thus attempting to solve equation 4 exactly may deteriorate the inversion because equation 4 is only a linearized approximation to the solution of the full nonlinear problem. Introducing noise and overfitting are avoided by adding regularization to damp contributions from singular vectors.

Figure 11. Amplitude of the $E_z$ response functions for a frequency of 0.4 Hz: observed data (circles), data for the initial model (dashed line), and data for the final model shown in Figure 8b (solid line). Each plot represents data from one transmitter for all receivers along the survey line.
corresponding to small singular values, or by decreasing the number of CG iterations. Therefore, we also show PSF widths for a resolution matrix with only the first 500 singular vectors included (Figure 13b and 13d). As expected, less information can be resolved from the reduced basis and resolution decreases significantly with depth. Similar conclusions were made for DC resistivity (Friedel, 2003) and potential field inversions (Fedi et al., 2005).

Assuming that the rank $r$ of the Jacobian matrix equals \(2N_d\) (i.e., all data values are linearly independent), the unbiased solution of the nonregularized linearized inverse problem is given by

$$\delta m = \sum_{i=1}^{r} \frac{u_i^T \delta d}{s_i} v_i, \quad (14)$$

where

$$\delta d = \begin{pmatrix} W_d & 0 \\ 0 & W_d \end{pmatrix} \begin{pmatrix} \text{Re}[d_{\text{obs}}^{\text{inv}}] \\ \text{Im}[d_{\text{obs}}^{\text{inv}}] \end{pmatrix}. \quad (15)$$

The solution is thus a linear combination of the right singular vectors with coefficients proportional to the data residuals and the reciprocals of the singular values. By summing over the first \(p < r\) singular vectors, a truncated SVD (Jupp and Vozoff, 1975; Pedersen, 2004) is realized.

To analyze depth penetration, and study how the number of singular vectors included in the solution of the normal equations influences penetration depth, we use depth-resolution plots (Fedi et al., 2005). Such plots are obtained by folding every right singular vector into a 3D array and calculating the \(L_2\)-norms of the values over each horizontal slice. For every right singular vector, we obtain \(N_z\) values corresponding to the vertical model discretization. Plotting these values for every singular vector gives an overview of the relative contribution of every right singular vector to each depth level.

A depth-resolution plot of the Jacobian matrix calculated for the preferred model is shown in Figure 14. Low values at depths larger than 500 m for the first \(\approx 100\) vectors indicate that these vectors contain little information on deeper parts of the model. This is consistent with the observation that more CG iterations used for solving the normal equations result in better imaging of deep structures (see Figure 9).

Because the model resolution matrix given by equation 13 is calculated for a particular Jacobian matrix, it represents an analysis of the linearized problem rather than the full nonlinear inverse problem (Pedersen, 2004; Kalscheuer and Pedersen, 2007). Linearized analysis is likely to give pessimistic resolution estimates, although the results should be qualitatively similar to those obtained for a nonlinear analysis (Kalscheuer et al., 2010).

The analysis presented may seem excessively expensive. Indeed, a full SVD in equation 12 would require memory of \(O(N_m^2)\). However, we are not interested in the singular vectors that span the null space of the Jacobian. Therefore, we calculate the compact SVD \(\tilde{J} = U_{r} S_{r} V_{r}^T\), which requires memory of \(O(N_d N_m)\) and is relatively fast because \(2N_d \ll N_m\). Using a new distributed library for dense linear algebra (Poulson et al., 2012) and 32 cores, it took approximately five minutes and only 30 GB of memory to calculate the compact SVD of the \(7194 \times 94,400\) double-precision real Jacobian matrix. Finally, to obtain PSF widths, the model resolution matrix \(R \in \mathbb{R}^{N_m \times N_m}\) is
not formed explicitly. Instead, the PSF for the $i$th model parameter is computed as
\[ r_i = V_r (V_r^T e_i) = 1 \ldots N_m, \]
where the vector $e$ has only one nonzero element $e_i = 1$. After estimating the widths for three directions, the calculated PSF is discarded immediately. The procedure is then repeated for each model parameter. Therefore, the computational and memory complexities of the PSF widths calculation are nearly equal to those of the compact SVD of $\hat{J}$.

**Interpretation**

The model shown in Figure 8b contains several prominent conductive and resistive laterally continuous structures. The regional geology is known to comprise an anticline structure of sediments overlying a salt pillow (Förster et al., 2009). Figure 15 shows a slice extracted from a regional structural geologic model of the Ketzin region (Klapperer et al., 2011) along the CSEM profile. This structural model was derived using several seismic profiles and boreholes. The stratigraphic division is mainly based on information provided in Stackebrandt and Manhenke (2004). This geologic model was not used as a priori information for the CSEM inversion.

To compare the structural horizons of this geologic model to the CSEM inversion result, we overlay the two models in Figure 16. The structures resolved by the CSEM inversion correlate well with the geologic horizons, generally following the anticline trend for all layers and depths, except for regions near the ends of the survey line that the CSEM data are not sensitive to. We will provide a rough geologic interpretation per stratum, starting from the deepest and oldest unit.

The section consists of a series of sedimentary layers combined into larger units and groups. The base is formed by a Zechstein unit, which is primarily rock salt. The resolution and sensitivity studies presented earlier indicate that we have very low sensitivity to this deep unit that is located at depths below 2 km along the CSEM profile. Nevertheless, the deviations from the starting model in this region are significant, especially near the top of the anticline. We interpret the resistive structure indicated here as an imprint of the salt pillow. The Zechstein is overlain by a Bunter unit consisting of sandstone layers. The Bunter sandstone unit contains many saline aquifers. This can explain the low resistivity observed at depths of 1–1.5 km. The prominent resistive layer above the good conductor is likely related to Muschelkalk and Keuper stratigraphic units. These units comprise sequences of limestone, dolostone, gypsum, claystone, and anhydrite beds, which are likely responsible for overall high resistivity. These units are similar in composition and thus can be expected to have similar resistivities; likely, CSEM resolution is not sufficient to distinguish between them. The conductive layer on top of the prominent resistor is probably related to the Lias Group containing several regional saline aquifers. Finally, the resistive near-surface layer represents weathered Tertiary and Quaternary sediments.

**CONCLUSIONS**

We have successfully applied 3D inversion to land-based CSEM data from the Ketzin CO$_2$ storage formation. A novel three-phase transmitter configuration has been instrumental for acquiring data...
of sufficient quality. Uncertainty estimates from data processing have been usable for data preselection and weighting within the inversion. Data analysis and synthetic studies indicated redundancy of the magnetic field components for this survey and further redundancy in the response functions and frequency components extracted from the field data. Data preselection aimed at reducing redundancy has been useful for stabilizing and accelerating the inversion, thus allowing us to run extensive tests for validating the inversion model. For future land CSEM surveys of similar targets, survey efficiency may be enhanced by acquiring electric field data only; however, magnetic field data are required if additional magnetotelluric evaluation is intended.

Inversion grid analysis and accuracy checks of the modeled responses confirmed that a secondary-field approach can accurately model EM fields for our complex long-wire source geometries on a relatively coarse grid. The requirement to have equal background and 3D conductivities at the source locations is a drawback of the secondary-field approach. Our strategy of fixing conductivity within a thin layer containing the sources has been a viable work-around for the Ketzin site. For sites with significant topography, other strategies may be required, such as homogenizing conductivity only for the small groups of cells containing one of the sources and using different background models for different sources.

Analysis of inversion results for various starting models and regularizations increases confidence in our results. Smoothing and minimum-norm regularization operators, and implicit regularization resulting from the incomplete iterative solution of the normal equations, all lead to model characteristics consistent with theoretical expectations. The derived models are similar and explain the data similarly well, confirming that the resolved structures are not artifacts of a particular regularization technique.

Because we calculate the Jacobian matrix explicitly, we can carry out sensitivity and resolution analysis at marginal additional cost. Cumulative sensitivity is easy to calculate and provides insights about survey coverage. For our survey, cumulative sensitivity suggests comparatively high confidence in a prominent resistor at approximately 1-km depth and lower confidence in the underlying as well as the overlying conductor. More detailed, quantitative analysis of spatial resolution and depth penetration can be achieved by assessing PSF widths and depth-resolution plots, respectively. Because both measures are derived from truncated SVD of the (nonregularized) approximate Hessian, they are closely related to the number of CG iterations used for solving the system of normal equations. Resolution length estimates for our preferred inversion model are broadly consistent with the scale of features resolved in the model. Resolution lengths may have been somewhat overestimated; the analysis presented can be refined to take into account the nonlinearity of the inversion problem and to estimate model uncertainties. A depth-resolution plot for the preferred model suggests that the 500 CG iterations used do not fully exploit the depth information potentially contained in the data. Nevertheless, it is unlikely that using more CG iterations would increase depth penetration because the required additional regularization effectively damps contributions from the small singular values associated with further iterations.

Using distributed computations extensively, it is feasible to run the direct-solver-based 3D Gauss-Newton inversion for a field data set and carry out resolution analysis in reasonable times on moderate-size computational platforms that are now widely available.

Without considering any geologic a priori information, starting from a homogeneous half-space, the Gauss-Newton minimization scheme has achieved good data fit and provides a resistivity model that agrees well with the known geologic structures. The results can potentially be improved in the future by applying structurally constrained inversion.
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