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Abstract

For several years now, terrestrial laser scanning has become an additional surveying technique in geodesy. Recent developments have improved several aspects of terrestrial laser scanners, e.g. the data acquisition rate, accuracy, and range. Since such instruments are relatively new and constructed by manufacturers who do not have advanced experience in surveying instruments, investigations are needed to assess the quality of the instrumental characteristics and the acquired data. In this way, manufacturers will understand the needs of geodesists and in turn enable geodesists to provide the necessary support in the development of improvements. This thesis has three objectives, the calibration and investigation of a terrestrial laser scanner, the post-processing of point clouds acquired by laser scanners, and applications of terrestrial laser scanning.

The first objective is a comprehensive calibration and investigation of a specific laser scanner, the Imager 5003 of Zoller+Frohlich GmbH (Germany). The investigation and calibration procedures shall give a general impulse for all users of terrestrial laser scanning regarding instrumental and non-instrumental errors, the assessment of the quality of distance and angle measurements, and the influencing parameters. Laser scanners are a black box instrument that produces a huge number of 3D points in the form of a point cloud in a short time. However, it is the surveyor, who has to assess the reliability and quality of the resulting data. Therefore, the potential and the limitations of laser scanner systems must be identified. This is particularly important when a distance measurement is influenced by several parameters that can bias the data. Since laser scanning is an active surveying method, mostly independent of lighting conditions, distance measurements do not require prisms. Thus, surveying of almost every object is conceivable.

The second objective involves post-processing of the point clouds. Terrestrial laser scanning consists not only of data acquisition, but also processing of the acquired 3D data, which include an intensity value of the reflected laser beam. The point clouds define the objects and the data contains nearly all the information about the objects due to the high sampling interval of laser scanners. To produce the final result, data processing needs to be completed and this can be quiet involving, e.g. registration, data filtering, noise reduction, triangulation, and modeling. The ratio between post-processing and data acquisition can be 10:1 or greater, which means ten (or more) days of post-processing follow one day of data acquisition. This aspect of post-processing applies for both static laser scanning and kinematic laser scanning. The only difference is that kinematic laser scanning requires an unique method of registration and geo-referencing.

The third objective examines the applications of terrestrial laser scanning. Laser scanning can be used in different fields of applications, e.g. industrial metrology, cultural heritage, reverse engineering, and engineering geodesy. Due to the increased requirements regarding accuracy engineering geodesy appears to be a challenging field. Therefore, three different applications are presented which verify the successful use of terrestrial laser scanning in engineering geodesy. The first application involves the field of urban water management. A road surface was scanned to derive catchment areas and water flow directions. The second application covers the field of engineering geology. A tunnel during and after excavation was scanned to characterize rock mass structures and to derive displacement maps of surfaces and object points. Since the first two applications are based on static laser scanning, which means the laser scanner did not change in position and orientation during scanning, the third application is a kinematic one, which means the laser scanner was in motion during scanning. Such kinematic applications are of great interest since the performance of laser scanning can be increased significantly. Tunnels and roads are especially appropriate for kinematic laser scanning. The potential of kinematic laser scanning is tested by moving the laser scanner along a track line. The quality is assessed by scanning reference points.
Zusammenfassung


serscanning aufgenommen. Basierend auf diesen Daten wurden Strukturen verschiedener Gesteinsschich-
ten sowie Deformationen des Tunnels flächenhaft und in diskreten Punkten abgeleitet. Während die ersten
beiden Beispiele statische Applikationen darstellen, d.h. der Laserscanner wurde während der Datener-
fassung nicht bewegt, stellt das dritte Beispiel eine kinematische Anwendung dar, d.h. der Laserscanner
wurde während der Datenerfassung bewegt. Solche kinematischen Anwendungen sind von großem Inter-
esse, da die Arbeitsleistung beträchtlich gesteigert werden kann. Speziell für Tunnels und Straßen ist kine-
matisches Laserscanning geeignet. Das Potential für kinematische Anwendungen wurde getestet, indem
der Laserscanner auf einer Messbahn entlang bewegt wurde. Die Qualität wurde mittels Referenzpunkten
beurteilt.
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Introduction

1.1 Terrestrial Laser Scanning

For several years now, terrestrial laser scanning (TLS) has become an additional data acquisition technique in geodesy. The development of laser scanners is in its infancy. Therefore, the scanners do not have the same properties, e.g. accuracy, precision, reproducibility, repeatability, and reliability, as traditional geodetic instruments, e.g. automated total station and global positioning systems (GPS). However, further technological developments will lead to advanced instruments in the near future. The interests of geodesists regarding centering, levelling, real time processing of data (and not only in-situ controlling of acquired data), etc. require close cooperation with manufacturers. Nowadays, the second to third generation of such instruments is available on the market. Geodesists are not the only ones interested in laser scanning. The use of terrestrial laser scanners is widespread in production lines, plants, cultural heritage, industrial metrology etc. The application area is growing nearly everyday. In geology, crime scene investigation and engineering geodesy, terrestrial laser scanning is relatively new.

Terrestrial laser scanning technology has been strongly influenced by the development of LiDAR, an acronym for light detecting and ranging, which started in the 1970’s. LiDAR has been successfully used for more than 30 years in airborne and remote sensing applications. The delay in adopting LiDAR in terrestrial instruments involves providing for short ranges, i.e. less than one kilometer, and increased accuracy, i.e. less than one decimeter. These have been made possible by technological developments since the 1990’s, such as:

- improvements in microchip laser technology
- manufacturing of optical elements
- development of micro-electro-mechanical systems
- improvements in computer technology
- data processing algorithms

Consequently, the performance of data capturing, the accuracy in range measurement, the reliability of acquired data etc. have increased and the instrumental design, i.e. weight and dimensions, the costs etc. have decreased.

A LiDAR unit consists roughly of an emitter, a receiver and a detector system. The carrier is a laser, which contains the modulated information required for detecting the travel time from emitter to objects and back. Lasers differ in power and wavelength, with power limited to a maximum value for eye safety. The method for solving the range is based on continuous waveforms or direct time-of-flight. Scattered light is received at fixed time intervals. For detecting the laser beam, highly sensitive diodes have to be implemented. The
diodes are either PIN diodes or avalanche photo diodes (APD). Each LiDAR system deflects the laser beam to objects. Therefore, a deflection unit is required, which is able to align the laser beam towards the desired direction. It is distinguished between rotating mirrors and oscillating mirrors. Depending on the deflection principle, the field of view is defined. Due to this deflection of the laser beam, laser scanning provides nearly continuous scanning of the environment instead of discrete surveying. The objects are described by an arbitrary point cloud, which means a laser scanner cannot survey specific points, e.g. edges or corners.

A LiDAR has the ability to acquire more than the 3D coordinates of the environment. Due to the detection of the reflected laser beam by a diode, the amplitude or intensity of the laser beam contains additional information and can be used as a fourth dimension. Thus, a LiDAR system acquires not only 3D coordinates but also an intensity value. Even though the intensity is dependent on several aspects, e.g. the range to the object, surface properties of the object, and the angle of incidence, defined by the angle between incident laser beam and surface normal, the information is helpful in interpretations and classifications of laser scanning data. Thus, the acquired point clouds of LiDAR systems can be interpreted as range images, as intensity images, or as 3D data.

Some terrestrial laser scanners are shown in Figure 1.1. Most of the manufacturers have a range of products that include several types of laser scanners. Terrestrial laser scanners are a surveying instrument that is neither an automated total station nor a digital camera. Development of surveying instruments have envisioned an ‘all-in-one’ instrument that includes the functionality of automated total station, digital camera, GPS, and level. Nowadays, the fusion between automated total station and GPS is not wishful thinking, it is reality. Since photogrammetry and laser scanning have complementary characteristics, e.g. high detailed intensity information and high detailed geometry information, a fusion is not only conceivable but also required [Przybilla, 2005]. Most of the laser scanners can be equipped with a digital camera.

The operating range and the precision of LiDAR systems depend on the distance measurement technique. Figure 1.2 shows the typical distance technologies, cf. Section 2.1, and their range-precision-dependency. Triangulation is used for close ranges, the frequency-modulated continuous wave method (FMCW) is categorized between close ranges and medium ranges, the amplitude-modulated continuous wave method (AMCW) operates in medium ranges and the direct time-of-flight method (TOF) is for medium ranges up to long ranges. Precision decreases as the range increases. Some typical applications are also given and categorized with respect to the range in Figure 1.2.

Terrestrial laser scanning is a promising technique and has the potential to be accepted as additional surveying technology. Recent developments regarding performance, range and accuracy have opened up new application areas for laser scanning. This is especially the case in the field of engineering geodesy. Since the first laser scanners showed several drawbacks and were not appropriate for geodesists, the next generations of terrestrial laser scanners have also taken into account the needs of geodesists, e.g. feasibility for levelling, centering, and orienting. The data acquisition is also an integral part of terrestrial laser scanning.
1.2 Motivation

Each surveying instrument has to be investigated and calibrated regarding instrumental errors and non-instrumental errors. Furthermore, the precision and the accuracy of the single measurement components, i.e. the distance and the angles, should be known. In traditional surveying instruments, e.g. total station, GPS receiver, level, these components are well-known. Thus, for several decades, this knowledge has led to the proper design of the traditional instruments. At the conception of GPS, the acceptance of the technique as well as the instrument were reserved. Nowadays, GPS is well-accepted and state-of-the-art.

Terrestrial laser scanning can be viewed in a similar way. The technology is relatively new, but the laser scanner is on its way to becoming integrated in the geodesists' world. The performance is impressive regarding the data acquisition rate and the accuracy is in the range of centimeters or less. The premises have been laid for the use and acceptance of terrestrial laser scanning, also in the field of engineering geodesy. The first generation of terrestrial laser scanners were developed several years ago by companies, who did not understand the needs of geodesists, but recent developments have ignited the interests of geodesists in these instruments. Laser scanners have now come into the focal point of geodesy and have a high potential for complementing the geodesists' instruments. The investigation and calibration from the point of geodesists have started. Within the last few years, studies have been initiated by independent institutions for a better understanding of the performance, the potentials and the limitations of terrestrial laser scanners.

One important aspect is to make laser scanners comparable with each other. Due to the different principles regarding deflection of the laser beam, distance measurement technology, working range, and data acquisition rate, it is nearly impossible to make comparisons. The question is not which laser scanner is the best but which laser scanner is the best-suited for a specific application. Also, the experimental setup for testing a laser scanner has to be chosen according to the characteristics of the laser scanner.
Böhler et al., 2003] developed a test procedure to assess the quality of measurements obtained by different laser scanners, e.g. noise and systematic offsets in range measurements. Based on the results, the laser scanners can be compared. This performance evaluation is both an important and essential aspect in understanding the limitations and characteristics of the scanners. As performance evaluation does not analyze systematic and methodological errors in detail, investigations and calibrations are required. In photogrammetry, camera calibration is applied by estimating several influencing parameters, e.g. camera constant deviation, lens distortion. Considering laser scanners, the calibration procedure can be carried out by a system calibration (self-calibration) or a calibration of components, cf. Chapter 3.

Rietdorf et al., 2004] introduced a system calibration by using a test field of planes for estimating a set of parameters, e.g. additive constant for range measurements, vertical index error, horizontal collimation error. The planes guarantee both a laser scanner system and software independence. The significance of the parameters are identified by standard hypothesis testing. The high redundancy rate illustrates the reliability. One drawback can be defined by the limited test field dimensions of only several meters. Similar calibration procedures were done by [Reshetyuk, 2006b] and [Lichti et al., 2005a]. They established indoor calibration rooms using different types of targets (planar coded black and white targets, retro-reflective targets). [Reshetyuk, 2006b] could specify range drifts, angular accuracy and angular precision for three different laser scanners (Callidus 1.1, Leica HDS 2500 and Leica HDS 3000). Lichti et al., 2005a used the FARO 880 (former IQSun 880) laser scanner. They identified several range-dependent parameters, i.e. additive constant, amplitude of sinusoidal error, collimation axis error, trunnion axis error, vertical index error, and found time-dependent behaviour in most of these parameters. Kersten et al., 2005] established a system calibration using a 3D indoor test field with both planar targets and spherical targets. They evaluated a significant difference between the two types of targets regarding nominal distances and measured distances.

Since laser scanners are based on prismless distance measurements, the influence of different materials and colours on the acquired data becomes an important aspect. The materials can cause systematic effects as well as increasing noise in the data. It was found that not only the materials have to be considered but also the combination of the laser scanner, i.e. wavelength of the laser light, and the materials. Results of different laser scanner systems and different materials and colours can be found in various contributions, e.g. [Reshetyuk, 2006a], [Kersten et al., 2005] and [Böhler et al., 2003].

This thesis has two main aspects. The first involves verifying knowledge and performance of the single components of terrestrial laser scanners. Therefore, the experimental setups have to be designed such that the single components are separable, e.g. the distance measurement system has to be uncoupled from the angle measurement system. The second involves testing terrestrial laser scanners in different applications to examine the potential and the limitation of these instruments in the branch of engineering geodesy.

1.3 Outline

The thesis is organized according to the following chapters:

- Chapter 2: Components of Terrestrial Laser Scanner
  This chapter examines the main components of a terrestrial laser scanner in acquiring 3D point clouds. In detail, the distance and reflectance measurement system and the angle measurement system are discussed. Since a laser scanner acquires information about the environment, the orientation of the laser beam has to be changed. Thus, a deflection system is required.

- Chapter 3: Calibration of Terrestrial Laser Scanner
  This chapter forms the main chapter of the thesis. It involves a comprehensive calibration and investigation of several parameters, which have to be taken into account for precise measurements. Terres-
trial laser scanners are up to now not well-known and are manufactured by companies, who do not have advanced knowledge of surveying instruments. Several important aspects are discussed in detail and should give new findings for terrestrial laser scanners. The chapter begins with an overview of the laboratories and tools for the calibration of laser scanners. Subsequently, the investigation of the distance and angle measurement system, the influence of instrumental and non-instrumental errors and finally, the accuracy of laser scanner data are discussed.

• Chapter 4: Static Laser Scanning
  This chapter examines the processing of laser scanning point clouds. Laser scanning consists of two parts data acquisition and post-processing of point clouds. The main aspects of processing point clouds are presented. The chapter also covers the topics of data processing, registration as well as modeling and visualization.

• Chapter 5: Kinematic Laser Scanning
  This chapter outlines some of the requirements for kinematic applications. The laser scanner is mounted on a test trolley, which is moved along a test tunnel. The laser scanner is operated in the so-called profiler mode and the rotation time was used for an internal time stamp of the laser scanner data. The absolute position of the moving trolley is surveyed by a total station. The specialties of data processing of kinematic applications are presented for laser scanner data and total station data, respectively.

• Chapter 6: Applications of Terrestrial Laser Scanning
  This chapter introduces three different applications of terrestrial laser scanning which involve the field of engineering geodesy. Two static applications are presented, one deals with the analysis of road surfaces, and the other deals with applications for rock engineering. The third example examines the suitability of terrestrial laser scanning for kinematic applications, as performed in a test tunnel.

• Chapter 7: Conclusions and Outlook
  This chapter summarizes the findings of the thesis and gives an outlook to future work and developments.
Components of Terrestrial Laser Scanner

A terrestrial laser scanner defines an instrument for generating 3D coordinates. The core components for describing each acquired point by three coordinates and an intensity value as a fourth dimension are the distance and reflectance measurement system and the angle measurement system. In the following, these components are briefly discussed with respect to understanding laser scanners. Since the laser scanners are operating within a field of view, the laser beam has to be deflected in two directions, horizontally and vertically, respectively. Thus, the deflection system is the second important component of a laser scanner.

2.1 Distance and Reflectance Measurement System

The core component of a terrestrial laser scanner is the distance measurement system. The distance measurement system defines not only the depth resolution, i.e. the range, but depending on the technique used, additional properties can also be defined:

- the range
- the precision of distance measurements
- the performance of repeated distance measurements

Optical distance measurement methods used in terrestrial laser scanners can be technically divided into three categories [Bosch and Lescure, 1995]: interferometry, time-of-flight methods and triangulation, cf. Figure 2.1. Since interferometry and triangulation are not widely used in terrestrial laser scanners¹ and are more related to remote sensing and close-range applications, the focus is on the time-of-flight methods.

The time-of-flight methods are based on measuring the time it takes for a pulse or pattern of energy emitted by the laser scanner to travel and strike a surface and to return. The range $s$ to be measured can be identified by [Rueger, 1996]

$$s = c \cdot \frac{\Delta t}{2}$$

(2.1)

where $c$ is the speed of light and $\Delta t$ the round-trip time of the laser energy. The speed of light is a natural constant and well-defined for a vacuum². If the travel time is also known, the range can be calculated. The determination of the time can be achieved either by a direct time measurement, e.g. direct time-of-flight, or by an indirect time measurement, e.g. amplitude-modulated continuous wave, frequency-modulated

¹Close-range scanners based on triangulation are also terrestrial laser scanners, but due to the limited working range of up to only a few meters, here they are not categorized in the same group of terrestrial laser scanners.

²Due to atmospheric conditions and turbulence, the speed of light varies and thus, is not a constant. However, the variations can be estimated by mathematical models.
continuous wave, polarisation modulation. The direct time-of-flight method and the amplitude-modulated continuous wave method are widely-used in terrestrial laser scanners, whereas the frequency-modulated continuous wave method and the polarisation modulation method are rarely used in terrestrial laser scanners.

The intensity of the reflected laser beam defines a fourth dimension, in addition to the 3D coordinates. The reflected laser beam is detected by a photodiode, i.e. PIN diode or avalanche photo diode (APD), and the amplitude of the detected signal corresponds directly to the intensity of the received laser beam. The intensity of the laser beam is dependent on several parameters, such as the range, the angle of incidence and the surface properties, e.g. colour, roughness. Unfortunately, the physical significance of this information is often not exactly defined by the manufacturers [Lichti et al., 2002a]. Therefore, the intensity can relate to either the amplitude or the energy of the received signal. For avoiding noise caused by ambient light, additional filters are used, e.g. IR Filter.

Since laser scanning is an active and prismless method for surveying the environment, it is necessary to comment on some aspects of the reflection principles. Often, the results of laser scanning are 3D-models, which have to be illuminated within the software packages. Thus, the section is completed by utilizing some methods for modeling the reflectance. This is especially the case in computer graphics, where several models are used for shading the digital models to achieve a realistic appearance with respect to illumination. The term reflectance is defined as the ratio of the amount of electromagnetic radiation, usually light, reflected from a surface to the amount originally striking the surface.

2.1.1 Electromagnetic Waves

Electromagnetic radiation contains a broad spectrum from cosmic radiation with very short wavelengths ($\lambda < 10^{-14}$m) up to radio waves ($\lambda > 10^6$m). Electromagnetic waves are used as carrier waves for transmitting signals, which show varying forms, e.g. impulses, patterns. The specific wavelength that is used depends on the layer of the atmosphere, e.g. troposphere, ionosphere, and on the range to be measured. Delays during the transmission of the electromagnetic wave between emitter and receiver caused by different conditions of the atmosphere have to be taken into account. Variations in temperature, air pressure, humidity, and other parameters influence the speed of light and the propagation of the electromagnetic wave. Thus, the speed of light is not a constant and has to be corrected by applying atmospheric conditions.
For geodetic applications, the most widely-used electromagnetic waves are the electro-optical waves. Electro-optical radiation ($0.4\mu m < \lambda < 1.3\mu m$) represents only a small bandwidth of the whole electromagnetic spectrum. They are appropriate for surveying due to their advantageous properties in the atmospheric layer close to the earth surface. These waves offer the best compromise in minimizing the absorption in the atmosphere and maximizing both the possibility of bundling and transmission [Hinderung, 2004].

Exemplarily, the transmission of the atmosphere for electromagnetic waves with wavelengths from $0.4\mu m$ up to $1.6\mu m$ is shown in Figure 2.2. Transmission is based on the mathematical low resolution transmission model (LOWTRAN). Further information of LOWTRAN can be found in [Richter, 1985]. The maximum transmission is reached by wavelengths of more than $1.5\mu m$. The shorter the wavelength, the less the transmission. Furthermore, there are some wavelengths with significantly lower transmissions. Based on such models, the best possible wavelengths for the range and the atmospheric layer in question can be found.

![Figure 2.2: Transmission of electromagnetic waves based on LOWTRAN 6.](image)

### 2.1.2 Laser

Signals for determining distances, e.g. impulses, frequencies, are modulated on electromagnetic waves. A laser\(^3\) emits a specific type of electromagnetic radiation. The emission of a laser is very intense monochromatic radiation that travels as a very narrow beam with high energy. Considering the electromagnetic spectrum, lasers fit in the optical region that extends from the infra-red through the visible to the ultraviolet regions. The principle of lasers can be found in various literature, e.g. [Gerthsen and Vogel, 1993], [Henderson, 1997], [Kneubühl, 1982] and [Young, 1984]. Concerning terrestrial laser scanners, the wavelengths vary from $500\text{ nm (green)}$ to $800\text{ nm (near infra-red)}$. For example, the laser diode of a continuous wave laser is shown in Figure 2.3. The chip is based on semiconductor materials.

---

\(^3\) Laser is an acronym for light amplification by stimulated emission of radiation
2. Components of Terrestrial Laser Scanner

Figure 2.3: Casing (left) and structure (right) of a laser diode, adapted from [Hinderung, 2004].

Laser Beam Propagation

The propagation of optical and infrared waves can be described by various models. These models use basic geometries, such as [Andrews and Phillips, 1998] and [Meschede, 2004]:

- **Plane wave**: An unbounded wave with constant amplitude and constant phase. A plane wave model is defined as a model in which the phase fronts form parallel planes. This model is used to describe the properties of starlight and other exo-atmospheric sources at a ground-based receiver.

- **Spherical wave**: An unbounded wave associated with a point source. The spherical wave model is characterized by concentric spheres forming the phase fronts. This model is sometimes used for a small-aperture source within or near turbulent mediums.

- **Gaussian-beam wave**: A wave of finite extent with focusing capabilities. This model is used in most beam wave analysis.

The medium of propagation is in most cases the turbulent atmosphere, which changes the conditions permanently. These fluctuations of the atmosphere, which have an influence on the refraction index along the propagation path of the laser beam, cause a variety of deleterious effects in the wave, e.g. disruption of the coherence, broadening of the beam, redistribution of the beam energy [Andrews and Phillips, 1998].

Considering diffraction, a natural wave phenomenon of all light waves, the propagation of the laser beam is disturbed in many ways. The beam diameter is changed and thus, the amount of energy within any spot size inside the beam diameter deteriorates. The amount of beam spreading varies depending on the wavelength, the shape of the phase front, and the size of the emitting aperture [Andrews and Phillips, 1998]. An estimation on the amount of beam spreading at large distances from the beam waist is given by the beam divergence angle $\Theta_B$, cf. Figure 2.4. Therefore, the minimum value for the spot size is assumed to be at the beam waist. Beyond the beam waist, the beam diverges according to [Weichel, 1990]:

$$ w_z = w_0 \sqrt{1 + \left(\frac{\lambda \cdot z}{\pi \cdot w_0^2}\right)^2} \tag{2.2} $$

where $w_z$ is the beam radius at range $z$, $w_0$ is the beam waist and $\lambda$ is the wavelength. The geometrical form of the laser footprint can have various forms. The most common forms are cyclical and elliptical. Within the footprints, the irradiance, i.e. the power per unit, is not uniform but Gaussian, according to the Gaussian-beam wave [Andrews and Phillips, 1998]. The beam divergence is assumed to be linear as defined by the beam divergence angle $\Theta_B$. Furthermore, the beam diameter also depends on the wavelength.
Concerning terrestrial laser scanners, the spot size of the laser beam is a function of the wavelength, the beam waist and the range. The minimum spot size is not at the emitting laser diode but also somewhere along the path of the laser beam. But, the beam waist can be shifted along the path by means of focusing in order to minimize the spot size according to the object range.

![Beam Waist](image)

**Figure 2.4:** Beam waist and divergence angle of a laser beam according to [Andrews and Phillips, 1998].

**Refraction, Scintillation and Dispersion**

An electromagnetic wave, which propagates through a random medium, e.g. the atmosphere, is influenced by varying conditions, e.g. temperature, pressure, humidity. Thus, propagation characteristics change with respect to the geometry and the intensity. The varying geometry is caused by refraction, which makes the beam move or quiver. The beam propagation is no longer a straight line but a curve. In addition, the variation in the intensity of the laser beam caused by the varying atmosphere is called scintillation. Furthermore, these intensity fluctuations are affected by optical turbulence. Optical turbulence can be defined as the fluctuations in the refractive index resulting from atmospheric turbulence [Beland, 1993].

Another effect is known as dispersion. Dispersion here is defined as the dependence of the propagation velocity on the wavelength. Since each laser light consists of a narrow spectrum, which is so close that the laser light can be considered monochromatic, the propagation velocity is defined by the group velocity of differing frequencies or wavelengths. Consequently, a group refractive coefficient must be considered. Depending on the group refractive coefficient, the distance to be measured has to be corrected and this is known as the first velocity correction. Further details concerning atmospheric influences on the propagation of electromagnetic waves can be found in [Joeckel and Stober, 1991] and [Rüeger, 1996].

The described influences are relatively small for short ranges and can be neglected. However, for long range laser scanners covering distances of up to several hundreds of meters, the influences due to the atmosphere and the refractive index have to be taken into account. They affect the distances in a systematic way and cause methodological errors.

**Laser Safety**

Due to power density, most lasers are dangerous and can cause damage to the skin or the eyes. Depending on the wavelength of the laser, different elements of the eyes are affected. Lasers are generally categorized into four classes according to the laser's ability to cause damage to the eyes. The eye transmission can be seen in Figure 2.5. For the visible area and some infrared frequencies, the eye has a transmission characteristic of nearly 100 %.

The classification procedure of lasers is carried out in a specific setup as defined in [IEC, 2001]. The laser beam is focused on an aperture located in a predefined distance. A detector is placed just behind the

---

4Dispersion is used in different ways: For example, in optics, dispersion is the separation of a wave into its spectral components depending on the wavelength
aperture and records the highest output power level of the laser beam. Due to the detected power level, lasers are classified. Table 2.1 shows the different laser classes and their characteristics. More information concerning laser safety can be found in [Henderson, 1997] and [Young, 1984].

Table 2.1: Overview of Laser Safety Classes according to IEC 60825-1 and EN 60825-1.

<table>
<thead>
<tr>
<th>Class</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Eye-safe under all operating conditions</td>
</tr>
<tr>
<td>1M</td>
<td>Safe for viewing directly with the naked eye, but may be hazardous to view with the aid of optical instruments. In general, the use of magnifying glasses increases the hazard from a widely-diverging beam, e.g. LEDs and bare laser diodes, and binoculars or telescopes increase the hazard from a wide, collimated beam; such as those used in open-beam telecommunications systems.</td>
</tr>
<tr>
<td>2</td>
<td>These are visible lasers. This class is safe for accidental viewing under all operating conditions. However, it may not be safe for a person who deliberately stares into the laser beam for longer than 0.25 s, by overcoming their natural aversion response to the very bright light.</td>
</tr>
<tr>
<td>2M</td>
<td>These are visible lasers. This class is safe for accidental viewing with the naked eye, as long as the natural aversion response is not overcome as with Class 2, but may be hazardous, even for accidental viewing, when viewed with the aid of optical instruments, as with class 1M.</td>
</tr>
<tr>
<td>3R</td>
<td>Radiation in this class is considered low risk but potentially hazardous. The class limit for 3R is 5 times the applicable class limit for Class 1 (for invisible radiation) or class 2 (for visible radiation). Hence, continuous wave visible lasers emitting between 1 and 5 mW are normally Class 3R. Visible class 3R is similar to class IIIA in US regulations.</td>
</tr>
<tr>
<td>3B</td>
<td>Radiation in this class is very likely to be dangerous. For a continuous wave laser the maximum output into the eye must not exceed 500 mW. The radiation can be a hazard to the eye or skin. However, viewing of the diffuse reflection is safe.</td>
</tr>
<tr>
<td>4</td>
<td>This is the highest class of laser radiation. Radiation in this class is very dangerous, and viewing of the diffuse reflection may be dangerous. Class 4 laser beams are capable of setting fire to materials onto which they are projected.</td>
</tr>
</tbody>
</table>

Most of the terrestrial laser scanners fit in class 3, e.g. HDS Leica Geosystems (Switzerland), Trimble (USA), Zoller+Fröhlich GmbH (Germany), FARO Technologies Inc. (USA), I-Site Pty Ltd. (Australia), 3rd Tech Inc. (USA). The laser scanners of Callidus Precision Systems GmbH (Germany), Optech Inc. (Canada) and Riegl Laser Measurement Systems GmbH (Austria) are categorized as class 1. However, for all laser scanners, eye safety is frequently guaranteed since the operation of laser scanners in the scanning mode deflects the laser beam at a high speed. The laser beam does not hit the eyes long enough to cause damage due to the
rotation. Additionally, if the laser beam describes a constant line without rotation, eye contact has to be avoided. It is then not only recommended but also prescribed to wear safety goggles.

### 2.1.3 Direct Time-of-Flight

The direct time-of-flight method determines the travel time $\Delta t$ of an impulse to a surface and back by

$$s = \frac{c}{2} \cdot \Delta t$$

where $s$ is the distance to the surface at which the impulse was reflected and $c$ is the speed of light. The temporal accuracy has to be high due to fast speed of light ($c \approx 3 \cdot 10^8$ m/s). If the range has to be solved to 1 mm, a time resolution is required of

$$\Delta t = \frac{2 \cdot \Delta s}{c} = \frac{2 \cdot 0.001 \text{ m}}{3 \cdot 10^8 \text{ m/s}} = 6.7 \cdot 10^{-12} \text{ s} = 6.7 \text{ ps}.$$  

Due to the time resolution required for distance measurements within the millimeter scale, the electronic units have to produce short pulses or patterns and have to operate very quickly. Since a single timed pulse is not very accurate, a large number of pulses is used and averaged to give a more accurate distance. Often the direct time-of-flight technique is able to distinguish between a first pulse and a last pulse, which are detected and belong to the same emitted laser pulse. It can be decided whether the first pulse or the last pulse is of interest. Furthermore, problems caused at edges and by multipath effects result in biased data that can be avoided in the direct time-of-flight technique.

The advantage of the direct time-of-flight technique in terrestrial laser scanners is the ability to cover long ranges up to several hundreds of meters or even up to a kilometer. The emitted laser may have high energy for traveling a long distance because the energy of the received signal for measuring the travel time has to be sufficiently high. Since the emitted pulses cannot be generated in a short time, the minimum time interval between two laser pulses for determining distances is limited. Thus, the frequency of measuring distances is defined and characterizes the sampling frequency of a laser scanner. Typical sampling frequencies for laser scanners are between 1 kHz and 30 kHz. As discussed before, the range resolution is limited according to the time resolution. Generally, a distance accuracy for a single distance measurement below 1 cm is rarely achievable. Figure 2.6 shows schematically the direct time-of-flight principle.

![Direct time-of-flight principle](image)

**Figure 2.6**: Direct time-of-flight principle schematically according to [Zetsche, 1979].

### 2.1.4 Amplitude-Modulated Continuous Wave (AMCW)

The amplitude-modulated continuous wave method (AMCW) modulates the carrier sinusoidally or rectangularly. The returned energy waveform is delayed by the travel time $\Delta t$ and appears proportionately phase-shifted in comparison to the emitted energy. The range $s$ is proportional to the phase shift $\Delta \phi$.
where \( f \) is the frequency of the sine wave. Instead of determining the time \( \Delta t \) directly, compared to Equation (2.3), the travel time is replaced by

\[
\Delta t = \frac{\Delta \phi}{2\pi f}.
\]  

If the wave defining the maximum interval is fulfilling more than one period, a multiple \( N \) of the wavelength \( \lambda \) has to be added to the range, which is computed by the phase shift \( \Delta \phi \). Thus, the equation for determining the absolute range \( s \) is [Hinderling, 2004]:

\[
s = \frac{1}{2} \left( N \cdot \lambda + \lambda \frac{\Delta \phi}{2\pi} \right)
\]

with \( \lambda = \frac{c}{f} \).

The resolution of the range \( s \) not only depends on the determination of \( \Delta t \) but also on the determination of \( \Delta \phi \). The range \( s \) is more precise with higher frequencies or with more precise determinations of \( \Delta \phi \). Generally, the phase angle \( \Delta \phi \) can be solved from 1/4000 and up to 1/8000 of the wavelength, cf. [Rüeger, 1996] and [Kahmen, 1997]. The common way for determining longer ranges is to use more than one frequency. The lowest frequency defines the maximum range and the higher frequencies are used for improving the coarse range provided by the lowest frequency within the desired precision. In practice, objects at farther distances than the period of the lowest frequency are shifted within the period of the lowest frequency. This ambiguity is of importance and has to be taken into account.

The range interval for laser scanners operating with AMCW-method is limited up to nearly 100 m since the intensity of the modulated signal, e.g. sine wave and square wave, is decreasing and the phase shift \( \Delta \phi \) cannot be reliably detected. However, electronic units allow fast determinations of the range, thereby increasing the data acquisition rate. Typical sampling frequencies of laser scanners operating with the AMCW-method reach values of 100 kHz and up to 700 kHz. The distance accuracy for one single measurement can be increased within some millimeters. Unfortunately, each phase measurement represents a single shot, which means no distinction can be made regarding first pulses and last pulses. Especially at edges, the AMCW-method produces erroneous data that result in mixed pixels, cf. Section 4.1.2. Figure 2.7 shows schematically the AMCW-method.

The modulation is not only based on one frequency. The modulation of two or more simultaneous frequencies is also possible. For example, the laser scanner 'Imager 5003' of Zoller+Frohlich is based on bi-modulation using two frequencies. In Figure 2.8, the AMCW of the 'Imager 5003', representing the high frequency signal 'hfs' and the low frequency signal 'lfs' (close), cf. Section 3.2, can be seen. Based on this figure, the period of the 'hfs' is of about 180 ns and the period of the 'lfs' is of about 22 ns and therefore, fit the nominal values.
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Figure 2.8: Zoller-Fröhlich laser scanner: the high frequency signal 'hfs' and the low frequency signal 'lfs' (close) of the amplitude-modulated continuous wave.

2.1.5 Frequency-Modulated Continuous Wave (FMCW)

The frequency-modulated continuous wave method (FMCW) is based on the modulation of a signal by varying the frequency. The emitted signal is modulated by a sine wave at varying frequencies and mixed with the reflected frequency. The mixed frequency is low-pass filtered and the generated signal is referred to as the beat signal. The range can be estimated by measuring the resulting beat frequency which follows a periodic waveform with a period \( T_r \). The distance to the object is proportional to the (maximum) beat frequency \( B \), i.e. the absolute difference in frequency \( \Delta f \) between the received signal and the emitted signal [Hancock, 1999]:

\[
s = \frac{c}{2} \frac{BT_r}{2\Delta f}.
\]  

(2.8)

The FMCW technique is not widely-used in terrestrial laser scanners and is more related to radar systems, i.e. long range applications. More information can be found in [Hinderling, 2004].

Figure 2.9: Typical chirped waveforms and beat frequency for an FMCW laser. \( f_e(t) \) is the emitted frequency, and \( f_r(t) \) is the received frequency. \( B \) is the peak beat frequency for a measurement. \( \Delta t \) is the delay in the reflected signal and \( T_r \) is the period of the frequency chirp (adapted from [Hancock, 1999]).
2.1.6 Overview of Distance Measurement Techniques in Terrestrial Laser Scanners

Table 2.2 gives an overview of the distance techniques that are used in terrestrial laser scanners. The correlation between the distance measurement technique on one hand and the range and data acquisition rate on the other can be seen.

Table 2.2: Overview of distance measurement techniques in terrestrial laser scanners. The data acquisition rate, i.e. frequency, and the range depend on the distance measurement technique.

<table>
<thead>
<tr>
<th>Laser Scanner</th>
<th>Manufacturer</th>
<th>Distance Technique</th>
<th>Range [m]</th>
<th>Frequency [kHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPW 8000</td>
<td>Callidus</td>
<td>direct TOF</td>
<td>80</td>
<td>28</td>
</tr>
<tr>
<td>LS 880</td>
<td>FARO</td>
<td>AMCW</td>
<td>76</td>
<td>120</td>
</tr>
<tr>
<td>HDS 3000</td>
<td>Leica Geosystems</td>
<td>direct TOF</td>
<td>300</td>
<td>1.8</td>
</tr>
<tr>
<td>LMS-Z420i</td>
<td>Riegl</td>
<td>direct TOF</td>
<td>800</td>
<td>12</td>
</tr>
<tr>
<td>GX</td>
<td>Trimble</td>
<td>direct TOF</td>
<td>350</td>
<td>5</td>
</tr>
<tr>
<td>Imager 5003</td>
<td>Zoller+Frohlich</td>
<td>AMCW</td>
<td>53</td>
<td>625</td>
</tr>
</tbody>
</table>

2.1.7 Avalanche Photo Diode (APD)

An avalanche photodiode (APD) is a photodiode that internally amplifies the photocurrent by an avalanche process. A large reverse-bias voltage, typically over 100 volts, is applied across the active region. This voltage causes the electrons initially generated by the incident photons to accelerate as they move through the APD active region. As these electrons collide with other electrons in the semiconductor material, they cause a fraction of them to become part of the photocurrent. This process is known as avalanche multiplication. Avalanche multiplication continues to occur until the electrons move out of the active area of the APD.

The gain of the APD can be changed by changing the reverse-bias voltage. A larger reverse-bias voltage results in a larger gain. However, a larger reverse-bias voltage also results in increased noise levels. Excess noise resulting from the avalanche multiplication process places a limit on the useful gain of the APD. The avalanche process introduces excess noise because every photo-generated carrier does not undergo the same multiplication.

An APD is compact and immune to magnetic fields, requires low currents, is difficult to overload and has high quantum efficiency that can reach 90%. The noise properties of an APD are affected by the materials that the APD is made of. Typical semiconductor materials used in the construction of low-noise APDs include silicon (Si), indium gallium arsenide (InGaAs) and germanium (Ge). More information concerning photons and APD can be found in [Saleh and Teich, 1991] and [Meschede, 2004].

Figure 2.10: Layout of silicon photodiodes: conventional design (left) and pin layout (right) according to [Meschede, 2004].
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2.1.8 Reflection Principles

The reflection of electro-optical waves is based on different types of reflection. It is distinguished between:

- specular, i.e. mirror-like, reflection
- diffuse, i.e. Lambertian, reflection

The specular or mirror-like reflection is characterized so that the angle of reflection $\theta_r$ is identical to the angle of incidence $\theta_i$ with respect to the surface normal

$$\theta_r = \theta_i.$$ (2.9)

The incoming ray is reflected in only one single direction. The specular reflection appears if the roughness of the surface is relatively small in comparison to the wavelength of the incoming ray [Gerthsen and Vogel, 1993]. The specular reflection is illustrated in Figure 2.11 (left). The complement to specular reflection is the diffuse reflection, as illustrated in Figure 2.11 (middle). The incoming ray fans out as a bundle of reflecting rays, covering the hemisphere surrounding the surface of the object. This reflection requires that the roughness of the surface be uneven or granular with respect to the wavelength of the incoming ray. If a surface is completely non-specular, the reflected light will spread over the hemisphere surrounding the surface.

The combination of specular reflection and diffuse reflection leads to a mixed reflection. The incoming ray is divided into several reflecting rays covering the hemisphere surrounding the surface of the object. However, the intensity of the ray, with its angle of reflection equalling the angle of incidence, mirrored at the surface normal, is the largest. One approximation of a mixed reflection is shown in Figure 2.11 (right). Some surfaces exhibit retroreflection. The structure of these surfaces is such that light is returned in the direction from which it came regardless of the angle of incidence. Such reflection is caused by prisms, which are used for precise distance measurements of total stations.

![Figure 2.11: Types of reflection: specular reflection (left), diffuse reflection (middle) and mixed reflection, consisting of combined diffuse-specular reflection (right).](image)

2.1.9 Reflectance Models

Specular reflection and diffuse reflection are simple approximations. In reality, surfaces exhibit various types of reflection. Other properties of electromagnetic waves, e.g. polarization, influence the way of reflection and complicate a mathematical description. In computer graphics several models were developed for describing the reflectance. In the following, three models are introduced: the Lambertian reflectance
model, the Phong model and the Torrance-Sparrow model. More information concerning reflection models can be found in [Luhmann et al., 2006], [Janser et al., 1996] and [Tönnies and Lemke, 1994].

**Lambertian Reflectance Model**

One common model for diffuse reflection is Lambertian reflectance, where the light is reflected with equal luminance in all directions according to Lambert’s cosine law [Gerthsen and Vogel, 1993]. Lambert’s cosine law states that the reflected or transmitted luminous intensity in any direction $J$ from an element of a perfectly diffusing surface varies as the cosine of the angle $\alpha$ between that direction and the normal vector of the surface:

$$J = J_0 \cos(\alpha),$$

(2.10)

where $J_0$ is the intensity radiation in normal direction. As a consequence, the luminance of the surface is the same regardless of the viewing angle and the angle of incidence.

**Phong Model**

Phong’s model is one of the most common lighting models in computer graphics. The intention of the Phong reflection model is to produce a 3D model with a certain degree of realism. Therefore, it combines the common reflection principles, specular and diffuse, with ambient lighting. In Figure 2.12, the image and the Phong model of a sphere can be seen. The modeled sphere becomes a realistic illustration of a real sphere. More information can be found in [Phong, 1975].

![Figure 2.12: Phong model: Picture of a sphere (left) and sphere displayed by Phong model (right), adapted from [Phong, 1975].](image)

**Torrance-Sparrow Reflectance Model**

The Torrance and Sparrow reflectance model is close to the Phong illumination model with some differences. These differences are that the intensity of the specular reflection varies with the direction of the light source and the angle of peak specular reflection is not always exactly at the angle of incidence [Torrance and Sparrow, 1967].

---

### 2.2 Angle Measurement System

The orientation of the laser beam in terrestrial laser scanners is measured electro-optically by encoders with respect to a horizontal and a vertical direction. The electro-optical method is based on transmitted light or on reflected light. A glass arc with diameters of 5 cm to 7 cm is coded by a pattern of alternate opaque and transparent areas. Incident light from an internal source falls on the glass arc and photodiodes convert
the light energy transmitted by or reflected from the pattern into electrical energy, e.g. pulses or pixel information. The digital signal then has to be converted from an analog signal to a digital output readable as a decimal number, cf. Figure 2.14.

In most terrestrial laser scanners, binary encoding is implemented since an initialization is not required and the angular resolution is sufficiently high for laser scanning. However, for higher resolution, within some milligons, incremental encoding has to be used.

### 2.2.1 Incremental Encoding

Incremental encoding is also called the relative method since the reference base is not marked on the circle. Using this method, only a relative rotation of the glass circle is measurable. Light from a source is passed through the graduated glass circle prepared by transparent and opaque strips of equal width. The smallest graduation unit is defined by the width of one strip. The quantity of light received by the photodiode depends on the rotation and changes are nearly sinusoidal. The periods of the sinusoidal oscillation can be counted and the amount of rotation can be determined. Incremental encoding requires an initialization. Therefore, the glass arc is marked with an additional code that differs from the pattern containing the angle information. The additional code has to pass the electro-optical barrier and the counter is then initialized. The determination of the angle is carried out by a coarse measurement and a fine measurement. The coarse measurement counts the number of passing transparent and opaque strips. Therefore, the output signal of the photo diode is triggered and the number of pulses, i.e. transitions between positive and negative states, are counted. Due to the pattern consisting of up to 20,000 elements, the rotation angle has a resolution up to 0.02 gon. The fine measurement uses the Moiré effect. The pattern of several opaque and transparent
strips of up to 200 is overlapped by the corresponding diametrically opposed pattern. Based on the Moiré pattern, the resolution can be increased by measuring the phase. Therefore, the reading index has to be positioned within the last period of the Moiré pattern. Further details can be found in [Ingensand, 1998] and [Schlemmer, 1996].

2.2.2 Binary Encoding

The binary encoding method is also called the absolute method since the reference base is physically marked on the graduated glass circle. Light from a light source passes through the encoded glass circle, which is marked with the number of the graduation in a binary code. Each corresponding digit of the binary code is represented by a transparent or an opaque element.

The glass circle contains either coded rings or is marked by an absolute code, which can be read by an array of CCD sensors. In Figure 2.15, a glass circle with coded rings (left) and an absolute code (right) can be seen. The required resolution can be achieved by interpolation algorithms. Further details can be found in [Ingensand, 1998] and [Schlemmer, 1996].

---

Figure 2.15: Binary encoding with absolute orientation according to [Ingensand, 1998]. Coded rings (left) and absolute code (right).

2.3 Deflection System

Scanning the environment requires the deflection of the laser beam in two directions, horizontally and vertically, respectively. Due to constant angle increments the result is a grid of points defining a point cloud. The horizontal deflection step width is often forced to equal the vertical deflection step width. The points are arranged in vertical profiles and shifted by a discrete horizontal angle increment.

The deflection can be separated into a primary deflection and in a secondary deflection for two-mirror-systems, cf. Section 2.3.1. Each mirror rotates about one specific axis to deflect the laser beam in a 2D plane. A common practice is to perform a primary deflection in the vertical direction to generate a vertical profile. The secondary deflection then shifts the laser beam horizontally to acquire the next vertical profile adjacent to the previous profile. In the case of a one-mirror system, the laser beam is deflected by a rotating mirror, which is moving about two perpendicular axes, cf. Section 2.3.2. The dimensions of the environment that can be scanned depends on the principle used for deflecting the laser beam. This field of view is either limited by a section, i.e. camera scanner, or covers a full view, i.e. panorama scanner, cf. Figure 2.16.

There are different techniques for deflecting the laser beam. A detailed discussion is given in [Kern, 2003], where it is distinguished between a deflection using plane mirrors, polygon mirrors, and prisms. Another possibility is the distinction regarding the motion of the mirrors. They can either oscillate or simply rotate.

---

5CCD: Charged Coupled Device
2.3 Deflection System

In the following, a distinction is made between a rotating beam deflection unit and an oscillating beam deflection unit.

The deflection of the laser beam implemented in laser scanners is often a combination of different deflection methods. The primary rotation is faster than the secondary rotation. Considering the panorama scanner, e.g. laser scanners of Callidus, Faro, Riegl, Zoller+Frohlich, the primary deflection is performed by a fast-rotating mirror. The secondary deflection involves a rotation of the complete deflection unit instead of rotating only the mirror. Appendix A shows the imaging system of the laser scanner Imager 5003 of Zoller+Frohlich.

2.3.1 Oscillating Mirror

The primary rotation is described by a mirror that oscillates about an axis. The sampling interval is defined by the minimum increment of the encoder unit which causes the mirror to oscillate to the next position. The encoder position and the distance correspond with each other. Since the oscillation is not as fast as the rotation, the synchronisation is not as crucial as it is for the rotating mirror. The combination of two oscillation mirrors deflects the laser beam in the desired directions. The vertical and horizontal sampling intervals are defined by the minimum increment of the encoder controlling the oscillations of the mirrors. The main drawbacks of oscillating mirrors are the limited field of view and the performance of the deflection.
2.3.2 Rotating Mirror

The primary rotation is described by a mirror that rotates about an axis. The rotation axis of this primary rotation is often a horizontal axis. Thus, the laser beam is deflected in a vertical profile. The secondary rotation is carried out by the rotation of the laser scanner about a vertical axis to deflect the laser beam in a horizontal profile. The vertical sampling interval is defined by the frequency of detecting distances and the encoder resolution. The distance acquisition has to be synchronized with the corresponding orientation of the rotating mirror. Since the mirror is rotating permanently and quickly, up to 33 rotations per second, the synchronization and the rotation time of the rotating mirror are important aspects.

2.3.3 Overview of Deflection Techniques in Terrestrial Laser Scanners

The following Table 2.3 gives an overview of the deflection techniques that are used in terrestrial laser scanners. The trend is to construct panorama scanners since the advantage of a larger field of view is obvious. The panorama scanners also include the possibility of surveying a user-defined area instead of a full panorama.

<table>
<thead>
<tr>
<th>Laser Scanner</th>
<th>Manufacturer</th>
<th>Deflection Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPW 8000</td>
<td>Callidus</td>
<td>rotating mirror</td>
</tr>
<tr>
<td>LS 880</td>
<td>FARO</td>
<td>rotating mirror</td>
</tr>
<tr>
<td>HDS 3000</td>
<td>Leica Geosystems</td>
<td>oscillating mirror</td>
</tr>
<tr>
<td>LMS-Z420i</td>
<td>Riegl</td>
<td>rotating polygonal mirror wheel</td>
</tr>
<tr>
<td>GX</td>
<td>Trimble</td>
<td>scanning optical system (patented)</td>
</tr>
<tr>
<td>Imager 5003</td>
<td>Zoller+Frohlich</td>
<td>rotating mirror</td>
</tr>
</tbody>
</table>
The conception of an instrument assumes specific constraints between the different components. Due to mechanical imperfections, it is impossible to design an instrument exactly to theoretical planning. There are discrepancies between the real instrument and the ideal instrument, and these are called instrumental errors. The knowledge of instrumental errors is essential in acquiring reliable measurements. The more one is aware of the systematic errors, the better one is able to correct for the real instrument with respect to its ideal construction by applying mathematical models. However, these mathematical models require precise knowledge of the instrument and its components. Furthermore, the calibration of an instrument necessitates the stability and the time constance of the calibration parameters. If these requirements are not fulfilled, calibration is nearly impossible.

Normally, a distinction can be made between a system calibration and a component calibration [Hennes and Ingensand, 2000]. Figure 3.1 shows the calibration procedures. The system calibration derives either a mathematical model or a correction function, without knowledge of each single instrumental error and its influence, by appropriate observation of control points or known objects, e.g. spheres, planes. The component calibration is mostly based on knowledge-based modeling of the instrument and its instrumental errors. Each single error is investigated separately in a specific experimental setup. The latter has been applied to the laser scanner, Imager 5003 of Zoller+Fröhlich, cf. Table 3.1.

Before starting with the discussion of the calibration procedures applied on the laser scanner, some terms and definitions need to be clarified. There is often a misunderstanding between calibration, performance assessment/evaluation, and certification. They are similar in meaning and are often used synonymously [NIST, 2002]. However, there are slight differences in the nuances of these terms. One formal definition of calibration is given by [VIM, 1993]:

Figure 3.1: Calibration of terrestrial laser scanners, categorized by component calibration and system calibration.
**Table 3.1: Specifications of terrestrial laser scanner, Imager 5003 of Zoller+Fröhlich.**

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manufacturer</td>
<td>Zoller+Fröhlich GmbH (Wangen i.A., Germany)</td>
</tr>
<tr>
<td>Type name</td>
<td>Imager 5003</td>
</tr>
<tr>
<td>Type number</td>
<td>53500</td>
</tr>
<tr>
<td>Serial number</td>
<td>161</td>
</tr>
<tr>
<td>Laser number</td>
<td>09014</td>
</tr>
<tr>
<td>Laser class</td>
<td>3R</td>
</tr>
<tr>
<td>Production year</td>
<td>2003</td>
</tr>
</tbody>
</table>

Calibration is a set of operations that establish, under specified conditions, the relationship between values of quantities indicated by a measuring instrument or measuring system, or values represented by a material measure or a reference material, and the corresponding values realized by standards.

Notes:

1. The result of a calibration permits either the assignment of values of measurands to the indications or the determination of corrections with respect to indications.

2. A calibration may also determine other metrological properties such as the effect of influence quantities.

3. The result of a calibration may be recorded in a document, sometimes called a calibration certificate or a calibration report.

Performance assessment/evaluation is a voluntary assessment and would be conducted to determine how well the instrument and the processing software meet a user’s specific requirements [NIST, 2002]. Certification has legal connotations and would involve testing the instrument in accordance with a set of protocols and measuring the results against a metric pass/fail [NIST, 2002]. The testing would, in general, be conducted in a certified laboratory.

The procedures of calibration and performance assessment/evaluation deal with the investigation of measuring systems. Investigating measuring systems, e.g. automated total stations, digital levels, cameras, laser scanners, usually require many measurements to derive measurands as well as to assess the results. For the assessment of measurements, several standard definitions were developed by different organizations and institutes, such as the International Organization for Standardization (ISO), the American National Standards Institute (ANSI) and the American Society of Testing and Materials (ASTM International). Furthermore, [Heister, 2006] introduced parameters to assess the accuracy of laser scanners and to make them comparable.

The standard definitions cover a wide range of terms. Unfortunately, there are some terms for which standard definitions are missing. Such terms are related to the topic of laser scanners. The reasons for this are due to the relatively young age of the instrument developments and the differing working principles they were based on. Examples of such missing terms include sample rate, horizontal resolution and vertical resolution. Each vendor uses different definitions and specifications for qualifying the characteristics of its laser scanner. To avoid misunderstanding, definitions for two pairs of confusable but important terms are given. They are precision versus accuracy and repeatability versus reproducibility.

Precision is defined as the closeness of the agreement between independent test results obtained under stipulated conditions [ASTM E456-02, 2002]. Usually, precision is expressed numerically by measures of imprecision, such as standard deviation, variance, or coefficient of variation [ASTM E456-02, 2002]. The notes included with the definition also states that precision depends on random errors and does not relate to the true value. The precision can be described by the empirical standard deviation [Möser et al., 2000]:
Accuracy is defined as the closeness of the agreement between the result of a measurement and a true value of the measurand and is a qualitative concept [VIM, 1993]. Accuracy can be described by the root mean square (RMS) [Deakin and Killde, 1999]:

$$RMS = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (a - x_i)^2}$$  \hspace{1cm} (3.3)

where $a$ is a constant, $x_i$ represents the test results (data) and $n$ describes the number of data. Therefore, the constant $a$ represents a true or nominal value which is based on surveying with high accuracy. Accuracy can also be expressed by a deviation $\Delta$ between the nominal value $a$, i.e. constant, and the real value $\mu$, resulting in a bias (comparison principle):

$$\Delta = a - \mu.$$  \hspace{1cm} (3.4)

In the following, numeric values describing the accuracy refer to the comparison principle expressed by Equation (3.4).

Repeatability is defined as the closeness of the agreement between the results of successive measurements of the same measurand carried out under the same conditions of measurement, e.g. expressed by dispersion parameters [VIM, 1993]. Reproducibility is defined as the closeness of the agreement between the results of measurements of the same measurand carried out under changed conditions of measurements [VIM, 1993]. This is important since frequently the conditions under which the instrument is operated differ from those under which the instrument was originally evaluated or calibrated.

Several lab calibration facilities at the IGP (Institute of Geodesy and Photogrammetry, ETH Zurich, Switzerland) allow for the performance of component calibration procedures. These installations include a calibration track line with a length of approx. 52 m, an electronic unit for frequency measurements, test field of observation pillars, 3D test fields, etc. They facilitate the investigation and calibration of instruments regarding various properties. The following sections introduce the different types of installations followed by the discussion of the calibration procedures applied on the different components of the terrestrial laser scanner. The focus is on the two main system components defining a surveying instrument to measure distances and angles, the distance measurement system and the angle measurement system, respectively. Furthermore, additional instrumental and non-instrumental errors affecting both the distance measurement system and the angle measurement system are discussed. Finally, an overall precision for a single point and an accuracy for modeled objects that can be achieved by the laser scanner are derived.

The discussed calibration procedures give an idea of the possible errors that can influence the precision and the accuracy of terrestrial laser scanners and their measurements, respectively. The completeness of all possible influencing parameters is not guaranteed and is not the aim of this research. Different researchers and institutions deal with the investigation of terrestrial laser scanners to achieve a better understanding of these sensors and to establish their use in geodetic applications.
3.1 Laboratories and Tools for Calibration

The IGP is equipped with various kinds of laboratory facilities, test fields, etc. Thus, geodetic instruments can be calibrated regarding different aspects. In the following, some laboratory facilities and test fields, which play an important role in the calibration of the terrestrial laser scanner, are introduced.

3.1.1 Calibration Track Line

The calibration track line at the IGP has a length of roughly 52 m. A trolley moves on the track line, either automatically or manually, cf. Figure 3.2. This trolley is tracked by a laser metric system (HP 5529A dynamic calibrator), which is based on interferometry. Thus, the position of the test trolley on this track line can be located within a high accuracy of less than 0.1 mm. Atmospheric conditions, i.e. air temperature, air pressure and air humidity, are also collected as they are required for atmospheric correction of distances measured by the interferometer to guarantee high accuracy. Therefore, lab conditions are temperature-stabilized by air conditioning within a temperature range of 20 °C ± 0.5 °C. The distance measurement system of geodetic instruments can be calibrated by comparing the measured distances acquired by the instrument to be calibrated with the nominal distances provided by the interferometer. Therefore, the instrument to be calibrated is set up at the beginning of the track line in a way that the instrument is aligned in extension with the track line. An observation pillar is installed and facilitates the required setup easily. On the test trolley, a target can be mounted to measure the distances between the test trolley and the instrument. The additive constant between the mechanical zero point of the track line and the observation pillar is calibrated and well-known. Thus, relative as well as absolute distance measurements can be performed.

![Figure 3.2: Calibration track line with a length of 52 m including the test trolley moving on the track line.](image)

The 3D trajectory of the calibration track line is checked periodically. The optimal track can be approximated by a line that should run straight horizontally and vertically. Since an optimal straight line can rarely be established, the real run of the track line has to be identified. Generally, three different parameters are required: the straightness of alignment, the verticality of alignment and the cant, i.e. transverse gradient. The trajectory of the calibration track line regarding these parameters are shown in Figure 3.3. In the upper figure, the straightness of alignment and the verticality of alignment can be seen. The variation in the vertical direction shows a maximum relative value of 1 mm. According to Abbes comparator principle, the laser beam of the interferometer and the measurement beam of the instrument to be checked has to be in a straight line. Since this constraint can rarely be met with the design of the calibration track line the verticality of alignment is of great importance. But the maximum change in the vertical direction can

---

1 This accuracy represents for the resulting accuracy of the mechanical zero point of the calibration track line, the orientation of the test trolley, and the accuracy of the laser interferometer. The accuracy of the HP interferometer is given by $0.2 \mu m + 0.5 \cdot 10^{-6} \cdot D$, where $D$ is the distance in [m]; the resolution is given by $0.1 \mu m$. 
be stated by a value of 0.5 mm in 2 m, cf. Figure 3.3. Since the vertical offset between interferometer and instrument is far below 2 m, this influence can be neglected. The variation in the straightness of alignment shows an increasing deviation up to 3 mm in a range of 50 m. The influence of this deviation on the desired straight distance is far below the desired distance accuracy. In the lower figure, the cant of the track can be seen and is relatively small and thus, negligible. In summary, the track line is well-adjusted regarding the straightness of alignment, the verticality of alignment and the cant. Thus, this track line is well-suited for calibration procedures that will result in a high accuracy.

The trajectory of the calibration track line is not of importance to the calibration of the distance measurement systems of geodetic instruments in static applications. The small variations of the track do not influence the operation of the laser interferometer and does not significantly influence the ranges measured by the geodetic instruments. In addition, for kinematic applications, the 3D trajectory of the moving instrument has to be known in terms of the position \((x, y, z)\) and in terms of the attitude angles \((\omega, \varphi, \kappa)\). If the trajectory is not well-known, additional instruments have to be used to acquire the necessary information, e.g. inclination sensors. However, the trajectory of the calibration track line is well-known and is prepared not only for static applications but also for kinematic applications.

![Figure 3.3: Trajectory of the calibration track line. In the upper figure, the straightness of alignment and the verticality of alignment can be seen. In the lower figure, the cant of the track is shown.](image)

The wall behind the interferometer of the calibration track line, cf. Figure 3.10, is covered with a dark velvet curtain to avoid reflections from the background, which would resulting in mixed pixels, blunders or multipaths.

### 3.1.2 Test Field of Control Points

Along the calibration track line, a test field of control points was installed. It consists of observation pillars located beside the track line and bolts drilled into concrete walls. These control points are located along the calibration track line at both sides and at different heights. The location of the points can be seen in Figure 3.4. The coordinate system is oriented in such a way that the track of the test trolley defines the x-axis.
The origin is defined by the observation pillar on the track line (pillar number 2000) and the orientation of the x-axis is along the track line towards pillar number 1000. The coordinates of all control points were surveyed with total station from different observation pillars to achieve both high redundancy and high accuracy. All points show an accuracy in the horizontal position of less than 0.7 mm and in the vertical position of less than 0.2 mm.

![Diagram of control points and observation pillars]

**Figure 3.4:** Configuration of the control points. The control points are aligned along the calibration track line on both sides and at different heights. The track line defines the x-axis.

### 3.1.3 Test Field of Observation Pillars

The test field of observation pillars consists of 3 x 3 pillars. They span an area of approximately 11 m x 5 m. The pillars can be equipped with tribrachs and allows for mounting several kinds of targets and instruments. Figure 3.5 shows the situation of the observation pillars. The 3D coordinates were periodically surveyed with respect to a relative reference frame with a high degree of accuracy. The achieved accuracy in the horizontal position is less than 0.5 mm and in the vertical position less than 0.05 mm.

![Situation of observation pillars]

**Figure 3.5:** Situation of the observation pillars. The observation pillars are aligned in a 3 x 3 pattern and span an area of approximately 11 m x 5 m.

### 3.1.4 Electronic Unit for Frequency Measurement

The unit for frequency measurement allows for the verification of a modulation frequency via knowledge of its nominal frequency. For this purpose a frequency counter with a high degree of accuracy regarding an absolute time base has to be derived. Therefore, the clock frequency of a frequency counter (HP 53131A) is controlled by a standardized frequency. This standardized frequency is emitted by long wave sources.

---

\(^2\)A two-channel counter that is capable of producing a frequency resolution of ten digits per second and a bandwidth of 225 MHz. The time interval resolution is specified at 500 ps. An optional third channel provides frequency measurements of up to 3 GHz, 5 GHz, or 12.4 GHz. Standard measurements include frequency, period, ratio, time interval, pulse width, rise/fall time, phase angle, duty cycle, totalize, and peak voltage.
and can be received by the frequency measurement unit. Based on this received standardized frequency, an absolute time base for the frequency counter can be defined.

The modulation frequency of a sensor is transmitted to an APD. The detected signal is amplified and demodulated. The frequency counter calculates the detected modulation frequency. Additionally, the demodulated signal can also be visualized by an oscilloscope. The electronic unit for frequency measurement is shown in Figure 3.6. The APD, the frequency counter, the amplifier and the oscilloscope can also be seen in this figure.

![Figure 3.6: Electronic unit for frequency measurement including an APD, an amplifier, a frequency counter, and an oscilloscope (from right to left).](image)

### 3.1.5 Calibration of Spheres

In contrast to traditional geodetic instruments, e.g. total station, GPS, levels, a laser scanner does not support the direct determination of coordinates of discrete points. For the calibration purposes of a laser scanner, it is essential to work with discrete points to derive the coordinates of these points. Several geometrical objects are suitable for laser scanning, e.g. planar coded targets, cylinders and spheres. The most appropriate object for laser scanning in terms of deriving coordinates of a discrete point is a sphere. The advantages of a sphere are manifold. First, each sphere is absolutely defined in 3D by the coordinates of the center point and its diameter. Second, a sphere is featured by a homogenous surface and is invariant regarding the viewing angle. Thus, spheres are well-suited for use as targets for laser scanning. However, there is one major disadvantage. The angle of incidence worsens with increasing distance from the center and vice versa. The introduction of weights can reduce this problem. However, these points are essential as they define the geometry of the sphere.

Consequently, massive wooden spheres in two sizes were prepared as targets for laser scanning. The diameters are of approximately twelve and fifteen centimeters. Adapters were fixed on the spheres for attaching them to prism holders. When installing the adapters, caution was taken to avoid an offset in position and in height between the prisms and the spheres. Furthermore, the spheres were painted with a white colour for achieving high intensity values for the reflected laser beams. Overall, each sphere had to be calibrated with respect to

- the diameter and the symmetry of the diameter, in horizontal and vertical direction,
- the central position of the adapter, and
- the vertical offset between prism center and sphere center.

The calibration process was performed by using a theodolite (Wild T 2000). The theodolite and the sphere were set up on two pillars of the test field of observation pillars, cf. Section 3.1.3. By knowing the distance
between the sphere or the prism, one centimeter deviation in distance does not affect the desired parameters significantly, and the theodolite, calibration parameters can be derived by using the vertical and horizontal angle measurements and simple geometrical relations.

Each sphere has different calibration parameters. The closeness of the calibration parameters of all the spheres allowed for the derivation of two sets of mean values for the diameter and the vertical offset (for the two different sizes). All results showed that the symmetry of the diameter and the central position of the attached adapter are sufficiently adequate. Thus, the spheres, cf. Figure 3.7, can be used for the calibration of the laser scanner.

Figure 3.7: Sphere used as target for laser scanning. The diameter of the shown sphere is approximately 12 cm. The sphere is attached to a prism holder.

The center point of a sphere can be calculated easily. Normally, a minimum number of four points satisfy the definition of a sphere and with laser scanning, many more points than necessary for defining a sphere are generated. The resulting redundancy allows for the derivation of the center point via an adjustment. Therefore, the diameter of the spheres can be introduced either as an unknown parameter or as a known constant. Within the adjustment procedure, blunders are detected automatically. Blunders are present if the normal distances from each point to the sphere surface exceed a user-defined limit, e.g. 5 mm. This parameter is the same as using normalized residuals and is introduced because it can be interpreted geometrically. More information concerning the adjustment procedure can be found in Appendix C. The adjustment is iterated until either all points lie within a maximum distance to the surface of the sphere, e.g. 5 mm, or until the unknowns, i.e. coordinates of the center points and the diameter, change below a limit, e.g. 0.1 mm.

The diameters of the two spheres (12 cm and 15 cm) were chosen with respect to practical aspects and with respect to the minimum angle increments and to the beam divergence of the laser scanner, respectively. On one hand, the spheres should be small and lightweight enough to be moved and transported during field work. On the other hand, the spheres have to be large enough to be scanned from distances adapted to the range interval of the laser scanner. Thus, the aforementioned diameters for the spheres were chosen. Additionally, the best possible value for the optimal diameter of the spheres can be derived mathematically. [Reshetuyk et al., 2005] found that the optimal diameter for the laser scanners, HDS 3000 of HDS Leica Geosystems and Imager 5003 of Zoller+Fröhlich, has a value of 14 cm.
3.2 Distance Measurement System

The distance measurement system of the laser scanner Imager 5003 of Zoller+Frohlich is based on the propagation of the modulated laser light. If the laser beam hits an object in the environment, then the laser beam is partially reflected and can be detected by an APD. This photodiode is coupled with a signal amplifier and provides a dynamic range in reflectivity from 5% up to 99% [Fröhlich et al., 2000]. The method used for determining distances is the phase difference principle, cf. Section 2.1.4. Because of the ambiguity in signals, e.g. sine signals, a maximum range by means of a modulated wavelength \( \lambda_{\text{max}} \) has to be defined. The challenge by defining \( \lambda_{\text{max}} \) is to achieve both a long range interval and a high resolution in the distance measurement. Therefore, a resolution of up to 1/8000 of \( \lambda_{\text{max}} \) is possible, cf. [Rüeger, 1996] and [Kahmen, 1997]. To guarantee long range as well as high resolution, the emitted laser signal is simultaneously intensity-modulated with two different sinusoidal frequencies [Fröhlich et al., 2000]. These two frequencies define a coarse channel component, i.e. low frequency signal ‘ifs’, and a fine channel component, i.e. high frequency signal ‘hfs’. The detected laser light contains the phase shifts of both modulation frequencies: ‘ifs’ limits the maximum range and provides a coarse value for the desired distance and ‘hfs’ delivers a precise but ambiguous range. Depending on the desired maximum range for ‘hfs’, two different modes can be chosen: mode ‘close’ (\( \lambda_{\text{ifs}} \approx 54 \) m), and mode ‘far’ (\( \lambda_{\text{ifs}} \approx 108 \) m). Thus, the distance between the scanner and the object is limited to 27 m and 54 m, respectively. ‘hfs’ has a wavelength of \( \lambda_{\text{hfs}} \approx 6.7 \) m and allows for a resolution of less than 1 mm. The carrier wave of the emitted laser light is in the near infrared (\( \lambda \approx 700 \) nm). Based on constant emitter signals, the intensity of the detected light is equivalent to the reflectivity value of the object. The simultaneous detection of both range and reflectance values guarantees that they correspond directly to the same data point in 3D. Furthermore, it has to be mentioned that this distance measurement system is (mostly) independent of the lighting condition, e.g. ambient light, because of the active illumination of the laser light.

The reflectivity of an object is not the only parameter which influences the intensity of the reflected laser signal. Other parameters also affect the reflectivity value (\( I \)), such as [Gerthsen and Vogel, 1993]:

- distance \( d \), which is inversely proportional to the square of the distance: \( I \sim 1/d^2 \)
- angle of incidence
- surface properties, e.g. colour, roughness, reflectance

The laser scanner can operate in two different modes: a so called ‘scanning mode’ and a so called ‘static mode’. The ‘scanning mode’ means that the deflection unit is rotating. In contrast, the deflecting unit in the ‘static mode’ is not rotating and the laser beam can be aligned manually. The usual operation mode for the laser scanner is the ‘scanning mode’. Therefore, the laser beam is deflected by the rotating deflection unit and is scanning the 3D environment. The ‘static mode’ should only be used for investigation and calibration purposes and for some specific applications because the laser beam is permanently aligned in one direction and is reflected by the same object point in the environment. In ‘static mode’, the laser beam is dangerous for the human eyes since the laser class is 3R and can cause permanent damage to the retina, cf. Section 2.1.2. The operator as well as people involved in the surrounding have to wear safety goggles according to laser safety instructions to avoid irreparable accidents concerning human vision. However, some important aspects can be gained in ‘static mode’, for example:

- precision and accuracy
- long-run behaviour
- frequency stability, e.g. caused by thermal drifts
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3.2.1 Static Mode

The manufacturer defines for the distance measurement system two remaining errors after range calibration: the linearity error and the range noise. The linearity error means that all deviations between the nominal value, i.e. nominal distance, and the measured value, i.e. measured distance, lie within a limit. Because of the presence of random noise and blunders in distance measurements, the measured value is replaced by the mean value of several repeated measurements, e.g. 10,000 measurements. The result is a non-linear curve called a linearity error curve, where its magnitude should be independent of the distance. The range noise describes the measurement noise of repeated measurements against the mean value and corresponds to the empirical standard deviation, i.e. precision. In contrast to the linearity error the range noise is dependent of both the object range and the object reflectivity. Thus, characteristic errors of a distance measurement system, the additive constant and the scale factor, should be eliminated by calibration.

The calibration procedure of the distance measurement system in the 'static mode' includes several targets which differ in reflectivity. The selection of different targets are limited to three reflectivity values, cf. Figure 3.8:

- reflectivity 90% (white)
- reflectivity 60% (grey)
- reflectivity 20% (dark grey)

![Figure 3.8: Targets with varying reflectivity values used for investigating the distance measurement system. Left target: reflectivity 90% (white), middle target: reflectivity 60% (grey), right target: reflectivity 20% (dark grey).](image)

The targets are painted with a white colour defining a reflectivity of \( \approx 95\% \). Subsequently, the targets are covered by transparent papers with defined reflectivity. Thus, the given values are approximations and represent a system-related reflectivity, cf. Section 3.5.1.

The targets are mounted on the telescope of a theodolite (Kern DKM1). The telescope can be aligned precisely in the vertical direction as well as in the horizontal direction. Furthermore, the telescope can be oriented in user-defined directions for aligning the targets in different ways with respect to the laser beam, representing different angles of incidence, cf. Section 3.5.2. The theodolite Kern DKM1 used for the alignment of the targets with respect to the laser beam with a target mounted on the telescope can be seen in Figure 3.9.

The system consisting of the theodolite and the target is calibrated with respect to an additive constant and the uprightness between the top of the target plane and the center of the theodolite. The system is recognized as being constructed accurately without a significant additive constant. Furthermore, the planes used as targets were proven as being flat to a maximum deviation of 0.5 mm.

---

3Range calibration is defined by applying an error correction function or a look up table derived by residuals between nominal distances and measured distances, i.e. mean values, as defined by several calibration procedures [Mettenleiter, 2004].
3.2 Distance Measurement System

The calibration of the distance measurement system in the 'static mode' was performed on the calibration track line. The laser scanner was set up on the observation pillar located in extension with the track line (pillar number 2000, cf. Figure 3.4). The different planar targets were mounted on the test trolley by using the theodolite DKM1, cf. Figure 3.9, including centering and levelling. The targets were aligned in such way that the laser beam was horizontal and hit the target plane at a normal angle. Therefore, the theodolite can be rotated and the target can be shifted in height. Based on this alignment, the targets were oriented with respect to the laser beam using the theodolite. This is of importance with respect to the influence of the angle of incidence on the distance measurement system, cf. Section 3.5.2. The calibration procedure is shown schematically in Figure 3.10. All investigations of the distance measurement system in the 'static mode' were performed with the following settings:

- range mode: far
- filter frequency: 125,000 points/sec
- points per line: 10,000

The chosen range mode and filter frequency correspond to the common settings applied during the 'scanning mode'. The number of points per line influences the mean value and the empirical standard deviation, i.e. precision, since these parameters are based on the number of acquired measurements.

Repeatability

The repeatability of the distance measurement system allows for the evaluation of systematic effects concerning the additive constant and the scale factor. The determination of such parameters are only meaningful if they are repeatable. Therefore, the same measurement procedure is repeated within a short time and is based on the identical measurement setup. The target that was used is white in colour and is defined by a reflectivity value of 90%. The laser beam hits the target orthogonally.

---

4 It is of importance to refer to the settings made for the distance measurement. This is especially the case for the range mode and the filter frequency as they may influence the distances to be measured.

5 The filter frequency depends on the selected scanning modes. The frequency goes from 125,000 points/sec for the scanning modes 'preview' and 'middle' to over 250,000 points/sec in the mode 'high' and up to 500,000 points/sec for the scanning mode 'superhigh'.
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Figure 3.10: Calibration setup for the distance measurement system in the 'static mode' of the laser scanner using planar targets.

Figure 3.11 shows the deviation between the derived mean value acquired by the laser scanner and the nominal value provided by the interferometer. The results are three lines representing the accuracy of the distance measurement system. First, an overall and reproducible systematic trend caused by an additive constant and a scale factor cannot be seen. Second, specific sections showing a similar behaviour can be assumed but without trustworthy results. Calibration curves based on harmonic oscillations can be derived and can be applied for improving the curves of the mean values. However, the more important aspect is that all three lines are within ±5 mm according to the manufacturers' specifications on the linearity error. These results were confirmed by additional investigations.

It should be mentioned that the calibration curves are dependent on several parameters, e.g., the reflectivity and the angle of incidence. Calibration curves have to be defined regarding these parameters for the sake of completeness. In previous investigations, multipath effects, which were caused by the background, were seen, cf. [Ingensand et al., 2003]. The divergence of the laser beam enlarged the footprint to the point of overtaking at a specific distance. To avoid these effects in following investigations, a velvet curtain was installed in the background. Furthermore, an upgrade of the laser scanner in February, 2004 narrowed the beam divergence.

Figure 3.11: Repeatability of the distance measurement system based on the 'static mode'. Three repeated data series on a white target (reflectivity 90%) are plotted and refer to the same setup.
3.2 Distance Measurement System

Accuracy

The accuracy of the distance measurement system based on different reflectivity values for the targets has already been analyzed. The question is is there a systematic deviation of the distance measurement system for a specific reflectivity?

The results for specific reflectivity values are shown in Figure 3.12. The curves are similar to the results obtained by the investigation for repeatability. The conclusion is that the reflectivity does not influence the mean value of the distance measurement system. Furthermore, the accuracy meets the requirement of the manufacturer for covering the full measuring range of 50 m. However, the corresponding mean values do not mean that the noise of the measurements, i.e. the precision, is also similar.

![distance accuracy](image)

**Figure 3.12:** Accuracy of the distance measurement system based on the 'static mode'. The targets used have different values of reflectivity, namely 90% (white), 60% (grey) and 20% (dark grey).

Precision

The precision defines the noise of a sensor. In terms of the laser scanner, the precision of the distance measurement system gives an estimation for the empirical standard deviation of a single distance measurement. The precision is a reliable parameter since it defines the imprecision of a single shot that occurred during a scanning process and helps to assess each single point in the point cloud.

Figure 3.13 shows the standard deviation over the measuring range of 50 m for the three targets with different reflectivity values. It can be seen that up to a range of 10 m, the curves are close to each other with a precision of less than 2 mm. As the lines diverge, a difference between the reflectivity values is clearly visible. Since the standard deviation represents 1 σ noise, the area covering each measurement, i.e. 99.9 %, has to be multiplied by a factor of three. The increasing noise is correlated to the decreasing intensity in the reflected laser beam and defines the signal-to-noise ratio (SNR). Comparing these results to the specifications of the manufacturer, it can be concluded that the specifications have been met, cf. Appendix B.

3.2.2 Scanning Mode

The investigation of the 'scanning mode' was performed on the calibration track line similar to the investigation of the 'static mode'. The targets used for scanning had the property of a definitely defined center. This is of importance for deriving horizontal distances between the laser scanner and the target. These distances are then compared with nominal distances since the horizontal distance cannot be acquired directly. In Section 3.1.5, spheres were introduced as being well-suited for laser scanning since they have a well-defined center point.
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Figure 3.13: Precision of the distance measurement system based on the 'static mode'. The targets used have different values for reflectivity, namely 90% (white), 60% (grey) and 20% (dark grey).

Figure 3.14: Calibration setup for the distance measurement system in the 'scanning mode' of the laser scanner using spheres.

The calibration procedure is performed in all provided scanning modes: 'superhigh', 'high', 'middle', and 'preview'. These modes differ in the resolution of the point cloud since the point-spacing in the horizontal and vertical directions decrease from 'superhigh' to 'preview'. For the scanning process, the operator can choose additional settings to modify the range mode\(^6\) and the noise\(^7\). The area containing the sphere to be scanned is selected manually based on a preview scan acquired by the lowest resolution, which is made within a short time. The laser scanner was set up on the observation pillar, which is located in extension with the track line (pillar number 2000, cf. Figure 3.4). The spheres were positioned by the trolley along the calibration track line and the nominal distances were provided by the interferometer to high degree of accuracy, cf. Figure 3.14. The results obtained by this investigation help to assess the distance measurement system regarding:

\(^6\)Referring to Section 3.2 one can choose between the range modes, 'close' and 'far'. What has been recommended is the range mode, 'far', since this mode operates with the full laser power. On the contrary, the mode 'close' only uses half of the laser power.

\(^7\)The noise differs between 'default' and 'low'. In the operating mode 'low', the scan time increases and the noise decreases in accordance with the manufacturers' specifications. In the investigation procedures, no significant improvement concerning the quality of the point clouds have been seen.
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- systematic effects
- differences between the common three scanning modes ‘superhigh’, ‘high’ and ‘middle’ (the lowest resolution is not considered since it is only adapted for preview scans)
- influence of the knowledge of parameters defining the geometry of objects, e.g. diameter of a sphere

![Figure 3.15: Residuals between estimated diameter and nominal diameter of a sphere (15 cm) for the scanning modes ‘superhigh’, ‘high’ and ‘middle’.

First, the ‘scanning modes’ are assessed by comparing the computed diameter of the two different spheres against its nominal diameter in different ranges. The results of the sphere with a diameter of 15 cm are plotted in Figure 3.15. It can be seen that the estimated diameter based on the scanning mode ‘superhigh’ fits best followed by ‘high’ and ‘middle’. This result agrees with the assumption that the point density influences the quality of the fitted sphere, especially at farther distances. Thus, the diameter value worsens as the range approaches 15 m and beyond. The scanning modes ‘superhigh’ and ‘high’ are well-adapted for precise modeling operations based on the acquired point cloud of up to 15 m concerning the geometry of the derived object. The results obtained by the sphere with a diameter of 12 cm confirm these conclusions.

![Figure 3.16: Residuals between derived horizontal distances and the nominal distances in the scanning mode ‘superhigh’. The center point of the spheres are computed by a ‘free’ adjustment and a ‘fix’ adjustment.

Second, the influence of the nominal diameter of the spheres is estimated by comparing the distances to the center points derived by adjustments using the diameter as unknown, termed ‘free’ adjustment, and using the diameter as well-known constant, termed ‘fix’ adjustment. Figure 3.16 shows the deviations between
the derived horizontal distances to the computed spheres and the nominal horizontal distances provided by the interferometer for the ‘free’ adjustment and for the ‘fix’ adjustment and for both diameters of 12 cm and 15 cm. The point cloud, from which the spheres were calculated, were acquired by the scanning mode ‘superhigh’. The figure shows that the results obtained by ‘fix’ adjustment are much better than those obtained by ‘free’ adjustment. It can be assumed that the results of the ‘free’ adjustment can be improved by applying an additive constant because all distances are 3 mm to 4 mm short. The deviations increase significantly for the ‘free’ adjustment from 10 m and thus agree with the results of the diameters comparison. The results based on the scanning modes ‘high’ and ‘middle’ confirm the findings. Considering the ‘free’ adjustment, the range from which the deviations grow strongly decreases from 10 m up to several meters.

![points on sphere](image)

**Figure 3.17:** Development of the number of points defining a sphere acquired by scanning at different ranges. Spheres with diameters of 12 cm and 15 cm were scanned by the scanning mode ‘superhigh’. The curves define a hyperbola.

The spheres to be modeled are based on a point cloud which vary in the quantity of points. The quantity of the laser points decreases with the range and with the scanning modes from ‘superhigh’ to ‘preview’. In Figure 3.17 the number of points belonging to the spheres with 12 cm and 15 cm are shown and include the corresponding adjustment hyperbolae for the scanning mode ‘superhigh’. The adjustment hyperbolae are based on the mathematical formula [Bronstein and Semendjajew, 1999]:

\[ f(x) = a \cdot x^b. \] (3.5)

It can be seen that the number of points decreases rapidly according to the angle increment of the horizontal and the vertical encoder. The parameters of the adjustment hyperbola are summarized in Table 3.2. Therefore, the power \( b \) of both hyperbolae fit each other, which means the gradients of the lines are identical and the hyperbola decreases similarly. The scale factor \( a \) states for the number of points according to the range of 1 m, which have to be different for the spheres because of the different diameters. Considering the other scanning modes, ‘high’ and ‘middle’, the number of points is lowered by a factor of four and sixteen, respectively. This reduction in the number of points is based on a sub-sampling, which means only each \( n^{th} \) pixel in the horizontal and vertical directions is stored depending on the highest angle resolution. For the scanning mode ‘high’, the sub-sampling is \( n = 2 \) and for the scanning modes ‘middle’ and ‘preview’, the sub-sampling is \( n = 4 \) and \( n = 16 \), respectively. Thus, the number of points hitting a sphere and the maximum distance for scanning a sphere can be estimated.

\(^6\)Since the spheres to be scanned are not only aligned in the x-direction or in the y-direction with respect to the local scanner system the resulting Cartesian coordinates of the spheres based on the azimuth and the horizontal distance corrected by the additive constant has to be calculated. This procedure can be applied also on slope distances in 3D-space.
Table 3.2: Parameters of the hyperbola showing the development of the number of points belonging to the sphere according to the scanning mode ‘superhigh’.

<table>
<thead>
<tr>
<th>Sphere Diameter [m]</th>
<th>Scale Factor a</th>
<th>Power b</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 cm</td>
<td>60,320</td>
<td>-1.591</td>
</tr>
<tr>
<td>15 cm</td>
<td>90,590</td>
<td>-1.587</td>
</tr>
</tbody>
</table>

Quantity is not the only aspect of importance. The quality also has a strong influence since the quality defines the geometry of the objects. The following Figure 3.18 shall demonstrate the importance of both the quantity and the quality of the point cloud.

Depending on the handling of the point cloud, the appropriate scanning mode has to be chosen carefully. For documentation purposes the scanning modes ‘middle’ and possibly ‘preview’ provide the necessary and desired information. In addition, if a high degree of accuracy and precision is of importance, then the scanning modes ‘high’ and ‘superhigh’ have to be used. The range for scanning objects, e.g. spheres, has to be limited according to the accuracy. The knowledge of the parameters defining the geometry of objects improve the accuracy of distances significantly. Based on the desired resolution of the point cloud and the mean range to the object, the most appropriate scanning mode should be selected. However, more points and a denser point cloud do not mean a better accuracy. This is especially the case if the point spacing is smaller than the noise of the point cloud. Furthermore, other parameters influence the quality of the point cloud considerably (cf. Section 3.4 and Section 3.5).

Figure 3.18: Points on a sphere with a diameter of 15 cm in a range of 2 m (left) and 19 m (right) acquired by the scanning mode ‘superhigh’.

3.2.3 Long-Term Stability

The distances provided by the laser scanner can vary over a long time since internal heating effects lead to changes of the modulation frequency, cf. Section 3.2.4, or other internal and/or external influences, e.g. atmospheric influences, cause variations in the distance. Thus, the stability of the phase measurement system can be assessed.

For the investigation of the long-term stability, the laser scanner and targets with different reflectivity values attached on the theodolite DKM1 were installed on two observation pillars. The distance between the two pillars was approximately 3 m. Three targets with reflectivity values of 90 %, 60 % and 20 % were used. The observation period covered 3 h by a measurement interval between two distance measurements of 1 min.
The results of the derived distances as well as the precision are shown in Figure 3.19. The settings of the distance measurement match the settings chosen for the investigation of the distance measurement in the 'static mode'. The results can be interpreted as follows:

- Reflectivity values influence the distance detected by the laser scanner.
- Distances are not constant within the observation period and vary within the range of millimeters.
- Standard deviations show a constant precision within the observation period. The less the reflectivity, the worse the precision, according to SNR.

In summary, the long-term stability showed no systematic effects and no correlations due to thermal heating effects. The amplitude of the distance variation is about 2 mm for each reflectivity. Surprisingly, the offsets of the distances for the different reflectivity values are of several millimeters. However, the investigation of the 'static mode' concluded that a variation of several millimeters may be present, cf. Figure 3.12.

![Figure 3.19](image-url)

**Figure 3.19**: Development of the distance measurement system over a time period of 3 h. The variations of the distances (top) and the variations of the precision (bottom) are shown.

### 3.2.4 Frequency Stability

The determination of distances is based on the modulation of carrier frequencies, cf. Section 3.2. A variation in the frequency directly influences the distance measurement. The variation can be of two different types: a long-term constant deviation of the real frequency to its nominal frequency and a short term variation.
The first one has to be proven by making periodic distance calibrations, called scale factor, and are caused by the oscillator. The second one can have different reasons that are caused by the environment such as temperature changes inside and/or outside the laser scanner.

Variations in frequency results in variations in the distance measurements. However, it is not possible to distinguish between variations in distances and variations in the frequency because several parameters interfere with each other and lead to distance variations, e.g. additive constant, scale factor, atmospheric conditions, properties of the target (such as colour, material, roughness), angle of incidence. Thus, the determination of frequency variations has to be done directly by using an electronic unit for frequency measurements, cf. Section 3.1.4.

The important frequency for the resolution of the distance measurement system is the modulated frequency of the fine channel component, i.e. high frequency signal ‘hfs’. Thus, the investigation is focused on this modulation frequency. In the experimental setup, the laser beam is aligned towards the diode, the signal of the frequency is detected and the real frequency is derived, cf. Figure 3.6. The investigation was performed within an observation period of nearly three hours with a sampling interval of one minute. One assumes a time-dependent and temperature-dependent behaviour. Thus, the temperature inside the laser scanner is recorded additionally. The temperature of the environment is constant because the investigation was carried out in an air-conditioned laboratory.

**Figure 3.20:** Development of the frequency of high frequency signal ‘hfs’ and the internal temperature of the laser scanner.

Figure 3.20 shows the time variations in both the modulation frequency ‘hfs’ and the internal temperature of the laser scanner, i.e. transmitter temperature. First, the deviations of the ‘hfs’ to the reference frequency can be seen. Second, the ‘hfs’ reaches a constant frequency after nearly two hours in operation and shows a deviation to the nominal frequency of nearly 50 Hz. Third, the behaviour of the internal temperature of the laser scanner correlates to the frequency behaviour: an increasing temperature leads to a decreasing deviation between real and nominal frequency, that means the real frequency is also increasing because the difference to the nominal frequency is calculated by subtracting the real frequency from the nominal frequency, and vice versa. The nominal frequency is defined by \( f_{hfs} = 44.781250 \) MHz.

Based on the given nominal frequency \( f_{hfs} \) and the real frequency \( f \) a scale factor \( m_f \) for the correction of a distance measurement caused by the difference of the real frequency to the nominal frequency can be derived with [Joeckel and Stober, 1991]

\[
m_f = 1 + \frac{f_{hfs} - f}{f} .
\]

(3.6)

Applying this formula to all acquired real frequencies of the modulation frequency ‘hfs’ one can achieve a maximum scale factor of 3.2 ppm. The constant frequency after two hours shows a value of –1.2 ppm. Considering the working range of the laser scanner of 50 m, the differences of the modulation frequency result
in a maximum distance error of less than 0.2 mm. Thus, the deviation of the modulation frequency of the fine channel component to its nominal frequency does not influence the distance measurement significantly and is negligible.

3.3 Angle Measurement System

The angle measurement system provides the missing two pieces of information in addition to the distance that are necessary in the derivation of 3D coordinates. The investigation of the angle measurement system regarding accuracy and precision have to be carried out by experimental setups that are not influenced by the other errors of the laser scanner. Since the angle measurements cannot be read directly, the required information regarding angle values have to be derived based on the supported measurement elements of Cartesian coordinates. The laser beam can be aligned manually towards a target and the angle values can be read. However, this alignment is difficult and does not provide sufficient precision. Furthermore, a real scanning procedure is more appropriate to assess the angle measurement system since the quality of the angle measurement system achieved during a scanning process is of interest. In the following, a single measurement refers to one scan of a sphere and a mean value is based on several single measurements, i.e. several scans of a sphere.

Generally, spheres were used for the investigation procedures and were scanned in different scanning modes. Based on the acquired point cloud, the center points of the spheres can be derived. Based on the Cartesian coordinates of these center points, the spherical coordinates can be easily calculated. Thus, the horizontal angles and the vertical angles can be assessed. Furthermore, the distance measurement system has no influence on the angle measurement system because the horizontal angles and the vertical angles do not change if the distance is varying. Also other instrumental errors, e.g. error of collimation axis, error of horizontal axis, i.e. tilting axis, were eliminated by performing measurements in two faces analogous to a theodolite.

The precision of the angle measurement system is defined as the closeness of repeated angle measurements regarding the local scanner system or, how precisely the angles of the laser scanner fit to each other. The precision of the angle measurement system is assessed by repeated measurements to a sphere. The resulting spherical coordinates to the center point of this sphere are analyzed by means of the empirical standard deviation of a single measurement ($s_\theta$) and the empirical standard deviation of the mean value ($s_{\theta m}$). In addition, the accuracy of the angle measurement system is defined as the deviations of acquired angle measurements with respect to nominal angle values derived by a reference system. Therefore, the angle measurements are described by the angle differences between the horizontal and vertical angles of two targets. For assessing the accuracy of the angle measurement system, two different experimental setups were chosen.

Test Field of Observation Pillars

The first method uses the test field of observation pillars, cf. Section 3.1.3. The symmetric configuration of the pillars takes advantage of covering a full circle from the point of view of the center pillar. The experimental setup was chosen so that the surrounding pillars were occupied by spheres and the laser scanner was set up on the middle one, cf. Figure 3.21. The spheres as well as the laser scanner were levelled. Thus, the horizontal positions are accurately guaranteed. The vertical height of each sphere is influenced by the positions of the screws on the tribrach. For having the same offset of each sphere in height caused by using tribrachs, the screws of all tribrachs were set to the same position. This can be easily done by mounting each tribrach (supported by a target) on the same pillar and surveying the height with a theodolite. An offset of the tribrach in height can be corrected by moving the screws of the tribrach and shifting the target

---

9Here, the diameters of the spheres were used as well-known constants to achieve the best accuracy ('fix' adjustment).
vertically. Thus, the vertical positions are guaranteed with a sufficient accuracy (< 0.5 mm).

Figure 3.21: Experimental setup: test field of observation pillars for determining the accuracy of the angle measurement system. The laser scanner is set up on the center pillar and the spheres on the surrounding pillars (top view).

The spheres were scanned in all provided scanning modes varying from ‘superhigh’ to ‘preview’ in two faces. Cartesian coordinates of the center points were calculated and the spherical coordinates were derived. Spherical coordinates obtained by the measurement in two faces were averaged to eliminate typical instrumental errors, e.g. error of collimation axis, error of horizontal axis, i.e. tilting axis. Based on the resulting horizontal and vertical angles, the angle differences between two adjacent pillars can be computed, in horizontal and vertical directions. Overall, the laser scanner positioned on the center pillar is surrounded by eight other pillars. Selecting one pillar as a reference, seven angle differences between the selected one and the others can be derived. Thus, there are eight possibilities to choose from for the reference pillar. Overall, $7 \times 8$ angle differences in horizontal and in vertical direction can be used to calculate a mean value and the precision of the mean value to assess the accuracy of the angle measurement system.

Calibration Track Line

The second method uses the calibration track line, which has a well-known trajectory, cf. Section 3.1.1. The trolley including a sphere was positioned along the track line in specific positions and the sphere was scanned from the pillar in extension with the track line (pillar number 2000). Then, the center points of the spheres were derived according to the local scanner system. A coordinate transformation\textsuperscript{10} can be performed to compare the derived center points of each sphere with its nominal position with respect to the reference system of the calibration track line, cf. Figure 3.4. The resulting residuals can be interpreted as follows:

- **Residuals along the track line (x-direction):** accuracy of the distance measurement system
- **Residuals in transverse direction of the track line (y-direction):** accuracy of the angle measurement system of the horizontal direction
- **Residuals in vertical direction of the track line (z-direction):** accuracy of the angle measurement system of the vertical direction

The residuals, resulting from the transformation of coordinates, are expressed in metric values. The conversion of the metric values of the residuals, expressed in millimeter, to angles, expressed in degrees, is crucial.

\textsuperscript{10}The transformation can be done either as a complete 3D-transformation or as a separate 2D-transformation containing the $xy$-, the $xz$- and the $yz$-direction. The results of the residuals are identical, but the transformation parameters are different.
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because of the short ranges between 1 m and 20 m due to the limited range to scan spheres, cf. Section 3.2.2. Disregarding the first three meters and averaging the angular values, a mean value and the precision of the mean value to assess the accuracy of the angle measurement system can also be provided in the horizontal and vertical directions. However, the linear alignment of the calibration track line is not well-suited for a 3D coordinate transformation, but provides an independent method for the investigation of the angle measurement system. Thus, the mean values obtained by the two different experimental setups can be compared. The specifications of the manufacturer state that the accuracy for the angle measurement system of both the horizontal and the vertical encoders are within 0.02° (RMS).

3.3.1 Horizontal Encoder

The precision of the horizontal encoder of the angle measurement system is shown in Table 3.3. The precision of a single measurement ($s_s$) and the precision of the mean value ($s_m$) are also given. The precision of a single measurement shows good values for all scanning modes and can be assessed as sufficiently high. These values were derived by ten repeated measurements within the same experimental setup. The range to the sphere was approximately 3 m. The decreasing precision from the scanning mode ‘superhigh’ to ‘middle’ conforms with an increasing range to the sphere in the scanning mode ‘superhigh’, i.e. the precision decreases with increasing ranges. The quality and the quantity of the point cloud worsen with either the range or the scanning resolution.

Table 3.3: Precision for the horizontal encoder of the angle measurement system gained by repeated scanning of a sphere for the scanning modes ‘superhigh’, ‘high’ and ‘middle’.

<table>
<thead>
<tr>
<th>Scanning Mode</th>
<th>$s_s$ [°]</th>
<th>$s_m$ [°]</th>
</tr>
</thead>
<tbody>
<tr>
<td>superhigh</td>
<td>0.001</td>
<td>0.0004</td>
</tr>
<tr>
<td>high</td>
<td>0.002</td>
<td>0.0007</td>
</tr>
<tr>
<td>middle</td>
<td>0.006</td>
<td>0.0020</td>
</tr>
</tbody>
</table>

The accuracy of the horizontal angle measurement system obtained by the method using the test field of observation pillars are summarized in Table 3.4. The mean value as well as precision of the mean values are based on all 7 x 8 combinations of the horizontal angle between two pillars. The table shows equivalent values of the accuracy for the scanning modes ‘superhigh’, ‘high’ and ‘middle’. The precision shows that the results are reasonably.

Table 3.4: Accuracy for the horizontal encoder of the angle measurement system obtained by using the test field of observation pillars.

<table>
<thead>
<tr>
<th>Scanning Mode</th>
<th>Mean Value [°]</th>
<th>$s_m$ [°]</th>
</tr>
</thead>
<tbody>
<tr>
<td>superhigh</td>
<td>0.011</td>
<td>0.002</td>
</tr>
<tr>
<td>high</td>
<td>0.011</td>
<td>0.002</td>
</tr>
<tr>
<td>middle</td>
<td>0.008</td>
<td>0.004</td>
</tr>
</tbody>
</table>

The residuals transversal to the calibration track line representing the y-axis for assessing the accuracy of the angle measurement system are shown in Figure 3.22. In the upper figure, the residuals resulting from the coordinate transformation of the local scanner system to the calibration track line system are plotted based on the scanning modes ‘superhigh’, ‘high’ and ‘middle’. The sphere used has a diameter of 15 cm. The lower figure shows the absolute values of the residuals expressed in degrees. It can be seen that in all scanning modes nearly the same results can be achieved. The residuals are oscillating between +2 mm
and ±2 mm, only in the scanning mode ‘middle’ do the residuals increase from ranges of more than 12 m. Considering the residuals in terms of degrees, it can be seen that the values do not exceed 0.01° with the exception of the first three meters, which is due to the unfavourable geometrical conditions for the translation from metric values to angular values in short distances.

![Residuals of the horizontal encoder based on the coordinate transformation from the local scanner system to the calibration track line system. Top: Residuals expressed in millimeters. Bottom: Absolute values of the residuals expressed in degrees.](image)

**Figure 3.22**: Residuals of the horizontal encoder based on the coordinate transformation from the local scanner system to the calibration track line system. Top: Residuals expressed in millimeters. Bottom: Absolute values of the residuals expressed in degrees.

Generally, it can be summarized that the accuracy for the horizontal encoder of the angle measurement system lies within ±0.01°. The results obtained by the two different experimental setups fit each other and confirm the achieved accuracy independently. Considering the residuals expressed in millimeters, it can be stated that the accuracy of the horizontal angle measurement system is not as crucial as the distance measurement system. Furthermore, the specifications of the manufacturer are in agreement. The precision for the horizontal encoder is of a factor of ten better than the accuracy.

### 3.3.2 Vertical Encoder

The precision of the vertical encoder for the angle measurement system is shown in Table 3.5. The precision of a single measurement ($s_s$) and the precision of the mean value ($s_m$) are also given. The precision of a single measurement has acceptable values for all scanning modes and are sufficiently high. These values were derived from ten repeated measurements within the same experimental setup. The range to the sphere was approximately 3 m. The results are similar to the results derived for the precision for the horizontal encoder for the angle measurement system.
Table 3.5: Precision for the vertical encoder of the angle measurement system obtained by repeated scanning of a sphere for the scanning modes ‘superhigh’, ‘high’ and ‘middle’.

<table>
<thead>
<tr>
<th>Scanning Mode</th>
<th>( s_s [\degree] )</th>
<th>( s_m [\degree] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>superhigh</td>
<td>0.001</td>
<td>0.0003</td>
</tr>
<tr>
<td>high</td>
<td>0.003</td>
<td>0.0011</td>
</tr>
<tr>
<td>middle</td>
<td>0.005</td>
<td>0.0017</td>
</tr>
</tbody>
</table>

The accuracies of the vertical angle measurement system gained by the method using the test field of observation pillars are summarized in Table 3.6. The mean value as well as the precisions are based on all 7 x 8 combinations for defining a vertical angle between two pillars. The table shows equivalent values for the accuracy of the scanning modes ‘superhigh’, ‘high’ and ‘middle’. The precision shows that the results are reasonable.

Table 3.6: Accuracy for the vertical encoder of the angle measurement system obtained by using the test field of observation pillars.

<table>
<thead>
<tr>
<th>Scanning Mode</th>
<th>Mean Value [\degree]</th>
<th>( s_m [\degree] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>superhigh</td>
<td>0.008</td>
<td>0.004</td>
</tr>
<tr>
<td>high</td>
<td>0.010</td>
<td>0.002</td>
</tr>
<tr>
<td>middle</td>
<td>0.014</td>
<td>0.005</td>
</tr>
</tbody>
</table>

The residuals vertical to the calibration track line representing the z-axis for judging the accuracy of the angle measurement system are shown in Figure 3.23. In the upper figure the residuals resulting from the coordinate transformation of the local scanner system to the calibration track line system are plotted based on the scanning modes ‘superhigh’, ‘high’ and ‘middle’. The used sphere has a diameter of 15 cm. The lower figure shows the absolute values of the residuals expressed in degrees. It can be seen that in all scanning modes, nearly the same results can be achieved. The residuals are oscillating between +2 mm and −2 mm, only in the scanning mode ‘middle’ do the residuals increase from ranges of more than 12 m. Considering the residuals in terms of degrees, it can be seen that the values do not exceed 0.01° with the exception of the first two meters, which are due to the unfavourable geometrical conditions for the translation from metric values to angular values in short distances.

Generally, it can be summarized that the accuracy for the vertical encoder of the angle measurement system lies within ±0.01°. The results obtained by the two different experimental setups fit each other and confirm the achieved accuracy independently. Considering the residuals expressed in millimeters, it can be stated that the accuracy of the vertical angle measurement system is not as crucial as the distance measurement system. Furthermore, the specifications of the manufacturer are in agreement. The precision for the vertical encoder is of a factor of ten better than the accuracy. Furthermore, the angular precision and the angular accuracy in the horizontal direction and in vertical direction are in the same order and fit each other.

3.3.3 Angular Resolution

The angle measurement system defines the vertical and horizontal resolution since the laser beam is deflected by the deflection unit in these two directions. The investigation of the angular resolution shall assess the manufacturer’s specifications.

The angular resolution is provided by using three different scanning modes: ‘superhigh’, ‘high’ and ‘middle’. A planar object aligned normal to the laser beam was scanned. For a specific distance \( a \) which is equal in the horizontal and vertical directions, the number of points in a horizontal and vertical profile
were counted. By knowing the range \( s \) to the plane, the angular resolution of the deflection system \( \theta \) can be derived by

\[
\theta = \arctan \left( \frac{A}{s} \right).
\]

The distance \( s \) does not have to be known precisely because five centimeters do not influence the angular resolution significantly. In addition, the distance \( a \) has a larger influence. Thus, the distance \( a \) is not defined by the distance between two adjacent points. Rather, a mean distance is used by considering several points in a profile and the distance between the first point and the last point. Since the sub-sampling\(^{11} \) directly influences the point spacing between two adjacent points, the sub-sampling has to be taken into account by deriving the angular resolution. Table 3.7 summarizes the results for the angular resolution obtained by the different scanning modes. It can be seen that they fit each other and that the result is an equal resolution of \( 0.017^\circ \) in horizontal and vertical directions.

The manufacturer gives an angular resolution of \( 0.01^\circ \) horizontally and \( 0.018^\circ \) vertically. Considering the principle of specular reflection, a variation of the deflection mirror of \( \alpha \) causes an angle variation of the laser beam of \( 2\alpha \). The horizontal angle increment is decreased to \( 0.018^\circ \) to generate an equidistant raster of the point cloud.

\(^{11}\)Sub-sampling here means that only every \( i^{th} \) pixel (measured point) is stored and all other pixel are neglected. This is valid for both directions horizontally and vertically.
Figure 3.24: Determination of the angular resolution. The point spacing \( a \) in a distance \( s \) defines the angular resolution \( \theta \).

Table 3.7: Angular resolution of the deflection unit derived by three different scanning modes: 'middle', 'high' and 'superhigh'.

<table>
<thead>
<tr>
<th>Deflection Direction</th>
<th>Parameter</th>
<th>Middle</th>
<th>High</th>
<th>Superhigh</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>sub-sampling</td>
<td>4</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td># points</td>
<td>6</td>
<td>13</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>distance [mm]</td>
<td>40</td>
<td>45</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>point spacing [mm]</td>
<td>6.7</td>
<td>3.5</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td>actual resolution [°]</td>
<td>0.068</td>
<td>0.035</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td>angular resolution [°]</td>
<td>0.017</td>
<td>0.018</td>
<td>0.017</td>
</tr>
</tbody>
</table>

|                      | sub-sampling       | 4      | 2    | 1         |
|                      | # points           | 7      | 15   | 7         |
|                      | distance [m]       | 43     | 50   | 11        |
|                      | point spacing [mm] | 6.1    | 3.3  | 1.6       |
|                      | actual resolution [°] | 0.062  | 0.034 | 0.016    |
|                      | angular resolution [°] | 0.016  | 0.017 | 0.016    |

The angular resolution is not only dependent on the deflection unit. The spot size defined by the beam divergence and the resulting footprint has also to be taken into account. The increment of the angular unit should not be smaller than the spot size since two adjacent footprints overlap each other. Lichti and Jamtsho, 2006] introduced the effective instantaneous field of view (EIFOV) as a new parameter for defining the angular resolution of terrestrial laser scanners by considering both the angular resolution, i.e. sampling interval, and the spot size, i.e. laser beamwidth.

3.4 Instrumental Errors

This section discusses some of the major instrumental errors that can influence each single measurement. In contrast to the sections before, cf. distance measurement system and angle measurement system, the possible errors due to the mechanical realization of the laser scanner are investigated, e.g. the well-known instrumental errors of theodolites: eccentricities, wobble of rotation axes, error of collimation axis, and error of horizontal axis, i.e. tilting axis. This approach is valid since the working principle and design of the laser scanner corresponds to the working principle and design of theodolites and laser trackers.
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3.4.1 Eccentricity of Scan Center

The ideal construction of a rotating instrument assumes that the real center of rotation corresponds to the ideal center of rotation. If there is a deviation due to mechanical imperfections, then an instrumental error is present. The laser scanner system to be calibrated has two different rotations: a primary rotation about an horizontal axis, i.e. tilting axis, and a secondary rotation about a vertical axis, i.e. rotation axis. In the following, an examination of the eccentricity of the laser scanner center is presented. In particular, two different aspects are discussed:

- the eccentricity of the vertical axis
- the eccentricity of the scan center

Influences caused by errors in the horizontal axis are discussed separately, cf. Section 3.4.4. All described investigations were carried out in such a way that errors caused by the horizontal axis do not influence the investigations. All objects to be scanned, e.g. spheres, were positioned horizontally and at the same height. Thus, errors resulting from the horizontal axis can either be eliminated or they have the same influence on all the object points. Possible errors caused by the distance measurement system, e.g. additive constant, scale factor, also have to be reduced from the measurements.

The objective is to verify that the laser scanner can be mounted on a tripod or on an observation pillar, like a total station. This means the laser scanner can be centered on a control point and the rotation center of the vertical axis corresponds to the center of this control point. Furthermore, the origin of the local scanner system has to conform with the rotation center. The setup of a laser scanner can be analogous to that of a total station. First, a tribrach is mounted on a tripod or on an observation pillar and is then levelled using a plate level, which is attached securely on the laser scanner. Second, an adapter plate is fixed onto the tribrach. Third, the laser scanner is installed on this adapter plate and is ready for use. The laser scanner and the rotation axes can be seen in Figure 3.25.

![Figure 3.25: Principle of the laser scanner and the axes of rotation. The laser scanner has two axes of rotation: a primary fast rotation about the horizontal axis and a secondary slow rotation about the vertical axis.](image)

**Eccentricity of Vertical Axis**

The investigation of the eccentricity of the vertical axis covers two aspects: the rotation has to be homogeneous, i.e. resulting in a circle, and the center point of this circle has to fit the nominal center of the control point on which the laser scanner was set up. This examination requires high precision regarding the surveying of a target that is mounted on top of the laser scanner and represents the rotation of the laser scanner.
Thus, the surveying has to be performed by the intersection from two viewpoints by using theodolites\textsuperscript{12}. The investigation was carried out in the test field of observation pillars. The base of the two viewpoints used is well-known because the coordinates of the observation pillars were surveyed with high accuracy and thus, well-known, cf. Section 3.1.3. The target mounted on top of the scanner was defined by a spike, representing a target, which is well-suited for angular measurements.

The laser scanner was rotated by discrete angles using the control software for the laser scanner\textsuperscript{13}. The angle increment for the positions of the vertical axis was 45°. Thus, eight positions for the spike were surveyed. Based on these positions, two questions can be raised:

- Do the positions of the spike fit a circle?
- Does the center point of the circle correspond to the nominal position of the observation pillar?

The first question can be answered with an affirmative in that the positions of the spike do fit an adjusting circle, cf. Figure 3.26. Considering the residuals of the observations and the unknowns of the adjustment, including their accuracies, cf. Table 3.8 and Table 3.9, it can be concluded that the spike moved along a circle. This means that the rotation is homogenous and the laser scanner was well-levelled. A levelling error caused by non-exact levelling produces an error in such a way that the rotation about the vertical axis does not take place in a horizontal plane but rather in an inclined plane. Thus, the projection of the positions of the spikes would yield to an ellipse instead of a circle. Another error that is also conceivable is one that can influence the rotation behaviour: the wobble of the vertical axis, cf. Section 3.4.2. However, such an error has to be rather large before it influences the horizontal positions of the spike (an inclination of 4° causes an error of about 0.1 mm).

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Data Point & Residuals $v_x$ [mm] & Residuals $v_y$ [mm] \\
\hline
1 & 0.01 & -0.01 \\
2 & 0.03 & 0.06 \\
3 & -0.01 & -0.10 \\
4 & 0.01 & -0.06 \\
5 & -0.02 & 0.03 \\
6 & -0.01 & 0.02 \\
7 & 0.00 & 0.06 \\
8 & -0.01 & 0.06 \\
\hline
\end{tabular}
\caption{Residuals of observations.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
 & Value [m] & Precision [mm] \\
\hline
center point (real) & $x$ & 14.93038 & 0.02 \\
 & $y$ & 7.80710 & 0.03 \\
radius & $r$ & 0.04286 & 0.23 \\
center point (ideal) & $x$ & 14.93018 & 0.1 \\
 & $y$ & 7.80736 & 0.1 \\
\hline
\end{tabular}
\caption{Unknowns of the adjustment including their precisions.}
\end{table}

The second question can also be answered with an affirmative in that there was no significant offset in the real rotation center versus its ideal rotation center, cf. Table 3.9. The offsets in the $x$- and $y$- directions have

\textsuperscript{12}The accuracy of distance measurements of total stations does not meet the required accuracy of tenths of a millimeter.

\textsuperscript{13}The laser control software LRViewer and LRCServer by Zoller+Fröhlich allows the rotation of the laser scanner in a specific direction with a resolution of 0.01°.
values of 0.2 mm and 0.3 mm, respectively. Thus, this deviation between the real and ideal center points is nearly in the same order as the precision, i.e. standard deviation, of the ideal offset. In summary, the real rotation center fits the ideal rotation center.

Figure 3.26: Adjusting circle: The rotation center of the laser scanner fits to the ideal center and the data points fit to the adjusting circle.

Eccentricity of Scan Center

The real physical center of an instrument has to coincide to its ideal center, otherwise offset parameters have to be taken into account. Disregarding this concept leads to an eccentricity of the real center, which causes a constant offset. Considering that the laser scanner captures the 3D environment, the eccentricity of the scan center has to be determined in three directions: x, y and z. Knowing the eccentricity eases the use of the laser scanner for repeated measurements because this sensor can be used analogous to a total station. Contrarily, if the eccentricity is not known or not determinable, the laser scanner has to be oriented completely in 3D during the measurement procedure. Normally, this is the common practice in laser scanning. However, there are some applications for which the knowledge of the eccentricity of the scan center is of advantage. In such applications, in-situ calibration is rarely possible and the eccentricity is of importance, e.g. deformation measurements, profile measurements of tunnels, scanning of environments defined by a lack of space. Thus, the knowledge of the eccentricity is not essential but helpful.

The eccentricity of the scan center can be defined by three parameters: a vertical offset in height and two horizontal offsets. The vertical offset is defined by the height difference between the internal scan center and the center of reference and the horizontal offsets are defined by the two horizontal differences between the internal scan center and the center of reference. The center of reference is represented by a well-known control point on which the laser scanner can be mounted.

The calibration of the eccentricity was performed by means of a 3D coordinate transformation (six parameter transformation without a scale factor). The laser scanner was set up on a control point defining the center of reference. Several surrounding control points represented by spheres were scanned. The center points of the spheres were calculated by an adjustment procedure using the ‘fix’ adjustment. Based on the derived center points of the spheres and the position of the laser scanner as the origin of the local scan-
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The residuals of the local scanner origin define the eccentricity of the scan center. The results of several independent and different setups show that there is no significant eccentricity in the scan center. The residuals of the transformed local origin, defining the scan center, to the coordinate system of the control points are less than 1 mm for the horizontal position. Thus, the eccentricity is below the accuracy of the distance measurement system and the angle measurement system, respectively. Furthermore, a vertical offset was identified with a value of 0.222 m ± 1 mm depending on the screws of the tribrachs.

3.4.2 Wobble of Vertical axis

The wobble of an axis is an instrumental error, which is caused by variations in the axis during rotation. The ideal case is that the axis remains at a constant orientation during rotation, but in practice, motion of the axis leads to deviations from the ideal position. Causes for the wobble are either manufacturing imperfections resulting from mechanical deficiencies, e.g. defective mould of the bearing, or the mechanical components of the axis. The bearing can especially cause systematic effects and result in changes in the orientation of the axis, cf. [Matthias, 1961] and [Gerstbach, 1976].

Variations in the vertical axis are investigated by measuring the inclination of the vertical axis. Developing values for the orientation, i.e. the inclination of the vertical axis, allows conclusions to be drawn regarding the behaviour of the vertical axis. The raw data provided by the inclination sensor have to be pre-processed because these data include some systematic effects. First, possible systematic effects caused by the inclination sensor itself have to be identified [Löffler et al., 2002]: additive constant, linearity error\(^{14}\), long-term stability, temperature influences etc. Second, systematic effects caused by the rotation of the laser scanner are of importance: the influence of the levelling error, properties of the bearing, etc.

The inclination sensor used is the Nivel 20 of Leica Geosystems. The main characteristics of this sensor are [Leica Geosystems, 1988]:

- inclination resolution: 0.001 mrad (measuring range ±2 mrad)
- linearity error: ± [0.005 mrad + 0.5% of inclination value]

For acquiring the inclination data during rotation, the Nivel 20 is mounted on top of the laser scanner, nearly centrally in the vertical axis. The laser scanner has to be levelled so that the inclination sensor is within the measuring range during the rotation. A levelling error is present because absolute precise levelling cannot be performed due to imperfection in the levelling procedure. However, the levelling error produced can be eliminated mathematically. The laser scanner is then controlled via the operating software LRCServer or LRViewer\(^{15}\). Within this software, the laser scanner can be rotated to discrete horizontal directions based on the local scanner orientation. The inclination of the actual vertical axis, in two perpendicular directions \(x\) and \(y\), can be read by the inclination sensor, as controlled by NivelPlane\(^{16}\).

The goal of the wobble analysis of the vertical axis is to analyze whether there are systematic effects that can describe the wobble mathematically or whether there are no systematic effects and consequently, the vertical axis has no wobble. The assumption is that the wobble results in harmonic oscillations, which can be approximated by sine terms. Therefore, a Fourier analysis is applied on the inclination data to derive the frequency, or period, the amplitude, and the phase angle of a possible significant frequency causing the wobble of the vertical axis. The sampling theorem has to be taken into account when the Fourier analysis

---

\(^{14}\) An inclination displayed by the inclination sensor should be proportional to the real inclination. The deviation between displayed and real inclination is defined as a linearity error of the sensor.

\(^{15}\) LRCServer and LRViewer are software for operating and controlling the laser scanner, both provided by Zoller+Fröhlich GmbH.

\(^{16}\) NivelPlane is a software tool for controlling the Nivel20 provided by Leica Geosystems.
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is applied to a data series [Taubenheim, 1969]. The Nyquist frequency $f_{\text{nyq}}$ defines the maximum frequency based on the sampling interval $\Delta t$, which can be detected by

$$f_{\text{nyq}} = \frac{1}{2\Delta t}.$$  

(3.8)

This means the real signal can only be detected if at least two samples fall within a full period of the wavelength. All frequencies higher than the Nyquist frequency cannot be detected and lead to aliasing effects thereby, defining the aliasing frequencies that superpose the frequency $f$ [Taubenheim, 1969]:

$$f, 2f_{\text{nyq}} \pm f, 4f_{\text{nyq}} \pm f, \ldots$$  \hspace{2cm} (3.9)

An example of aliasing is given in Figure 3.27. It can be seen that based on the samples more than one sine curve fits to the data. All frequencies higher than the Nyquist frequency remain undetected and lead to aliasing effects. More information concerning Fourier analysis, Nyquist frequency, aliasing, etc. can be found in [Taubenheim, 1969] and [Welsch et al., 2000].

Figure 3.27: Aliasing effects based on sampling: More than one sine curve fits to the samplings.

The comprehensive investigations of the vertical axis wobble include several different experimental setups:

1. The laser scanner was mounted on a tribrach and then installed on a tripod and on an observation pillar.
2. The laser scanner was mounted on a granite table directly without using a tribrach.

During the investigation a counter weight was attached on one side of the laser scanner to balance the mass of the laser scanner (approx. 5 kg). The advantage is better symmetry in mass, but the disadvantage is that the counter weight increases the mass of the laser scanner considerably. The assumption is the balance weight influences the wobble of the vertical axis in a positive way. All different data series have two things in common: the sampling interval $\Delta t$ varies between 5° to 30° and the sampling range varies between three to four full rotations according to 1080° and 1440°. Thus, a reasonable acquisition of data series is guaranteed assuming that the wobble causes harmonic oscillations with periods of 720° or shorter. The mathematical description of a possible wobble of the vertical axis requires both repeatability and reproducibility of the parameters characterizing the wobble: amplitude, frequency and phase angle. Comparing data series acquired by the same setup, one also finds that the levelling errors correspond with each other.

Analysis of Data Series

The acquisition of the inclination values of the vertical axis using the inclination sensor Nivel 20 includes two systematic effects, which have to be eliminated beforehand through application the Fourier analysis. These systematic effects are a balance error, on the part of the inclination sensor, and a levelling error, on the part of the laser scanner. The balance error can be applied to the data easily after a calibration procedure of the inclination sensor, e.g. two-face-measurements. This error, always present and produced
by an imperfect levelling procedure, can be eliminated in two ways. First, the levelling error results in a sine curve during a full rotation about 360°. This sine curve has to be calculated and the inclination data have to be reduced according to this sine curve. Second, the levelling error is derived by averaging the corresponding inclination data in the two faces. This means the data at position \( x \) and position \( x + 180° \) are averaged and result in a new inclination value that represents the levelling error. The absolute length of the original data is reduced by 180°. Both methods yield new inclination values that should be zero via the first method or a constant value, which defines the absolute levelling error, via the second method. However, if the data are different to these ideal cases, other errors in the vertical axis influencing the inclination are present, such as wobble of the vertical axis.

Before discussing the wobble of the vertical axis with one data series as an example, a summary of several different and independent data series will be examined with respect to the repeatability of the levelling error acquired by the inclination sensor. Therefore, the sine curve representing the levelling errors of the setups are calculated by using the Curve Fitting Tool Box provided by Matlab®. The results of three independent data series including three to four repeated measurements within each data series are discussed. The derived levelling error is based on the mathematical model of a sine oscillation [Matthias, 1961] and can be expressed mathematically [Bronstein and Semendjajew, 1999] by

\[
f(x) = a \cdot \sin(f \cdot x + \varphi).
\] (3.10)

Table 3.10: Results of the calculation of the levelling error based on the data of the inclination sensor in the \( x \)-direction and in the \( y \)-direction for different setups (A, B, C) and repeated data series (1, 2, 3) within each setup.

<table>
<thead>
<tr>
<th>Setup</th>
<th>Data Series</th>
<th>Amplitude ( a ) [mrad]</th>
<th>Frequency ( f )</th>
<th>Phase Angle ( \varphi ) [°]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( x )</td>
<td>( y )</td>
<td>( x )</td>
</tr>
<tr>
<td>A</td>
<td>1</td>
<td>0.401</td>
<td>0.432</td>
<td>1.029</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.414</td>
<td>0.457</td>
<td>1.021</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.414</td>
<td>0.444</td>
<td>1.012</td>
</tr>
<tr>
<td>B</td>
<td>1</td>
<td>0.476</td>
<td>0.490</td>
<td>1.028</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.469</td>
<td>0.496</td>
<td>1.015</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.462</td>
<td>0.506</td>
<td>1.010</td>
</tr>
<tr>
<td>C</td>
<td>1</td>
<td>0.271</td>
<td>0.209</td>
<td>0.989</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.282</td>
<td>0.219</td>
<td>0.980</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.286</td>
<td>0.212</td>
<td>0.978</td>
</tr>
</tbody>
</table>

Table 3.10 gives an overview of the calculated levelling errors based on the data of the inclination sensor in the \( x \)-direction and in the \( y \)-direction. The setups are independent from each other and the inclination data were acquired with different setups of the laser scanner, i.e. the laser scanner was set up with and without a tribrach on an observation pillar and a granite table. The homogeneity in the data series within each setup can be seen and the levelling error appears to be repeatable because

(1) the amplitudes \( a \) are nearly constant in the \( x \)-direction and \( y \)-direction within each setup,

(2) the phase angles \( \varphi \) are nearly constant in the \( x \)-direction and \( y \)-direction within each setup,

(3) the frequency of the levelling error corresponds with each other and is nearly 1.000, which means a period of 2 \( \pi \), and

(4) the angle differences of the phase angles \( \varphi \) match up to 90° between the \( x \)-direction and the \( y \)-direction, according to the Cartesian coordinate system of the inclination sensor.
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The inclination sensor produces reasonable data and the levelling error can be derived reliably. However, the question is whether a wobble of the vertical axis is present and whether this error is both repeatable and reproducible. Therefore, the analysis of one data series is described as an example. In this example, the laser scanner was mounted directly on a granite table without using a tribrach, cf. Figure 3.28. This setup represents an ideal setup because the granite table shows no deformations or vibrations during the rotation as tripods or tripods normally do.

Figure 3.28: Laser scanner mounted on a granite table directly without using a tribrach. On top of the laser scanner the inclination sensor Leica Nivel 20 can be seen.

Figure 3.29 shows the inclination data acquired by the inclination sensor Nivel 20. The levelling error is already eliminated from the inclination data and the left error shows a harmonic oscillation caused by the wobble of the vertical axis. The data for the $x$-direction and the $y$-direction show similar behaviour. First, it seems that the present harmonic oscillation is repeatable because the three data series for the $x$-direction and the $y$-direction fit each other. Second, the amplitudes of the harmonic oscillations are identical considering the $x$-direction and the $y$-direction. Third, the data series acquired in the $x$-direction of the inclination sensor are closer to each other than the data series acquired in the $y$-direction of the inclination sensor. Fourth, the amplitude of the first oscillation does not fit the amplitude of the other oscillations both in the $x$-direction and in the $y$-direction. Nevertheless, the acquired data series suggest that there is a significant frequency in the harmonic oscillation, which can be identified by a Fourier analysis.

Table 3.11: Results from the Fourier analysis of the vertical axis wobble. The values for the dominant frequency are summarized for both directions of the inclination sensor, $x$ and $y$.

<table>
<thead>
<tr>
<th>Data Series</th>
<th>Period $[\degree]$</th>
<th>Amplitude $\alpha [\text{mrad}]$</th>
<th>Phase Angle $\varphi [\degree]$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$x$</td>
<td>$y$</td>
<td>$x$</td>
</tr>
<tr>
<td>1</td>
<td>180</td>
<td>180</td>
<td>0.133</td>
</tr>
<tr>
<td>2</td>
<td>180</td>
<td>180</td>
<td>0.119</td>
</tr>
<tr>
<td>3</td>
<td>180</td>
<td>180</td>
<td>0.121</td>
</tr>
</tbody>
</table>

The Fourier analysis, cf. Figure 3.30, shows a dominant frequency, which is identical in each data series and for both directions $x$ and $y$ of the inclination sensor. A more precise overview is given in Table 3.11, where the parameters of interest, i.e. frequency (period), amplitude and phase angle of the three data series, are summarized. It can be seen that also the parameters amplitude and phase angle fit relatively well with each other considering the $x$-direction and the $y$-direction, separately. The amplitude of the wobble acquired in the $x$-direction also corresponds to the amplitude of the wobble acquired in the $y$-direction. Unfortunately, the phase angle gives an indifferent impression: the phase angle derived by the $x$-direction should match to
the phase angle derived by the y-direction, but there is an angle difference of approximately 120° between the x-direction and the y-direction instead of 90°. In addition, [Gerstbach, 1976] investigated the theodolite Kern DKM2-A and found a phase shift in the wobble of the vertical axis between the x-direction and the y-direction of 30°.

The results show a significant wobble of the vertical axis exists and the wobble is repeatable. The next question raised is if these results can be reproduced by independent setups. This means the wobble of the vertical axis should also be reproducible concerning the frequency, or period, the amplitude and the phase angle, including the difference of the phase angles between the x-direction and the y-direction.

**Results**

The wobble of the vertical axis was investigated with several different and independent setups. All data series were analyzed in the way shown so that the results concerning the harmonic oscillations described by the parameters frequency, or period, amplitude and phase angle can be compared. The results are the following:
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- The dominant frequency has a period of 180°.
- The amplitude of the dominant frequency within the same data series is not always identical, as acquired in the x-direction and y-direction. There is a difference of up to 0.1 mrad.
- The amplitude of the dominant frequency is in the range of 0.1 mrad to 0.2 mrad.
- The phase angle is not constant and depends on the setup. Apparently, the wobble is influenced by external properties, e.g. imperfections of the bearing.
- The difference of the phase angle of the dominant frequency within the same data series between the x-direction and the y-direction is not systematical and varies from setup to setup.
- The use of the counter weight splits the amplitude of the dominant frequency roughly in two.

Thus, the results show that a wobble of the vertical axis can be seen. One dominant frequency is detectable and repeatable, but unfortunately, not reproducible in a way that this wobble can be reliably modeled mathematically for independent and different setups. The difficulties lie in the variation of the amplitude and in the variation of the phase angle. Generally, it can be stated that a wobble of the vertical axis exists with an amplitude of 0.1 mrad to 0.2 mrad, which means an influence of 1 mm to 2 mm at 10 m. However, the setup may influence the wobble.
For comparison, another laser scanner\textsuperscript{17} was investigated in the same way. The data acquired by the inclination data in the \textit{x}-direction and \textit{y}-direction as well as the sine curve defining the levelling error are shown in the upper part of Figure 3.31. The parameters for the levelling error are identical concerning the frequency and the amplitude, and the difference of the phase angle between the \textit{x}-direction and the \textit{y}-direction is 90°. The remaining residuals between the acquired inclination data and the sine curve defining the wobble of the vertical axis can be seen in the lower part of Figure 3.31. These residuals show no systematic trends and are small (< 0.03 mrad). Thus, this vertical axis has an ideal rotation and is free of a wobble.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure3.31.png}
\caption{Inclination values of a data series including the sine curve of the levelling error for the \textit{x}-direction and the \textit{y}-direction (top). The residuals of the inclination data to the sine curve for the \textit{x}-direction and the \textit{y}-direction (bottom).}
\end{figure}

In addition, a theodolite has a much smaller wobble of the vertical axis. According to [Matthias, 1961], the investigation of a theodolite results in a maximum error of 0.005 mrad that is caused by the vertical axis wobble. Finally, it should be mentioned that not only is the vertical axis affected by the wobble, but the horizontal axis can also be influenced.

\subsection*{3.4.3 Error of Collimation Axis}

The ideal construction of the collimation axis of a theodolite should be normal to the horizontal axis, i.e. tilting axis. Furthermore, the collimation axis should intersect the horizontal axis at the (virtual) intersection point between the vertical axis and the horizontal axis. The realisation of this ideal condition leads to errors

\textsuperscript{17}Laser scanner HDS 3000 of HDS Leica Geosystems
in the collimation axis. In detail, it can be distinguished between two different errors [Deumlich and Staiger, 2002]:

- collimation error and
- eccentricity of the collimation axis.

The investigated laser scanner has axes according to a theodolite, a collimation axis, defined by the laser beam, a horizontal axis and a vertical axis, cf. Figure 3.25. Thus, the influence of the two errors of the collimation axis can be investigated by performing measurements in two faces. For minimizing and separating further instrumental errors, e.g. errors of the horizontal axis, the measurements were carried out on targets aligned in a horizontal line of sight, as defined by a zenith angle of \( \approx 90° \). The targets were spheres and positioned along the calibration track line. The range for positioning the spheres is limited to 20 m according to the quality and the quantity of the point cloud by scanning the spheres, cf. Section 3.2.2.

The investigation procedure includes two spheres with two different diameters of 12 cm and 15 cm, which were scanned in two faces and twice by independent setups. The center points of the spheres were calculated by applying the 'fix' adjustment. Since the results from computing the center points are in Cartesian coordinates, the spherical coordinates are derived by

\[
\begin{align*}
\vartheta_z &= \arctan \left( \frac{y}{x} \right) \\
\varphi &= \arccos \left( \frac{z}{s} \right) \\
s &= \sqrt{x^2 + y^2 + z^2}
\end{align*}
\]

If the collimation axis shows errors, then the spherical coordinates, based on surveying in two faces, are different. This is especially true for the horizontal angle \( \vartheta_z \) and the vertical angle \( \varphi \). The deviations in the angles based on measurements in two faces are caused by the collimation error and the eccentricity of the collimation axis.

![Figure 3.32: Collimation error applied to the laser scanner (top view). The real collimation axis, visualized by the laser beam, shows a deviation from the ideal collimation axis (angle \( c \)) which hits the horizontal axis at a normal.](image)

A collimation error is present if the collimation axis is not normal to the horizontal axis. Figure 3.32 shows the influence of the collimation error \( c \) on the horizontal direction. In addition, if the collimation error has corresponding deviation in the vertical direction, i.e. the collimation axis is not normal to the vertical

\[\text{18 Due to the deflection principle, the rotating mirror of the laser scanner can be seen as the telescope of a theodolite}\]
axis, then this is not a collimation axis error but an index error for the vertical encoder. This means the positioning of the laser beam shows an encoder reading that is falsified by the index error. These errors, existing in both the horizontal direction and in the vertical direction, can be determined by measurements in two faces. Performing measurements only in one face requires that the encoder readings have to be corrected by the collimation error.

An offset of the collimation axis can generally be defined by a line of sight that is not centrally during rotation. The collimation axis can be rotated in a horizontal direction and in a vertical direction. In the case of a horizontal rotation, the eccentricity of the collimation axis means the line of sight does not intersect the vertical axis. Instead, the line of sight is a tangent on a circle during the rotation whereas the center point of the circle defines the ideal position of the line of sight hitting the vertical axis. The radius of this circle corresponds to the eccentricity of the collimation axis. Figure 3.33 outlines the eccentricity $e$ and the resulting error in terms of the influence $\varphi$ on the desired angle, according to [Deumlich and Staiger, 2002]. Analogously, the same considerations concerning the eccentricity in the case of a vertical rotation of the collimation axis can be applied. In this case, the eccentricity means the line of sight does not intersect the horizontal axis. The influence on the desired angle caused by the eccentricity decreases with the range. The farther the target point $P$ is the smaller is the influence $\varphi$ of the eccentricity $e$. Table 3.12 shows the varying influence for different eccentricity values.

![Figure 3.33: Eccentricity $e$ of the collimation axis according to [Deumlich and Staiger, 2002]. The line of sight is not centrally during the rotation and shows an offset described by the tangent on a circle. The diameter of this circle corresponds to the eccentricity and the resulting influence is defined by the angle $\varphi$.](image)

<table>
<thead>
<tr>
<th>Range [m]</th>
<th>$e = 0.1$ mm</th>
<th>$e = 0.5$ mm</th>
<th>$e = 1$ mm</th>
<th>$e = 2$ mm</th>
<th>$e = 5$ mm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\varphi$ [']</td>
<td>$\varphi$ [']</td>
<td>$\varphi$ [']</td>
<td>$\varphi$ [']</td>
<td>$\varphi$ [']</td>
</tr>
<tr>
<td>1</td>
<td>0.0057</td>
<td>0.0286</td>
<td>0.0573</td>
<td>0.1146</td>
<td>0.2865</td>
</tr>
<tr>
<td>5</td>
<td>0.0011</td>
<td>0.0057</td>
<td>0.0115</td>
<td>0.0229</td>
<td>0.0573</td>
</tr>
<tr>
<td>10</td>
<td>0.0006</td>
<td>0.0029</td>
<td>0.0057</td>
<td>0.0115</td>
<td>0.0286</td>
</tr>
<tr>
<td>20</td>
<td>0.0003</td>
<td>0.0014</td>
<td>0.0029</td>
<td>0.0057</td>
<td>0.0286</td>
</tr>
<tr>
<td>50</td>
<td>0.0001</td>
<td>0.0006</td>
<td>0.0011</td>
<td>0.0023</td>
<td>0.0057</td>
</tr>
</tbody>
</table>

The error budget consisting of the collimation error and the eccentricity of the collimation axis can be separated into the horizontal component and into the vertical component.
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Horizontal Component

First, the component in the horizontal direction is discussed. The results gained by the two independent setups are shown in Figure 3.34. The upper figure indicates the deviations of the horizontal encoder for the sphere with a diameter of 12 cm and the lower figure shows the corresponding results for the sphere with a diameter of 15 cm. The data points are approximated by a hyperbola based on a least square adjustment [Bronstein and Semendjajew, 1999]:

\[ y = \frac{a}{x} + b \]  

since the hyperbola approximates the data points sufficiently. The parameter \( a \) defines for the gradient of the curve and the parameter \( b \) defines the twofold collimation error. Referring to the aforementioned considerations, the eccentricity has to be taken into account for short ranges. The limit of the hyperbola describes the collimation error because the influence of the eccentricity is rapidly increasing with the range, cf. Table 3.12. The homogeneity of the results of the parameters for the adjusting hyperbola are shown in Table 3.13.

Figure 3.34: Influence of the errors of the collimation axis in horizontal direction. In the figures, the differences of the horizontal directions in two faces derived by spheres with diameters of 12 cm (top) and 15 cm (bottom) are shown.

The significance of the collimation error can be assessed by applying a \( t \) - test. The result is that the collimation error differs significantly from zero (two-side alternative hypothesis and a significance level of \( \alpha = 5\% \)). Thus, the collimation error can be reduced to a value of \( e = -0.0075° \). The eccentricity can be calculated by, cf. Figure 3.33:

\[ e = s \cdot \sin(\varphi) \]  

(3.13)
Table 3.13: Results of the adjusting hyperbola concerning the error of the collimation axis in horizontal direction. Parameter $a$ defines for the gradient and parameter $b$ defines the limit.

<table>
<thead>
<tr>
<th>Data Series</th>
<th>$a$ [$^\circ$/m]</th>
<th>$b$ [$^\circ$]</th>
<th>$\sigma_a$ [$^\circ$/m]</th>
<th>$\sigma_b$ [$^\circ$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>sphere 12 cm (1)</td>
<td>0.064</td>
<td>-0.016</td>
<td>0.0025</td>
<td>0.0007</td>
</tr>
<tr>
<td>sphere 12 cm (2)</td>
<td>0.049</td>
<td>-0.016</td>
<td>0.0022</td>
<td>0.0006</td>
</tr>
<tr>
<td>sphere 15 cm (1)</td>
<td>0.046</td>
<td>-0.014</td>
<td>0.0007</td>
<td>0.0002</td>
</tr>
<tr>
<td>sphere 15 cm (2)</td>
<td>0.038</td>
<td>-0.014</td>
<td>0.0034</td>
<td>0.0010</td>
</tr>
</tbody>
</table>

with the range $s$ and the difference $\varphi$ of the horizontal directions in two faces corrected by the twofold collimation error. The resulting values for the eccentricity are summarized in Figure 3.35. The eccentricity $e$ can be described by a mean value of 0.9 mm and a precision of 0.1 mm. The mean value is based on data up to 15 m because the influence of the eccentricity decreases and then reaches the same degree of precision as the precision of the angle measurement system, cf. Table 3.12.

![eccentricity (horizontal component)](image)

**Figure 3.35**: Eccentricity of the collimation axis in horizontal direction. The eccentricity of the collimation axis in the horizontal direction is derived by using spheres with the diameters of 12 cm and 15 cm based on two independent setups (1) and (2).

In summary, the error budget of the collimation axis, consisting of the collimation error and the eccentricity, was derived. Considering the influence of both errors shown in Figure 3.34, it can be seen that the adjusting hyperbolae intersect the abscissa. This means at the intersection point, about 3 m to 4 m, the error of the collimation axis has no influence on the horizontal direction. The interpretation is the collimation error and the eccentricity have opposite signs and they compensate each other. However, the most important aspect is that the influence of the error of the collimation axis is not constant for close ranges. The correction of the horizontal angle data has to be completed separately according to the range and its error budget.

**Vertical Component**

Second, the component in vertical direction is discussed. The results obtained by the two independent setups are shown in Figure 3.36. It can be seen that the results of each setup obtained by the two spheres with different diameters match each other. However, the results of the two independent setups do not fit each other. With the exception of the first two meters, no systematic effects, depending on the range, can be seen. The lines approximately describe a constant line. Thus, a significant influence of an eccentricity of the collimation axis in the vertical direction cannot be seen. The constant line defines a collimation error in the vertical direction, which can be interpreted as an index error in the vertical encoder. Further assumptions of the factors that influence the orientation of the laser beam concern an offset between the outgoing laser beam and the encoder readings, variations on the rotation time and wobble effects of the horizontal axis.
Nevertheless, the index error appears to be constant within each setup and is therefore, repeatable. However, in an independent setup - associated with a restart of the laser scanner - the influence of the error of the collimation axis is different and is therefore, not reproducible.

**Figure 3.36: Influence of the errors of the collimation axis in vertical direction. The differences of the vertical directions in two faces derived by using spheres with diameters of 12 cm and 15 cm are shown for two independent setups (1) and (2).**

### 3.4.4 Error of Horizontal Axis

The error of the horizontal axis has to be discussed in a similar manner to the error of the collimation axis. The error budget consists of an eccentricity in the horizontal axis and a horizontal axis error. The horizontal axis error is defined as the horizontal axis not being normal to the vertical axis. The steeper the line of sight the greater is the influence of the horizontal axis error in the horizontal direction. The determination of the error of the horizontal axis \( i \) is described in the literature. The formula for the calculation can be expressed by [Deumlich and Staiger, 2002]:

\[
i \approx \left( \frac{\Delta h z}{2} - \frac{c}{\sin(v)} \right) \cdot \tan(v).
\]

Therefore, the collimation error \( c \), the difference of the horizontal directions \( \Delta h z \), derived by measurements in two faces, and the vertical angle, corrected by the index error, have to be known. The formula described is an approximation that is sufficient with the exception of very steep lines of sight (\(< 1^\circ\)). A comprehensive discussion of the axis errors of theodolites including a derivation of exact formulas, especially for the tilting axis error, can be found in [Stahlberg, 1997].

The experimental setups for the determination of the error of the horizontal axis were performed by scanning spheres in two faces. The spheres were distributed in a vertical plane to generate varying lines of sight regarding the vertical direction. The slope distances differ between 1.5 m and 5 m. The lines of sight cover a field of view between 15° and 164° in the vertical direction. The calculations were carried out using Equation (3.14). Since within close ranges, up to 15 m, the influence of the error of the collimation axis is not constant, cf. Section 3.4.3, the values for the parameter \( c \) are varying. The corresponding influence of the error of the collimation axis then has to be applied.

The results for two different experimental setups in Table 3.14 show an error in the horizontal axis of up to an absolute value of 0.08°, but the values differ substantially and the signs change. Building an average of the values, an error of approximately 0.045° is derived.

Since the setups for the investigation procedure were not optimal, the results have to be interpreted in a critical manner. Short ranges did not allow for the assessment of the error budget of the horizontal axis, es-
Table 3.14: Error of the horizontal axis derived by measurements in two faces to targets installed at different vertical angles.

<table>
<thead>
<tr>
<th>Setup</th>
<th>Point Number</th>
<th>Vertical Angle $v$ [°]</th>
<th>Error of Horizontal Axis $i$ [°]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>15</td>
<td>-0.083</td>
</tr>
<tr>
<td>2</td>
<td>64</td>
<td></td>
<td>-0.064</td>
</tr>
<tr>
<td>3</td>
<td>86</td>
<td></td>
<td>-0.048</td>
</tr>
<tr>
<td>4</td>
<td>112</td>
<td></td>
<td>0.051</td>
</tr>
<tr>
<td>5</td>
<td>140</td>
<td></td>
<td>0.001</td>
</tr>
<tr>
<td>6</td>
<td>164</td>
<td></td>
<td>0.005</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>54</td>
<td>0.034</td>
</tr>
<tr>
<td>2</td>
<td>72</td>
<td></td>
<td>0.004</td>
</tr>
<tr>
<td>3</td>
<td>81</td>
<td></td>
<td>-0.052</td>
</tr>
<tr>
<td>4</td>
<td>114</td>
<td></td>
<td>0.086</td>
</tr>
<tr>
<td>5</td>
<td>145</td>
<td></td>
<td>0.067</td>
</tr>
</tbody>
</table>

especially regarding the eccentricity. A conceivable eccentricity may influence the interpretation significantly. The experimental setup has to be improved so that with different constant vertical directions and growing ranges, the investigation has to be repeated. The setup for the examination of the collimation axis may provide some indications, with the difference that the lines of sight do not run horizontally but vertically.

3.5 Non-Instrumental Errors

Laser scanning technology is based on performing measurements on various kinds of objects. Since the use of prisms is not necessary, nor recommended, the distances to be measured are affected by several parameters, such as the intensity of the reflected laser beam, the angle of incidence, surface properties, e.g. colour and roughness, multipath, speckle effects, etc. In the following, some of these parameters are discussed and investigated.

3.5.1 Intensity of Laser Beam

The intensity of the reflected laser beam is of importance since the amplitude of the received signal is correlated with the quality of the detecting range. The better the signal-to-noise ratio, the better the determination of the distance. The intensity ($I$) is influenced by three parameters:

- the range $d$ ($I \sim \frac{1}{d^2}$),
- the reflectivity of the object, and
- the angle of incidence.

Figure 3.37 shows the development of the intensity relative to a maximum. The upper figure indicates the relation between the range and the intensity for different reflectivity values. The longer the range and the lower the reflectivity of the object, the less the intensity. The lower figure presents the intensity of a target with a reflectivity of 90% and shows that the intensity also decreases systematically. For example, the intensity line of the target with a reflectivity of 20% corresponds to the intensity line to a target with a reflectivity of 90% and an angle of incidence of 30°. The intensity worsens with respect to low reflectivity values and low angles of incidence.
Figure 3.37: Intensity of reflected laser beam. Influence of the reflectivity (top) and influence of the angle of incidence (bottom).

The relative intensity values in Figure 3.37 do not match the given reflectivity values of the targets. Up to 5 m, the white target shows a relative intensity of ≈ 93 %, the grey target shows a relative intensity of ≈ 52 % and the dark grey target shows a relative intensity of ≈ 38 %. Thus, the given reflectivity values indicate system-related reflectivity values more than absolute reflectivity values.

Concerning the intensity of laser light, the speckle effect also has to be considered. Speckles are based on variations of the intensity of coherent laser light produced by the interference of the diffuse scattered light on rough surfaces with the incident light. This means the intensity of the reflected laser light can vary depending on the intensity of rough surfaces and can be affected by speckle effects.

3.5.2 Angle of Incidence

The angle of incidence is defined as the angle between the incident laser beam and the tangent on the surface from which the laser beam is reflected. Generally, the angle of incidence can be measured in two directions, horizontally and vertically. An angle of incidence of 90° describes a laser beam hitting the surface of the object at a normal.

The angle of incidence influences the distances to be measured in two different ways. On one hand, the center of reference for the distance is shifted because the footprint of the laser beam varies from a circular form to an elliptical form. On the other hand, the footprint of the laser spot increases and covers a larger area. The reference point for measuring the distance is shifted and not well-defined because of the distortion of the footprint. Thus, the distance has a systematic offset leading to a false range between object and laser scanner. Furthermore, the noise of the distances increases with a decreasing angle of incidence because the intensity of the reflected laser beam decreases and the footprint of the laser beam enlarges.
Figure 3.38: Influence of the angle of incidence on the size of the footprint of the laser beam. The size of the footprint significantly increases with a decreasing angle of incidence.

The investigated laser scanner has a beam divergence of 0.22 mrad and defines the aperture angle of the mechanical system that generates the laser beam. Considering a spot size of the laser beam of 3 mm at a distance of 1 m\(^\circ\), the projection of the laser beam on a slope surface depending on both the angle of incidence and the range, cf. Figure 3.38, can be developed. The smaller the angle of incidence, the larger the size of the footprint. Considering angles of incidence of less than 30 °, the size of the spot is multiplied by a factor of 1.5 up to a factor of 4 in contrast to a laser beam hitting the surface at a normal.

Figure 3.39: Influence of the angle of incidence to the distance precision regarding targets with a reflectivity of 90% (top) and with a reflectivity of 60% (bottom).
The influence of the angle of incidence can be defined by the precision and the accuracy. In Figure 3.39, the precision of different angles of incidence to targets with reflectivity values of 90% and 60% are given. It can be clearly seen that the precision worsens with both a lower reflectivity and a smaller angle of incidence. This means that the data are more biased.

Concerning the systematic offset of the distance caused by the shifted projection center of the footprint and the larger footprint, the accuracy for different angles of incidence and different reflectivity values are given in Figure 3.40. It can be seen that depending on the angle of incidence, the systematic deviations and the oscillations of the curves increase. Thus, the results are not trustworthy distance measurements. These findings correspond to the precision, cf. Figure 3.39, of strongly biased data.

The simulation of the precision of the distance measurement applied to a plane in a range of 10 m shows the influence of the angle of incidence. The object is not only inclined in one direction, i.e. horizontally, but also in a second, i.e. vertically. Most of the objects to be scanned show inclinations in two directions. Figure 3.41 gives an impression of the decreasing precision and the increasing noise of the range data. The precision is the worst in the corners since the angles of incidence in the horizontal direction and in the vertical direction are the smallest.

### 3.5.3 Surface Properties of Materials

The results of the distance measurement regarding precision and accuracy depend not only on the parameters range, reflectivity of the object and angle of incidence, but also on the characteristics of the surface material. Considering semitransparent materials, e.g. styrofoam, wood, marble, the incident ray is not only reflected on the surface of the materials, but also intrudes the first layer of the material until the ray hits a
Figure 3.41: Influence of the angle of incidence on the precision of the distance measurement to a planar object.

Figure 3.42: Surface backscattering and refraction effects in inhomogeneous semitransparent materials, e.g. styrofoam, wood, marble [Ingensand, 2006].

The effect of refraction and intrusion of the laser beam in materials is verified by comparing the distances detected by the laser scanner and the nominal distances provided by the interferometer on the calibration track line. The experimental setup is analogous to the investigation of the 'static mode' of the distance measurement system, cf. Section 3.2.1. The resulting residuals between nominal and measured distances can be interpreted regarding systematic effects caused by the intrusion of the laser beam. The following materials were investigated: styrofoam (thickness of 2 cm and 5 cm), wood and metal.

The results are given in Figure 3.43 and Figure 3.44. Figure 3.43 shows the accuracy for styrofoam and wood in comparison to a white paper used as a reference target. The findings are clear: the laser beam intrudes the styrofoam and wood. The depth of the intrusion depends on the granulation and the roughness. For the materials used, the intrusion depth shows a value of nearly 15 mm for styrofoam and nearly 5 mm for wood.
3.6 Precision and Accuracy of Terrestrial Laser Scanner Data

The investigation and calibration of each single component of a terrestrial laser scanner are necessary and important. The interesting question, which also has to be answered, is how precise and how accurate are the results of one acquired single point and the results of the modeled objects. In the following, these questions shall be answered.

In Figure 3.44, another systematic effect based on the reflected intensity of the laser beam can be seen. Since in most laser scanners the signal-to-noise ratio is not regulated and not optimised the receiving avalanche diode is over-steered and generates systematic effects, which result in distance errors. This effect becomes clear considering the distance accuracy of metal. The upper part of Figure 3.44 shows systematic deviations within the first 25 m of several meters. Only beyond 35 m does the intensity of the reflected laser beam allow the avalanche diode to work properly and the distances become reasonable. However, a systematic offset of nearly 5 mm is left.

The discussed selection of only three different materials (styrofoam, wood, metal) demonstrates that the influence of the surface properties of different materials is important. For achieving a high accuracy, the properties of the material to be scanned have to be verified. Especially, regarding the influence of the surface reflectance, there are several investigations and publications for the specific laser scanner system, e.g. [Lichti and Harvey, 2002b], [Clark and Robson, 2004], and [Reshetyuk, 2006a]. Each laser scanner and its wavelength of the laser beam has a different behavior for different materials and makes it difficult to generalise the findings. There are some materials that may cause systematic effects, such as glass, metal, and other high-reflective surfaces.

Figure 3.43: Distance accuracy of some materials (styrofoam, wood, white paper).

Figure 3.44: Distance accuracy of metal. Only beyond 35 m does the distance accuracy becomes reasonable.

The discussed selection of only three different materials (styrofoam, wood, metal) demonstrates that the influence of the surface properties of different materials is important. For achieving a high accuracy, the properties of the material to be scanned have to be verified. Especially, regarding the influence of the surface reflectance, there are several investigations and publications for the specific laser scanner system, e.g. [Lichti and Harvey, 2002b], [Clark and Robson, 2004], and [Reshetyuk, 2006a]. Each laser scanner and its wavelength of the laser beam has a different behavior for different materials and makes it difficult to generalise the findings. There are some materials that may cause systematic effects, such as glass, metal, and other high-reflective surfaces.
3.6.1 Single Point Precision

The precision of one single point is derived by two methods. The first one is based on the identified precision for the distance component \( s_x \) and the encoder components for the horizontal direction \( s_{hz} \) and the vertical direction \( s_v \). A theoretical error budget for one single point \( s_p \) can be calculated by:

\[
sp = \sqrt{s_x^2 + s_y^2 + s_z^2}
\]  

(3.15)

with

\[
s_x = 3 \cdot s_x
\]

\[
s_y = s \cdot \tan(3 \cdot s_{hz})
\]

\[
s_z = s \cdot \tan(3 \cdot s_v)
\]  

(3.16)

For the precision of the \( x \)-component, the trifold precision, i.e. standard deviation, is used since it refers to 99.9% of measurements. For the \( y \)-component and the \( z \)-component, the distance \( s \) has to be taken into account as well as the trifold precision of the angle measurement system. The second method uses the acquired point cloud to derive a single point precision. Spheres were scanned and the center points were calculated by applying the adjustment algorithm, cf. Section 3.1.5. The resulting mean error of the unit weight \( s_0 \) defines the precision of one single coordinate. Thus, the precision of one single point containing three coordinates can be determined by:

\[
sp = \frac{1}{3} \cdot s_0.
\]  

(3.17)

The spheres were positioned along the calibration track line in varying ranges so that the development of the precision of one single point can be derived. Figure 3.45 shows the results obtained by the two different methods. Since the second method can only be applied up to ranges of approximately 20 m, the upper figure is also limited up to this range. Reasons for the limited range are the quality and the quantity of the acquired point cloud decrease rapidly with the range, cf. Section 3.2.2. The precision obtained by the second method is verified using two spheres with different diameters, i.e. 12 cm and 15 cm. The values lie about 5 mm and fit with each other. In addition, the theoretical precision based on the first method increases with the range. The lower figure shows the development of the precision. The noise of one single point reaches values in the order of some centimeters in ranges of more than 30 m.

In summary, it can be concluded that the two methods fit each other and show a precision for one single point of less than 1 cm up to a range of 20 m. The development of the theoretical precision gives an impression of the resulting precision in ranges of more than 30 m, which increases up to 2 cm. The difference in the two methods is that the derived theoretical precision is based on an angle of incidence of 90°, which means the laser beam hits the object normal. A variation of the angle of incidence leads to lower distance precision and also results in lower single point precision, cf. Section 3.5.2. On the contrary, the method using the spheres takes the varying angle of incidence into account. Furthermore, the investigation can be continued for different reflectivity values. The spheres used are white in color, approximating a reflectivity of 90%. Also, the distance accuracy required for the first method refers to a reflectivity of 90%.

3.6.2 Accuracy of Modeled Objects (Spheres)

The accuracy of modeled objects is shown exemplarily by considering the calculated center point of spheres. The spheres with two different diameters, i.e. 12 cm and 15 cm, were positioned along the calibration track line and were scanned with three different scan resolutions. Based on the acquired data, the center point
of each sphere was calculated using the adjustment tool. Since the diameter of the spheres are well-known, the center points can be derived using both the 'free' adjustment and the 'fix' adjustment. The coordinates of the center points refer to the local scanner system. These local coordinates can be transformed into the coordinate system of the calibration track line using the positions of the spheres as control points. The resulting residuals in all three coordinate directions can be summarized as a 3D accuracy for the center points of the modeled spheres.

Figure 3.46 shows the 3D accuracy of the center points of the spheres. The data were acquired with the highest scan resolution. Generally, the accuracy of the center points based on the ‘fix’ adjustment is better.
than the calculated center points based on the 'free' adjustment and is within 2 mm. Referring to the investigation of the distance measurement system in the 'scanning mode', an additive constant of 3 mm to 4 mm in the 'free' adjustment was identified. By applying the coordinate transformation, this systematic offset is taken into account and the center points are shifted by this additive constant. Thus, the 3D accuracy of the center points is better than the distance accuracy, cf. Figure 3.16 and Figure 3.46.

The 3D accuracy of the center points can be also derived by interpreting the distance accuracy along the calibration track line as accuracy in x-direction, the accuracy of the horizontal encoder transversal to the calibration track line as accuracy in y-direction and the accuracy of the vertical encoder as accuracy in the vertical direction of the calibration track line. The results are identical to the coordinate transformation except that the additive constant has to be subtracted manually with respect to the 'free' adjustment.

The use of the other 'scanning modes' does not change the achievable 3D accuracy. Only the range from which the accuracy is getting worse decreases, cf. the corresponding results gained by the investigation of the distance measurement system in the 'scanning mode', Section 3.2.2.
Static Laser Scanning

This chapter discusses the post-processing of 3D point clouds as applied to static laser scanning. Static laser scanning implies that the objects to be scanned and the laser scanner do not move relative to each other during the data acquisition process. Post-processing of 3D point clouds requires software packages to derive the final products, e.g. 3D models. Since the implemented algorithms in these software packages are not fully automated, the operator has to assist the software. Thus, the process of deriving the final product based on the 3D point cloud is time-consuming. The time ratio between post-processing of laser scanning point clouds and data acquisition can be up to 10 : 1 or more. The following sections cover some aspects of data processing, registration, and modeling and visualization.

4.1 Data Processing

Laser scanning is one of the fastest data acquisition techniques in geodesy and generates a huge number of points, which describe the environment, in a short time. However, data acquisition produces blunders and noise within the point clouds. Noise can be distinguished in white noise and coloured noise. Here, noise is assumed to be white noise and Gaussian noise. The following sections give an overview of the conceivable errors and error sources. They result in noisy data and have to be processed by applying special filtering and noise reduction techniques.

4.1.1 Blunder Detection

The laser scanner system acquires data within a distance and an intensity interval. Sometimes, only data within a specific range regarding distance and intensity values are required. The points which fulfil these requirements can easily be separated from the points that do not fulfil the requirements by introducing minimum and maximum limits for both range and intensity data, a threshold:

\[
\text{range}_\text{min} \leq \text{range} \leq \text{range}_\text{max} \quad (4.1)
\]
\[
\text{intensity}_\text{min} \leq \text{intensity} \leq \text{intensity}_\text{max} \quad (4.2)
\]

The boarders of this simplified bandpass filter depend on the working range of the laser scanner and the application. Applying a threshold to the intensity values may not only reduce the number of points considerably but also eliminate blunders.
4.1.2 Mixed Pixel

Due to beam divergence, the laser beam is spread out during propagation. Depending on the range and the beam divergence, the laser beam creates a characteristic footprint when hitting objects. The situation to be scanned and the deflection of the laser beam may cause the footprint to hit a surface that does not belong to only one object but to two or more objects situated at different distances. The reflected energy cannot be identified with one of these objects since the range is measured by integrating over the entire footprint, as characterized by the projected spot. This phenomenon is referred to as mixed pixels, which can be anywhere along the line of sight [Hebert and Krotkov, 1992]. The detected ranges from such mixed pixels are somewhere in between, behind or in front of the surfaces.

The interpretation for the existence of such mixed pixels is described by [Hebert and Krotkov, 1992]. If one surface occludes a second surface, the laser beam is reflected by both objects. The geometrical location of the resulting mixed pixel is obtained according to a description of the range and the intensity as a complex number with the vector components

\[ v = I + \phi i \]  \hspace{1cm} (4.3)

where \( I \) is the intensity or magnitude, which depends on several parameters, e.g. the reflectivity of the material, the range, and the angle of incidence, and \( \phi \) is the phase, which is proportional to the range. The resulting elements of a mixed pixel caused by two reflections \( v_1 \) and \( v_2 \) is calculated by

\[ v = v_1 + v_2 = I_1 + I_2 + (\phi_1 + \phi_2)i. \]  \hspace{1cm} (4.4)

The addition of two vectors results in a new vector, with a phase \( \phi \) that can be anywhere, depending on the ratio of the lengths and depending on the phase angles. Considering the difference in the phase angles \( \Delta \phi \) of the two objects, a distinction can be made between

1. \( \Delta \phi = \phi_2 - \phi_1 \leq \pi \)
2. \( \Delta \phi = \phi_2 - \phi_1 > \pi \)

The first one results in a mixed pixel with a phase, i.e. the range, between the phase of the individual components. The second one produces a mixed pixel with a phase that is either greater than or less than the phase of both individual components, depending on the ratio of the intensity values. Figure 4.1 visualizes the effects of mixed pixels with respect to phase angles and intensity values. The left part shows case (1) and the right one shows case (2). For (2) a case differentiation is necessary to decide whether the mixed pixel is closer or farther than the object. The right figure shows the mixed pixel, which is closer than the object.

The elimination of mixed pixels is proposed to be carried out by applying a median filter to the range image [Hebert and Krotkov, 1992]. Most of the pixels should be detected since they appear only along the direction of edges. The mixed pixels are often isolated pixels in 3D space and thus, can be removed easier in 3D space than in 2D images, e.g. range images. The elimination of mixed pixels is only successful if these pixels are far from objects. In contrast, if mixed pixels occur cumulatively near the vicinity of objects, they can rarely be removed automatically. However, in combination with images, the identification and elimination of such mixed pixels can be improved.

The appearance of mixed pixels can be avoided with a small beam divergence. The smaller the beam divergence, the less the probability that more than one object will be hit by the laser beam. Furthermore, the problem of mixed pixels is related to laser measurement systems using AMCW technique and cannot be
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\[ \phi_2 \]

\[ \phi_1 \]
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Figure 4.1: Geometrical interpretation of mixed pixels for two surfaces. The left figure shows a phase difference of less than \( \pi \), the right figure shows a phase difference of greater than \( \pi \), adapted from [Hancock, 1999].

The measurement system can separate the incoming signals in first and last pulses. Thus, the problem of mixed pixels should not be of interest if a first pulse and a last pulse is detectable.

Figure 4.2 shows the presence of mixed pixels, which are either between two objects or farther or closer than the objects. In the figure, a sphere is placed in front of a wall. The mixed pixels are both in front of the sphere and between the sphere and the wall.

Figure 4.2: Mixed pixels occurred near objects: A sphere is positioned in front of a wall. The mixed pixels seen at the edges of the sphere are either in front of the sphere or between the sphere and the wall.

4.1.3 Range/Intensity Crosstalk

The distance measurement system does not operate independently from the received intensity value. The intensity value of the reflected laser beam influences not only the noise of the range but also the absolute distance value. Objects, which differ in reflectivity, measured at the same range, should have identical detected ranges. Unfortunately, reflectivity causes different values for the distance to the objects since the intensity of the laser beam varies. Thus, the less the intensity, the more biased the range data. This is called crosstalk between range and intensity. This can be distinguished between electronic crosstalk, caused by the implementation of detection electronics, and optical crosstalk, caused by the sensor optics due to internal reflections.

The receiver electronic is limited to function only within a specific intensity range. Measurements derived from intensity values outside the intensity range are noisy or erroneous, cf. Figure 3.44. Ideally, the operating range should be adjusted dynamically according to the intensity, as it is done in modern total stations.
Optical crosstalk depends on several parameters, e.g. orientation of the deflecting unit and intensity values. Thus, compensation for internal reflections is nearly impossible.

The results of the range/intensity crosstalk is considered in Chapter 3 within the calibration procedure of the laser scanner. The precision as well as the accuracy of distances acquired to objects with varying reflectivity are also discussed. However, crosstalk should also be considered at regions characterized by a change in range and in reflectivity.

Another affect, called temporal mixing [Hancock, 1999], can also be categorized as crosstalk. Temporal mixing can be noticed at transitions between darker and brighter surfaces. The transition between these two different reflectivity values leads to a jump in the returned signal amplitude of the laser beam. The jump can cause large errors in phase estimation, which correlates with the range.

4.1.4 Multipath

Multipath effects are well-known, e.g. in GPS technology. Multipath is defined as the effect that signals are reflected by more objects than desired. For example, with GPS, the signals do not travel directly from satellites to receivers. They are reflected on nearby and high-reflective objects. In laser scanning technology, multipath is characterised as the laser beam being reflected two times or more. The signal is not received directly after hitting the first object, rather, the signal is reflected by several objects and therefore, is not travelling the shortest path between the laser scanner and the object.

The probability of multipath is prevalent in scanning high reflective materials, scanning at close ranges and scanning corners [Runne et al., 2001]. Errors produced by multipath can be of any magnitude to unambiguity, i.e. the maximum range. Multipath results mostly in isolated pixels since the distance is highly different to the pixels in the neighbourhood. Multipath returns are mirror-inverted, which can be seen especially by scanning windows. The detection of points affected by multipath becomes difficult if they are surrounded by other points and if they are not clearly detectable as isolated pixels, e.g. in corners and at nearby objects.

In Figure 4.3 the effect of multipath is shown. The laser scanner was set up in a room which has a window from the ceiling to the floor at the right side and a mirror and window in the upper left corner. The laser beam is reflected twice due to multipath and the distance measurement results in pixels which are mirror-inverted. The inside of the room is projected to the outside of the room.

**Figure 4.3:** Effect of multipath. The scanned room is clearly visible in the middle of the figure. In the left part and in the right part erroneous pixels are caused by mirrors and windows.
4.1.5 Noise Reduction

Noise in laser scanning point clouds is mostly caused by the distance measurement system. The range, the colour of the surface and the angle of incidence influence the intensity of the reflected laser beam. The less the intensity, the more biased the data, cf. Chapter 3. Considering the noise, which is aligned along the distance measurement direction, processing of the noisy data can be carried out by filtering the data along the measuring direction.

It was found that the approximation of a pyramidal frustum, with its principal axis representing the measuring direction as defined by the center of the laser scanner towards the object points, is a promising filtering model. The length of the principal axis, which defines the height of the pyramidal frustum, considers the noise of the data. The noisier the data, the longer the principal axis. The bottom base and the top base define the filtering interval according to the scanning resolution of the laser scanner in the horizontal and vertical directions. The larger the base of the pyramidal frustum, the larger the resulting point spacing of the noise-reduced point cloud. Naturally, the base dimensions should not be smaller than the scanning resolution of the acquired point cloud.

As an example, a biased data set can be seen in Figure 4.4. The noise of the data is mostly caused by a small angle of incidence and a dark surface colour. The data shown describe the cross section of a one lane road section. The noise is found mostly at the dark skidmark. The indicated pyramidal frustum is oriented along the measuring direction. The height of the pyramidal frustum is chosen to define the amplitude or thickness of the noise. The rays defining the measuring direction intersect in the center of the laser scanner.

\[ h = \frac{1}{n} \sum_{i=1}^{n} h_i, \quad v = \frac{1}{n} \sum_{i=1}^{n} v_i, \quad s = \frac{1}{n} \sum_{i=1}^{n} s_i, \]  

(4.5)

where \( n \) is the number of points inside the pyramidal frustum. The selection of points to be located inside the pyramidal frustum is carried out based on the differences of the spherical coordinates of each point of the point cloud. One point of the point cloud is picked and the spherical coordinates are compared. The base of the pyramidal frustum is defined by a maximum acceptable angle difference, which has to be smaller than the scanning resolution of the point cloud. The maximum acceptable angle difference is equal in the horizontal and vertical directions since the scanning resolution of the laser scanner as well as the precision and the accuracy of the angle measurement system are also equal in both directions. If a different

---

1 Spherical coordinates are defined by two angle values \( h \) and \( v \) in the horizontal and vertical directions as well as by a distance value \( s \).
maximum angle difference for the horizontal direction and the vertical direction is chosen, only the base of the pyramidal frustum changes from a square to a rectangle. The maximum difference in distances defines the height of the pyramidal frustum according to the thickness of the noise. Mathematically, the points are selected by

$$| h - h_i | \leq \Delta h, \quad | v - v_i | \leq \Delta v, \quad | s - s_i | \leq \Delta s,$$  \hspace{1cm} (4.6)

where the pick point is described by the spherical coordinates $h, v, s$ and all other points of the point cloud are described by $h_i, v_i, s_i$. The parameters $\Delta h, \Delta v, \Delta s$ define the dimensions of the pyramidal frustum. If one point is identified inside the pyramidal frustum, this point is flagged accordingly. The flag identifies the point belonging to a pyramidal frustum.

The result of the noise reduction is a smoothed and reduced point cloud. The sampling interval is increased according to the base of the pyramidal frustum. The number of points is decreased depending on the noise in the data and the chosen diameter. Intensity values are averaged according to Equation (4.5). The filtering algorithm requires spherical coordinates since Cartesian coordinates do not consider the noise aligned along the measuring direction. The base of the pyramidal frustum to be selected depends strongly on the measurement setup, especially the scanning resolution. Furthermore, the surface properties, e.g. colour and roughness, the range and the angle of incidence influence the noise and therefore, the dimensions of the pyramidal frustum.

The filter discussed combines both angle limits and distance limits. Other forms of filters are based either on distances or on angles. Points fulfilling the constraints showing similar distances or similar angles according to Equation (4.6) are averaged and replaced by a mean value. An indirect filtering and smoothing of point clouds is achieved by meshing and triangulation algorithms in commercial software packages, cf. Section 4.3.2.

## 4.2 Registration

Since most objects cannot be scanned from one single viewpoint, due to obstacles and line-of-sight obstructions, the laser scanner has to be positioned at different locations to scan the object or scene completely. From each viewpoint the acquired data of the laser scanner refer to the local scanner coordinate system. The goal is to find a transformation that optimally positions two or more data sets with respect to one reference data set, which is called registration. The transformation between two different coordinate systems $x_g$ and $x_i$ can be described mathematically by a rigid body transformation [Luhmann, 2003]:

$$x_g = R \cdot x_i + \vec{t}$$ \hspace{1cm} (4.7)

where $R$ defines the rotation matrix and $\vec{t}$ describes the translation components. Furthermore, a scale factor, or a scale matrix by different scaling of the axes, can be introduced. Generally, the rotation matrix is an orthogonal matrix, which has to fulfil the three constraints [Bronstein and Semendjajew, 1999]

$$R^T = R^{-1}$$

$$R \cdot R^T = R^T \cdot R = I$$

$$det R = \pm 1$$ \hspace{1cm} (4.8)
The rotation matrix can be defined in several ways. Two common ways are to describe the rotations by

- Euler angles and
- quaternions.

The use of Euler angles can be interpreted as a rotation about the coordinate axes by specific angles. The order of the rotations is important and not arbitrary. In some branches, e.g. physics and group theory, one distinguishes between x- convention, i.e. order of rotation about the axes are z, x, z, and the y- convention, i.e. order of rotation about the axes are z, y, z. A more general description is the rotation about all three coordinate axes in the order of x, y, z with [Jekeli, 2001]:

\[
R(\alpha, \beta, \gamma) = R_z(\gamma) \cdot R_y(\beta) \cdot R_x(\alpha)
= \begin{bmatrix}
\cos(\gamma) & \sin(\gamma) & 0 \\
-sin(\gamma) & \cos(\gamma) & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\cos(\beta) & 0 & -\sin(\beta) \\
0 & 1 & 0 \\
\sin(\beta) & 0 & \cos(\beta)
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 \\
0 & \cos(\alpha) & \sin(\alpha) \\
0 & -\sin(\alpha) & \cos(\alpha)
\end{bmatrix}
\]

The advantage of Euler angles is that they can be interpreted geometrically and are easy to understand. However, there are also some disadvantages. The resulting rotation matrix can become singular. Thus, one rotation can be expressed by several Euler angles, which is called 'Gimbal Lock', due to the loss of one degree of freedom. Furthermore, the rotation matrix contains trigonometric functions. The equations have to be linearized if they are used for adjustment.

The rotation matrix can also be described by four parameters, called quaternions, which can be considered as a generalization of complex numbers [Jekeli, 2001]. Instead of representing a vector in two dimensions, in the case of complex numbers, a quaternion is a number representing a vector in four dimensions. It consists of a real part and an imaginary part [Jekeli, 2001]:

\[
q = q_0 + iq_x + jq_y + kq_z
\]

The rules for algebraic operations can be found in various literature, cf. [Jekeli, 2001], [Dam et al., 1998] and [Mikhail et al., 2001], and are similar to the rules for complex numbers. Geometrically, the quaternion describes a rotation about a vector, which intersects the origin of the coordinate frame. The orthogonal rotation matrix resulting from a rotation of one unit quaternion, which is a quaternion of absolute value 1, can be described by

\[
R(q) = \begin{bmatrix}
q_x^2 + q_y^2 - q_z^2 & 2 \cdot (q_x q_y - q_z q_0) & 2 \cdot (q_x q_z + q_y q_0) \\
2 \cdot (q_x q_y + q_z q_0) & q_y^2 + q_z^2 - q_x^2 & 2 \cdot (q_y q_z - q_x q_0) \\
2 \cdot (q_x q_z - q_y q_0) & 2 \cdot (q_y q_z + q_x q_0) & q_z^2 + q_x^2 - q_y^2
\end{bmatrix}
\]

The use of quaternions instead of Euler angles is of advantage. The rotation can be described by four parameters. The resulting degree of freedom of only one can be eliminated by introducing the condition that the quaternion has to be an unit quaternion. The concatenation yields an efficient algorithm due to the reduced number of numerical operations. Furthermore, the algorithm does not need initial values for the unknowns because of the bilinear equations [Rietdorf, 2005].

In either case, the registration algorithm is described by at least six parameters, three for the translation and three for the rotation. This description is feasible since the two coordinate frames to be registered are similar.
and generally fulfill the constraints of orthogonality. Furthermore, a scale factor can be introduced, which increases the number of unknowns up to seven. The minimum number of corresponding points defining the transformation between the two coordinate frames is three. Generally, these corresponding points can be either defined by targets, which have to be modeled using the point cloud, or by using the point cloud directly.

A distinction can be made between a registration based on artificial or natural targets and a registration based on overlapping point clouds. Both methods are introduced and discussed regarding advantages and disadvantages. Depending on the method, the registration describes only a transformation between local coordinate frames or defines a transformation between several local coordinate frames and one global reference frame. The transformation into a global reference frame requires control points with known coordinates.

4.2.1 Target-Based Registration

Registration using targets requires considerations regarding two different aspects: the type of targets and the spatial distribution of targets. Targets can be both artificial and natural. In either case, the target information has to be derived based on the acquired point cloud, e.g., center point, radius, normal vector. Geometrical primitives seem to be well-suited for supporting this information, such as planar objects, i.e., planes, spheres, cylinders. Generally, the best results can be obtained by specific artificial targets. Most laser scanner manufacturers also provide targets, which define such tie points or control points. Often, these tie points can be surveyed by total stations or by GPS. This is helpful since the local coordinate frame defined by the laser scanner can be included into other local or global reference frames. Another aspect is the surveying of such targets reduces the constraint that neighboring point clouds have to be connected by at least three tie points or objects.

Artificial targets have to be designed according to the specifications of the laser scanner. The target should be dimensioned such that a sufficient number of points hit the surface. The material and the color have to have the appropriate wavelength and reflectance properties. The use of different reflectivity values may ease the calculation of the geometrical center of the target, e.g., retro-reflective targets. Figure 4.5 shows three different targets used for laser scanning. The left one is a circular planar retro-reflective target with a white inner circle and a blue outer circle, designed by HDS Leica Geosystems. In the middle, a planar black-white coded target of Zoller+Frohlich can be seen. The right part contains a wooden and white-painted sphere mounted on a tribrach constructed by ETH Zurich. All three targets have dimensions and masses appropriate for field work. The balance between size and mass of the target on one side and the ease of transportation on the other side are of importance.

Instead of artificial targets, natural targets can also be used. Often, planar objects can be found in the environment, e.g., walls of buildings. Sometimes, also cylinders or spheres are available. They are good choices to be included in the registration process, especially if they are located in regions in which artificial targets can be rarely positioned and/or are inaccessible. The accuracy provided by natural targets are not as high as that provided by artificial targets. However, the use of such targets is recommended to stabilize the registration. Based on registration results, targets can be assessed and deactivated when they do not satisfy accuracy requirements.

The algorithms for calculating the mathematical point of reference for each target is either implemented in the software tools provided by the manufacturers or available in numerous software tools for processing laser scanning point clouds. The accuracy achievable for the point of reference is dependent on several aspects, e.g., geometry and orientation of the target, noise within the point cloud, but can be increased up to a few millimeters.

---

2 A control point is a tie point that was surveyed and can be defined by global coordinates.
Figure 4.5: Types of artificial targets used for laser scanning: HDS Leica Geosystem circular planar target (left), ZF coded planar target (middle), ETH Zurich sphere target (right).

The distribution of targets is often disregarded during laser scanning field work. The instruments are investigated and calibrated intensively to improve the accuracy of laser scanners. But in return, the accuracy is decreased through carelessness in the field caused by awkward and poor target distributions. The results based on the distribution worsens the accuracy significantly. In photogrammetry, and analogous in terrestrial laser scanning, control points have to be chosen in such a way that they

- cover the full object volume to avoid extrapolation,
- do not hide important parts of the object, and
- are of a reasonable number.

Investigations showed that for an indoor project with a dimension of $10 \times 10 \times 3 \text{ m}^3$ the influence of poor distributions of control points can reach several centimeters. A reasonable number of targets of about 4 to 6 for two different scan positions is recommended. The use of more targets does not increase the accuracy significantly unless there is a probability of unsuitable targets that should not be used for the registration process.

The coverage of the full object volume is essential since extrapolation should be avoided and may result in increasing errors. High or linear objects, such as towers and buildings, require an appropriate distribution of the targets in height as well. Unfortunately, in most cases the attachment of artificial targets is impossible. Thus, other registration techniques should be used, e.g. natural targets or point cloud registration, and should be combined with each other.

### 4.2.2 Point Cloud Registration

The point cloud registration offers the possibility to transform one or more data sets to another without using targets. The only constraint is the two data sets show areas of overlapping point clouds. This means both data sets have to contain point clouds that describe the same objects. The advantages of this procedure is that no artificial or natural targets are required and a high redundancy is achieved. The disadvantages are due to the principle of laser scanning:
• There is no object point that can be acquired exactly and identically a second time from a different scanner position.

• Blunders and noise of the point clouds have to be completely eliminated beforehand since they directly influence the registration algorithm.

• The registration only refers to a local coordinate frame defined by one scanner position.

The point cloud registration tries to find corresponding points within the point clouds despite each single point not being acquired a second time. First, the scanning principle does not support the alignment of the laser beam exactly in the same direction a second time, due to the rough angle increment. Second, the change of the viewpoint implies a change in the alignment of the laser beam, which results in a different position of the footprint of the laser beam and a different angle of incidence. The quality of the point cloud is influenced by several parameters, e.g. range, surface properties and angle of incidence, which cause noise and blunders. Since the point cloud registration directly uses the acquired data, the results are directly dependent on the quality of the point cloud. It is recommended to pre-process data with appropriate noise reduction and filter techniques. Since the point cloud registration algorithm works only with the acquired point cloud, the reference frame is defined by one local reference frame. If the point cloud has to be included in a global reference frame, additional control points with global coordinates are required.

In recent years, several algorithms have been developed and are currently the topic of research projects. The most popular algorithm is the iterative-closest-points algorithm (ICP) developed by [Besl and McKay, 1992], [Chen and Medioni, 1991], and [Zhang, 1994]. This algorithm starts with two point clouds and an estimate of aligning the rigid body transform. It then iteratively refines the transformation by alternating the steps of choosing corresponding points across the point clouds, and finding the best rotation and translation that minimizes an error metric based on the distance between corresponding points. The ICP algorithm is varied and improved many times [Bergevin et al., 1996], [Masuda and Yokoya, 1996]. A detailed overview at ICP algorithms can be found in [Gühring, 2002] and [Grun and Akca, 2005], who also introduced a new algorithm, the least squares 3D surface matching.

4.3 Modeling and Visualization

Modeling is the step followed by registration. The objects described by a point cloud have to be processed in such a way that geometrical information can be derived. The point cloud is well-suited for online-visualization. All conceivable information are hidden within the point cloud. Although, point clouds can be the final products of laser scanning, information derived from the point cloud are often what is required. Such information are frequently of geometrical nature, but classifications analogous to airborne laser scanning and remote sensing are also conceivable to distinguish between different objects on the surface, e.g. wet areas, roads, vegetation.

The processing of the point cloud depends on the project and the application. Based on these aspects the most suitable software has to be selected. Commercial software packages can be distinguished between software directly using the large number of points of the acquired point cloud and software operating only with a selected number of points.

Working group V/3 from the International Society of Photogrammetry and Remote Sensing (ISPRS) has published the most popular software based on a questionnaire in 2005. Table 4.1 summarizes the most popular software. The goal of using this software is of further interest, e.g. for registration, modeling, editing, visualization, data inspection, format conversion. More information can be found from the ISPRS working group V/3.
4.3 Modeling and Visualization

Table 4.1: Software for processing laser scanning data. The results are based on a questionnaire carried out by the ISPRS working group V/3.

<table>
<thead>
<tr>
<th>Software</th>
<th>Manufacturer</th>
<th>Use [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyclone</td>
<td>HDS Leica Geosystems</td>
<td>28</td>
</tr>
<tr>
<td>Geomagic</td>
<td>Raindrop</td>
<td>17</td>
</tr>
<tr>
<td>RieScanPRO</td>
<td>Riegl</td>
<td>11</td>
</tr>
<tr>
<td>CloudWorx</td>
<td>HDS Leica Geosystems</td>
<td>9</td>
</tr>
<tr>
<td>Polyworks</td>
<td>InnovMetric</td>
<td>8</td>
</tr>
<tr>
<td>rest</td>
<td>various</td>
<td>27</td>
</tr>
</tbody>
</table>

4.3.1 Geometrical Primitives

The modeling of geometrical primitives is extensively automated. The parameters for geometrical objects are computed by a least square adjustment using Gauss-Markov or Gauss-Helmert. The following objects are considered as geometrical primitives and can be mostly computed semi-automatically or fully automatically:

- patch or plane: \( \vec{p}_i \vec{n} - d = 0 \)
- sphere: \( |\vec{p}_i - \vec{m}| - r = 0 \)
- cylinder: \( \vec{a}(\vec{p}_i - \vec{m}) - r = 0 \)

The vector \( \vec{n} \) describes the unit normal, \( \vec{p}_i \) defines each point of the point cloud, \( \vec{m} \) is the center point of the sphere or the cylinder, and \( \vec{a} \) characterizes the orientation of the principal axis of the cylinder. The parameters \( r \) and \( d \) define the radius and the diameter, respectively. A more detailed description for calculating geometrical primitives can be found in [Hovenbitzer, 2003].

4.3.2 Triangulation

Triangulation or mesh generation can be described as the process of finding geometrical objects in a given data set, i.e. triangles in 2D and tetrahedra in 3D. Typically, this process is based on Delaunay triangulation or marching cubes [Hoppe et al., 1992] and [Carr et al., 2001]. Some possible constraints for building triangles or tetrahedra are defined by [Hoscheck and Lasser, 1992]

- criterion of the shortest diagonal,
- criterions of the minimum/maximum angle and maximum/minimum angle, respectively, and
- criterion of the circumscribed circle.

The last criterion leads to the Delaunay triangulation, which postulates that the circumscribed circle of each triangle must not contain a fourth point of the data set [deBerg et al., 2002]. The Delaunay triangulation computes uniform triangles and avoids both long and short triangles as well as overlapping triangles. More information can be found in a number of publications, e.g. [deBerg et al., 2002], [Carr et al., 2001] [Hoppe et al., 1992], [Hoscheck and Lasser, 1992], [Rietdorf, 2005].
4.3.3 NURBS

NURBS is an acronym for non-uniform rational B-splines. The first publications of NURBS refer to [Riesenfeld, 1973] and [Versprille, 1975]. A NURBS can be described either by a curve or by a surface. Detailed mathematical descriptions can be found in [Piegl, 1991].

For laser scanning, the use of NURBS is becoming important since the surveyed objects described by the point cloud cannot only be modeled with geometrical primitives but also with free-form shapes. NURBS is an efficient tool for approximating free-form curves and surfaces. According to [Piegl, 1991], some of the advantages of NURBS are they

- offer a common mathematical form for standard analytic shapes and free-form curves and surfaces,
- provide the flexibility to design a large variety of shapes,
- have clear geometrical interpretations,
- have a powerful geometrical tool kit,
- are invariant regarding scale, rotation, translation, and
- are genuine generalizations of non-rational B-spline forms as well as rational and nonrational Bézier curves and surfaces.

Some drawbacks of NURBS are they require extra storage to define traditional curves and surfaces and they can result in very poor parameterization due to improper use of required parameters.

Designing NURBS can be carried out in two ways, interpolation and data filtering. Interpolating means geometrical functions are fitted into a given set of control points to derive a new set of data. Interpolating can produce erroneous results due to the existence of noise or blunders. A better solution is an approximation of the given set of data by fitting geometrical functions close to the given data set and by passing only a few of them. The most popular approximation is least-squares fitting. The result of least squares fitting is a smoothed and less-biased description of the data set.

NURBS has become widely accepted and popular, especially in computer-aided design (CAD), computer-aided manufacturing (CAM), and computer-aided engineering (CAE), and the graphics community.

![Figure 4.6: Examples for NURBS modeling and rendering, from left to right: squirrel, sailing yacht, airport.](Rhinoceros®, 2006).
4.3.4 CAD

Computer-aided Design (CAD) is a computer-based tool to design and develop 2D drawings or 3D models. CAD is used in many fields, such as architecture, building engineering and mechanical CAD, e.g. automotive, aerospace, ship building. Within the product lifecycle management process, CAD is the main geometry authoring tool, cf. Figure 4.7.

There are various different software packages available on the market, e.g. AutoCAD, Microstation, SolidWorks. Depending on the application area, the most suitable software has to be chosen. Compared to 3D point cloud software, the drawback of CAD software is only a limited number of points that can be imported into the CAD software. Either the point cloud has to be processed and reduced beforehand or additional tools have to be used, such as CloudWorx, which allows one to work in the AutoCAD environment but also allows access to the whole point cloud.

![Figure 4.7: CAD and the many fields of applications, adapted from [Wikipedia, 2006].](image)

4.3.5 Rendering and Texture Mapping

Since CAD models or NURBS models do not show a realistic image of the object, the derived model can be processed by rendering or texture mapping. Rendering is the process of improving the appearance of the object by introducing light sources or other visual effects. Texture mapping means that digital images, either images of the real object or patterns, are mapped onto the model in perspective view. Such processes are often necessary to provide impressive and realistic models for marketing and visualization purposes. Some examples are shown in Figure 4.6. For such purposes, visualization graphics libraries are required. The most-used libraries are OpenGL, VRML, Java3D and Direct3D [Hovenbitzer, 2003].
Kinematic Laser Scanning

The high data acquisition rate of laser scanners facilitates the use of such instruments in a kinematic mode. The advantages of performing kinematic measurements are manifold, e.g. reducing surveying time at construction sites and improving the performance of surveying. In the application of railways and roads, kinematic laser scanning is especially beneficial for the detection of linear structures, such as rails, catenary, and sign-posts.

For several years, laser scanners have been included in so-called mobile mapping systems for surveying roads and road installations, e.g. conditions of the roads, traffic lights, traffic signs, sign-posts. However, roads are not the only objects of interest. In recent years, the monitoring of tunnels during and after excavation has become more of interest. Traditional techniques for deformation surveying are no longer the only conceivable possibilities. Laser scanners guarantee high point density and high sampling frequency. Furthermore, laser scanning is based on an active laser light and prismless distance measurements. An accuracy in the order of millimeters is achievable if influential parameters are considered and if the laser scanner was calibrated beforehand. High point density seems to be the most important advantage because deformation monitoring is not only limited to some discrete points but also to whole objects.

This chapter deals with the essential aspects concerning the use of a terrestrial laser scanner in kinematic applications. Before introducing the problem and the key elements of kinematic measurements, the meaning of 'kinematics' should be clarified. One definition of kinematics is given in [American Heritage Dictionary, 2004]

Kinematics is the branch of mechanics that studies the motion of a body or a system of bodies without consideration given to its mass or the forces acting on it.

From the point of surveying, a ‘kinematic’ application means that during a measurement process there is a relative motion between the surveying instrument and the object to be surveyed. Thereby, either the object is in motion, e.g. deformation process, or the surveying instrument is in motion, e.g. mounted on a vehicle. Here, the focus is on the latter. Several aspects have to be considered, such as:

- generation of time tags for data acquisition of all involved instruments
- synchronisation of all different types of involved instruments
- calculation of position and orientation of the surveying instrument with respect to a global coordinate system

In this thesis, the terrestrial laser scanner Imager 5003 of Zoller+Fröhlich is the surveying instrument in motion. The ‘scanning’ mode was characterized by a deflection mirror that rotates about two perpendicular axes. On the contrary, in the ‘profiler’ mode used for kinematic application, there is only rotation of the
mirror about one axis. The missing third dimension is generated by the motion of the scanner by means of a test trolley.

The following sections discuss the key elements that are necessary to perform kinematic applications. First, the test trolley, the calibration track line and the characteristics and particularities of the test laboratory are described. Second, the laser scanner is investigated regarding the determination of a rotation time that may define a time tag. The third part involves the total station, which determines the position of the moving test trolley on the calibration track line. The focus is on the processing of the acquired data with the purpose of using this data for kinematic applications. Last, some aspects regarding the synchronization of the data, which were acquired by the two instruments, the laser scanner and the total station, are discussed.

Although the data acquisition and registration processes differ for static laser scanning applications and kinematic laser scanning applications, data processing and modeling and visualization aspects are similar. Thus, the remarks of Chapter 4 regarding these aspects are also applicable for kinematic laser scanning.

5.1 Test Trolley on Calibration Track Line

The laser scanner is mounted on the test trolley, which moves along the calibration track line. The laser scanner operates in the profiler mode. This means the laser beam only rotates in a 2D plane. The resulting coordinates, regarding the relative local scanner system, are only 2D coordinates. The absolute position, as well as the missing third dimension for 3D coordinates, have to be acquired by additional sensors. The third dimension is generated by an automated total station, which is tracking the moving test trolley. The use of a total station also allows for the inclusion of the 3D coordinates in an absolute reference system.

Surveying in kinematic applications requires not only the position of the moving trolley in 3D coordinates, but also additional information on the orientation of the test trolley. The latter is essential since varying orientations of the trolley lead to variations in the local reference system. The orientation can be described by three attitude angles, which define the orientation of the local system with respect to the absolute system. In summary, the information required to generate 3D point clouds, which are acquired by the moving laser scanner, in an absolute coordinate system are:

- position vectors of the point cloud in the local scanner system \( \bar{x}_l \)
- rotation matrices described by three attitude angles that define the orientation of the local scanner system with respect to the absolute coordinate system
- position vectors of the moving local scanner system with respect to the absolute coordinate system \( \bar{x}_a \).

Mathematically, the position vectors for the point cloud with respect to the absolute reference system can be calculated by

\[
\bar{p} = \bar{x}_a + R \cdot \bar{x}_l. \tag{5.1}
\]

The rotation matrix \( R \) influences the position vectors \( \bar{p} \) such that with growing distances from the laser scanner, an erroneous rotation increases errors in the position of the points. This is known as the lever arm effect. The shorter the object range, the less the position error. In addition, the translation vector \( \bar{x}_a \) only causes a constant shift of all the points. Thus, an erroneous translation vector has the same influence on each point.

The setup for kinematic laser scanning is shown in Figure 5.1. The laser scanner is mounted on the test trolley and is equipped with a prism on top of the laser scanner. The trolley moves along the track line and
5.1 Test Trolley on Calibration Track Line

the automated total station tracks the prism. The laser scanner generates 2D profiles of the environment. The following sections describe the setup for the kinematic application performed on the calibration track line. The setup is optimized and applied to the present situation, but the considerations are in a general way and can also be adapted to other setups.

Figure 5.1: Laser scanner mounted on the test trolley of the calibration track line. The test trolley is moving along the calibration track line. The laser scanner is operated in the profile mode and is tracked by an automated total station.

5.1.1 Relative Position and Orientation

The laser scanner defines the relative coordinate system, which moves along the calibration track line. The data acquired by the laser scanner refer to the local scanner system. Since the profile mode is used, the laser beam is deflected only in a 2D plane and the resulting coordinates for each point of the generated point cloud show two varying coordinates describing a 2D plane while the information required for the third dimension is not collected.

The relative position is defined by a centering device installed on the test trolley. This centering device allows for the positioning of geodetic instruments to a high degree of accuracy, i.e. tenths of a millimeter. An instrument can be attached directly on the centering device or indirectly by using traditional surveying accessories like adapters and tripods. Thus, the position of the laser scanner on the test trolley is defined and the accuracy for independent and repeated measurements is guaranteed.

The relative orientation of the laser scanner can be divided into two aspects. The first aspect refers to the levelling procedure and the second aspect refers to the azimuthal direction of the laser scanner. In the levelling procedure, the instrument is levelled horizontally by using screws and a level attached on the laser scanner. The azimuthal orientation defines the orientation of the profiles that are acquired by the laser scanner. The azimuthal orientation can be done by using the calibration track line and the observation pillars. Specifically, the observation pillar, which is located in extension from the track line (pillar number 2000, cf. Figure 3.4), is used. This observation pillar is positioned nearly along the axis of the track line. Each azimuthal orientation can be achieved by determining the orientation, e.g. scanning a sphere mounted on the pillar and deriving the azimuthal direction, and adding an angle to determine the orientation for the profiles. The laser scanner can be rotated to the specific azimuthal direction and therefore, is oriented. The azimuthal orientation is chosen in such a way that the profiles of the laser scanner are normal to the moving direction of the test trolley along the calibration track line. This means that to the azimuthal direction to the center point of the sphere placed on the pillar in extension from the track line an angle of 90° has to be added, cf. Figure 5.2. The levelling procedure and the azimuthal orientation are essential parts of the relative orientation.
5. Kinematic Laser Scanning

The accuracy of the orientation depends on the accuracy of the determination of the azimuthal direction to the sphere and the precision of the horizontal encoder system. If the scanning profiles are not normal to the moving direction, the misalignment can be corrected mathematically by using control points since the profiles are shifted by a constant angle. This lever arm effect was discussed earlier.

![Diagram of azimuthal orientation of the laser scanner. The azimuthal direction to the sphere can be derived and the azimuthal direction for the profiles can be determined by adding a specific angle (here: 90°).](image)

**Figure 5.2:** Azimuthal orientation of the laser scanner. The azimuthal direction to the sphere can be derived and the azimuthal direction for the profiles can be determined by adding a specific angle (here: 90°).

### 5.1.2 Absolute Position and Orientation

The absolute position and orientation of an object is defined by three coordinates and three attitude angles. To measure the six degrees of freedom, different sensors and instruments can be used, e.g. accelerometer sensors, inclination sensors, tracking total station, global positioning system. Inertial navigation systems (INS) directly provide the desired six parameters. The sensors and instruments that should be used and are appropriate for the specific application depend on the desired accuracy and the environment. If the object is in motion, these six parameters are time-dependent and define the 3D-trajectory.

The kinematic application performed on the calibration track line allows for some simplifications. The test trolley moving along the track line is forced to run on a fixed track. The trolley cannot run in other directions. The trajectory of the calibration track line is well-known and already discussed in Section 3.1.1. This trajectory can be described by variations in the straightness of the alignment, by variations in the vertical alignment and by variations in the cant. The verification of the deviations of the different linealities shows only small variations. The measurement of the three attitude angles (ω, φ, κ) is not necessary since the trajectory is well-defined. For simplifications, it is also possible to approximate the trajectory as a constant line, which runs horizontally. The error budget of this approximation is in the same order of magnitude as the accuracy of the point cloud acquired by the laser scanner.

The absolute position of the test trolley moving along the track line is measured by an automated total station. The laser scanner is equipped with a prism holder to attach a prism, which is tracked by the total station. Since in kinematic applications the synchronization between the distance and the angle measurement system of tracking total stations is of importance [Stempfhuber, 2004], a setup for the kinematic application is chosen so that the error resulting from a conceivable erroneous synchronization is minimized. The total station is positioned in extension from the track line (pillar number 2000, cf. Figure 3.4). The test trolley moves away or towards the total station, resulting mostly in varying distances rather than varying angle directions. The setup can be seen in Figure 5.1.
Since the prism is not installed in the origin of the local scanner system, the translation vector between the prism and the origin of the local scanner system has to be verified. The translation vector consists of three components in x-, y- and z-direction. The installation of the prism was chosen so that the prism is on an axis that is parallel to the moving direction and normal to the scanning profiles, cf. Figure 5.3.

The translation vector can be described by

- a translation normal to the scanning profiles: $\Delta x$,
- a translation normal to the moving direction: $\Delta y$, and
- a translation vertical to the moving direction ($\Delta z$).

The component $\Delta y$ should be minimized, in the ideal case becomes $\Delta y = 0$. The determination of the position of the prism holder regarding the offset $\Delta y$ is carried out as follows. The laser scanner is mounted on an observation pillar and a sphere is mounted on another observation pillar. The azimuthal direction to the center of the sphere is derived by scanning the sphere and calculating the center point. Based on the coordinates of the center point, the azimuthal direction is given and the laser scanner can be positioned in such a way that the scanning profile is perpendicular to the azimuthal direction of the center point of the sphere by rotating the laser scanner $\pm 90^\circ$. The precision in orienting the laser scanner to a specific azimuthal direction is verified beforehand by using a total station and surveying a target attached on the laser scanner. The precision shows a value of less than 0.0015°. The scanned sphere on the observation pillar is then replaced by a total station. The prism on top of the laser scanner is surveyed and the horizontal directions are read. In the ideal case, the horizontal directions to the prism have to be equal if the laser scanner is rotated $+90^\circ$ and $-90^\circ$, regarding the computed azimuthal direction to the observation pillar. In reality, there is a deviation of 0.015° between the two horizontal directions. Considering a distance of approximately 5.24 m between laser scanner and total station, the deviation can be expressed by a metric value of 1.4 mm. Half of this value defines the offset $\Delta y$ between the prism center and the normal line to the scanning profile that intersects the origin of the local scanner system. Considering the accuracy of the laser scanner, the offset of 0.7 mm is negligible.

The component $\Delta x$ is derived by total station surveying and using the test field of observation pillars, cf. Section 3.1.3. The laser scanner is attached on a pillar and from the other pillars, a test field consisting of three prisms and the prism mounted on top of the laser scanner is surveyed. The local nets of the surveying can be transformed to the coordinate system of the observation pillars by using control points. As a result, the prism of the laser scanner has coordinates with respect to the reference system. Since the laser scanner
has a negligibly small eccentricity of the scan center, cf. Section 3.4.1, and since the prism attached to the
top of the laser scanner has a negligibly small offset of $\Delta y$, the coordinates of the pillar on which the laser
scanner is set up and the coordinates of the prism can be compared. Therefore, the coordinate differences in
$x$- and $y$-direction define the component $\Delta x$ of the translation vector between the origin of the laser scanner
system and the prism attached to the laser scanner. The resulting value of the component $\Delta x$ has an offset
of 0.158 m. The accuracy is sufficient with a value of less than one millimeter.

The component $\Delta z$ can be obtained by using the same procedure applied for deriving the component
$\Delta x$. The only difference is the resulting coordinate difference between the $z$-values of the prism and the
observation pillar on which the laser scanner is mounted also contains the height of the origin of the laser
scanner system. Thus, the height of the instrument has to be considered and subtracted. The resulting
value of the component $\Delta z$ is an offset of 0.159 m. The accuracy is sufficiently high with a value of less than
one millimeter.

Table 5.1 summarizes the translation vector between the prism on top of the laser scanner and the origin of
the local scanner system.

**Table 5.1: 3D translation vector between the prism atop the laser scanner and the origin of the local scanner system.**

<table>
<thead>
<tr>
<th>$\Delta x$ [m]</th>
<th>$\Delta y$ [m]</th>
<th>$\Delta z$ [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.158</td>
<td>0.000</td>
<td>0.159</td>
</tr>
</tbody>
</table>

**5.2 Rotation Time of Rotating Mirror of Laser Scanner**

The laser scanner is operated in the profile mode. For each point measured by the laser scanner, a time
reference is required to synchronize the laser scanner data with data from additional instruments. The
mirror of the laser scanner rotates quickly about its horizontal axis and the data acquisition rate is fast.
Therefore, the generation of a time tag for each single laser point is not recommended. It seems more
reasonable to validate if the rotation of the mirror is constant and is, therefore, appropriate for the use as
time base. If there is a constant periodic time for one full rotation about 360 °, the rotation time $T$ can be
derived by

$$T = \frac{2\pi}{\omega}. \quad (5.2)$$

The rotation time $T$ then serves as time information. By knowing this rotation time and the number of
measured points for one vertical profile, a time tag can be calculated for each single point measured by the
laser scanner. If a common time base is available, data from different instruments can be synchronized. For
example, one typical time tag is the PPS signal provided by GPS signals with an accuracy of approximately
1 ms. The following sections deal with the determination of the rotation time $T$. The aim is to specify the
rotation time with a precision of

$$\sigma_T \sim 1 \mu s. \quad (5.3)$$

Two different and independent ways are presented to determine the rotation time $T$ with high precision.
The first method derives directly the rotation time $T$ by means of two photo diodes, which detect the
rotating laser beam. Additionally, a center angle $\alpha$ has to be determined. Based on the measured time delay
between the two photo diodes, which were hit by the rotating laser beam, and the corresponding center
angle, the rotation time $T$ can be calculated. In contrast, the second method deals with the runtime and
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with the total number of rotations of the mirror during a measurement and derives the rotation time $T$ indirectly.

5.2.1 Direct Method

In the direct method, the principle of deriving the rotation time is based on measuring a specific time delay $\Delta t$. This time delay is defined by two adjacent photo diodes, which detect the rotating laser beam of the scanner. By knowing both the time delay $\Delta t$ and the corresponding center angle $\alpha$, defined between the center point of the rotation mirror and the two diodes, the rotation time $T$ can then be calculated. The implemented diodes\(^1\) are especially suitable for wavelengths between 460 nm and 1060 nm. The carrier wave of the laser scanner shows a wavelength of $\approx 700$ nm and therefore, fits into the sensitivity interval. The maximum sensitivity is at 850 nm. Since the high frequency signal 'hfs' and the low frequency signal 'lfs' have wavelengths of $\lambda_{hfs} \approx 6.7$ m, $\lambda_{lfs} \approx 54$ m (close) and $\lambda_{lfs} \approx 108$ m (far), respectively, cf. Section 3.2, they fit not into the sensitivity interval of the diodes. Thus, the modulation frequencies cannot disturb the determination of the rotation time $T$ using these diodes.

![Figure 5.4: Experimental setup for deriving the rotation time $T$ directly. Two photo diodes have to be aligned by means of autocollimation. The rotation time $T$ can be calculated by knowing the time delay detected by the photo diodes and the center angle $\alpha$.](image)

An illustration of the principle is shown in Figure 5.4. At a certain distance, two diodes mounted on a plate were set up. One diode starts and the other diode stops the time measurement. A closer look to Figure 5.4 shows that the start-diode is below the stop-diode. This means that the derived time $\Delta t$ does not correspond to the center angle $\alpha$ but rather to the opposite adjacent angle $\hat{\alpha}$ since in this setup the orientation of the rotation of the laser beam is clockwise. Consequently, the rotation time $T$ results from

$$T = \frac{2\pi}{\hat{\alpha}} \cdot \Delta t = \frac{2\pi}{2\pi - \alpha} \cdot \Delta t. \quad (5.4)$$

Before explaining more in detail the experimental setup, the principle of deriving the time delay $\Delta t$ and the center angle $\alpha$, some notes are necessary regarding the use of two photo diodes. The ideal case is to mount only one photo diode on a plate and to detect the rotating laser beam hitting this diode. After initializing, the first detection of the rotating laser beam defines the start time and the second detection of the rotating laser beam defines the stop time. The theory seems to be simple, but in practice, it is more difficult. The laser

---

\(^1\)Mini-silicon NPN phototransistor SFH 305 of Siemens, Germany
beam is not punctiform, but has a more complex structure during propagation in the air, cf. Section 2.1.2.
If the laser beam hits an object, a footprint of the laser beam is generated. Therefore, the 'real' footprint
is much larger than the 'visible' footprint. Furthermore, the sensitivity of the diodes is important. Only a
small part of the laser beam needs to hit the photo diode to start the process. If another part of the laser
beam hits the photo diode directly a second time, the stopping process is performed. Neither does the laser
beam rotate $2\pi$ nor can a reproducible and reasonable rotation time $T$ be derived. To avoid these problems,
either a more complex electronic circuit has to be developed or two photo diodes with a distance between
them have to be implemented. The latter was used in this study.

The use of two photo diodes implicates some specialties with respect to the experimental setup. Additional¬
ly, the center angle $\alpha$ has to be determined. Referring to the postulation regarding the precision of the
rotation time $T$, the required precision for the center angle $\alpha$ can be estimated. To achieve the best possible
precision for the center angle $\alpha$, the principle of autocollimation was used. In Figure 5.4, the two photo
diodes, as well as the autocollimation mirror mounted on a plate, can be seen. This plate can be aligned by
an adjusting device.

In Figure 5.5, the mathematical relation between the desired center angle $\alpha$, the plate including the photo
diodes, and the autocollimation mirror can be seen. The center angle $\alpha$ can be calculated by

$$\alpha = 2 \cdot \arctan \left( \frac{b}{2(r - \Delta r)} \right), \quad (5.5)$$

where $r$ is the radius, i.e. distance between center of rotating mirror and autocollimation mirror, $\Delta r$ is the
offset between the two diodes. The offset $\Delta r$ was measured with a slide gauge several times. As result, the offset $\Delta r$ is less
than 0.5 mm with a precision of about 0.1 mm. Considering Equation (5.5), the influence of $\Delta r$ is negligible,
if the radius $r$ is larger than 0.5 m. The reason is that, assuming the slowest angular frequency of 12.5 rps,²
the influence on the rotation time $T$ is less than the time precision of 1 $\mu$s claimed. Thus, Equation (5.5)
simplifies to

$$\alpha = 2 \cdot \arctan \left( \frac{b}{2r} \right), \quad (5.6)$$

²Rps: rotations per second. According to the specifications of the manufacturer, there are three different rotating velocities: $\omega_{25} \approx 12.5$ rps ($T \approx 0.08$ s), $\omega_{25} \approx 25$ rps ($T \approx 0.04$ s) and $\omega_{35} \approx 35$ rps ($T \approx 0.03$ s)
The questions raised now are: (1) How precisely does the center angle $\alpha$ have to be determined or what is the influence of the parameters base $b$ and radius $r$. And (2) how accurate is the autocollimation.

(1) Precision of center angle $\alpha$

Applying the propagation of errors and forming the total differential equation for Equation (5.6), the error for the center angle $\alpha$ can be estimated. Alternatively, the influence of the two parameters base $b$ and radius $r$ can be identified:

$$\sigma_{\alpha}^2 = \left(\frac{\partial \alpha}{\partial r}\right)^2 \sigma_r^2 + \left(\frac{\partial \alpha}{\partial b}\right)^2 \sigma_b^2.$$  \hfill (5.7)

Referring to the postulated requirement that the rotation time $T$ should have a precision of less than $1 \mu$s at the beginning of this section, the maximal error for the center angle $\alpha$ can be derived. In other words: the time error $\sigma_T$ for rotation time $T$ caused by the precision of the center angle $\sigma_{\alpha}$ has to fulfill Equation (5.3). The maximal influence of this time error $\sigma_T$ occurs at the slowest rotation speed $\omega_{125 \text{rpm}}$. In general, the required precision of the center angle $\sigma_{\alpha}$ can be derived from

$$\sigma_{\alpha} = \frac{\sigma_T}{\omega_{\text{rpm}}} \cdot 2\pi.$$  \hfill (5.8)

Inserting all three possible rotation times provided by the manufacturer, the desired precision for the center angle $\alpha$ can be estimated. Table 5.2 shows the results of different time precisions $\sigma_T$ and rotation times $T$. The shorter the rotation time, the more crucial the time resolution $\sigma_T$ and the influence on the precision of the center angle $\sigma_{\alpha}$.

**Table 5.2: Influence of different time resolutions $\sigma_T$ on the precision of the center angle $\sigma_{\alpha}$.** It is distinguished between the different angular frequencies $\omega$. The higher the angular frequency, the more crucial the time resolution $\sigma_T$ and influence on the precision of the center angle $\sigma_{\alpha}$.

<table>
<thead>
<tr>
<th>$\sigma_T [\mu s]$</th>
<th>$\sigma_{\alpha} [^\circ]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_{125}$</td>
<td>$\omega_{25}$</td>
</tr>
<tr>
<td>1</td>
<td>0.004</td>
</tr>
<tr>
<td>2</td>
<td>0.009</td>
</tr>
<tr>
<td>5</td>
<td>0.023</td>
</tr>
<tr>
<td>10</td>
<td>0.045</td>
</tr>
</tbody>
</table>

Now, the precision required for $\sigma_{\alpha}$ can be assessed. Considering Equation (5.7) once again, the base $b$ becomes the key factor. The following Table 5.3 shows the influence of the precision of the base $\sigma_b$ and the radius $\sigma_r$ on the precision of the center angle $\sigma_{\alpha}$. The base $b$ was measured several times with a slide gauge. The base has a value of 24.8 mm with a precision of less than 0.1 mm. Thus, all derived values for $\sigma_{\alpha}$ are based on this specific base.

**Table 5.3: Precision of center angle $\sigma_{\alpha}$ by using autocollimation.** The precision of the radius $\sigma_r$ has a minor influence compared to the precision of the base $\sigma_b$. The longer the radius $r$, the better the precision of the center angle $\sigma_{\alpha}$.

<table>
<thead>
<tr>
<th>$\sigma_b [\text{mm}]$</th>
<th>$\sigma_T [\text{mm}]$</th>
<th>$\sigma_{\alpha} [^\circ]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r = 1 \text{ m}$</td>
<td>$r = 2 \text{ m}$</td>
<td>$r = 5 \text{ m}$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>0.029</td>
<td>0.029</td>
<td>0.015</td>
</tr>
</tbody>
</table>
Table 5.3 shows two aspects. First, the precision of the radius \( \sigma_r \) does not influence the precision of the center angle \( \sigma_\alpha \). Second, both an increasing radius and an increase in the precision in the base \( \sigma_b \) lead to an increasing precision of the center angle \( \sigma_\alpha \). Furthermore, at least a value for \( \sigma_b \approx 0.5 \text{ mm} \) as well as a distance of 2 m to 5 m are required to meet the criterion of a time precision for \( \sigma_T \approx 1 \mu \text{s} \).

(2) Accuracy of autocollimation

The principle of autocollimation, for a parallel path of rays, is to reflect a ray in itself by means of a mirror, which is perpendicularly oriented to the ray. Here, the rays of the laser light are considered as being parallel. If the mirror is not perpendicular to the ray but rather has a small deviation \( \delta \) an error occurs because the incoming ray and the reflecting ray are not parallel, i.e. identical. The resulting difference \( \Delta d \) between the emitted and reflected ray can be measured on a scale against the radius \( r \) by

\[
\tan(2\delta) = \frac{\Delta d}{r}
\]

(5.9)

Based on Equation (5.9) the influence of \( \delta \) on the difference \( \Delta d \) can be estimated. Table 5.4 shows the achievable accuracy of autocollimation. The longer the radius \( r \), the larger the difference \( \Delta d \). This means accuracy increases with a growing radius. Furthermore, it can be concluded that an accuracy for the center angle \( \alpha \) from tenths up to hundreds of a degree can be easily achieved.

<table>
<thead>
<tr>
<th>( \delta [^\circ] )</th>
<th>( r = 1 \text{ m} )</th>
<th>( r = 2 \text{ m} )</th>
<th>( r = 5 \text{ m} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta d [\text{mm}] )</td>
<td>4.4</td>
<td>0.4</td>
<td>0.05</td>
</tr>
</tbody>
</table>

The last consideration concerns the influence of \( \delta \) on the center angle \( \alpha \). How does the deviation \( \delta \) affect the center angle \( \alpha \)? Figure 5.6 shows the ‘desired’ center angle \( \alpha \), the deviation \( \delta \) and the resulting ‘falsified’ center angle \( \beta \), defined as sum of \( \beta_1 \) and \( \beta_2 \).

**Figure 5.6:** Influence of a deflection angle \( \delta \) of the autocollimation mirror. The resulting center angle is \( \beta = \beta_1 + \beta_2 \) instead of \( \alpha \). The offset between emitting and reflecting laser beam is described by \( \Delta d \).
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Table 5.5 shows the influence of $\delta$ on the center angle $\alpha$. The important value is the difference $\Delta\alpha$ between the ‘desired’ center angle $\alpha$ and the ‘falsified’ center angle $\beta$. Equating the resulting difference $\Delta\alpha$ to the precision of the center angle $\sigma_\alpha$ and referring to Table 5.2, it can be seen that, except for the implausible deviation $\delta$ of 10°, all resulting differences $\Delta\alpha$ causes an error in the rotation time $T$ of less than 1 $\mu$s.

Table 5.5: Difference $\Delta\alpha$ between ‘desired’ center angle $\alpha$ and ‘falsified’ center angle $\beta$ caused by a deflection angle $\delta$ using autocollimation. The longer the radius $r$ and the smaller the deviation $\delta$, the smaller the resulting difference $\Delta\alpha$.

<table>
<thead>
<tr>
<th>$\delta$ [°]</th>
<th>$r = 1\text{m}$</th>
<th></th>
<th>$r = 2\text{m}$</th>
<th></th>
<th>$r = 5\text{m}$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
<td>5</td>
<td>1</td>
<td></td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>$\alpha$ [°]</td>
<td>1.4185</td>
<td>0.7093</td>
<td>0.2837</td>
<td></td>
<td>1.4185</td>
<td>0.7093</td>
</tr>
<tr>
<td>$\beta$ [°]</td>
<td>1.3970</td>
<td>0.6985</td>
<td>0.2794</td>
<td></td>
<td>1.4131</td>
<td>0.7066</td>
</tr>
<tr>
<td>$\Delta\alpha$ [°]</td>
<td>0.0215</td>
<td>0.0108</td>
<td>0.0043</td>
<td></td>
<td>0.0054</td>
<td>0.0027</td>
</tr>
</tbody>
</table>

The result of this discussion is that the autocollimation is well-adapted. The autocollimation can be carried out with high accuracy. Here, the accuracy of autocollimation is further influenced by the precision of the orientation of the mirror mounted on the plate, cf. Figure 5.5. Furthermore, a sufficient precision for the center angle $\alpha$ can be achieved so that a time resolution, i.e. precision, for the rotation time $T$ of 1 $\mu$s is possible.

As described above, the most crucial parameter for the center angle $\alpha$ is the precision of the base $\sigma_b$. In addition to the precision of the base, the position of the reflection point on the autocollimation mirror also has to be in the middle, between the two photo diodes. To determine this center point with high accuracy, the autocollimation mirror is covered with an adhesive tape. Only a small gap with a width of approximately 1 mm is left in the middle. This setup allows for both sufficient central positions of the reflection point required for autocollimation and a reflected laser beam necessary to perform the autocollimation. Furthermore, a scale is installed on the rotating mirror of the laser scanner. This scale includes a hole through which the laser beam is emitted. The reflected laser beam hits the scale, and based on the position on the scale, the autocollimation mirror can be aligned perpendicular to the laser beam by means of the adjusting device. The autocollimation mirror is perpendicular to the laser beam if the reflected laser beam is overlaid with the emitted laser beam. In Figure 5.7, on the left side the plate including the two photo diodes, the autocollimation mirror covered with the adhesive tape as well as the left gap, defining the position for the autocollimation, can be seen. On the right side, the scale fixed on the rotating mirror is shown.

Figure 5.7: Left: Arrangement of the two photo diodes and the coverage of the autocollimation mirror. Right: Scale attached on the deflecting mirror of the laser scanner for measuring the offset between the emitting and reflecting laser beams.
After discussing the influencing parameters in detail, some notes regarding the principle of measuring the time delay $\Delta t$ are necessary. For this, a special electronic device was developed, which is controlled via parallel port (LPT). After initializing the electronic circuit, the time passed between the detection of the laser beam on the start diode and on the stop diode is stored. Therefore, the clock generator is based on oscillators with different frequencies, i.e. 2 MHz, 4 MHz, 8 MHz, and 16 MHz. The derived time can be read from the electronic circuit and again a new measurement can be initialized. This procedure is repeated within a loop. The total number of time measurements as well as the time gap between each measurement can be defined manually. The stability of the oscillators is given by 50 ppm. Since 1 Hz equals 1 $\mu$s, an instability in the frequency of 50 ppm leads to time variations of a single time measurement between 25 $\mu$s for the oscillator frequency of 2 MHz up to 3 $\mu$s for the oscillator frequency of 16 MHz. Performing repeated time measurements, the precision of the mean value can be increased significantly up to the desired precision for the rotation time $T$ of 1 $\mu$s. Further details regarding the electronic circuit are described in Appendix D.

**Results**

In general, two independent setups, including several data series, were performed. For each setup, the autocollimation had to be carried out and the center angle $\alpha$ had to be derived. First, three data series are presented. All data series include 1000 measurements with a time interval of 1 s. The frequency of the oscillator used was 2 MHz. In Figure 5.8, the detected time delay $\Delta t$ corresponding to the three different rotation velocities, i.e. 12.5 rps, 25 rps, and 33 rps, are plotted. As seen, the raw data contains some blunders. The noise can be reduced by applying a median filter. The result is a smoothed data series from which the rotation time $T$ can easily be derived. In the data series, another fact is also visible. The noise present at 12.5 rps is much higher than the noise present in 25 rps and 33 rps. The reason is in mass inertia. Mass inertia leads to higher noise if the rotation is slower. On the contrary, the noise decreases if the rotation is faster. To exclude systematic effects, the Fourier analysis is applied on the data series. The results were no significant frequencies were present and all amplitudes were within 2 $\mu$s. Naturally, all blunders have to be eliminated before.

![Figure 5.8: Measured time delay $\Delta t$ for 12.5 rps, 25 rps and 33 rps: 1000 Measurements with a sampling interval of approximately 1 s. The oscillator used has a frequency of 2 MHz.](image-url)
Second, a data set is used to verify the precision of the electronic circuit. As an example, the angular velocity of 25 rps is chosen. Table 5.6 shows the reproducibility with different oscillator frequencies. The mean value for the time delay $\Delta t$, the precision of the mean value $\sigma_m$, and the precision of one single measurement $\sigma_s$ are calculated.

Table 5.6: Results of the derived mean value based on 1000 measurements for the time delay $\Delta t$ according to the angular velocity of 25 rps. Homogeneous results achieved by different oscillator frequencies can be seen.

<table>
<thead>
<tr>
<th>Oscillator [MHz]</th>
<th>$\Delta t$ [s]</th>
<th>$\sigma_m$ [\mu s]</th>
<th>$\sigma_s$ [\mu s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.0402071</td>
<td>0.1</td>
<td>2.4</td>
</tr>
<tr>
<td>4</td>
<td>0.0402073</td>
<td>0.1</td>
<td>2.4</td>
</tr>
<tr>
<td>8</td>
<td>0.0402072</td>
<td>0.1</td>
<td>2.6</td>
</tr>
<tr>
<td>16</td>
<td>0.0402070</td>
<td>0.1</td>
<td>2.6</td>
</tr>
</tbody>
</table>

Third, all results achieved by two different and independent setups are summarized in Table 5.7, which contains the mean values of the time delay $\Delta t$, the calculated center angle $\alpha$, and the calculated rotation time $T$. The two setups differ at different values for $r$. The radius $r$ for setup 1 is 1.430 m, and the radius for setup 2 is 2.900 m. The radius can be easily measured with the laser scanner in the so-called 'static mode'. The corresponding precision of the radius can be specified as sufficiently high with a value of $\sigma_r \approx 2 \text{ mm}$.

Table 5.7: Results of the measured time delay $\Delta t$, derived center angle $\alpha$ and the calculated rotation time $T$. Consistent results for both setups with deviations of maximum 2 \mu s can be seen.

<table>
<thead>
<tr>
<th>RPS</th>
<th>Setup</th>
<th>Time Delay $\Delta t$ [s]</th>
<th>Center Angle $\alpha$ [$^\circ$]</th>
<th>Rotation Time $T$ [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.5</td>
<td>1</td>
<td>0.080526</td>
<td>0.4892</td>
<td>0.080635</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.080412</td>
<td>0.9920</td>
<td>0.080634</td>
</tr>
<tr>
<td>25</td>
<td>1</td>
<td>0.040262</td>
<td>0.4892</td>
<td>0.040317</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.040207</td>
<td>0.9920</td>
<td>0.040318</td>
</tr>
<tr>
<td>33</td>
<td>1</td>
<td>0.030502</td>
<td>0.4892</td>
<td>0.030543</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.030460</td>
<td>0.9920</td>
<td>0.030545</td>
</tr>
</tbody>
</table>

In Table 5.7, it can be seen that with both setups, equivalent results were achieved. Hence, the desired time resolution $\sigma_T$ for the rotation time $T$ of 1 \mu s was nearly realized. Two problems remain: the oscillators can have a time offset and a scale factor, i.e. frequency drift. The presence of a scale factor can be excluded because of the use of different oscillators. Furthermore, by referring to the data plotted in Figure 5.8, no drifts can be seen. On the contrary, an additive constant in terms of a time offset due to transmission delays is conceivable. The rotation time $T$ is then too short and yields systematic errors, which can be corrected mathematically.

### 5.2.2 Indirect Method

The indirect method deals with a long-term investigation of the rotation. The rotation time $T$ can be calculated indirectly if both the total time $t$ of the rotations and the total number $n$ of rotations are known:

$$T = \frac{t}{n} \quad (5.10)$$

The total time $t$ is measured by a computer that allows for retrieving the frequency of the high-resolution performance counter. By reading the current counter and scaling with the frequency of the counter, a time precision of several milliseconds or better can be achieved. The actual operating system time of the
computer is derived as follows. A first time tag is stored, when the rotation is started. And a second time tag is stored, when the rotation is stopped. The difference of these two time points defines the total time $t$. However, there is an uncertainty in this total time. A delay is obviously present, especially between starting the rotation, defined by clicking a button 'start', and reaching the specified angular velocity, defined by counting the number of vertical profiles. This time delay $\delta t$ is a specific constant for each angular velocity and can, therefore, be modeled mathematically. The modified relation is:

$$T = \frac{t - \delta t}{n}$$  \hspace{1cm} (5.11)

Considering Equation (5.11), an adjustment problem can be formulated. The observation is the total time $t$ and the unknowns are the rotation time $T$ as well as the time delay $\delta t$. Based on the treatment of the number of rotations $n$, a different adjustment problem is achieved: either (1) Gauss-Markov, i.e. $n$ represents a constant, or (2) Gauss-Helmert, i.e. $n$ represents an observation. The resulting functional models are:

$$f(t, \omega, \delta t) : \quad t = n \cdot T + \delta t$$ \hspace{1cm} (5.12)

$$f(t, n, \omega, \delta t) : \quad (t - \delta t) - (n \cdot T) = 0$$ \hspace{1cm} (5.13)

Both adjustment problems yield the same results. The advantage of Gauss-Markov is that no initial value for the unknown is required. In addition, Gauss-Helmert needs initial values. To determine the unknown rotation time $T$, several measurements were carried out. They cover a total time of one minute, ten minutes and one hour. Table 5.8 gives an overview of both the measurements and the results of the adjustments.

**Table 5.8:** Results of both types of adjustment for deriving the rotation time $T$ and the time offset $\delta t$ indirectly. A precision for the rotation time $T$ of $\sigma_T \approx 1 \mu s$ can be seen.
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5.2.3 Discussion and Comparison

The rotation time $T$ of the rotating mirror were derived by two independent methods. The direct method requires a more careful consideration of different influencing parameters caused by the use of two photo diodes. The autocollimation thereby defines the main problem, which is to achieve the claimed precision for the rotation time $T$. Comprehensive considerations regarding different parameters for carrying out the autocollimation yield acceptable results. On the contrary, the indirect method only deals with the number of full rotations and the total time. By using the tools of adjustment the rotation time $T$ as well as the specific time delay $\delta t$ for the three supported angular velocities can be derived indirectly. These time delays are of further interest in performing kinematic applications.

Table 5.9 summarizes the results and derives a mean value for the rotation time $T$. It can be seen that a maximal difference of $5 \mu$s was achieved between the two methods. The claimed precision was not achieved completely, but the results are close.

<table>
<thead>
<tr>
<th>RPS</th>
<th>Direct Method $T_1$ [s]</th>
<th>Indirect Method $T_2$ [s]</th>
<th>Mean $T$ [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.5</td>
<td>0.080635</td>
<td>0.080639</td>
<td>0.080637</td>
</tr>
<tr>
<td>25</td>
<td>0.040318</td>
<td>0.040323</td>
<td>0.040320</td>
</tr>
<tr>
<td>33</td>
<td>0.030544</td>
<td>0.030544</td>
<td>0.030544</td>
</tr>
</tbody>
</table>

Finally, a short discussion shall be presented to clarify the meaning of (1) a precision and (2) a systematic error of $1 \mu$s for the rotation time $T$. If the rotation time has a precision of $1 \mu$s, then the 'true' value is oscillating around the derived value of $1 \mu$s. In addition, a systematic deviation of the derived value from the 'true' value means that with a growing measuring time, the error caused by the systematic deviation of $1 \mu$s is increasing. Supposing a velocity of $v \approx 0.2 \frac{m}{s}$ of a test trolley on which the laser scanner is mounted, the observation time can be estimated at which an error in the position of the test trolley of 1 mm is achieved. In this example, each rotation generates an error of $\Delta s = v \cdot \Delta t = 0.2 \frac{m}{s} \cdot 0.000001 s = 0.0002 mm$. This means 5000 rotations yield the supposed position error of 1 mm. Considering the different rotation times $T$ the observation time covers a time period of 2.5 min up to 6.7 min. In terms of a file size for a laser scan of 2.5 min, depending on the scan resolution, several hundreds of Megabytes up to some Gigabytes are obtained.

In summary, three rotation times $T$ are derived with high precision. Based on the desired spacing between two adjacent vertical profiles an appropriate velocity of the test trolley has to be chosen. Additionally, the spacing can also be influenced by selecting another rotation time $T$. On the contrary, the scan resolution within each vertical profile is only correlated to the sampling interval and cannot be changed by the velocity of the test trolley or by the rotation time. Considering a mean velocity of $0.2 \frac{m}{s}$, two adjacent vertical profiles have a spacing of

- 1.6 cm (for $\omega \approx 0.08 s$),
- 0.8 cm (for $\omega \approx 0.04 s$), and
- 0.6 cm (for $\omega \approx 0.03 s$).

In general, there are three different parameters to achieve the most appropriate point density for kinematic laser scanning: the rotation time, the velocity of the test trolley and the scan resolution within each vertical profile.
5.3 Position-Fixing Using Total Station

The use of a total station for kinematic applications requires some considerations that differ from those for static applications. The main restriction is based on the spatial resolution of the measurements. The spatial resolution depends on both the velocity of the moving trolley and the sampling frequency of the total station. Typical sampling frequencies are from 5 Hz to 10 Hz. The velocity of the moving trolley depends on the application.

The operating range for total stations is defined by the line of sight and the environment. Thus, typical ranges for kinematic applications do not exceed 200 m [Glaus, 2005]. The operation of the total station is mostly performed via a personal computer, which controls the total station. The data transfer between computer and total station is carried out via radio communication. After setting up the total station, the prism is automatically searched for within a user-defined window. For a precise positioning of the telescope, the automated target recognition (ATR) has to be activated. This fine search uses digital image processing or further scan techniques [Ingensand and Böckem, 1997]. If the positioning is successful, the prism is locked in and the tracking mode can be started. If the target is lost due to the loss of signals, the prism has to be searched for again. Most total stations provide search procedures and extrapolation algorithms to locate the lost target reliably.

The data read-out of the total station contains the angle measurements and the distance measurement. Therefore, the angle measurement can be corrected by applying instrumental errors due to measurements in only one face. For yielding fast encoder readings, the two-axis compensator has to be switched off or has to be used in a planar model [Leica Geosystems, 2004]. Furthermore, distance measurements, ATR and the compensator readout depend on exterior influences that can result in lags [Hennes, 1999]. The determination of the distance takes more time than the readings of the direction encoders and thus, defines the sampling frequency of the total station. Depending on the chosen distance measurement mode, e.g. single, standard or fast, the range provided by the total station is more or less accurate. The more accurate the distance the more time is required for the determination of the distance. Readings of the angle measurements and the distance measurement are not carried out at the same time. They are asynchronous and result in a time delay. This time delay has the largest influence, if the moving trolley passes the total station, and the smallest influence, if the moving trolley drives away from or towards the total station. A comprehensive investigation regarding tracking total stations and the synchronization of the angle and the distance measurement system can be found in [Stempfhuber, 2004].

Global Navigation Satellite Systems (GPS, GLONASS) can alternatively be used for kinematic applications or can complement tracking total stations. Gaps produced either by GPS or by total station can be filled. The combination of both GPS and total station leads to an improved accuracy of the trajectory.

The raw data acquired by the total station have to be processed regarding several aspects. These steps of processing contain the detection of blunders and smoothing of raw data, the derivation of equidistant measurements, the filling of data gaps, i.e. interpolation, and trajectory smoothing. In the following, the different steps of processing are discussed. Figure 5.9 shows the work flow for processing the total station data acquired in kinematic applications.

5.3.1 Blunder Detection and Smoothing

A signal $x_i(t)$ can be considered as being superimposed by additive Gaussian noise $n_i(t)$ and impulsive noise $i_i(t)$

$$x_i(t) = s_i(t) + n_i(t) + i_i(t).$$

(5.14)
The median filter is a non-linear signal enhancement technique for the smoothing of the signal, the suppression of the impulsive noise, and preservation of edges [Tukey, 1977]. In the one-dimensional case, it consists of sliding a window of an odd number of elements along the signal, and replacing the actual sample by the median.

The impulsive noise is assumed to take a relatively large value compared to the signal and thus, results in a distinctive spike. The median filter acts as a low-pass filter and flattens the signal by eliminating spikes. Several variations of the median filter lead to modified filters, e.g. weighted median filter, MAD Filter [Sachs, 1984].

The median filter was already applied to the data describing the rotation time of the rotating mirror, cf. Section 5.2.2. Depending on the window size of the filter, most of the spikes representing blunders can be eliminated. The median filter is applied on the data of the total station, especially on the data of the distance measurement system. After median filtering, the spherical coordinates in terms of the horizontal direction \((h)\), vertical direction \((v)\) and distance \((s)\) are transformed to Cartesian coordinates representing \(x\), \(y\) and \(z\).

5.3.2 Polynomial Interpolation

The data acquired by the total station have a time gap between the measurements corresponding to the sampling frequency of the total station. The limitations for the sampling frequency is given by the distance measurement system. The total station used, Leica TPS1201, shows a time gap \(\Delta t\) for a measurement in the tracking mode of \(\Delta t < 0.15\) s. Since the time gap is not constant during data acquisition, the received data are not equidistant and show varying time gaps, cf. Figure 5.10. The manufacturer’s specifications were generally met. However, there are several measurements that have a larger time gap. They may be caused by fine distance measurements with higher accuracy, which require more time.

Mathematically, polynomial interpolation is the interpolation of a given data set by a polynomial. The polynomial found intersects these points. An interpolation polynomial is defined by [Bronstein and Semendjajew, 1999]

\[
y = \sum_{i=0}^{n} a_i x^i.
\]

Depending on the number of interpolation points, the coefficients of Equation (5.15) satisfy a linear equation system [Press et al., 2002], described by the Vandermonde matrix. A Vandermonde system can be ill-conditioned and special techniques for solving such systems have to be considered. If the coefficients of
Figure 5.10: Sampling interval of the total station by using the tracking mode via the GeoCOM interface (Leica TPS 1201).

the polynomial is not of further interest, other techniques can be applied for finding interpolated values directly. In terms of a linear system of equation the Equation (5.15) can be expressed by

$$
\begin{bmatrix}
1 & x_0 & x_0^2 & \cdots & x_0^n \\
1 & x_1 & x_1^2 & \cdots & x_1^n \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & x_p & x_p^2 & \cdots & x_p^n
\end{bmatrix}
\begin{bmatrix}
\alpha_0 \\
\alpha_1 \\
\vdots \\
\alpha_n
\end{bmatrix}
= 
\begin{bmatrix}
y_0 \\
y_1 \\
\vdots \\
y_p
\end{bmatrix}
$$

(5.16)

where $n$ is the order of the polynomial and $p$ is the number of interpolation points. Therefore, the highest order of the polynomial is defined by the number of interpolation points:

$$n \leq p - 1. \quad (5.17)$$

The choice of the appropriate order of the polynomial approximating the process defined by the interpolation points depends on the mathematical model. Otherwise, if the chosen order is higher than the real process, the significance of the coefficients can be verified by standard hypothesis testing techniques. The higher the order of the polynomial, the higher the probability of oscillations to the polynomial's ends [Welsch et al., 2000]. Furthermore, one has to determine whether a global polynomial or only a local polynomial is of interest. A global polynomial is appropriate to approximate a trend over the whole data set. On the contrary, a local polynomial takes short-term variations better into account, but the continuity between two local polynomials is not guaranteed.

The polynomial interpolation generates a new set of data based on the acquired data and the selected order of the polynomial. This new data set shows equidistant data. Influences of oscillations of the local polynomial are minimized since the point to be interpolated is defined by the center point of the number of interpolation points. The window for the polynomial is shifted for one interpolation point if the point of interpolation is not the median of the interpolation points, cf. Figure 5.11. The trajectory of a moving platform, like the test trolley on the calibration track line, can be described sufficiently by a third order polynomial since a constant, a linear and an accelerated part are considered by using four coefficients. Other possible forms of approximation functions for deriving equidistant measurements and filling gaps are splines, e.g. cubic splines, rational splines or adjusting splines, rational functions and harmonic functions.

5.3.3 Regression Line

The regression line also provides a suitable tool for processing total station data. If the test trolley on the calibration track line is moving with a near constant velocity, the data acquired by the total station can be
approximated by a regression line. The mathematical model for a regression line is described by [Bronstein and Semendjajew, 1999]

\[ y_i = a \cdot x_i + b \]  

(5.18)

where \( a \) is the slope and \( b \) is the intercept of the ordinate. Considering a data set, the regression line can be calculated by applying the Gauss-Markov-Model. Since the equation is linear in the unknowns, no initial values are required for \( a \) and \( b \):

\[
\begin{bmatrix}
  x_1 & 1 \\
  x_2 & 1 \\
  \vdots & \vdots \\
  x_n & 1 \\
\end{bmatrix} \begin{bmatrix}
  a \\
  b \\
\end{bmatrix} = \begin{bmatrix}
  y_1 \\
  y_2 \\
  \vdots \\
  y_n \\
\end{bmatrix} 
\]  

(5.19)

A regression line is also suitable for detecting blunders. Data snooping can be included in the adjustment of the regression line since the median filter does not find consecutive blunders due to the window size. The criterion for blunders can either be normalized residuals or absolute distance offsets. The advantage of using an absolute distance error can be seen in a mathematical interpretation, which ease the search for outliers. The adjustment of the regression line is iterated until all blunders are disabled.

### 5.3.4 Kalman Filtering

The Kalman filter has become very popular since its invention by [Kalman, 1960]. The Kalman filter is a recursive filter and a favorite method for combining data acquired by sensors or instruments for achieving an optimal estimation of the state vector of a motion and its stochastic behaviour. Thus, the state vector and its covariance matrix become time-dependent and are a function of time. Therefore, optimal estimation means that within the estimation, the error variances are minimized and all available deterministic and stochastic information are included.
The mathematical procedure of the Kalman filter is to update the state of a system at time $t_k$ to the time $t_{k+1}$ using observations at the same time and prior information captured in the state vector at time $t_{k-1}$. The state vectors at subsequent time $t_{k+1}$ are obtained recursively. Thus, the Kalman Filter combines observations and the system dynamic. The state vector at a subsequent time $t_{k+1}$ can be computed if the state vector at time $t_k$ is given including a description of the system and control functions from that time in subsequent time. Such a dynamic system can be described in the state-space notation by [Gelb, 1974]

$$x_k = F_{k-1} \cdot x_{k-1} + G_{k-1} \cdot w_{k-1} + L_{k-1} \cdot u_{k-1}. \quad (5.20)$$

where $x$ is the system state vector, $w$ a stochastic vector and $u$ a deterministic vector. $F$, $G$ and $L$ are matrices defining the system behaviour due to dynamic, stochastic and deterministic parts. Neglecting deterministic forces in Equation (5.20) the dynamic model can be expressed by [Hofmann-Wellenhof et al., 2003]

$$x_k = \Phi_{k-1} \cdot x_{k-1} + \Gamma_{k} \cdot w_{k-1}. \quad (5.21)$$

where $\Phi_{k-1}$ is the transition matrix for the system state and $\Gamma_{k-1}$ is the disturbance input matrix for the system state affected by noise parameters between epoch $t_{k-1}$ and $t_k$. Vector $w_k$ is denoted as system noise, which is assumed following a Gaussian distribution with zero mean, uncorrelated white noise and a covariance matrix $Q_{k-1}$ describing the uncertainties of modeling the behaviour of the dynamic system:

$$w_k \sim N(0, Q_k). \quad (5.22)$$

The state-space notation described by Equation (5.20) is the first fundamental equation that is required for the Kalman filtering. The second fundamental equation is defined by observations that survey the actual state of the system:

$$z_k = H_k \cdot x_k + v_k. \quad (5.23)$$

where $z_k$ is the observation vector and $H_k$ describes the linear relation between the observations and the system state variables. The vector $v_k$ follows a Gaussian distribution with zero mean and white noise including a covariance matrix $R_k$ describing the uncertainties of measurements:

$$v_k \sim N(0, R_k). \quad (5.24)$$

In the strict sense, the discussed formulae are only valid for dynamic processes that are discrete-time controlled and can be expressed by linear equations. The filter then is called a discrete Kalman filter. The expansion to a more general form of the dynamic process of a system state leads to non-linear equations of the system state and the observations. The given matrices, i.e. transition matrix $\Phi_k$, the disturbance input matrix $\Gamma_k$ and the measurement matrix $H_k$, have to be replaced by Jacobian matrices since the non-linear relations are developed in Taylor series around an initial state vector close to the real vector. The truncation of higher order terms in the Taylor series results in propagation errors and biased estimations. These linearizations lead to the extended Kalman filter [Jazwinski, 1970].

The Kalman filter can be divided into two steps since the filter estimates the system state at a time and then, obtains feedback in the form of measurements. These two steps are called time update and measurement update. The time update equations project forward in time the current state and the error covariance to obtain a priori estimation for the next time step. The measurement update equations incorporate new

\footnote{It is not required to survey the actual state of the system at every epoch in each parameter. The state-space equation may compensate missing parameters and missing epochs.}
measurements into the a priori estimation to obtain an improved a posteriori estimation. It can be said that the time update acts as predictor equations and the measurement update acts as corrector equations.

**Figure 5.12:** The Kalman Filter cycle consisting of a time update and a measurement update according to [Welch and Bishop, 2004].

In the following notations, the superscript minus (\(\sim\)) states for a priori estimations at step \(k\) given knowledge of the process prior to step \(k\). Otherwise, they are a posteriori state estimations at step \(k\) given measurement \(z_k\). Since there is a discrepancy between a predicted measurement and the actual measurement, a difference is present, which is called filter innovation. The gain matrix \(K\) weights the innovation to obtain the update state estimation including the measurements:

\[
\begin{align*}
i_k &= z_k - H_k \cdot x_k^- \\
x_k &= x_k^- + K_k \cdot i_k
\end{align*}
\]  

(5.25)  

(5.26)

A summary of the Kalman filter cycle including the equations are given in Table 5.10, adapted from [Welch and Bishop, 2004]. The filter has to be initialized by initial values for \(x_0\) and \(P_0\).

**Table 5.10:** Kalman filter equations for the time update and the measurement update, adapted from [Welch and Bishop, 2004].

<table>
<thead>
<tr>
<th>Time Update</th>
<th>Measurement Update</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Project the state ahead</td>
<td>1) Compute the Kalman gain</td>
</tr>
<tr>
<td>(x_k^- = \Phi_{k-1} x_{k-1} + \Gamma_{k-1} x_k)</td>
<td>(K_k = P_k^- H_k^{-T} (H_k P_k^- H_k^{-T} + R_k)^{-1})</td>
</tr>
<tr>
<td>2) Project the error covariance ahead</td>
<td>2) Update estimate with measurements (z_k)</td>
</tr>
<tr>
<td>(P_k^- = \Phi_{k-1} P_{k-1} \Phi_{k-1}^T + \Gamma_{k-1} Q_{k-1} \Gamma_{k-1}^T)</td>
<td>(x_k = x_k^- + K_k (z_k - H_k x_k^-))</td>
</tr>
<tr>
<td>3) Update the error covariance</td>
<td>3) Update the error covariance</td>
</tr>
<tr>
<td>(P_k = (I - K_k H_k) P_k^- (I - K_k H_k)^T + K_k R_k K_k^T)</td>
<td></td>
</tr>
</tbody>
</table>

The Kalman filter described uses all collected data and information prior to the present epoch. If the system state is not of interest in real-time and the Kalman filter is applied in post-processing, the system state can be smoothed by using information of epochs after the present epoch. Therefore, the filter runs not
only in a forward direction but also in a backward direction. The combination of forward and backward filtering leads to optimal smoothing. The smoothing algorithm are classified in three groups [Jekeli, 2001]. Fixed-point smoothing estimates only the system state at a fixed epoch. Fixed-lag smoothing is applied on estimating the system state for a fixed, i.e. constant, time delay in the past. Fixed-interval smoothing uses all information, i.e. observations, of the interval for an estimation of the system state at each epoch.

Since the Kalman filter is applied in the post-processing, fixed-interval smoothing can be applied. Several versions of the smoothing algorithms were developed. One of them is the filter according to [Fraser, 1967], which uses a combination of forward-in-time and backward-in-time filter. The forward-in-time filter corresponds to the above discussed Kalman filter, whereas the backward-in-time filter starts from the last epoch and runs to the first epoch by using the same Kalman filter equations with careful implementation of time indices. The optimal estimation is obtained by building the weighted average of the forward and backward filter. Further information regarding Kalman filter and smoothing algorithms can be found in [Gelb, 1974] and [Jekeli, 2001].

Analogous to adjustment techniques, blunder detections can be carried out according to [Baarda, 1968] and [Pope, 1975]). The innovation $i$ is appropriate as a parameter for a so-called local test that follows a normal distribution. Unfortunately, local tests are not sensitive enough to properly detect all possible errors. Additionally, global tests, which use the information of several foregoing epoches instead of only one foregoing epoch, should be applied. One global test is introduced by [Teunissen and Salzmann, 1988].

Before Kalman introduced his filter in the 1960s, the Wiener filter technique was widely used. The Wiener filtering is a method that recovers the original signal as close as possible from the received signal based on equation (5.14) by minimizing the mean-square error. It is designed to operate directly for each estimate on all of the data. The Kalman filter, instead, recursively conditions the current estimate on all of the past measurements.

### 5.4 Synchronisation

The data acquired by the laser scanner and the total station have to be synchronized. For the laser scanner, a rotation time was derived, cf. Section 5.2, which defines a relative time tag for each measurement. Since the laser scanner and the total station are controlled by one and the same computer, the common time base is provided by the frequency of the high-resolution performance counter of the computer used. The frequency cannot change while the system is running. Each received data sent from the total station is linked by a time tag derived by the performance counter of the computer. The data received by the laser scanner are not linked with the time tag since the rotation time of the rotating mirror provides a high-resolution counter. Only for the operation of starting the scanning process is a time tag generated. Thus, the relative time tag of the rotation time can be linked with the absolute time tag.

The time point of starting the operation of the scanning mode of the laser scanner does not fit the time point of the first measured point of the first profile. The reason is there is a first (short) time delay between sending the command of starting the profile mode from the computer to the laser scanner. Then, a second (long) time delay is given by starting the profile mode and acquiring the first data point. The rotating mirror has to be accelerated to the angular velocity, and if the angular velocity is reached, the data are acquired. This time delay from sending the command of starting the profile mode up to measuring the first point can be described by a constant time-offset that can be calibrated, cf. Section 5.2.2.

The synchronisation of multi-sensor systems is an important aspect. The use of several sensors requires real-time operating systems and knowledge of programming languages. Software packages, e.g. Dasylab®, ADWin®, or LabView®, contain tools and libraries that facilitate the user in developing and programming [Gläser and Schollmeyer, 2004].
This chapter demonstrates the variability and the potential of terrestrial laser scanning for different applications. Engineering geodesy covers an important application area and in most cases, requires a high accuracy within the order of millimeters. Therefore, the used instruments have to be calibrated for fulfilling the requirements of a high accuracy. The following applications show the performance of a calibrated laser scanner.

The first application deals with a road surface analysis to derive catchment areas and mass balances. The goal is to determine the polluted road runoff and to estimate the consequences for the vegetation adjacent to the road. The second example deals with underground applications in the field of engineering geology. Displacement monitoring plays an important role in the understanding of stability problems. Therefore, deformation monitoring of discrete points and the rock surface are carried out to assess the potential of laser scanning. The third example deals with a kinematic application for surveying a test tunnel during motion. The goal is to also use laser scanning in a kinematic way and to achieve high absolute accuracy with respect to a global reference frame.

6.1 Static Application: Road Surface Analysis

6.1.1 Introduction

Nowadays, there are ongoing discussions in Switzerland about treatment of polluted runoff from roads with high traffic density. One treatment possibility is the infiltration of road runoff in vegetated road shoulders. In order to determine their loading and removal effectiveness for heavy metals, e.g. lead, zinc, cadmium, copper or organic substances, a pilot plant was installed in the shoulder of a road with a traffic density of more than 17,000 vehicles per day. The purpose of the pilot plant was, among others, to collect the runoff from a road section to calculate the percentage of runoff draining directly into the vegetated swale and not being dispersed diffusely with spray. Based on this information, mass balances can be carried out to access the accumulation rates of pollutants in the vegetated road shoulder and to calculate the removal efficiency of the vegetated swale.

The calculation of the part of runoff that drains directly can only be carried out if the size of the catchment area is known. Based on the rainfall height, the theoretical maximum runoff can then be calculated and compared with the measured volume in the pilot plant. As the pollutant load is related on average to the runoff volume, the distribution of the pollutants between runoff infiltrating into the vegetated road shoulder and diffuse spray dispersion can be derived. A classical approach to estimate the size of catchment areas is to conduct large scale experiments using coloured tracers sprayed over the whole road surface area.
near the pilot plant. For the present situation, this is not a possibility because the road cannot be blocked for hours due to the heavy traffic density. Another possibility was to use a mathematical surface model, based on topological data, to calculate the catchment area. Therefore, the topological data, i.e. 3D coordinates, have to be acquired by surveying.

Terrestrial laser scanning is well-suited for acquiring 3D data including intensity values. This surveying technique offers the best performance regarding both the data acquisition rate and the point density compared to classical surveying methods, e.g. tacheometry, GPS and levelling. The performance played a key role since the road section was only blocked for a short time, i.e. a few minutes, due to the high traffic density. Furthermore, the area to be surveyed and the required accuracy of one centimeter can be achieved with the laser scanner.

![Figure 6.1: Road section to be investigated. Control points, visualized by spheres and mounted on tripods, can be seen.](image)

### 6.1.2 Method

The road to be scanned is located near the town Burgdorf, Switzerland. For this project, only a small section of the road, approximately $15 \times 5\text{ m}^2$, was investigated. Care and attention was placed on reflection aspects, especially the angle of incidence and the colour of the road surface. The angle of incidence of the laser beam decreases with respect to the road surface with increasing distances. The dark surface of the road was an aggravating factor since the colours only varied from grey to black. To avoid insufficient results regarding noise and a poor accuracy, the range for scanning the road was limited to several meters, i.e. less than 10 m. Therefore, two opposite viewpoints on both sides of the road were chosen for laser scanning, thereby meeting the requirements of high point density and high point precision.

The registration was performed by using spheres since high accuracy is guaranteed, cf. Section 3.1.5. They were placed on tripods using tribrachs and well-distributed around the area to be scanned to avoid the need for extrapolation. The spheres can also be replaced by prisms. The advantage is these tie points can be surveyed with a total station, when using the prisms, and high accuracy can be achieved. Thus, these control points can be included in a reference frame and can be aligned with respect to gravity. The orientation regarding gravity is of importance for water flow. The total station and the tribrachs can be levelled and referenced to gravity. Thus, the control points are geo-referenced. The gradients in height can be interpreted for water flow. The measurement setup and the road area can be seen in Figure 6.1. The accuracy of the control points surveyed with a total station are less than 2 mm. The center points of the spheres derived, as precisely as possible from the point cloud, can be estimated using the 'fix' adjustment. The resulting accuracy of the registration shows that the residuals for all control points are less than 6 mm and therefore, sufficiently high.
6.1 Static Application: Road Surface Analysis

Figure 6.2: Cross section of one lane of the road. The upper part shows the noise of the skidmarks and the lower part the reduced noise after applying the noise reduction.

According to the introduced noise reduction technique, cf. Section 4.1.5, the biased data were optimized. The angle of incidence and the dark surface colour of the road are especially influential on the accuracy. The noise is aligned along the direction of the measurement. The result of noise reduction is a reduced and smoothed point cloud. An example of a cross section of the road surface is shown in Figure 6.2 and represents one lane including skid marks. The smoothed road surface in the lower part in comparison with the original point cloud in the upper part can be seen. After registration, the point clouds are registered and aligned with respect to gravity. The road section described by the point cloud can be seen in Figure 6.3. The intensity values simplify the interpretation of objects. The lane-markers at the borders and at the middle of the road are clearly visible, as well as the varying colours of the tarmac caused by wheel abrasion. The brighter the colours, the higher the intensity values.

Figure 6.3: Point cloud of road section. Noise is reduced by applying the developed filter algorithm. The intensity values ease the identification of details of the surface of the road, e.g. lane-markers, different types of tarmac.

6.1.3 Results

Overview

Generally, to calculate mass balances for heavy metals in the vegetated road shoulder as a function of the road distance, the part of the heavy metal load that is in the road runoff to be drained directly and to be infiltrated into the vegetated road shoulder and the part of runoff which is distributed diffusively with spray, have to be known. The total heavy metal load in the road runoff can be calculated by multiplying the average heavy metal concentration and the total runoff volume. The total runoff volume is calculated by multiplying the rainfall height with the catchment area, minus 20% of losses caused by wetting effects and evaporation [Gujer, 1999]. In summary, the catchment area, the runoff volume and the rainfall height must be measured or calculated.
In the pilot plant, the road runoff was collected in a storage tank using a 0.5 m long gutter located directly beneath the road. The volume was read periodically, cf. Figure 6.4, left. The rainfall height was measured at a distance of 6 m from the road. The first calculations for a catchment area of 1.5 m², 0.5 m gutter length times 3 m road width, were not meaningful because too much water was collected in the sampling tank relative to the road surface of 1.5 m². The catchment area must be much larger than assumed. This would be the case if the road would have a slight slope in the longitudinal direction or other effects would occur, such as preferential flow. In order to assess the latter, simple tracer experiments were conducted. These revealed significant water flow from the area adjacent to the road into the inlet gutter of the water storage tank. The length of this section is 2.5 m to 3.5 m and the watershed can be located within a range of 1 m, cf. Figure 6.4, right. Although this tracer experiment answered the question that there is some preferential flow, the question of the size of the catchment area is still unsolved.

**Calculation of Catchment Areas**

The catchment area was calculated by using the noise-reduced and geo-referenced laser scanning data. Based on these data, a grid with a sampling interval of 8 cm, the streams leaving the road, cf. Figure 6.5, as well as the different catchment areas for the inlet gutter, cf. Figure 6.6, were derived. These calculations showed that water flow is almost perpendicular to the road alignment. In addition, sensitivity analyses showed the point density for deriving the grid is sufficient and a decreased point spacing of the grid does not significantly affect the size of the different catchment areas.

As measured by the tracer experiments, the assumed location of the watershed lies within a range of about 1 m. Based on the coloured tracer experiment it was not possible to estimate the watershed more accurately. For this reason, it was assumed that the watershed is located in the middle of the range at 0.5 m. Consequently, the two different catchment areas number 1 and 2 lead to the catchment area of 14.1 m², as shown in Figure 6.6.

Based on the catchment area of 14.1 m², the maximal runoff was calculated and was compared with the collected road runoff. As a result, 36 % of the maximal runoff drains directly into the storage tank and therefore would infiltrate into the vegetated road shoulder. The other 64 % of the road runoff are dispersed mostly through diffusion within a distance of the road of 25 m [Steiner et al., 2005]. As the heavy metal load can be assumed to be nearly proportional to the water flow, about 36 % of the pollutant load in the road runoff infiltrate the vegetated road shoulder directly below the road. During infiltration, many pollutants such as heavy metals and organic substances are accumulated. Thus, accumulation results in a high concentration.
of pollutants in the topsoil of the vegetated road shoulder. Considering other treatment possibilities, such as centralised on-site options, 36% of the pollutant load in the road runoff were collected with a gutter beneath the road. However, further calculations showed the percentage of collectable road runoff could be increased significantly if an additional impermeable surface such as a sidewalk or an emergency lane would exist beside the road [Steiner et al., 2005].

Figure 6.5: Calculated streams based on the topological model. Flow direction due to preferential flow beneath the road is indicated.

Figure 6.6: Calculated catchment areas for the inlet gutter. Flow direction due to preferential flow beneath the road is indicated.

Conclusion
Terrestrial laser scanning was revealed as a best method for acquiring 3D coordinates for small surface areas of max. 50 m². Compared to GPS, tacheometry and levelling laser scanning is superior considering the sampling rate, the accuracy and the point density. The accuracy of the data is strongly dependent on the angle of incidence, the structure and the colour of the surface. Noise in the data result in extensive post-processing, including special filtering and noise reduction.

In this project, a surface model of a road segment was derived using 3D data acquired by terrestrial laser scanning. The surface model was applied subsequently to derive the catchment area of a pilot plant collecting road runoff. Based on the calculated catchment area, the rainfall data and the measured road runoff
volume, the percentage of road runoff that drains directly into the vegetated road shoulder was calculated as 36%, while 64% of road runoff is dispersed diffusively. As the pollutant load may be considered to be proportional to the water distribution, about 36% of the pollutant load in the runoff would infiltrate the vegetated road shoulder immediately below the road. Thus, infiltration leads to high accumulation rates and high concentrations of heavy metals and organic substances in the topsoil.

This new method for the calculation of small scale catchment areas can be assessed as a success. However, it is recommended to control the results at critical parts of the surface drain, e.g. inlet with small scale tracer experiments, which only require a few minutes.

6.2 Static Application: Rock Engineering Applications

6.2.1 Introduction

Engineering works in rocks induce disturbances in the original state of equilibrium in which rock masses are found. The response of a particular rock mass to these disturbances is greatly influenced by its internal structure resulting from the occurrence of geological discontinuities with different preferential orientations. This response usually involves rock mass deformations that can be observed by recording the displacements of points located within the rock or on excavation surfaces. In practice, the monitoring of such displacements is of great interest as it allows for the understanding of the mechanisms through which rock masses react to excavation-induced perturbations and for predicting potential stability problems that may occur in the future. As a consequence, in situ characterization of the rock mass structure and displacement monitoring are two important operations that are routinely carried out during rock engineering projects.

Appropriate characterization of the rock mass structure is a time-consuming process as a sufficient number of features have to be sampled to achieve a reliable description of rock mass fracturing. Moreover, production constraints and installation of rock support systems, such as steel meshes or concrete linings, usually leave very little time to undertake an extensive survey of geological structures. On the other hand, discontinuity surveying requires safe access to rock surfaces that can only be guaranteed if adequate support is installed beforehand. Displacement monitoring is a common practice that is used to track the evolution of the rock mass behaviour. However, this operation is traditionally achieved by measuring the displacement of a limited number of points. Displacement monitoring of points located within the rock mass requires the drilling of boreholes and the installation of specific equipment. Therefore, the measurement of surface displacements is more frequently performed in practice. In this case, arrays of object points have to be installed firmly anchored within the first centimeters behind the rock surface at different locations along the surface. In both cases, it is necessary to monitor a sufficient number of points to achieve reliable interpretation of the actual rock mass behaviour.

The use of 3D laser scanners allows for effective management of the practical constraints encountered in rock engineering since it quickly provides a realistic and permanent representation of excavation surfaces that requires the installation of a reduced number of physical targets used only for data referencing purposes. This is of great importance in the study of inaccessible and potentially unstable surfaces, which are, thus, mapped at any time from a safe location regardless of the lighting conditions. Because of the high spatial resolution of the data, these tools can also be used for topographical surveys and the documentation of excavation surfaces, which are two additional procedures carried out routinely throughout construction work. Finally, the direct collection of digital data results in speeding up processing work through the use of modern computer resources. Therefore, terrestrial laser scanning has a high potential since it can be used as an efficient tool to record data required for various routine rock engineering applications and analyses.

The laser scanner has been used to measure the characteristics of geological structures as well as the surface displacements in an experimental tunnel in the Mont Terri Rock Laboratory, Switzerland. Several exper-
Figure 6.7: Laser scanner inside the excavated niche including object points signalized by spheres.

Experiments are currently undertaken in this laboratory to understand the behaviour of a rock formation, i.e. Opalinus clay, that has been identified as a potential host for a radioactive nuclear waste repository. The excavation is a 5 m long and 3.8 m diameter circular tunnel, cf. Figure 6.7, which was extended in seven steps with pauses for several investigations including total station surveying and laser scanning. Figure 6.8 shows different views of the point cloud that resulted from the surveying of the tunnel at the end of its excavation. The main objective of the work was to assess the potential of laser scanning in quantifying accurately geometrical characteristics of geological structures and in deriving time lapse surface displacement maps of object points as well as of rock surfaces with a high spatial resolution.

Figure 6.8: Point cloud representing the final geometry of the tunnel: exterior view of the tunnel, as seen from inside the rock mass (left) and interior view of the tunnel (right).

6.2.2 Method

A major concern when measuring displacement data is the installation of an appropriate and stable reference system. This reference frame is defined by reference points, which are fixed in regions that are not influenced by the excavation of the tunnel during the observation period. Based on previous displacement measurements made at the Mont Terri laboratory, i.e. convergence measurements, the zones that were not
influenced by the excavation of the tunnel were identified. Four control points (1, 2, 3, 4), defining a local reference frame, were installed in these regions. The left part of Figure 6.9 illustrates the location of the control points with respect to the location of the niche. Displacement monitoring was carried out with respect to the local reference system. This procedure is necessary for calculating absolute displacements with a higher order of accuracy. Furthermore, it facilitates the interpretation of the displacement data as it allows for the alignment of one horizontal coordinate axis with the tunnel axis.

Five arrays (100, 200, 300, 400, 500) of object points were installed during and after the tunnel excavation to assess the performance of displacement monitoring. The configuration of the first four arrays normal to the tunnel axis is illustrated in the right part of Figure 6.9. Each array has been oriented so that it is aligned with the assumed directions of the principal stresses. It was expected that the largest displacements, related to elastic response of the rock mass to the excavation, would be aligned with the direction of the major principal stress ($\sigma_1$). Object points were installed every $45^\circ$ to cover uniformly each investigated tunnel cross-section. For practical reasons, no object point was installed in the tunnel floor. Bolts were utilized for both the reference points and the object points. These bolts were fixed in concrete and rock using mechanical anchors. Finally, additional points (1000, 1001) belonging to the surveying test field of the Mont Terri laboratory were included to transform the local coordinates into the reference frame of the laboratory, i.e. the Swiss Projection System, since the characterization of rock mass structure has to be performed with respect to a north-oriented reference system.

Total station surveying of a number of object points installed on the tunnel surface was first carried out to assess the accuracy of utilizing the laser scanner as an alternative for the measurement of absolute displacements. The main focus during the excavation of the experimental tunnel was the identification of zones in the rock mass where the development of fractures sub-parallel$^1$ to the surface is occurring. It is assumed that the propagation and the opening of such fractures produce local displacements of the surface towards the inside of the tunnel. The detection of these zones requires the construction of maps showing the distribution of the displacements along the rock surface. Such maps were derived from the comparison of different scans of the excavation taken at different stages of its construction. Subtracting different scans of the same surface is in reality a relative measurement of the displacements, which allows for the identification and the quantification of local variations in the volume of the excavation.

The object points of the arrays, cf. Figure 6.9, were equipped with prisms and were surveyed after each excavation step using an automated total station. The use of the total station within the setup allowed for achieving an accuracy of less than 1 mm. All prisms were surveyed in two faces and in several sets.

---

1Sub-parallel means, that it is not perfectly parallel but close to being parallel or slightly oblique.
Each free positioning of the total station was determined by surveying all four reference points, cf. Figure 6.9. The calculation of 3D coordinates of the object points was carried out in an adjustment. The achieved accuracy was less than 0.3 mm. The first measurement of the object points was used as an initial or reference measurement (session 0). Displacements that occurred between the initial and the i\textsuperscript{th} measurement session were calculated by subtracting the coordinates of session i from the initial coordinates of session 0. The resulting accuracy of the derived displacements of the object points in each coordinate direction (x, y, z) was quantified with less than 0.5 mm. Therefore, the accuracy of 3D displacements for each point of session i, with respect to session 0, were specified with less than 1 mm.

The object points can also be defined by spheres, instead of prisms, attached on the bolts installed, cf. Figure 6.7. Spheres are well-adapted for laser scanning because of their attractive properties regarding visibility and deriving center points, cf. Section 3.1.5. Each sphere was scanned and, based on the resulting point cloud, the coordinates of the center point of the spheres were calculated. This approach results in an accuracy of the center point of less than 3 mm, cf. Section 3.6.2. In addition, the center points have to be referred to the local reference frame. Nevertheless, it is not always possible in practice to scan both the reference points and the object points from the same scanner position. First, the distances from the laser scanner to the reference points are usually too long to achieve the required accuracy. Second, the reference points are not always visible from the position of the laser scanner. Looking at Figure 6.9, it can be seen that these problems occurred during the surveying work in the laboratory, which required positioning the laser scanner inside the niche. To solve this problem, intermediate reference points were set up temporarily and close to the laser scanner using tripods. These reference points were also surveyed by the total station and were included in the local reference frame. The accuracy of the position of the laser scanner can be specified within 3 mm. The resulting accuracy of the derived displacements in one coordinate direction was less than 5 mm. Consequently, the accuracy of 3D displacements for each object point is within 9 mm.

Understanding the actual rock mass behaviour can be greatly improved if the distribution of the displacements along the excavation surface is investigated instead of considering the displacements of a few discrete points. For that purpose, point clouds representing surfaces scanned at different phases of the excavation can be used. Several software packages allow for the 3D comparisons of point clouds and surfaces. In this case study, the software Geomagic by Raindrop Geomagic Inc. was used. The generation of time-lapse displacement maps requires some processing beforehand. First, points representing blunders have to be detected and deleted automatically or manually. Then, the noise is reduced by means of a filtering process. This is an essential step as the noise due to the natural limits of scanning affects greatly the quality of the point cloud, by making sharp edges dull and making smooth surfaces rough. The result is a more uniform arrangement of points. Subsequently, the processing entails the conversion of the initial or reference point cloud into a surface model that consists of small triangles (TIN, Triangular Irregular Network). This surface model represents the reference object that can be further processed, if required, e.g. by deleting non-contiguous intersecting triangles, filling holes or surface smoothing. Finally, the residuals of a test object described by a point cloud or a TIN representing the same region at a different time can be computed by comparing this test object with respect to the reference object. This operation is possible only if the test object has been transformed previously into the same reference system as the reference object.

As another possibility, the use of the least squares 3D surface and curve matching algorithm, developed by [Grun and Akca, 2005], may help the interpretation and detection of surface displacements based on 3D point clouds. Therefore, the possible displacements of objects, described by 3D point clouds, can be characterized by a 3D translation vector and a 3D rotation vector. Thus, new insights into the behaviour of rock masses can be obtained.
6.2.3 Results

Rock Mass Structure Characterization

The point cloud resulting from scanning the area of the tunnel, which is found to be intersected by several geological discontinuities, is shown in Figure 6.10. The figure is a close-up of the point cloud illustrating one of these discontinuities in the upper part of the tunnel face. In this example, the average point spacing of the point cloud is about 5 mm. Comparing the image generated by the laser scanner with a digital image representing the same area, cf. lower part of Figure 6.10, it can be seen that in this case, the density of the point cloud is sufficient to produce a realistic rendering of the surface, thereby allowing for the identification of geological features of interest.

![Figure 6.10: Geological discontinuity intersecting the tunnel face, selected points on the discontinuity surface, measurement principle of the discontinuity trace length (up) and corresponding digital image (below).](image1)

Furthermore, points that were selected to define and locate the discontinuity plane can also be seen in Figure 6.10. The orientation of the discontinuity was then determined by calculating the orientation of the best-fit plane minimizing the mean square distance to all the selected points. Dip values of $50^\circ$ and $46^\circ$ and dip direction values of $146^\circ$ and $156^\circ$ were obtained through the analysis of the point cloud and on-site manual measurement, respectively. The measurements based on the laser point cloud are actually more representative of the overall orientation of the structure since manual measurements using a compass are directly influenced by local variations of the surface morphology. The geometry of these variations, which correspond to the large-scale roughness of the discontinuity surface, can be quantified easily using the distance between the best-fit plane and the selected points. Finally, the trace length, e.g. the length of the linear feature resulting from the intersection between the rock face and the discontinuity, is quantified by measuring the distance between two points selected on both extremities of the trace. By repeating this process with other discontinuities visible in the image it is possible to produce a database that can be further utilized to characterize and model the structure and the behaviour of the rock mass around the excavation.

Displacement Monitoring

The expected accuracy of displacement data both for total station and for laser scanner has been discussed previously. Total station surveying was used to provide a high order of accuracy, within 1 mm for both coordinate differences and 3D point differences, while the expected accuracy of laser scanning was 5 mm for the coordinate differences and 9 mm for the 3D point differences. For example, the coordinate differences in z-direction of some points (points 1 and 6 of the arrays 100, 200, 300 and 400) located at the top of the niche are presented in Figure 6.11 and in Figure 6.12. The upper parts show the results obtained by total station and the lower parts show the results obtained by laser scanning. In all the figures, an upward trend of the coordinate differences in z-direction between sessions 10 and 11 are visible. The coordinate differences are defined by subtracting session $i$ from session 0. Thus, the upward trend of the coordinate differences...
means a downward trend of the absolute coordinate of the point at session $i$. Considering the location of these points in the roof of the niche, the behaviour is logical since the roof is deforming downwards. A time period of half a year is represented between sessions 10 and 11. Surprisingly is the trends were also detected by laser scanning and suggest that the accuracy has to be smaller than the estimated value of 9 mm.

**Figure 6.11:** Displacements in height for point 1 for arrays 100, 200, 300, 400. Total station (top) and laser scanner (bottom).

A displacement map of the upper part of the final tunnel face is shown to demonstrate the potential of using the laser scanning point clouds. The displacements calculated were based on measurements carried out after the end of the excavation (session 8), two days later (session 9) and six days later (session 10). A TIN was created using the data of session 8, which represents the reference object. The residuals of the point clouds for sessions 9 and 10 were then computed with respect to the reference object. Figure 6.13 shows

**Figure 6.12:** Displacements in height for point 6 for arrays 100, 200, 300, 400. Total station (top) and laser scanner (bottom).
the displacements, which occurred between sessions 8 and 10, did not exceed 10 mm. Therefore, they are of the same order of magnitude as the accuracy of the laser scanning for the determination of the object point displacements. However, changes in the concentration of the areas characterized by displacements greater than ±2 mm suggest that displacements increased with time and with distance from the center of the tunnel face.

Figure 6.13: Surface displacements (in [m]) obtained from comparing the point clouds acquired during sessions 9 (up) and 10 (down), with the surface model corresponding to session 8.

Conclusion
Laser scanning is considered as a promising technique in the field of rock engineering since it has the potential to be used for the collection of data required for several routine tasks. However, it is essential to select the most appropriate laser scanner according to project-specific constraints such as range, excavation geometry, time available for scanning as well as point accuracy and point density. The Imager 5003 of Zoller+Fröhlich was used in an experimental tunnel in the Mont Terri Rock Laboratory for the characterization of geological discontinuities and displacement monitoring. This scanner was found to be particularly well-suited for rock mass characterization in underground excavations while yielding an accuracy of less than 1 cm in the determination of the displacement of object points. Nevertheless, preliminary results suggested that displacement maps with a higher order of accuracy can be produced by taking advantage of the large quantity of spatial data provided by the laser scanner. Therefore, the construction of accurate displacement maps would greatly improve the understanding of the rock mass behaviour. Crucial issues identified for this application included referencing to a stable reference system, coordinate transformation, noise reduction and smoothing of point clouds.

Regarding rock mass characterization, efforts should be made to automate the recognition of discontinuities so that the time required for data analysis can be significantly decreased. Future work will focus on the development and comparison of processing algorithms to improve the accuracy of the displacement mapping. The resulting maps will be further compared with the results of other field investigation meth-
ods and numerical models simulating the rock mass behaviour around the tunnel. The aim of this study will be to better assess the capability of laser scanning in monitoring geomechanical processes occurring in rocks.

6.3 Kinematic Application: Test Tunnel

6.3.1 Introduction

Due to the fast acquisition rate and the high point density, laser scanning is not only suitable for static applications but also for kinematic applications. This is especially the case for profile measurements, which are useful for generating an area-wide surveying of objects by means of a moving platform.

The following example of a kinematic application refers to the surveying of tunnel surfaces. The goal is to prove that, with kinematic laser scanning, a sufficient absolute accuracy can be achieved. Tunnel surfaces are either scanned with static applications, using consecutive viewpoints, or with relative kinematic applications with respect to the rail axis. Relative surveying with respect to the rail axis is appropriate for detecting objects dangerous to trains, i.e. railway loading gauge. However, the interpretation of deformations is difficult since the object, i.e. the tunnel surface, or the rails could be changed or moved with time.

The kinematic application is performed on a test tunnel, i.e. the calibration track line at the IGP of the ETH Zurich. The laser scanner is mounted on the test trolley, which moves along the track. A total station tracks the moving platform so that the absolute trajectory can be obtained. The laser scanner surveys vertical 2D profiles normal to the moving direction. During the motion, control points installed on both sides of the track at different heights are scanned. The 3D coordinates of the control points visualized by spheres can be calculated. The performance and accuracy are assessed by comparing the calculated center points of the spheres with the reference coordinates based on surveying with a total station. The experimental setup was already shown in Section 5.1, cf. Figure 5.1, and the test field of control points along the test tunnel was discussed in Section 3.1.2.

The test trolley was forced to run with a constant velocity along the test tunnel. The control software for the encoder, causing the rotation of the wheels of the test trolley, allows a maximum velocity of 0.7 m/s. The test tunnel and constant velocities are chosen to minimize errors for calculating the trajectory of the test trolley. Thus, the trajectory can be approximated by a regression line implying a constant velocity. A more general method is the approximation of the trajectory by a Kalman filter. The Kalman filter can respond to varying system states such as variation in the velocity. Applying both mathematical tools allow for comparing the results and assessing the potential of kinematic laser scanning for absolute geo-referencing.

The test runs for this kinematic application include

- different velocities of the test trolley,
- different rotation times of the rotating mirror of the laser scanner, and
- different scanning resolutions.

The point-spacing along the moving direction can be defined by the velocity of the test trolley and by the rotation time of the rotating mirror of the laser scanner. The point-spacing within each vertical profile has to be controlled by means of the scanning resolution according to the scanning modes supported by the manufacturer of the laser scanner.
6.3.2 Kinematic Model: Regression Line

The velocity of the test trolley is estimated with a mathematical model of the regression line, cf. Section 5.3.3. Since the test tunnel can be sufficiently approximated by a straight line and since the tracking total station is set up in extension from this line, cf. Section 3.1.1 and Section 5.1, the reference frame is oriented so that the trolley moves along the x-axis whereas the y- and z-components are set to zero. The azimuthal orientation is defined by surveying a control point with an azimuth that is given with respect to the global reference frame of the test tunnel.

Before calculating the regression line, the data acquired by the total station have to be pre-processed. First, the spherical coordinates in terms of the angular directions \( h_z \) and \( v \) and the distance \( s \) are filtered by applying a median filter with a window size of five. The distance data may show blunders that have to be eliminated beforehand. Second, the spherical coordinates are transformed to Cartesian coordinates with

\[
\begin{align*}
    x_a &= s \cdot \cos(v) \cdot \cos(h_z) \\
    y_a &= s \cdot \cos(v) \cdot \sin(h_z) \\
    z_a &= s \cdot \sin(v)
\end{align*}
\]

According to Equation (5.1), the moving trolley is defined by the vector \( \mathbf{x}_a \) with respect to the absolute coordinate system. The rotation matrix \( \mathbf{R} \) for a possible rotation of the local coordinate system defined by the moving trolley can be replaced by the identity matrix due to the experimental setup, cf. Section 5.1. The local coordinates acquired by the laser scanner are described by

\[
\begin{align*}
    x_l &= 0 \\
    y_l &= y_s \\
    z_l &= z_s
\end{align*}
\]

whereas \( y_s \) and \( z_s \) are the coordinates supported by the laser scanner. Due to the orientation of the vertical profiles normal to the moving direction, the coordinates in the \( x \)-direction are set to zero and are only defined by the tracking total station. Based on the internal time tag given by the rotation time \( T \), cf. Section 5.2, each point measured by the laser scanner has a relative time reference. Knowing the absolute time tag for the first point of the first vertical profile, the absolute time tags for all other points of the following vertical profiles can be derived, cf. Section 5.4. Thus, all laser points are time-referenced and the absolute position and orientation are determined by a mathematical model for the motion of the trolley. The motion model introduced is defined by the following parameters:

- \( v_y = v_z = \text{const} = 0 \)
- \( v_x = \text{const} \)

The velocity along the \( x \)-axis is assumed to be constant and is computed by applying the regression line on the data of the \( x \)-components. Since the motion of the trolley is not changed during the data set, additional blunders can be identified within the adjustment algorithm using normalized residuals or a distance offset. The missing coordinates in the \( x \)-direction of the points acquired by the laser scanner can be obtained by using the regression line. Since the time tag of each laser point as well as the motion of the trolley are known, the position vectors \( \mathbf{p} \) of the interpolated points are obtained by
whereas the time interval $\Delta t$ is defined by the rotation time $T$, the number of points within each vertical profile $nr_{\text{profile}}$ (depending on the scanning mode) and the current point number $j$ of the whole point cloud.

\[
\begin{align*}
px &= x_0 + x_t + \Delta t \cdot v_x \\
py &= y_0 + y_t + \Delta t \cdot v_y \\
px &= z_0 + z_t + \Delta t \cdot v_z \\
\Delta t &= j \cdot \frac{T}{nr_{\text{profile}}}
\end{align*}
\]

### Table 6.1: Characteristics of one total station data set.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>tracking time [s]</td>
<td>410</td>
</tr>
<tr>
<td>number of measurements</td>
<td>3278</td>
</tr>
<tr>
<td>measured velocity [m/s]</td>
<td>0.100216</td>
</tr>
<tr>
<td>standard deviation of velocity [m/s]</td>
<td>0.000001</td>
</tr>
</tbody>
</table>

Several data series varying in length, rotation time and scan resolution were acquired and processed. For example, the calculation of one regression line is presented. The characteristics of the data set are given in Table 6.1. The residuals to the regression line are shown in Figure 6.14. It can be seen that the velocity is estimated within high accuracy and the residuals do not exceed ±5 mm. Therefore, blunders were eliminated within the adjustment algorithm.

![Figure 6.14: Residuals of total station data to regression line.](image)

The quality of the mathematical model is verified by comparing the coordinates of the calculated center points of the control points, i.e. spheres, with their nominal values. Therefore, the center points can be derived using the 'free' adjustment and the 'fix' adjustment, cf. Section 3.1.5. The results of a complete data set for the velocity $v = 0.1 \text{ m/s}$ are given in Table 6.2. The 3D accuracy is about 3 mm for the center points derived by the 'free' adjustment. In addition, the use of the well-known diameter of the spheres increases the 3D accuracy to 2 mm. The data sets differ in the rotation time, length, scan resolution and number of control points. The table shows that neither the rotation time nor the scan resolution influenced the accuracy significantly. Only treatment of the diameter of the spheres increased the accuracy. Changing the velocity to $v = 0.2 \text{ m/s}$ and $v = 0.3 \text{ m/s}$, the results are similar to the results shown in Table 6.2.

### 6.3.3 Kinematic Model: Kalman Filter

The system state of the moving test trolley along the track line is estimated by a Kalman filter. The total station data defining the absolute reference frame are pre-processed in two steps. First, blunders are
Table 6.2: Results of kinematic laser scanning based on the mathematical model of a regression line. The time, the rotation per second (RPS), the scanning resolution, the velocity, the number of control points and the 3D accuracy are shown.

<table>
<thead>
<tr>
<th>Time [s]</th>
<th>RPS</th>
<th>Scanning Resolution</th>
<th>Velocity [m/s]</th>
<th># Control Points</th>
<th>3D Accuracy [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>‘free’</td>
</tr>
<tr>
<td>100</td>
<td>25</td>
<td>middle</td>
<td>0.10020</td>
<td>5</td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>high</td>
<td>0.10021</td>
<td></td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>middle</td>
<td>0.10020</td>
<td></td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high</td>
<td>0.10021</td>
<td></td>
<td>3.9</td>
</tr>
<tr>
<td>200</td>
<td>25</td>
<td>middle</td>
<td>0.10020</td>
<td>8</td>
<td>3.3</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>high</td>
<td>0.10021</td>
<td></td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>middle</td>
<td>0.10020</td>
<td></td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high</td>
<td>0.10021</td>
<td></td>
<td>2.9</td>
</tr>
<tr>
<td>300</td>
<td>25</td>
<td>middle</td>
<td>0.10022</td>
<td>13</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>high</td>
<td>0.10021</td>
<td></td>
<td>3.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>middle</td>
<td>0.10020</td>
<td></td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high</td>
<td>0.10021</td>
<td></td>
<td>2.3</td>
</tr>
</tbody>
</table>

eliminated by applying a median filter. Second, the Kalman filter requires equidistant data sets. Based on the acquired and median filtered data, the equidistance is derived by polynomial interpolation. The polynomial interpolation may influence the equidistant data set to be generated. The influence of different polynomials were not compared in detail. Due to the motion of the test trolley, a third order polynomial presented a good approximation. If higher orders of the polynomial are chosen, the significance of the coefficients can be tested.

The interpolated and equidistant data provide the input for the Kalman filter. The mathematical model for the motion of the test trolley is a motion with a constant velocity and accelerations in the form of disturbances with

\[
\ddot{x}_k = \ddot{x}_{k-1} + \Delta t \cdot \dot{x}_{k-1} + \frac{1}{2} \Delta t^2 \cdot \ddot{x}_{k-1}. \tag{6.5}
\]

According to the dynamic model described by Equation (5.21), the first two terms of Equation (6.5) define the system state and are summarized in the transition matrix $\Phi$. The accelerations are disturbances and defines the disturbance input matrix $\Gamma$. The system state can be expressed by the parameters

- position: $x, y, z$ and
- velocity: $\dot{x}, \dot{y}, \dot{z}$.

The disturbances are characterized by

- acceleration: $\ddot{x}, \ddot{y}, \ddot{z}$.

Based on the mathematical model and the parameters for the motion, the matrices can be determined. The transition matrix $\Phi$ contains the derivatives of the variables describing the system state with respect to the variables of the system state. The disturbance input matrix $\Gamma$ consists of the derivatives of the disturbance variables with respect to the system state variables:
6.3 Kinematic Application: Test Tunnel

\[
\Phi_k = \begin{pmatrix}
1 & 0 & 0 & \Delta t & 0 & 0 \\
0 & 1 & 0 & 0 & \Delta t & 0 \\
0 & 0 & 1 & 0 & 0 & \Delta t \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
\end{pmatrix}
\]  
(6.6)

\[
\Gamma_k = \begin{pmatrix}
\frac{1}{2} \Delta t^2 & 0 & 0 \\
0 & \frac{1}{2} \Delta t^2 & 0 \\
0 & 0 & \frac{1}{2} \Delta t^2 \\
\Delta t & 0 & 0 \\
0 & \Delta t & 0 \\
0 & 0 & \Delta t \\
\end{pmatrix}
\]  
(6.7)

The observation of the system state is carried out by the tracking total station. Since the original observations are spherical coordinates, the Cartesian coordinates have to be derived using Equations (6.2). The given coordinates allow for the introduction of indirect observation of the velocity with respect to the coordinate axes. The observation vector \( z \) is then defined by the (indirect) observations of the six variables of the system state:

\[
z_k = \begin{pmatrix}
x_k \\
y_k \\
z_k \\
(x_k - x_{k-1})/\Delta t \\
(y_k - y_{k-1})/\Delta t \\
(z_k - z_{k-1})/\Delta t \\
\end{pmatrix}
\]  
(6.8)

The covariance matrix of the deduced observations is not only a diagonal matrix because the Cartesian coordinates are correlated with each other. The relation between the observations and the system state variables is described by the matrix \( H \), which contains the derivatives of the system state variables with respect to the observations and results in an identity matrix.

The error covariance matrix for the input disturbances \( Q \) and the error covariance matrix for the observations \( R \) have to be derived. Covariances have to be eventually considered for dependent variables, e.g. the deduced observations. The covariance matrices can be easily obtained by applying the error propagation. Furthermore, the system noise has to be considered by forming the vector \( w \).

The recursive Kalman filter requires the initialization of the system state \( x_0 \) and the error covariance matrix of the system state \( P_0 \). The better the initial values, the better the estimation of the system states and the error covariances of the system states for the following epochs. Bad initial values result in the need for more epochs for the filtering process and therefore, iterations to properly estimate the system state including the error covariances. In any case, the filter algorithm converges rapidly.

The Kalman filter describes a powerful tool for estimating the system state and the error covariances of a moving object. The filter algorithm allows for tuning of the mathematical model for the movement individually. The implemented algorithm is defined by a simple algorithm due to the motion of the test trolley along the track line. The system state as well as the error covariances can be adapted in many ways, according to that best-suited for the present application. The Kalman filter is used to model the motion of the test trolley not only for constant motion but also for arbitrary motion.

The trajectory resulting from applying the Kalman filter in a forward and a backward direction are used to calculate the object points scanned by the laser scanner during motion. The quality of the estimated
trajectory is assessed by control points with coordinates derived analogous to the procedure described for
the use of the regression line, cf. Section 6.3.2.

For example, the velocity of the test trolley of one data set estimated by the Kaiman filter is shown in Figure
6.15. It can be seen that the motion of the trolley oscillates. These oscillations are based either on the noise
produced by the tracking total station or by the variations of the encoders controlling the velocity of the
test trolley. Considering a distance error of $\Delta s = 1\text{mm}$ by a time interval of $\Delta t = 0.1\text{s}$, a variation in
the velocity of $v = 0.01\text{m/s}$ results. Thus, the oscillations of the velocity are relatively small in comparison
with the distance accuracy of the total station. The accuracy of the trajectory and the scanned point cloud
is assessed by control points. The same parameters for the data sets are chosen compared to the example
where the regression line was used. Table 6.3 summarizes the results and shows the 3D accuracy for the
control points. The accuracy is sufficiently high since the 3D accuracy is within 5mm. Surprisingly, the
accuracy decreases with the time and therefore, with the length of the trajectory. One possibility is that
the equidistant time tags of the total station measurements, derived for the Kaiman filter, show deviations.
Another reason can be found in the Kalman filter. The tuning of the filter, e.g., mathematical model of
the system state, covariance matrices, offers several ways of deriving the trajectory. Considering the given
accuracy of the used total station$^2$ in the tracking mode (5mm + 2 ppm), the 3D accuracy, given in Table 6.3,
fits the manufacturer's specification.

Furthermore, the same conclusion, as for the regression line, can be drawn: neither the rotation time nor
the scan resolution significantly influence the 3D accuracy. Only the treatment of the diameter of the spheres
increases the accuracy. Changing the velocity to $v = 0.2\text{m/s}$ and $v = 0.3\text{m/s}$ have similar results, which are
shown in Table 6.3.

6.3.4 Results

Kinematic laser scanning has become an alternative to static laser scanning. The advantage is a higher
performance of scanning objects characterized by a fast acquisition rate. For linear objects, e.g. tunnels or
roads, kinematic applications are especially superior to static applications.

The accuracy that can be achieved is not only limited by the laser scanner used. The acquisition of the
position and the orientation of the parameters describing the moving trolley is also essential. Finally, the
trajectory that establishes the base for calculating the object points acquired by the laser scanner has to
be estimated. Mainly, the pre-processing of the data required for the trajectory can be completed with
several methods and yield different results. Thus, processing of the data from the example of a kinematic
application was completed in different ways. The trolley was forced to run with a nearly constant velocity.
The mathematical models applied to the motion of the trolley were described by a regression line and a
Kalman filter.

$^2$TPS1201 from Leica Geosystems
Table 6.3: Results of kinematic laser scanning based on the mathematical model of a Kalman filter. The time, the rotation per second (RPS), the scanning resolution, the number of control points and the 3D accuracy are shown.

<table>
<thead>
<tr>
<th>Time [s]</th>
<th>RPS</th>
<th>Scanning Resolution</th>
<th># Control Points</th>
<th>3D Accuracy [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>‘free’</td>
</tr>
<tr>
<td>100</td>
<td>25</td>
<td>middle</td>
<td>5</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>high-middle</td>
<td></td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high-middle</td>
<td></td>
<td>2.6</td>
</tr>
<tr>
<td>200</td>
<td>25</td>
<td>middle</td>
<td>8</td>
<td>3.3</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>high-middle</td>
<td></td>
<td>3.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high-middle</td>
<td></td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high</td>
<td></td>
<td>4.1</td>
</tr>
<tr>
<td>300</td>
<td>25</td>
<td>middle</td>
<td>13</td>
<td>4.4</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>high-middle</td>
<td></td>
<td>4.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high</td>
<td></td>
<td>4.6</td>
</tr>
</tbody>
</table>

The regression line represents optimal processing of the data since errors produced by processing the data are minimized. The total station data were only pre-processed with a median filter to eliminate blunders. The algorithm of the regression line allows for the calculation of a constant velocity of the trolley. The residuals of the data used for calculating the regression line confirm that the motion can be assumed to be constant. The combination of both the test tunnel and the constant velocity of the test trolley allows for an assessment of the stability of the rotation time of the rotating mirror of the laser scanner. The results can be interpreted as sufficient regarding the 3D accuracy of the control points, which do not exceed 3 mm for the ‘fix’ adjustment.

The Kalman filter is a powerful tool for estimating the trajectory of arbitrarily moving objects. Due to the characteristics of the sensors acquiring the required data for calculating the system state, additional pre-processing algorithms have to be applied, such as polynomial interpolation and smoothing. The Kalman filter requires an appropriate mathematical model for the motion and the influencing variables disturbing the motion. The filter tuning becomes a key factor and plays an important role. The results obtained by Kalman filtering refers to the filter settings. The implemented algorithm shows the feasibility of the Kalman filter. The obtained 3D accuracy is slightly worse than the 3D accuracy obtained by applying the regression line. The accuracy can be increased by testing more sophisticated filter settings, such as error and covariance models.

Nevertheless, the kinematic application of the laser scanner using the profile mode has been successful. The obtained 3D accuracy of modeled objects does not exceed 5 mm. Thus, kinematic laser scanning is also conceivable for deformation monitoring in tunnel applications. The laser scanner and its derived rotation time offers a powerful instrument for the generation of a dense point cloud for kinematic applications. For example, the point cloud of the test tunnel along the calibration track line is shown in Figure 6.16. The calculated point clouds have to be treated analogous to the point clouds based on static applications. This means data processing and filter algorithms have to be applied to eliminate blunders and to reduce the noise within the data, e.g. blunder detection and mixed pixels, cf. Section 4.1.

The following figures show views of the processed laser scanning data. Figure 6.16 gives an impression of a view inside the test tunnel. The track line on which the laser scanner moved runs along the right side. Since the laser scanner cannot acquire data below itself, due to the housing, the floor or objects lying under the scanner were not captured by the laser beam. The control points were visualized by spheres on the
left and right sides. The shadows produced by the objects show the scanning direction and homogeneous orientations. The visualized section has a length of nearly 37 m, the width is about 5 m and the height is about 3 m. The varying grayscale values of the point cloud are based on the intensity values acquired by the laser scanner. The intensity values are influenced by several parameters, e.g. the range, the reflectivity of the object, and the angle of incidence between the surface normal of the object and the laser beam.

Figure 6.16: Point cloud of test tunnel based on kinematic surveying (inside view).

In Figure 6.17, the ceiling was faded out to catch a better view from outside to inside of the test tunnel. The objects as well as the object shadows can be roughly recognized. The left side of the tunnel was equipped with some geodetic installations, e.g. pillars, granite tables and instruments. The right side shows only a wall and some posters. Ten posters at the right side can be seen.

Figure 6.17: Point cloud of test tunnel based on kinematic surveying (outside view).
Figure 6.18 shows an example of one control point which was used to assess the accuracy of the kinematic laser scanning. The sphere was already modeled by the point cloud to demonstrate the location of the control point. The spheres were attached on bolts which were drilled in the concrete walls. The point shadow produced by the sphere can be seen on the wall. Furthermore, the high resolution of the acquired point cloud is obvious since the headlines of the posters hung on the walls are readable. The setting for this data set shows a velocity of the test trolley of \( v = 0.3\text{ m/s} \), the scan resolution was 'middle' and the rotation time was \( T \approx 0.04 \text{ s} \). The vertical profiles show a regular grid based on the orientation of the laser scanner normal to the motion direction. The point spacing in the vertical direction is only based on the scanning mode, the point spacing in horizontal direction can be adapted by changing the velocity of the test trolley or by choosing a different rotation time.

![Figure 6.18: Point cloud of test tunnel based on kinematic surveying (detailed view).](image)
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Summary

7.1 Conclusions

Terrestrial laser scanning is a promising technique and has the potential to be adapted as an equal surveying technique. Laser scanners are now in the second to third generation of development and fulfill several geodesists’ needs. Investigation regarding potentials and limitations have been launched some years ago. Independent examinations from different institutions have established a comprehensive knowledge regarding properties, influencing parameters, performance and limitations. The collaboration between geodesists and manufacturers results in improvements, which ease the use of laser scanners and significantly improve the accuracy.

The calibration and investigation of the laser scanner ‘Imager 5003’ of Zoller+Fröhlich was carried out regarding several aspects, such as:

- distance precision and accuracy
- angle precision and accuracy
- instrumental errors
- non-instrumental errors

The results have shown that laser scanners offer a high potential regarding high accuracy within the millimeter-scale. The most critical factor is thereby defined by the distance measurement system. Since the distance measurement is based on prismless measurements, the signal-to-noise ratio influences the precision significantly. The signal-to-noise ratio is generally affected by three parameters: the range, the reflectivity of the object and the angle of incidence. This thesis showed that the noise related to the distance can be reduced by an adequate filtering technique, which takes into account the orientation of the noise along the measurement direction.

Systematic effects produced by methodological errors may also affect the data significantly. The investigation regarding the wobble of the vertical axis and the errors of the collimation axis showed that there are indeed systematic effects, especially for short ranges below ten meters. Furthermore, the verification of the laser scanner system and its performance, i.e. measurement noise and instrumental errors, over time are recommended either with a system calibration or with a component calibration.

The two discussed applications regarding static laser scanning showed the potential for applications in the field of engineering geodesy. Point clouds defining objects in a high point resolution achieved results from the whole object and also in only discrete points. The flow directions of a road section or the displacements on a tunnel face after excavation establish a new method of interpretation, especially in the related engineering fields of urban water management and engineering geology. The accuracy in the millimeter
range, achievable by the laser scanning data, has established laser scanning as an alternative to traditional surveying techniques, i.e. tachymetry, GPS, levelling, photogrammetry.

The third example involves a kinematic application. Kinematic applications are of greatest interest in tunnel applications, railways and roads. The surveying in three dimensions, including intensity information, in a kinematic way significantly increases the performance of surveying objects. An example of kinematic laser scanning in a test tunnel showed that laser scanners can provide a sufficient absolute 3D accuracy. Concerning deformation monitoring during and after tunnel excavations, laser scanning seems to offer an alternative to static convergence measurements. The limiting factor is not the accuracy of the laser scanner, but the accuracy of the required 3D trajectory acquired by additional sensors for an absolute positioning fixing, e.g. total station, inclinometers, GPS, INS. The calculation of the 3D trajectory becomes an important aspect. However, laser scanners also offer the possibility of capturing the environment quickly and precisely in kinematic applications.

7.2 Outlook

Terrestrial laser scanning is a part of geodesy and offers a high potential for fast, nearly continuous and precise data capturing. The improvements regarding accuracy, range, sampling interval and the implementations of inclinometers, levels and digital cameras define a powerful surveying instrument. Sensor fusion between GPS and total station in recent years have allowed for the development of an all-in-one instrument in the near future that will consist of a GPS-based scanning total station, thus combining the advantages of each individual instrument in one. The lack of staking out, surveying discrete points and other tools have yet to be resolved. Furthermore, the possibility of operating laser scanners in harsh climatic conditions, e.g. low and high temperatures, humidity (rain or snow), and the reliability in the operation of laser scanners will help to extend the field of applications.

The first steps for combining a laser scanner with a total station were carried out at ETH Zurich. A laser scanner, LMS200 of Sick (Germany), is mounted on a total station to benefit from the advantages of both instruments. Figure 7.1 shows the sensor fusion first published by [Schulz and Zogg, 2006].

![Figure 7.1: Sensor Fusion: Laser scanner mounted on total station.](image)

The acceptance is not only dependent on improvements on the side of hardware, but also a standardization is recommended to assess and compare the different types of terrestrial laser scanners. An international guide including information regarding standardized parameters for distance accuracy, angle accuracy, 3D...
accuracy of single points, 3D accuracy of objects, e.g. spheres, would help users to distinguish between available laser scanner systems. Since laser scanning also means the processing of point clouds, the data transfer and exchange between laser scanners and software packages is essential and should be simplified. Furthermore, the processing of point clouds has to be supported by fully-automatic algorithms to reduce the time for post-processing work. The limiting time factor is not only the data acquisition, but also the processing of the huge numbers of point clouds.

In the past three years another promising technique has been developed and may revolutionise the world of 3D data capturing methods. It is called range-imaging (RIM) and is based on CMOS\(^1\) image sensors. So called range-imaging cameras acquire, with each single pixel of the CMOS chip, slope distances between objects and the camera. The camera-like operation mode allows for directly deriving 3D coordinates by spatial resection using the camera characteristics, i.e. focal length and pixel coordinates, and the measured slope distance. The intensity or amplitude of the demodulated signal complement the 3D coordinates with a fourth dimension analogous to laser scanning. The data acquisition rate is extremely high, with frame rates up to 50 frames per second, the range is limited to several meters, i.e. close-range applications, and the accuracy is within the centimeter-scale [Kahlmann and Ingensand, 2005]. An example of one range-imaging camera is shown in Figure 7.2, the SwissRanger SR-2 by CSEM (Switzerland). The lens is located in the middle for acquiring the data, the visible array of LEDs is used as the emitting system for the distance measurement. The CCD/CMOS sensor is behind the lens. RIM cameras are small in dimensions, i.e. centimeters, light in mass, i.e. some hundreds of a kilogram, and low in cost, i.e. below 1000 CHF. Thus, they are well-adapted for several applications, e.g. automotive, safety, security and surveillance, telemonitoring, robot vision, autonomous vehicles, and surveying.

\[\text{Figure 7.2: SwissRanger}^{\text{TM}} \text{SR-2 by CSEM.}\]

\(^{1}\)CMOS: complementary metal-oxide-semiconductor
Figure A.1 shows schematically the principle of the imaging system of the laser scanner adapted from [Fröhlich et al., 2000]. The spot laser system in the lower part consists of a laser head, receiver optics, and an avalanche photodiode (APD). The receiver optics cause that the reflected laser light is focussed towards the APD. The deflection unit in the upper part consists of a mirror and of a motor for high-speed rotations. The whole system additionally rotates about a vertical axis to capture the environment in 3D.

Figure A.1: Imaging System adapted from [Fröhlich et al., 2000].
Technical Data of Imager 5003 of Zoller+Fröhlich

<table>
<thead>
<tr>
<th>Measurement system</th>
<th>LAFA 5L000</th>
<th>LAFA 5L059</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambiguity interval</td>
<td>25.2 m</td>
<td>53.5 m</td>
</tr>
<tr>
<td>Min. range</td>
<td>1.0 m</td>
<td>1.0 m</td>
</tr>
<tr>
<td>Resolution Range</td>
<td>16 Bit 1.0 mm/lsb</td>
<td>16 Bit 1.0 mm/lsb</td>
</tr>
<tr>
<td>Data acquisition rate</td>
<td>625,000 px/sec, 125,000 px/sec, 500,000 px/sec, 125,000 px/sec,</td>
<td></td>
</tr>
<tr>
<td>Typical data acquisition rate</td>
<td>125,000 px/sec, 625,000 px/sec,</td>
<td></td>
</tr>
<tr>
<td>Linearity error</td>
<td>≤ 3 mm</td>
<td>≤ 5 mm</td>
</tr>
<tr>
<td>Range noise at 10 m:</td>
<td>1.6 mm rms</td>
<td>3.0 mm rms</td>
</tr>
<tr>
<td>Reflectivity 20%</td>
<td>0.9 mm rms</td>
<td>1.3 mm rms</td>
</tr>
<tr>
<td>Reflectivity 100%</td>
<td>1.6 mm rms</td>
<td>3.0 mm rms</td>
</tr>
<tr>
<td>Range noise at 25 m:</td>
<td>4.5 mm rms</td>
<td>9.0 mm rms</td>
</tr>
<tr>
<td>Reflectivity 20%</td>
<td>1.6 mm rms</td>
<td>3.0 mm rms</td>
</tr>
<tr>
<td>Reflectivity 100%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range drift over temp. (0-40°C):</td>
<td>negligible due to internal reference</td>
<td></td>
</tr>
</tbody>
</table>

| Laser output power (CW): | 23 mW (red) |
| Beam divergence: | 0.22 mrad |
| Beam diameter at 1 m distance: | 3 mm circular |
| Laser safety class: | 3R (DIN EN 60825-1) |

| Field of view vertical: | 310° |
| Field of view horizontal: | 360° |
| Resolution vertical: | 0.018° |
| Resolution horizontal: | 0.01° |
| Accuracy vertical: | 0.02° rms |
| Accuracy horizontal: | 0.02° rms |
| Max. scanning speed vertical: | 2,000 rpm |
| Typ. scanning speed vertical: | 1,500 rpm |
| Max. no. of pixels vertical: | 20,000 360° |
| Max. no. of pixels horizontal: | 20,000 360° |
| Scanning time: (image field of view total at middle resolution): | 100 sec. |

| Data interface: | Max. output data rate: | 5 MB/sec |
| Host interface: | IEEE1394 ("Firewire"/"1-Link") |
| Power supply: | Input voltage: | 24V DC (scanner) | 90–260V AC (power unit) | 50–70 W |
| Power consumption (total): | 0–40°C |
| Ambient conditions: | non-condensing |
| Target reflectivity: | no retro-reflectors |
| Illumination: | all conditions from darkness to daylight |

| Scanner (w x d x h): | 30 x 18 x 50 cm |
| Tripod: | Approx. 80–140 cm |
| Height: | Approx. 120 cm |
| Diameter: | 9 kg |
Adjustment of Sphere

A sphere can be described mathematically by [Bronstein and Semendjajew, 1999]

\[ x^2 + y^2 + z^2 - r^2 = 0, \]  

\[ \text{(C.1)} \]

where \( x, y, z \) are the 3D coordinates and \( r \) is the radius. Equation (C.1) requires that the center of the sphere equals the origin of the coordinate system. Implementing an arbitrary oriented sphere, with an undefined center point, the following equation is obtained

\[ (x - x_M)^2 + (y - y_M)^2 + (z - z_M)^2 - r^2 = 0. \]

\[ \text{(C.2)} \]

The unknowns of the sphere in Equation (C.2) are the three coordinates of the center point \( x_M, y_M, z_M \) and, depending on whether the sphere is calibrated or not, the radius. The resulting equation system is unambiguous if at least three points are given by their coordinates \( x, y, z \). If more than three 3D points are given, an adjustment problem can be formulated, which is either based on

- an observation model: radius is known (Gauss-Markov Model), or
- a mixed model: radius is unknown (Gauss-Helmert Model).

A detailed mathematical description of the adjustment models is given in [Leick, 2004]. Since in surveying the number of observations and thus, the redundancy is often far below 1000, adjustment problems can be easily solved without computational problems. Considering laser scanning, the number of observations, i.e. the number of points of a point cloud, increases significantly. The number of points can reach several thousands up to hundreds of thousands. Such huge observations lead to both computational and storage problems since the matrices for solving the adjustment become too large. This necessitates the adjustment equations to be formed in such a way that they can be solved by a computer without any difficulties.

The unknowns of the adjustment problems introduced are based on the following relations [Leick, 2004]

\[ f(x, l) : \quad x = (A^T P A)^{-1} A^T P l \]  

\[ \text{(observation model) \quad \text{(C.3)}} \]

\[ f(x, l) : \quad x = [A^T (B^T P^{-1} B)^{-1} A]^{-1} A^T (B^T P^{-1} B) w \]  

\[ \text{(mixed model) \quad \text{(C.4)}} \]

where \( x \) is the vector of unknowns, \( l \) is the vector of observations, \( P \) denotes the weight matrix and \( w \) is the discrepancies vector. The matrices \( A \) and \( B \) are based on linearization of the nonlinear mathematical models, cf. Equation (C.2), around the known point of expansion \((x_0)\) [Leick, 2004].
\[ A = \frac{\partial f}{\partial x_{x_0,t}} \]  
\[ B = \frac{\partial f}{\partial t} \]  

The dimensions of the matrices and vectors are given by the number of observations \( n \) and by the number of unknowns \( u \). The redundancy \( r \) is obtained generally by

\[ r = n - u. \]  

Thus, the following dimensions are obtained for the required matrices:

- \( P = \text{dim}(n, n) \)
- \( A = \text{dim}(n, u) \)
- \( B = \text{dim}(r, n) \)
- \( w = \text{dim}(r, 1) \)

The implemented equations for the adjustment are well-known and can be found in various scientific publications and books, e.g. [Großmann, 1961], [Höpcke, 1980], [Leick, 2004], [Welsch et al., 2000].

The weight matrix \( P \) is a diagonal matrix since the coordinates acquired by the laser scanner are independent of each other. This assumption is only conditionally valid since the Cartesian coordinates \( x, y, z \) are derived by the spherical coordinates \( h, v, s \), which are independent of each other. However, the Cartesian coordinates are correlated and the covariances have to be considered in a strict sense. Nevertheless, for simplification reasons, the assumption of uncorrelated coordinates is adhered to. The weight of observations is controlled by the weight matrix \( P \). In the case of blunders, the weight can be reduced to eliminate the influence of the blunder on the unknowns. A blunder is detected by data snooping. The normalized residual, which equals the distance of one point to the sphere surface, is a reliable criterion for eliminating blunders.

The a posteriori variance of the unit weight \( \sigma_0^2 \) estimates the variance of one single observation. Here, it is the variance of one single coordinate represented by \( x \) or \( y \) or \( z \). Based on \( \sigma_0^2 \), one obtains the variance of a 3D point \( \sigma_p^2 \) by

\[ \sigma_p^2 = 3\sigma_0^2. \]  

The required matrices for calculating the unknowns can result in large dimensions due to the number of observations \( n \). To avoid huge matrices, the given matrices have to be summarized for obtaining new matrices, which only depend on the parameters unknowns \( u \) and redundancy \( r \). Another crucial aspect is the inversion of matrices necessary to estimate the unknowns in the vector \( x \). The inversion of matrices requires non-singular matrices. The implemented algorithm for a stable inversion of a matrix is based on [Press et al., 2002], which includes a decomposition of the matrix in a lower and an upper triangular matrix called LU decomposition.

Due to the implemented algorithm, the adjustment of spheres can be performed nearly independently of the number of input points. The algorithm is fast and reliable. Also, files consisting of more than 100,000 points can be processed in seconds. Figure C.1 shows the Microsoft Windows® application that calculates a sphere based on a given data set of 3D points. A limit for the recognition of blunders in terms of a maximum
distance between points and the sphere surface can be chosen. As mentioned before, this parameter equals a normalized residual. Considering a single point precision of 3.3 mm, a maximum distance of 10 mm from one point to the sphere surface means a normalized residual of 3. Furthermore, the operator can define if the diameter of the sphere has to be estimated during the adjustment procedure or if the diameter is well-known. Depending on the diameter, either the observation model or the mixed model is run for estimating the unknowns. After a successful calculation, the application shows the results of the unknowns including precision terms as well as other parameters.

Figure C.1: Microsoft Windows® application for adjustment of spheres.
Electronic Circuit for Determining Rotation Time

The implemented oscillator in the electronic circuit defines the time base. The rotating laser beam hits the two diodes and the time that this takes is stored by using the time base of the oscillator. The measured time can then be read out by the parallel port using the data bits and three different registers. The complete electronic circuit can be seen in Figure D.1.

Figure D.1: Circuit diagram of the developed electronic circuit. How the registers of the parallel port are used for controlling the time measurement process of the rotation time of the rotating laser beam can be seen.

Depending on the chosen oscillator frequency, the data bits of the data register have a different time resolution. Table D.1 shows the relation between the three registers and the data bits in terms of time values in [μs] for all four oscillator frequencies used. The oscillators used are hybrid oscillators, AQO 14 of Auris GmbH, Germany. The stability of the oscillator frequency is defined by 25 ppm, which means a time precision of 25 μs for a 2 MHz oscillator and 3 μs for a 16 MHz oscillator.
### Table D.1: Time values in $[\mu s]$ of the data bits for the three registers and the different oscillator frequencies.

<table>
<thead>
<tr>
<th>Data bit</th>
<th>Register 1 [μs]</th>
<th>Register 2 [μs]</th>
<th>Register 3 [μs]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2 MHz</td>
<td>4 MHz</td>
<td>8 MHz</td>
</tr>
<tr>
<td>0</td>
<td>64</td>
<td>32</td>
<td>16</td>
</tr>
<tr>
<td>1</td>
<td>16</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>32</td>
<td>16</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>2048</td>
<td>1024</td>
<td>512</td>
</tr>
<tr>
<td>4</td>
<td>128</td>
<td>64</td>
<td>32</td>
</tr>
<tr>
<td>5</td>
<td>256</td>
<td>128</td>
<td>64</td>
</tr>
<tr>
<td>6</td>
<td>512</td>
<td>256</td>
<td>128</td>
</tr>
<tr>
<td>7</td>
<td>1024</td>
<td>512</td>
<td>256</td>
</tr>
<tr>
<td></td>
<td>2 MHz</td>
<td>4 MHz</td>
<td>8 MHz</td>
</tr>
<tr>
<td>0</td>
<td>1048576</td>
<td>524288</td>
<td>262144</td>
</tr>
<tr>
<td>1</td>
<td>262144</td>
<td>131072</td>
<td>65536</td>
</tr>
<tr>
<td>2</td>
<td>524288</td>
<td>262144</td>
<td>131072</td>
</tr>
<tr>
<td>3</td>
<td>1048576</td>
<td>524288</td>
<td>262144</td>
</tr>
<tr>
<td>4</td>
<td>524288</td>
<td>262144</td>
<td>131072</td>
</tr>
<tr>
<td>5</td>
<td>1048576</td>
<td>524288</td>
<td>262144</td>
</tr>
<tr>
<td>6</td>
<td>524288</td>
<td>262144</td>
<td>131072</td>
</tr>
<tr>
<td>7</td>
<td>1048576</td>
<td>524288</td>
<td>262144</td>
</tr>
</tbody>
</table>
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