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Abstract

T ow of the primary concepts in 3D computer vision are the reconstruction of
3D models and the subsequent estimation of the location and orientation

of a camera therein. Due to a remarkable progress in the development of
related algorithms in the last decade – for example, already modeling cities
from images only – they nowadays form the basis of numerous and diverse
applications, like digital map building for later virtual exploration, autonomous
navigation, augmented reality, or the digital preservation of cultural heritage.
However, algorithms are still error-prone in often occurring settings, e.g.,
in texture-less scenes, in the presence of strong viewpoint changes between
individual images, or they become computationally intractable for large-scale
environments.

Therefore, this thesis examines approaches for 3D modeling and registration
tasks and puts its focus on the exploitation of structural priors and available
geometric measurements to achieve robust algorithms, while simultaneously
aiming for computational speedup and improved precision.

In this regard, we consider computational stereo in texture-less environments,
and bootstrap the extraction of a meaningful and visually pleasing geometry
by enforcing a strong prior that favors vertical wall elements. The resulting
parameterization allows us to transform the reconstruction problem into a
dynamic programming optimization that computes regularized depth maps at
interactive frame rates.
Since, RGB-D cameras can replace computational stereo in indoor set-

tings nowadays, we consider such sensors and present a structure-based auto-
calibration method that jointly determines the extrinsic pose between the color
camera and depth sensor, as well as the typically present distortions in the
depth measurements. The obtained calibration allows for instant, accurate
modeling without the need for any artificial calibration targets.
To efficiently compute a consistent model from individual RGB-D scans,

automatic model registration is required. Especially terrestrial laser scans of-
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ten exhibit strong viewpoint distortions, since the number of scan positions is
minimized for reasons of efficiency. We illustrate how to leverage developable
surfaces and salient directions, both extracted from the underlying scene ge-
ometry, to obtain rectified scene projections that enable discriminative feature
matching and consequently fully automatic registration of scans with only
limited overlap.

In a final step, we aim for the estimation of the camera pose with respect to a
previously built reconstruction. For large-scale 3D models, e.g., on the scale of
a city, the 2D-3D correspondence search yields many tentative correspondences
with a very low inlier ratio. We illustrate the use of simple, but efficient
geometric filters to reject outliers and propose to formulate the camera pose
estimation as a voting procedure. This results in a linear run-time, multi-
modal pose estimates which are well suited to indicate repetitive structures,
and an increased precision compared to state-of-the-art.
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Zusammenfassung

Zwei der wichtigsten Konzepte im maschinellen, dreidimensionalen Bildver-
stehen sind die Rekonstruktion von 3D Modellen und die darauf folgende

Schätzung der Position und Orientierung einer Kamera darin. Im letzten
Jahrzehnt wurde ein bemerkenswerter Fortschritt in der Entwicklung von
entsprechenden Algorithmen erzielt, z.B. erfolgte die 3D Modellierung von
Städten ausschliesslich aus Bildmaterial. Deshalb bilden 3D Computer Vision
Algorithmen heutzutage die Basis für unterschiedlichste Anwendungen, wie
beispielsweise digitale Kartografie (inklusive der späteren virtuelle Erkundung
der 3D Karte), autonome Navigation, Augmented Reality, oder auch die dig-
itale Konservierung von Kulturerbe. Allerdings sind die zugrunde liegenden
Algorithmen in regelmässig auftretenden Situationen weiterhin fehlerhaft, wie
z.B. in wenig strukturierten Szenen, bei stark variierenden Ansichten zwischen
einzelnen Bildern, oder werden zu rechenintensiv für grossäumige Umgebungen.
Aus diesem Grund untersucht diese Doktorarbeit neue Ansätze für die 3D

Modellierung und Registrierung und setzt den Schwerpunkt auf die Behand-
lung und den Einbezug von bekannten strukturellen Beschränkungen und
geometrischen Messungen mit dem Ziel der Entwicklung von robuster Algorith-
men, bei gleichzeitig schnellerer Berechnungen und verbesserter Genauigkeit.
Zu Beginn betrachten wir die Tiefenschätzung aus Stereobildern in wenig

strukturierten Umgebungen und ermöglichen die Extraktion einer aussagekräfti-
gen und visuell ansprechenden 3D Geometrie mit Hilfe der Beschränkung auf
vertikale Wandelemente. Die daraus resultierende Parameterisierung des Prob-
lems erlaubt es die Rekonstruktion als dynamische Programmierung aufzu-
fassen, und ermöglicht die Berechnung von geglättete Tiefenkarten in Echtzeit.
Da heutzutage RGB-D Kameras die passive Stereoberechung in Innenräu-

men ersetzen können, widmen wir uns solchen Sensoren und präsentieren eine
automatische struktur-basierte Kalibrationsmethode, welche die extrinsische
Pose zwischen der Farbkamera und dem Tiefensensor sowie die typischen
Verzerrungen in den Tiefenmessungen in einem Schritt ermittelt. Die erzielte
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Kalibration ermöglicht eine sofortige und akkurate 3D Modellierung ohne auf
künstliche Kalibrationsschablonen angewiesen zu sein.
Um ein konsistentes 3D Modell aus individuellen RGB-D Aufnahmen ef-

fizient zu berechnen, benötigt es einer automatischen Registrierung. Besonders
bei der Arbeit mit terrestrischen Laser Scannern variieren die Standpunkten
oft stark voneinander um die Anzahl der Messpositionen aus Effizienzgründen
zu minimieren. In dieser Arbeit zeigen wir, wie abwickelbare Oberflächen und
typisch auftretende Richtungen in der zugrunde liegenden Geometrie genutzt
werden können um entzerrte, d.h. Standpunkt unabhängige, Szenenprojek-
tionen zu erhalten, welche eine differenzierte Punktkorrespondenzbestimmung
und infolgedessen eine vollkommen automatische Registrierung von Messungen
mit nur geringer Überlappung ermöglichen.
In einem letzten Schritt zielen wir auf die Schätzung der Kamera Pose in

Bezug auf eine zuvor berechnete Rekonstruktion. Für grosse 3D Modelle (z.B.
in der Grösse einer gesamten Stadt) liefert die 2D-3D Punktkorrespondenz-
suche viele mögliche Übereinstimmungen, allerdings nur mit einem geringen
Prozentsatz an wirklich korrekten Korrespondenzen. Wir veranschaulichen
die Verwendung von einfachen, jedoch effektiven geometrischen Filtern zur
Detektion von falschen Korrespondenzen und formulieren die Schätzung der
Kamerapose als Abstimmungsverfahren. Daraus resultiert eine lineare Laufzeit
des Algorithmus, eine multimodale Posenschätzungen welche auf repetitive
Szenenstrukturen anwendbar ist, sowie eine erhöhte Genauigkeit im Vergleich
zu aktuellen Methoden.
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1 Introduction

T he development of cheap digital cameras – nowadays available in mass
market products such as mobile phones – has led to a wide-spread use

and a large amount of image data available at hand. Not only for consumer
products but also in industry their robustness and low price has motivated
the usage of cameras in products, often for replacement of other sensors. As a
result a high demand for systems and algorithms developed, which can make
use of the present image data and analyze, evaluate, process and reason from it.
In fact, over the last 50 years computer vision has majored from a (completely
underestimated)“summer vision project” at MIT (Papert, 1966) to a dominant
research direction that significantly is and will be shaping our future.

Across different industries, researchers, start-ups and established companies
are currently working with ever increasing efforts to simplify our interaction
with machines, improve our every-day life, and radically change the way how
we access information by making computers “see” and understand our envi-
ronment. Examples are as diverse as digital maps and 3D representation of
the entire world like Google Maps and Street View (or similar products from
competitors), the digital preservation of cultural and architectural heritage,
vehicle safety systems, or gesture control for video games. Pioneering work in
the area of autonomous driving requires accurate 3D vision and fault tolerant
higher level scene interpretation to safely maneuver a car through our dynamic
environments. Though, it doe not need expert systems like an upgraded car
to experience the advance of 3D computer vision – already everyday consumer
smart phones exhibit the ability to provide instant localization based on vision
solely. In addition, we are currently witnessing the spread of augmented and
virtual reality applications for tasks in our daily life, not to mention all the
different advances in medical applications due to elaborate imaging algorithms.
At the bottom of all these applications are two fundamental tasks in 3D

vision. First, there arises the need for the reconstruction of 3D models of
real-world objects or scenes. Different approaches to 3D modeling have been
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Camera Pose Estimation3D Model Registration

Computational Stereo RGB-D Sensor Calibration

1a

2 3

?

1b

Figure 1.1: Overview of the 3D reconstruction, calibration and registration
process considered in this thesis. 3D models are computed via computational
stereo (1a) or captured with a (simultaneously) calibrated RGB-D sensor
(1b). The registration (2) of these partial models results in a consistent
reconstruction, with can then be used for image-based localization (3).

a very active and long-standing goal in computer vision and over the last
decade tremendous progress has led to impressive results, even modeling whole
cities from images only in a fully automated manner. Second, given a 3D
model, we are often tasked with estimating the 3D location and orientation of
a camera with respect to the model itself. Resulting image-based localization
and tracking algorithms are essential for all kinds of navigation tasks, in
augmented reality or also for the spatial ordering of image collections. Often
the tracking of the camera pose needs to be performed in a large-scale setting
(e.g., on the scale of a whole city) and robust estimation methods are essential.
This thesis examines the consecutive steps typically present in such a 3D
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reconstruction and localization system. As illustrated in Fig 1.1, the process
starts with the initial estimate of scene depth from images or the registration
of joint image and depth measurements, then considers the alignment of in-
dividual scans within the context of 3D model fusion, and finally leverages a
previously built model for image-based localization. For each of these steps we
will focus on the exploitation of a priori known structural constraints or already
available geometric measurements to achieve computational speedup and im-
proved accuracy, or automatic computation in cases where manual interaction
has been required so far. The particular problems and challenges arising in
these tasks – and that we aim to solve – are motivated in the following.

Stereo reconstruction: Dense 3D reconstruction becomes very challenging,
if active sensors are not available and the 3D virtual model has to be generated
solely from image data. Man-made, and in particular indoor environments
are very demanding for automated image-based 3D modeling, as they are
typically comprised of few visually salient objects and tend to have only weak
textures. Sophisticated methods for computational stereo can overcome some
of these difficulties, but those methods come at a high computation cost and
are therefore less suitable, e.g., for obstacle avoidance and on-line navigation
of autonomous systems. In order to obtain a sufficiently accurate, but com-
putationally cheap 3D map of the environment, suitable prior knowledge on
the encountered surrounding, such as expected object shapes, is necessary.

3D modeling with RGB-D sensors: In recent years active depth sensing
devices, such as Mircosoft Kinect or time of flight sensors, have gained tremen-
dous popularity in the robotics and computer vision community, due to their
ability to deliver densely sampled, accurate distance measurements in real-
time and with low computational cost. Thus, they recommend themselves for
3D modeling and to replace passive stereo systems for close range sensing in
indoor scenarios. In particular the combination of a high quality color camera
– that is a standard on mobile devices nowadays – and a depth sensor already
has and will continue to enable a plenitude of new and exciting applications,
e.g., accurate real-time 3D modeling and localization, interactive 3D gaming,
tele-presence, or all kinds of machine learning driven reasoning and analysis.
However, the different sensor modalities (denoted as RGB-D in this thesis)
request for extrinsic and intrinsic calibration such that their full potential can
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be exploited. For example, textured 3D models, correctly colored point clouds
as well as features capturing both modalities are only possible by means of
a correct calibration, i.e., that (i) the mapping for corresponding image and
depth pixels is known and (ii) the depth measurements represent undistorted,
real world distances. In comparison, computational stereo methods naturally
fulfill these requirements1. Typical calibration approaches makes use of ar-
tificial landmarks and special calibration patterns. However, the usage of
calibration targets is a tedious process and will often not be applicable, e.g., if
on-line (re)-calibration is necessary or the sensor setup is inaccessible as it is
the case for already captured datasets. Consequently, there is strong need for
auto-calibration where the observed geometry is exploited instead of artificial
targets.

Partial model registration: Once image and depth data has been captured,
the registration of individual 2.5D scans constitutes a core challenge and aims
to estimate the relative pose between the different model parts. Due to their
high frame rates, consecutive measurements from commodity RGB-D sensors
are relatively easy to relate to each other; however, the estimated visual
odometry drifts over time, and thus requests for the detection and closing of
loops in the camera path. Typically this requires pose estimation between
model parts from significantly different view points. Moreover, in industrial
applications laser scanning is the state-of-the-art technique to obtain accurate
three-dimensional models. Usually a scanner is positioned at different places
in order to minimize scan shadows and to obtain a model as complete as
possible. Since scanning is a time-consuming and therefore expensive task the
number of scans is kept as small as possible, again leading to a wide baseline
setting between the scan positions. As a result, there is a need for automatic
registration methods which do not rely on any artificial landmarks, but can
generate accurate, wide-baseline registrations by exploiting the model data
itself.

Image-based localization: Finally, let us consider the case where a 3D model
is already present and our goal is to estimate the camera pose of a single query
image wrt. the model. Image localization is typically performed by first
establishing 2D-3D correspondences between 2D image observations and 3D

1Absolute scale is available if the baseline between images is known.
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points and the consecutive application of a minimal pose solver combined with
geometric verification via hypothesis evaluation from a minimal set of random
samples (cf. RANSAC, Fischler and Bolles, 1981). Since the run-time of
RANSAC has at least cubic growth2 in the number of matches it is absolutely
crucial to avoid finding and using too many wrong matches. At the same
time, distinguishing between correct and incorrect correspondences only based
on their local appearance is an ill-posed problem for large datasets, as they
contain many visually similar points. This is especially true for urban scenes
which often possess repetitive structures. Elaborate matching procedures
together with guided correspondence search are able to overcome some of
the difficulties; however, they still rely predominantly on filtering within the
descriptor space and tend to reject too many correct matches. In order to
achieve accurate localization in large-scale scenarios and in reasonable time, fast
and efficient outlier filtering is necessary. Thereby, spatial relations between
correspondences can remedy the problem that visual discriminative power
often has reached its limits.

1.1 Problem Statement

3D reconstruction and registration algorithms in the spirit of aforementioned
applications are already present in several products and automatically solved
in increasing numbers on a daily basis. Algorithms often run on dedicated
and constraint hardware, which renders their efficiency and computational
complexity an important topic. At the same time, their suitability is dependent
on the obtained solution quality and their robustness to failure cases. We
address these subject by asking:

How can we decrease computation time while possibly simultaneously in-
creasing the accuracy of 3D reconstruction or pose estimation?

Admittedly, this is hard to achieve in general. Though, in many cases the
particular application setting is known a priori, e.g., in- or outdoors, man-made
or natural environments, etc. Thus, we may well wonder:

Given knowledge about the (local) 3D geometry, what are the implications
for the considered vision algorithms?

2A 6 DoF pose solver requires 3 samples for a calibrated camera and more for (partially)
uncalibrated cameras.
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1 Introduction

Especially for stereo reconstruction, available prior information on the observed
geometry will help to constrain the solution space, addressed within the thesis:
What are appropriate geometric priors for efficient 3D modeling of texture-
less indoor environments?

Structure-from-motion is known to provide accurate triangulations for 3D
points with many image observations. A corresponding sparse point cloud can
be computed well from the image data captured by a RGB-D sensor, and the
computed geometry should conform with the sensor’s (calibrated) depth maps.
Therefore, the natural question arises:
Can we leverage a sparse reconstruction for structure-based auto-calibration
of a RGB-D sensor such that we obtain an accurate registration and 3D
reconstruction?

The accuracy of registration results is known to depend primarily on the
quality of established point correspondences. As a consequence, we focus
on increasing the number of correct matches while limiting the number of
outliers. As motivated before, the distinctiveness of visual features degrades
under strong view point distortions and with the absolute number of possible
candidate matches. Therefore, we are interested in eliminating perspective
effects and efficient outlier filtering. This idea is subsumed in this thesis by
the following question:
Do 3D-3D registration methods lend itself for joint exploitation of images
and measured geometry information, and if so, can we thereby make the
alignment process more robust?

Finally, large-scale models pose a particular challenge solely due to their sheer
size of feasible candidate matches. In contrast to the current practice of
aggressive outlier filtering during feature matching, we aim to consider 1-to-
many matches in pose estimation and thus phrase the question:
How can we make geometric verification scalable to thousands of tentative
correspondences?

Similar to before, our idea is to exploit the measured geometry; thus, we also
aim to answer:
Which constraints can be extracted from the model and are applicable for
spatial verification, and what do we gain from it?
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1.2 Contributions and Thesis Outline

1.2 Contributions and Thesis Outline

After we introduce notations, algorithms and conceptual foundations together
with corresponding relevant related work in Chapter 2, we subsequently present
our contributions. Motivated by the previously presented research questions,
it is the aim of this thesis to develop extensions for existing algorithms in
3D modeling and pose estimation or identify alternative solution to overcome
existing limitations. In particular we suggest the following approaches:

– We start with the classical 2-view case in Chapter 3 and consider computa-
tional stereo in texture-less environments. We incorporate the assumption
that the scene predominantly consists of vertical wall elements located be-
tween a floor and ceiling plane, which is a setup that is often found in indoor
environments. This particular configuration corresponds to a tiered labeling
and we show how it allows us to transform the reconstruction task to a
dynamic programming problem that is efficiently solved.

– In Chapter 4 we then account for the recent success of commodity RGB-
D sensors. To jointly exploit image data and depth measurements from
these sensors, or add-hoc camera-depth sensor setups, we present an auto-
calibration method. Instead of using specific calibration targets, we propose
to leverage the environment structure as the geometric prior for calibration.
Structure-from-motion (or equivalently SLAM) can provide such a 3D scene
model, and hence our approach allows for self-calibration without the need
for any manual interaction. Obtained results demonstrate that we are able
to compute an accurate calibration, which for example allows dense 3D
modeling at improved precision.

– Next, we turn to the problem of wide-baseline registration of RGB-D scans
in Chapter 5 and illustrate examples for both, scans from commodity sensors
as well as high quality laser scans. For the alignment of several RGB-D
scans in wide-baseline scenarios we rely on image based features, because
they are plenty, localized well, repeatable among different views and much
more discriminative than depth features. However, viewpoint distortions
request for normalization and we propose to utilize the observed scene
geometry for rectification. We show how the concept of developable surfaces
allows to unfold textures for more discriminative matching between RGB-D
scenes. In addition we present a fully automatic approach for the alignment
of RGB-D scans with high viewpoint variations and only limited overlap.
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Thereby, we rely on salient directions extracted from the scene geometry
to generate orthographic scene projections that only differ by an euclidean
transformation. As a result, our approach enables the generation of accurate
model registrations in cases where other methods fail.

– Augmentation of a previously build 3D model with new image data requires
to determine the camera pose. In large-scale scenarios the inlier ratio for
tentative 2D-3D correspondences easily drops below 1% due to the increase
of visual similarities in the model. In Chapter 6 we show that spatial ver-
ification can still be achieved via the extensive consideration of present
geometric constraints between the camera setup and the 3D model. We for-
mulate the camera localization as a voting procedure in the pose parameters
space and by this achieve a linear run-time in the number of matches. As a
result, our approach allows to evaluate 1-to-many correspondences – which
are considerably more matches compared to other methods – and hence it
is applicable for scenes containing repetitive structures. We demonstrate
that our approach surpasses state-of-the-art on one of the currently most
challenging datasets for camera pose estimation.

Finally, Chapter 7 summarizes our work and concludes with a discussion
regarding topics for future work.
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2 Foundations and Related Work

S everal core concepts of computer vision, such as models, algorithms and
specific solutions form the foundation for this thesis. These include camera

models, appearance and geometry based image properties, correspondence
search, registration problems and their solutions for pose estimation, and dense
and sparse 3D reconstruction algorithms. In this chapter we will discuss them
briefly, starting from the basic pinhole camera imaging process and gradually
evolve to the construction and processing of full 3D models. For each concept
we provide a broad overview of relevant work, while a more detailed discussion
of related work appropriate to the particular application is then given in the
following Chapters 3-6.

2.1 Notation

The mathematical notations are consistent throughout the thesis. Italic char-
acters denote scalar values, while bold characters are used to represent vectors.
Uppercase roman fonts are used for matrices.
To differentiate between 2D and 3D points, the former are written in low-

ercase while the latter appear uppercase. If not specified differently, the
individual coordinates of points are x = (x, y) in the image domain and
X = (X,Y,Z) for 3D points. In addition, points in R2 and R3 can be rep-
resented as homogeneous coordinates (Hartley and Zisserman, 2004, p27) by
adding an additional dimension. They are indicated by an accent according
to x̃ = (wx, w)T and X̃ = (wX, w)T with w ∈ R\0.
Finally a reference to an entire image or depth map is given as I and D,

respectively.
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2 Foundations and Related Work

2.2 Camera Model

All computer vision research starts by first taking an image; thus, we begin
by discussing the imaging process. In general a camera performs a mapping
between 3D world points and 2D locations in an image (Hartley and Zisserman,
2004). We will only cover the central projection and affine camera model, for
generalized cameras the interested reader is referred to (Pless, 2003; Sturm,
2005; Lee et al., 2013).

While 3D points are represented in the world coordinate system, each camera
has its own local camera coordinate system, where the z-axis is in direction
of the optical axis. The transformation of a world point XW into camera
coordinates XC is modeled by a rotation R ∈ R3×3 and translation t ∈ R3

according to

XC = RX + t =
[
R t

]
X̃W . (2.1)

The expression [R, t] is also referred to as the pose of a camera. The actual
imaging process differs by the type of projection as follows.

Perspective Projection: A perspective camera, also known as the pinhole
camera, has a single center of projection C. In camera coordinates this coin-
cides with the coordinate system origin 0, while in world coordinates it depends
on the actual camera pose and computes to C = −RTt.
If 3D points are represented as homogeneous coordinates, then a central

projection corresponds to a simple linear mapping by means of the canonical
projection matrix PP = [I 0]. PP effectively maps a point X̃C to the ho-
mogeneous point x̃n; it corresponds to the intersection of the line through C
and XC with the (Z=1)-plane (referred to as image plane in the following).
Coordinates obtained by this mapping are called normalized image coordinates.
Image coordinates (in pixels) are obtained via the mapping defined by the

camera calibration matrix K according to

x̃ = Kx̃n =

f s px
0 αf py
0 0 1

 x̃n . (2.2)

Here, f denotes the focal length and image coordinates can be scaled differently
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according to the scaling factor α. Skewing of the pixel footprint is modeled by
the parameter s; typically it is assumed to be 0. The entries (px, py)T denote
the offset of the coordinate system origin wrt. the intersection of the optical
axis and image plane, it is called the principal point. We will later also use
the notation x = π(XC) to refer to the combination of the projection of a
3D point in camera coordinates and the normalization into non-homogeneous
pixel coordinates.
Finally, the full process of transforming a 3D world point into image coor-

dinates is expressed by the projection matrix P as

x̃ = PX̃W = K
[
I 0

] [R t
0T 1

]
X̃W = KR

[
I −C

]
X̃W . (2.3)

If the depth of the original 3D point is available, e.g., via structure infor-
mation captured in a depth map, we can compute the unprojected 3D point
given its pixel location. First, by inversion of the imaging process we obtain a
point ray

r = x̃n = K−1
(

x
1

)
, (2.4)

that corresponds to the normalize point coordinate. Second, the 3D point in
camera coordinates is simply obtained by scaling to XC = r D(x).

Parallel Projection: Compared to the perspective projection, a parallel or
affine projection has its center of projection at infinity (Hartley and Zisserman,
2004, p171). As such, the parallel projection matrix

P∞ =

1 0 0 0
0 1 0 0
0 0 0 1

 (2.5)

maps coordinates X and Y , but neglects the depth of a point. In addition the
principal point is not defined, i.e., the camera calibration matrix only contains
scaling and skew parameters in an upper triangular matrix K2×2, and

K =
[
K2×2 0
0T 1

]
. (2.6)
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A special case of an affine camera is the scaled orthographic projection where
K2×2 = sI with the scale factor s. It will be used in Chapter 5 to generate
virtual views of a scene. The full imaging process of 3D world point into image
pixel locations is then described as

x̃ = PX̃W = diag(s, s, 1)P∞
[

R t
0T 1

]
X̃W =

rT
1 t1

rT
2 t2

0T 1/s

 X̃W . (2.7)

Compared to a finite camera with 11 degrees of freedom (5 for the intrinsics
and 6 for the extrinsics), it has only 6 free parameters. These are 3 for the
rotation, 2 for the offsets t1, t2, and 1 for scale s, while t3 = 1.
For the un-projection of a point the corresponding ray r is computed with

the affine camera calibration matrix and according to Eq. (2.4). Then, the
original 3D point is obtained by scaling only the Z-coordinate by means of the
measured depth, i.e., XC = r diag(1, 1,D(x)).

Lens Distortion: Both the projective and parallel projection have been mod-
eled as linear mappings via the projection matrix P so far. However, real world
cameras usually do not follow a linear model, but exhibit distortions caused
by the physical properties of a lens. In order to describe the image formation
process more accurately, it suffices to establish the relationship between the
physical coordinates of a pixel and the coordinates of the ideal perspective
mapping. The Brown-Conrady distortion model (Brown, 1966) considers radial
and tangential distortion components and is used in this thesis. Thereby, dis-
tortion is modeled on the image plane, i.e., with normalized image coordinates
xn and distorted coordinates xd are obtained by the mapping

xd = L(r2)xn + dx(xn) where r2 = ‖xn‖22 . (2.8)

L(r2) models the radial distortion with the underlying assumption that the
principal point coincides with the center of distortion. The most common
functional approach for L(r2) is a polynomial, such that a second order Taylor
expansion leads to

L(r2) = 1 + k1r
2 + k2r

4 . (2.9)

12



2.3 Image Properties

The tangential distortion model is contained in the term dx and captures dis-
tortion due to imperfect centering of lens components. The offset is computed
to

dx(x) =
[

2xy r2 + 2x2

r2 + 2y2 2xy

](
k4
k5

)
. (2.10)

After distortion correction, the camera calibration matrix K maps the distorted
coordinates to pixel locations x̃ = K (xd, 1)T as before. The compact notation
x = π(XC) will also be used to include the non-linear dependency from lens
distortion where appropriate; the particular meaning will be clear from the
context.

The inverse of the lens distortion function of Eq. (2.8) can not be computed
in closed form, due to the dependency on a higher order polynomial. Therefore,
we need to resort to an iterative procedure to obtain the undistorted point
xn from the distorted location xd. However, if only the inverse mapping is
required, it is valid to directly parameterize the lens distortion in the inverse
direction, resulting in a closed form solution.

2.3 Image Properties

In computer vision we often look for an abstraction of the captured pixel
intensity data, both to achieve better data interpretation and faster compu-
tation. In the following, appearance based information in the form of local
image features and geometric information captured by vanishing point and
line information are discussed.

2.3.1 Feature Detection and Description

Sparse local features define an abstraction layer and aim to summarize ap-
pearance information in an image in a consistent and repeatable way. This
is in contrast to dense methods, which utilize all the intensity information in
an image. While the latter recently regained popularity for example in deep
learning scenarios (e.g., Krizhevsky et al., 2012; Chatfield et al., 2014) or for
real-time methods (e.g., Forster et al., 2014; Engel et al., 2014), the former
builds the basis for the majority of applications in 3D computer vision and also
this thesis. Thereby, sparse feature extraction is a two step process, consisting
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of the search for distinctive, repeatable image points by means of a detector
and the subsequent description of their local image content via a descriptor.
As our registration methods build upon image features, we will give a concise
overview over relevant methods in the following.
In their fundamental work, Harris and Stephens (1988) and later Shi and

Tomasi (1994) propose one of the first corner detectors which is widely known as
Harris or Shi-Tomasi corner detector nowadays. It finds (constant size) interest
points by evaluating statistics about local image gradients. To efficiently
detect stable keypoint locations also at different sizes, a detector is employed
on the scale space (Lindeberg, 1994) representation of an image. The SIFT
(scale invariant feature transform) detector proposed by Lowe (2004) hereby
is the most prominent example. It employs a difference of Gaussians filter,
approximating the second order image derivative, to extract distinctive image
blobs as extrema in scale space. Together with its proposed SIFT descriptor,
summarizing local image gradient information, it has been proven to work
reliably in real world applications and thus is also used as the feature of choice
in this thesis. Inspired by SIFT, Bay et al. (2008) developed SURF (speeded
up robust features) which utilize the determinant of the Hessian as a blob
detector and build upon integral images to achieve faster computation. While
both detectors have been shown to be robust to viewpoint changes of up to
30◦ degrees (Mikolajczyk et al., 2005), Matas et al. (2004) explicitly target the
wide-baseline setting and propose MSER (maximally stable extremal regions).
Their blob detector searches for stable image components among several binary
segmentations and by this obtains invariance to affine image transformations.
Finally, for real-time applications, e.g., in robotics, binary corner detectors
such as FAST (features from accelerated segment test) (Rosten et al., 2010)
got popular recently.
In terms of descriptors, the SIFT descriptor (Lowe, 2004) is still one of the

most precise and thus also widely used ones. It was extended to the GLOH
(gradient location and orientation histogram) by Mikolajczyk and Schmid
(2005) to consider more spatial regions, while the higher dimensionality is
reduced using PCA. Following a similar concept, the HOG (histogram of
oriented gradients) (Dalal and Triggs, 2005) efficiently captures image data
on a regular grid and has been shown to significantly outperform existing
feature sets for human detection. To facilitate dense, wide-baseline matching,
Tola et al. (2010) propose DAISY, which is robust against many photometric
and geometric transformations. To achieve fast computation, BRIEF (binary
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robust independent elementary features) (Calonder et al., 2010) build upon
binary strings as efficient, highly discriminative descriptor which are computed
via intensity differences resulting in simple binary tests.
Besides the aforementioned, well-known features, a multitude of variants

thereof exist. Prominent examples are ORB (Oriented FAST and rotated
BRIEF) (Rublee et al., 2011) or BRISK (binary robust invariant scalable
keypoints) (Leutenegger et al., 2011). The former – compared to its underlying
basis feature – is invariant to in-plane rotations and resistant to noise. The
latter employs the FAST based detector in scale space and forms its descriptor
as an assembly of bit-strings from binary tests.
Especially the introduction of scale and rotation invariant detectors and

descriptor has had tremendous influence on the robustness and performance in
various algorithms in 3D reconstruction, camera tracking, object detection, or
scene understanding and alike and thus is a standard building block nowadays.
For an overview and evaluation of invariant detectors and descriptors, the
interested reader is referred to e.g. (Schmid et al., 2000; Mikolajczyk and
Schmid, 2004; Mikolajczyk et al., 2005) and (Mikolajczyk and Schmid, 2005),
respectively. In addition Kaneva et al. (2011) present a comparison of invariant
image features wrt. robustness to scene changes and image transformations
using a photorealistic virtual world. Finally, a comparison of binary features
is presented by Heinly et al. (2012).

2.3.2 Vanishing Points and Lines

With the knowledge of the actual camera model, also geometric information
can be obtained from a single image. Most prominent in this respect is the
extraction and interpretation of vanishing points and lines. Under a perspective
projection, objects that stretch to infinity can have finite extent. Therefore,
an infinite scene line is imaged as a line terminating in a vanishing point – or
parallel world lines are imaged as converging lines, intersection in the vanishing
point (Hartley and Zisserman, 2004).

Geometrically a vanishing point v of a world line with direction d is obtained
by intersecting the image plane with a ray parallel to d and passing through the
camera center C; i.e., v only depends on the direction d and not its position.
The computation from image measurements is achieved by intersecting line
segments in the image. Under the assumption of Gaussian noise, the maximum
likelihood estimate of a vanishing point and line segments is obtained as
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the best least squares fit wrt. orthogonal distances between lines and the
vanishing point (Kosecka and Zhang, 2002; Zhang and Kosecka, 2002; Hartley
and Zisserman, 2004).

Especially human build environments follow strong geometric properties and
the majority of lines is aligned with the principal orthogonal directions of the
world coordinate frame. This so called Manhattan style world is a widely use
prior assumption in reconstruction algorithms (Furukawa et al., 2009a; Lee
et al., 2009; Flint et al., 2010a,b; Ramalingam et al., 2013). The observation can
be exploited to efficiently compute vanishing points and further to estimate the
relative orientation of the camera wrt. the scene (Kosecka and Zhang, 2002).
Within this thesis, we leverage this property to rotate the camera coordinate
system into an upright position. Let vv correspond to the vertical vanishing
point and rv = K−1vv be the ray in the vertical vanishing direction d, then the
needed transformation is represented via a rotation aligning (0, 1, 0)T with rv.
The remaining axes of the new coordinate system are chosen to be orthogonal
to rv. Assuming that the original reference camera system was the identity
matrix (ex,ey,ez), then the new vertically aligned coordinate system coincides
with the 3D rotation

Rv =

 rv × ez
rv

rv × ez × rv

 . (2.11)

A homography which warps the image itself to an upright representation is
given via

Hv = KRvK−1 . (2.12)

2.4 Correspondence Search

So far we have considered a single image and its projection of the 3D world
only. Given two or more cameras imaging (parts of) the same scene from
different viewpoints, the projection imposes constraints on the positions of
projected 3D points, such that the relative pose between cameras and the
actual 3D structure can be computed (cf. following Sec. 2.5-2.6). At the basis
of these algorithms is the need to establish point-to-point correspondences
between images, or an image and the 3D model. This search is typically
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based upon the sparse features and their descriptors discussed previously. A
simple solution is to perform brute force nearest neighbor search in descriptor
space; however, its complexity grows quadratically in the number of features
to match. Fast matching via approximate nearest neighbor search (Muja and
Lowe, 2013) provides a tractable approach and is used for matching tasks in
this thesis. It consists of first building a space partitioning kd-tree in descrip-
tor space and then evaluating the (decision) tree on a query feature. Thereby
the computationally complex part is the tree modeling itself, while matching
exhibits a complexity of O(logn) in the number of features. Constant time
complexity can be achieved by clustering image features into visual words,
since retrieval then amounts to indexing an inverted file. Typically the quality
of the correspondence search degrades (i.e., more correct matches are missed)
the more abstraction is introduced. Recently, Cheng et al. (2014) have pro-
posed a promising matching approach based on cascaded hashing, which shows
comparable performance to kd-tree based matching, but is 10 times faster.

The majority of 3D computer vision algorithms relies on accurate correspon-
dences, such that the generation of wrong matches presents a major problem.
However, there is no guarantee that the closest point in descriptor space also
represents the correct match. This problem gets even more severe in case
of high descriptor space density, e.g., for databases containing thousands of
pictures or large-scale 3D models. Consequently an efficient outlier rejection
method is required. The widely used ratio test (Lowe, 2004) enforces that the
distance ratio between the closest and second closest match is below a certain
threshold, such that only discriminative matches in descriptor space survive.
Though, it rejects many correct matches in case of repetitions and high de-
scriptor density. In Chapter 6 we present an alternative filtering strategy
incorporating prior known geometric information from the camera setup and
the 3D model itself within a pose estimation setting. Besides strong filtering,
another options is to aim for the extraction of more similar descriptors right
from the beginning. Especially for setups with considerably varying view-
points, keypoint repeatability decreases and descriptors get distorted due to
perspective effects. In this regard, Wu et al. (2008) and Cao and McDonald
(2012) proposed to extract viewpoint invariant patches by means of known
planar structures in the 3D geometry. We extend this idea to developable
surfaces and general 3D scenes in Chapter 5. Finally, Lepetit and Fua (2006)
and Ozuysal et al. (2010) represent wide-baseline matching as a classification
problem. For training an object is modeled from all possible viewpoints; then
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the classifier uses hundreds of simple binary features and models class posterior
probabilities related to the learned camera poses.

2.5 Pose Estimation

Pose estimation comprises solutions to the problem of finding the relative
pose parameters [R, t] and, in the case of camera pose estimation, optionally
(parts of) the camera intrinsics K and lens distortion parameters, given a set of
tentative correspondences. First, closed form solutions for different geometric
setups will be discussed. We also point out the minimal solutions, i.e., an
algorithm is provided with the minimal number of required correspondences,
all of which are assumed to be correct. Second, we briefly mention robust
estimation methods including geometric verification, which allow to find a good
inlier set within numerous established, but potentially noisy correspondences.
In the rest of this thesis we will resort to several of these methods.

2.5.1 Closed Form and Minimal Solutions

Relative Pose for 2D - 2D Correspondences

Estimating the relative motion between two images is a classic problem in stereo
vision. Thereby, epipolar geometry (Hartley and Zisserman, 2004, p239ff) de-
scribes a relationship between two views which expresses the condition that
corresponding point rays must intersect in space. As such, it is independent of
the scene structure and solely depends on the intrinsic and extrinsic camera
parameters. According to epipolar geometry, for each point x in one image,
there exists a corresponding epipolar line l′ in the other image, i.e., the match-
ing point x′ in the second image must lie on l′ and vice versa. The fundamental
matrix F ∈ R3×3 is the algebraic representation of this property of epipolar
geometry (Faugeras, 1992; Hartley, 1992; Luong and Faugeras, 1996):

x′Tl′ = x′T Fx = x FTx′ = xTl = 0 . (2.13)

Above constraints can be written in linear form aTf = 0, where a = x⊗x′ and f
is the stacked fundamental matrix. Since the common scaling is not significant,
8 (normalized) pairs of corresponding points are sufficient to compute a solution
for F in linear form, e.g., via a Singular Value Decomposition (Hartley, 1997).
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In addition, F is a homogeneous matrix of rank 2, such that the constraint
det F = 0 needs to be satisfied. Alternative methods for computing the
fundamental matrix, both relying on sparse and dense correspondences, are
discussed for example in Valgaerts et al. (2011).

In case the intrinsic camera calibration is known, only the relative pose [R, t]
between images remains unknown and the fundamental matrix is specialized to
the essential matrix E. It is expressed in terms of normalized image coordinates
xn = K−1x, leading to the relation

x′TFx = x′TnK′T F Kxn = x′TnExn = 0 . (2.14)

As before, E is a 3 × 3 homogeneous matrix, but now only has five degrees
of freedom – three for the rotation and two for the translation, since there
is an overall scale ambiguity. In his seminal work Longuet-Higgins (1981)
established the additional relationship E = [t]×R = −R[C]×, which reveals
that the essential matrix can be factored into its rotational and translational
components (Hartley and Zisserman, 2004, p258f). To obtain a solution for E,
the 8-point-algorithm can be applied equivalently, followed by a projection onto
the space of essential matrices. However, already Kruppa (1913) showed, that
due to the additional constraints only 5 point correspondences are sufficient
to obtain a valid solution. In this regard, efficient solutions (e.g. Nistér, 2004;
Stewénius et al., 2006) have been proposed more recently. Including a priori
geometric information about the camera setup, such as the knowledge of the
vertical camera orientation (Kalantari et al., 2011; Fraundorfer et al., 2010) or
constraint motion (Li et al., 2013; Lee et al., 2013) lead to even more efficient
solutions due to the reduced number of required correspondences.

Absolute Pose for 2D - 3D Correspondences

In case scene structure is known a priori, e.g., from a sparse reconstruction,
and correspondences are established between image and 3D points we search
for the absolute camera pose wrt. the model. This setup typically arises
in image based localization and tracking scenarios and setups differ by the
number of required point correspondences. Hence, it is also referred to as
the perspective-n-point (PnP) problem in the computer vision literature or as
space resection in the photogrammetry community.
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Known internal calibration: Let us first consider the case where the camera
intrinsics are known. The P3P problem exhibits the smallest subset of control
points that yields a finite number of solutions. It was first investigated by
Grunert (1841) and brought to the computer vision community by Fischler
and Bolles (1981). There exist a multitude of approaches to solve the problem
and the majority of proposed methods represent non-iterative, multi-stage
solutions. As such, they first estimate 3D coordinates of the image points
in the local camera frame, and then solve the remaining 3D-3D alignment
problem (see the following paragraph for a discussion of suitable algorithms).
The algorithms differ in the way they solve the polynomial equations modeling
the constraints between image and 3D points. In general one obtains up
to 4 solutions for 3 points1, which can be disambiguated using additional
information, e.g., a forth point correspondence. A detailed review and analysis
of different algebraic solutions can be found in the work of Haralick et al.
(1994), including an examination of their numeric stabilities. One of the most
popular and robust P3P solvers was proposed by Gao et al. (2003). The
authors use both, an algebraic and geometric approach, to provide a solution
classification of the P3P equation system. In comparison to these methods,
Kneip et al. (2011) was the first to use a parameterization, that computes the
aligning transformation directly in a single stage. The algorithm shows lower
computational cost and improved numerical stability. Moreover, Nistér and
Stewénius (2007) discuss a P3P algorithm for the generalized camera setting,
i.e., for 3 points with different (but known) centers of projection and Albl
et al. (2015) explicitly address rolling shutter effects.
The over-constrained case n ≥ 4 results in pose estimation from redundant

data with the advantage of improved accuracy under noisy data. This PnP
setting includes P3P as special case. Quan and Lan (1999) and Ansar and
Daniilidis (2003) propose linear solutions using 4 and 5 points, but their
methods exhibit a high computational burden with a complexity of at least
O(n5). In comparison, both Lepetit et al. (2009) and Li et al. (2012a) show
that there exist closed form solutions with O(n) time complexity. A natural
alternative to previous non-iterative methods are iterative ones, which rely on
the minimization of an appropriate criterion, e.g., a geometric distance in the
image or 3D domain. Such a formulation will lead to a non-convex optimization

1For degenerate 3D point configurations, such as co-planar points and camera center, the
solution will also be degenerate .
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problem, but can deal with an arbitrary number of correspondences and achieve
excellent precision (in case of convergence). In this regard, the method of Lu
et al. (2000) is one of the fastest and most accurate. Its objective is an error
in 3D space which is minimized via alternating optimization on the rotation
matrix and translation vector. The provably optimal solution by Olsson et al.
(2009) leverages a branch and bound framework, but its high computational
cost makes the algorithm impractical. An optimal solution in O(n5) time that
is also independent of the outlier rate has been present by Enqvist et al. (2012)
and is used in Svärm et al. (2014) (see also Sec. 6). Recently, Zheng et al. (2013)
have proposed a non-iterative, globally optimal algorithm with a computational
complexity of O(n). This is achieved by formulating the PnP problem as an
unconstrained minimization problem using a non-unit quaternion rotation
parameterization. The method leverages the Gröbner basis in order to retrieve
all possible solutions and thus is universally applicable.

Unknown internal calibration: In practice, the camera calibration is not
always given, especially the focal length changes under zoom or auto-focus.
In the classical camera calibration problem we are looking for all parameters
of the projection matrix P = K[R, t]. The idea of the direct linear transform
(DLT) algorithm (Abdel-Aziz and Karara, 1971; Ganapathy, 1984; Hartley
and Zisserman, 2004) is to obtain the entries of P as the solution to a linear
system of equations. P has 12 entries but due to an overall scale ambiguity,
only 11 degrees of freedom. Therefore, at minimum 6 point correspondences
are sufficient to obtain a solution.

For the standard pinhole camera model it is valid to assume that the principal
point coincides with the image center and that the pixel footprint is squared,
i.e., the skew factor s can be neglected. Consequently, the focal length remains
as the only unknown parameter, leading to 7 degrees of freedom and requiring
a minimum of 3.5 image points for 4 known 3D points. Triggs (1999) and
Bujnak et al. (2008) introduce a P4Pf method that takes 4 image points
to estimates the focal length together with the external camera parameters.
Sattler et al. (2014) propose to rely on the efficient P3P solver and calibrate
the camera by sampling focal length values. Their sampling strategy models
the probability of finding a pose better than the current best estimate, which
enables to efficiently guide the sampling process. Recently, the true P3.5P
problem was solved by Wu (2015). The minimal solutions allows them to
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use the remaining image coordinate to filter the 10 candidate solutions which
creates a significant efficiency improvement.
Especially for wide field of view lenses, radial distortion has a strong effect

on the imaging process. Rather than assuming a linear projection model,
Josephson and Byröd (2009) show that the unknown radial distortion and
focal length can be estimated jointly, also requiring only 4 correspondences.
In contrast, the P4Pfr method of Bujnak et al. (2011) estimates pose, focal
length and radial distortion separately. While both approach leverage Gröbner
basis solvers to obtain a solution, the latter method was shown to be more
than one order of magnitude faster at comparable or better accuracy.

Partially known rotation: Often partial information about the orientation of
the camera is known upfront. For example, the gravity direction of a camera
can be obtained from inertial sensors in modern smart phones or extracted from
the vertical vanishing point. Fixing the vertical camera orientation restricts
the camera degrees of freedom to only in-plane rotations (besides translation).
Therefore, two points are sufficient for pose estimation of a calibrated camera
and three points, if radial distortion is considered as well (Kukelova et al.,
2011). A typical practical example where the vertical direction is known is
given by cameras mounted on a car which is moving on a plane. Lee et al.
(2014) show that one can calibrate such a multi-camera system jointly using
only 4 points in the minimal case and that 8 points are required to obtain a
linear solver. If non-holonomic constraints (cf. Ackermann steering principle
for wheel vehicles (Siegwart et al., 2011)) are taken into consideration, a single
point correspondence suffices to solve for the camera pose (Scaramuzza, 2011).

The interested reader is referred to the website http://cmp.felk.cvut.cz/
minimal/, which represents an excellent source of information about minimal
pose solvers.

Relative Pose for 3D - 3D Correspondences

Finally, let us consider the case where all points are given in 3D space. Thereby,
we aim for the alignment between two point sets X ,Y with N ≥ 3 given
correspondences. This setup for example arises in the registration of point
clouds, but can also be established between depth maps. In general, the
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objective function to minimize is stated as

E(s,R, t) =
∑
i

ρ
(
‖Yi − (sRXi + t)‖22

)
, Xi ∈ X ,Yi ∈ Y , (2.15)

where ρ(·) is a cost function of choice. If the error minimization is performed
in the least squares sense, i.e., ρ(e) = e depicts the trivial loss, a closed form
solution can be derived. According to Arun et al. (1987); Horn et al. (1988),
the centroids of the point clouds µX =

∑
iXi/N , µY =

∑
iYi/N will align

under Gaussian noise. This property allows to decouple R and t, such that
t = µY −RµX and the transformed least squares problem reads as

E(s,R) =
∑
i

∥∥Ȳi − sRX̄i

∥∥2
2 =

∑
i

ȲT
i Ȳi + s2X̄T

iX̄i − 2sȲT
iRX̄i

with Ȳi = Yi −µY , X̄i = X−µX . (2.16)

Above decoupled problem formulation is common among different solution
methods, which distinguish themselves in the way the rotation R is parame-
terized (cf. Eggert et al., 1997; Kanatani, 1994).
The so called orthogonal procrustes problem (Schönemann, 1966) relies on

a matrix representation and the constraint that RTR = I, but doesn’t consider
scaling, i.e., s = 1. Thus, the goal is to maximize the term

∑
i ȲT

iRX̄i =
tr(RXYT) wrt. the rotation2, where X and Y are the concatenated 3D points.
With the SVD of the 3× 3 correlation matrix XYT = UΣVT the closed form
solution is R = VUT. Considering isotropic scaling, the result for R remains as
above and it holds s = tr(RXYT)/tr(XTX) (Schönemann and Carroll, 1970).
The orthogonal procrustes problem does not consider the fact, that R needs
to belong to the special orthogonal group SO(3) (i.e., det R = 1). Therefore,
obtained solutions might also give a reflection (det R = −1), if point sets are
planar or severely corrupted. In contrast, Horn et al. (1988) and Umeyama
(1991) also consider the orthonormal characteristic of R to guarantee that the
result will always be a rotation. A good overview over procrustes problems
is given in Gower and Dijksterhuis (2004). Alternatively a rotation parame-
terization via quarternions (Faugeras and Hebert, 1986; Horn, 1987) or dual
quarternions (Walker et al., 1991) prohibits reflections by design, still providing

2Note, that
∑

i,j
AijBij = vec(A)Tvec(B) = tr(ATB) = tr(ABT).
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a closed form solution.
If ρ(·) takes the form of a robust cost function, such as the popular L1 or

Huber norm, no closed form solution can be derived anymore and we need to
rely on an iterative method as briefly discussed in the next section.

2.5.2 Pose Estimation from Noisy Data

In the previous section we have assumed that point correspondences are correct.
For real-world applications this is an unrealistic setting, e.g., automatically
matching features from appearance only is difficult and errors are frequent.
Therefore, established correspondences typically contain a significant amount of
outliers, which creates the need for robust estimation methods. In this regard,
RANSAC exploits geometric consistency to remove incorrect correspondences,
while other estimation methods rely on robust cost functions or optimal search
strategies.

Geometric Verification with RANSAC

Random sample consensus (RANSAC) (Fischler and Bolles, 1981) is an effi-
cient method for outlier rejection and probably the most common strategy to
estimate a transformation in the presence of noisy data. Because of its random
and non-deterministic nature, it does not fulfill consensus set maximization
exactly and optimally, but provides an effective search method for finding a
good geometric model explaining the relation between correspondences. At a
glance, RANSAC iteratively selects a random, minimal subset from all corre-
spondences to generate a model hypothesis by means of one of the previously
presented closed form solvers. It then verifies the estimated transformation
against all other matches and counts the number of inliers. A correspondence
is define to be an inliers if its error distance dΘ(c) (e.g., the reprojection error
or the euclidean distance between points in 3D) is smaller than a user defined
threshold. The geometric model that reaches the largest consensus on the cor-
respondences set is finally taken as the true underlying pose. Alg. 1 presents
a prototypical implementation of the approach.
The number of performed iterations is crucial for the algorithm to provide

some guarantees on the returned solution. Let us assume that the ground truth
inlier set has sizeN < |C|, where C denotes all tentative correspondences. Then,
for a single iteration the probability that all m sampled points are inliers and
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Algorithm 1 Random Sample Consensus (Fischler and Bolles, 1981)
Input: Correspondences set C, minimal sample number m,

inlier threshold Γ , failure probability η
Initialization: Ibest = {}, wbest = m/|C|

kmax = blog η/ log(1−wmbest)c+ 1
for i = k to kmax do

Randomly select m correspondences from C
Compute model hypothesis Θ from samples
I = {}
for c ∈ C do

if dΘ(c) < Γ then
Add c to inlier set I

if |I| > |Ibest| then
Θbest ← Θ, Ibest ← I
wbest = |Ibest|/|C|, kmax = blog η/ log(1−wmbest)c+ 1

Return: Tuple (Θbest, Ibest) consisting of best model and inlier set

we get a correct model is

Pinliers =
m∏
i=0

N − j
|C| − j

≤
(
N

|C|

)m
= wm . (2.17)

Consequently, (1−wm) denotes the probability that at least one of the samples
is an outlier and a wrong model is estimated. Over the sequence of k iterations
the failure probability, i.e., the probability that the algorithm never selects a
valid sample set, is η = (1−wm)k. Hence, RANSAC needs to take at least

kmax(w,m) =
⌊

log η
log(1−wm)

⌋
+ 1 (2.18)

iterations to ensure that a correct model is found with probability 1−η. Both,
the number of samples m and the inlier ratio w, have a strong impact on
the required number of iterations. It is seen immediately from this context
why minimal pose solvers are such important – any solver that needs less
sample points for hypothesis generation will speed up the overall computation
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significantly. Additionally, w is updated during the search, if the current best
solution reflects a higher inlier ratio than initially expected, allowing an earlier
stop.
One typically refines the solution obtained by RANSAC via a non-linear

optimization on the found inlier set. This guarantees that the final estimated
model best explains the relation between matches that have been identified as
correct.

Robust Parameter Estimation

RANSAC is the method of choice, if the correspondence set is contaminated
by a large amount of incorrect matches. If the outlier ratio is known to be
rather small, robust parameter estimation methods present an alternative. In
order to do so, a registration task is formulated as non-linear least squares
problem. The objective function which we seek to minimize in dependence of
parameters θ then is

E(θ) =
∑
i

ρ
(
ri(θ)Tri(θ)

)
. (2.19)

The residual term ri for the absolute camera pose estimation and 3D point
cloud alignment (cf. Eq. (2.15)) problem is

ri = xi − π(RXi + t) and ri = Yi − sRXi − t , (2.20)

respectively. This formulation has the advantage that lens distortion is natu-
rally modeled in the camera projection π(·) as well. An equivalent formulation
can also be established for epipolar geometry expressed in terms of the funda-
mental or essential matrix (Hartley and Zisserman, 2004, p284f). ρ is chosen
to be a robust cost functional like the convex L1 or Huber norm, or non-linear
Cauchy and Tukey m-estimators which down weight the influence of outliers
even more (Zhang, 1997; Huber and Ronchetti, 2009). Due to the nonlinearity
in the rotation parameterization (and in the projection for the absolute pose
problem), iterative methods are used for optimization. Prominent examples
are the Gauss-Newton or Levenberg-Marquardt (LM) algorithm.
Recently, interesting alternative methods for robust pose estimation have

been proposed, that perform a complete search in the parameter space to
retrieve the optimal inlier set. The solutions differ in the used approxima-
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tions that make the search problem tractable. While Enqvist and Kahl (2008)
decouple the search for rotation and translation and derive approximate con-
strains for L∞ optimality (Kahl and Hartley, 2008), Enqvist et al. (2009)
show that joint inlier detection and pose estimation corresponds to the (NP
complete) vertex cover problem and suggest approximate solutions for it. Li
(2009) proposes a reformulation of the consensus set maximization as a mixed
integer programming problem which provides convex under-estimates. The
approximations from all these approaches provide bounds on the solution and
thus allow to leverage a branch and bound (Land and Doig, 1960) style algo-
rithm for exploiting the search space efficiently. In contrast, Chin et al. (2015)
depict that consensus maximization for a wide variety of vision tasks can be
posed as a tree search problem, which can be solved very efficiently. Finally,
Enqvist et al. (2012) show that the number of outliers can be minimized in
O(n) time. Their algorithm obtains the optimal inlier set by extracting all
Karush-Kuhn-Tucker (KKT) points to a constructed optimization problem.
In many cases this is too slow to be practical. Therefore, Ask et al. (2013);
Svärm et al. (2014); Fredriksson et al. (2014) propose simple and fast outlier
rejection methods to be used as preprocessing step to the optimal estimation.
Our absolute pose estimation procedure proposed in Chapter 6 also goes in
this direction and formulates the outlier filtering as an efficient, linear-time
voting problem.

2.6 Multiview Sparse 3D Reconstruction

So far we have targeted the problem of relating views to each other and
estimating the underlying relative motion. In this section we will use the
relation between local features from several images to recover both, the camera
motions and the scene structure. Therefore, the problem is termed Structure-
from-Motion (SfM) and much research has been devoted to it in the computer
vision literature over the last decades. The thesis does not contain contributions
to core SfM algorithms, but sparse SfM reconstructions are leveraged in our
proposed approaches in Chapters 3, 4 and 6. In particular the auto-calibration
algorithm in Chapter 4 can be seen as an augmented bundle adjustment
problem. Thus, we would like to give a brief overview.

SfM can be structured into a three step process. First, 2-view matching and
geometric verification is performed to estimate the epipolar geometry and by
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this the relative motion from matched image features (cf. Sec. 2.5.1). Second,
the different camera poses together with the scene points are recovered in a
global camera coordinate system. Previous calibrated two-views allow matches
to be reconstructed through triangulation. If camera intrinsics are unknown,
self calibration (e.g., Pollefeys et al., 1999) needs to be employed. Third, a
global non-linear optimization refines the estimated structure and motion.
The reconstruction is strictly projective, since all measurements are carried

out in the image domain. As a result, there remains a scale ambiguity in the
model. To get a metric reconstruction, constraints are needed either on the
structure or the motion. In addition, no structure can be recovered in case
the camera undergoes a pure rotation, or if the scene is planar. The former is
missing parallax between views (i.e., the cameras have zero baseline), while
for the latter the epipolar geometry is not unique. In both cases the mapping
between image points is fully described by a homography, rather than the
actual scene depth.
While there exist optimal strategies for the first and last processing step,

algorithms mainly differ in how they perform the second, structure recovery
step as follows.

Incremental SfM: In incremental SfM new views are added in an iterative
fashion by first establishing 2D-3D correspondences between the current re-
construction and the new image features, then estimating and evaluating the
view’s absolute pose (against the initially estimated relative poses), and finally
updating the structure. Intermediate bundle adjustment is necessary to rigid-
ify local structure and motion and ensure successful reconstruction. Many well
known SfM systems such as Pollefeys (1999); Pollefeys et al. (2004); Snavely
et al. (2007); Pollefeys et al. (2008); Agarwal et al. (2009); Wu (2013) have
been built in this way over the last years. Due to the incremental nature of the
algorithm, it suggests itself for sequential image sequences or real-time applica-
tions, where immediate reconstruction is desirable. In the robotics community
this iterative reconstruction setting is known as monocular simultaneous local-
ization and mapping (SLAM) (Davison, 2003; Davison et al., 2007). However,
all approaches are known to suffer from drift due to the accumulation of errors,
have difficulties in handling loop closures efficiently, and the success of the
reconstruction is likely to depend on the image order.
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Global SfM: In contrast, global SfM methods consider the entire view graph
at once. Hence, they are particularly applicable to unordered image collections
where no spatial or temporal order can be assumed. Algorithms start by first
estimating global rotations and then refining the relative translations. To
disambiguate the reconstruction and detect incorrect epipolar geometry (e.g.,
from wrong matches or repetitive structures), the view graph is filtered by
removing any two view constraints that do not conform with the estimated
global rotations (e.g. Zach et al., 2008, 2010; Roberts et al., 2011; Jiang et al.,
2012). Finally, triangulation of points leads to an initial structure and motion.
There exist established algorithms for global rotation estimation (e.g. Hartley
et al., 2013; Moulon et al., 2013), which exploit loop constraints in the graph;
however, the calculation of the translation is more evolved, due to the present
scale ambiguity. Possible solutions (Govindu, 2001; Jiang et al., 2013; Crandall
et al., 2013; Wilson and Snavely, 2014) differ in how the parameterize the
problem and compute the global camera translations.

Local Refinement via Bundle Adjustment: Both, incremental and global
SfM methods create an initial sparse point cloud together with camera poses
that are refined in the third processing step by means of a global non-linear
optimization. In bundle adjustment (Brown, 1958; Triggs et al., 2000; Ni et al.,
2007; Zach, 2014) the objective function models the reprojection error between
projected 3D points and their image observations. The optimization is then
carried out within a potentially robust, non-linear least squares framework,
according to

θ∗ = min
θ∈Rn

∑
i,j

ρ
(
rij(θ)TΣ rij(θ)

)
= min
θ∈Rn

∑
i,j

ρ

(∥∥∥Σ1/2rij(θ)
∥∥∥2

2

)
, (2.21)

where rij corresponds to the residual term belonging to the ith 3D point and
jth camera. Therefore, the reprojection error computes to

rij(πj,wj, tj,Xi) = xij − πj (R(wj)Xi + tj) . (2.22)

The matrix Σ induces a norm on the residual, resulting in a prior on the
normal equations of the linearized objective function. For example, we have
incorporated the individual location uncertainties of feature points via Σ in
an earlier work (Zeisl et al., 2009). π models the non-linear camera projection
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and depends on the camera intrinsics and lens distortion parameters. The
rotational part of the camera pose [R, t] is often parameterized via a 3 DoF
angle-axis representation w. The corresponding rotation matrix is computed
via the so call Rodrigues formula (exponential map in SO(3)) to

R(w) = exp([w]×) = I + [w̄]× sinφ+ [w̄]2×(1− cosφ) (2.23)

with w̄ = w/‖w‖2 denoting the rotation axis and φ = ‖w‖2 the rotation
angle.
Solving Eq. (2.21) involves the first oder linearizion of the residual term,

leading to a least-squares problem at the current working point, which is
characterized by the Jacobian J = ∂r(θ)/∂θ. Solving the normal equations in-
cludes a factorization of JTJ. Sophisticated methods like the Schur complement
decomposition exist to exploit the sparsity of the problem and significantly
reduce computational complexity. Typically the update step is then per-
formed within a Levenberg-Marquardt framework. Efficient solvers like Ceres
solver (Agarwal et al., 2015), g2o (Kummerle et al., 2011), or incremental
smoothing and mapping (iSAM) (Kaess et al., 2008, 2012) exist which foster
efficient implementation.

2.7 3D Vision with RGB-D Data

Recently introduced RGB-D sensors like Microsoft Kinect, Asus Xtion Pro
Live, or time of flight sensor jointly capture image and depth data. Laser
scanners or structured light sensors provide this capability for years already;
however, it is the real-time processing and low cost of commodity RGB-D
sensors that has fostered their the widespread use in the computer vision
community. 3D modeling becomes a lot easier then, since the scene geometry
is already recovered, which circumvents stereo reconstruction and leaves the
alignment of individual scans as the key problem. With the presence of depth
data, the estimation of the relative pose between two images is solvable in closed
from with only three point correspondences via 2D-3D or 3D-3D matching
(cf. Sec 2.5.1), compared to 5 points if only image data is considered. We will
cover this topic of point correspondence based registration in more detail in
the following Sec 2.8.

The availability of dense geometry allows for image warping between views,
which is in favor of visual odometry methods estimating the camera trajec-
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tory directly from image intensities without the need for expensive feature
extraction and matching (e.g., Newcombe et al., 2011a; Steinbrücker et al.,
2011; Kerl et al., 2013). Once camera poses are recovered, immediate dense
modeling is straight forward to achieve, e.g., via volumetric fusion and an
implicit surface representation (Chen and Medioni, 1991; Curless and Levoy,
1996). Recent research therefore concentrates on the modeling of larger scale
scenes (Henry et al., 2012, 2013), combined tracking and mapping (Newcombe
et al., 2011b,a), or even the reconstruction of articulated (Schmidt et al., 2014)
or dynamic environments (Newcombe et al., 2015). The generation of high
quality reconstructions is generally limited by the accuracy of the sensor in-
put itself. Especially commodity depth sensors exhibit substantial distortion.
Our RGB-D sensor auto-calibration procedure in in Chapter 4 targets this
problem. Finally, the ability to easily capture large amounts of (training)
data also inspired the use of regression methods for the classical problem of
(re-)localization in 3D models (Gee and Mayol-Cuevas, 2012; Shotton et al.,
2013; Glocker et al., 2013).

2.8 3D Model Registration

At last, let us look at the problem of 3D model alignment, where we aim for
the fully automatic registration of different model parts to obtain a consistent,
fused model. Partial models may have been acquired from different sources
such as commodity depth sensors or laser scanners, but (sub)models built
via SfM techniques may serve as data source likewise. The unknowns in this
process are the relative and global registrations among the sub-models. The
algorithms for alignment addressed in Sec. 2.5.1 already provide closed form
and robust solutions from a set of given point correspondences. Thus, we are
left with the task to establish those correspondences and following methods
primarily differentiate amongst each other by the way the perform model
matching.

2.8.1 Implicit correspondence generation

One of the most famous approach for point cloud alignment is the iterative
closed point (ICP) algorithm (Besl and McKay, 1992). It does not require any
given relationship between two models, but iteratively establishes and updates
correspondence hypothesis during optimization. As the name of the algorithm
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suggests, the maintained correspondence set is typically defined by the nearest
point neighbors between models in euclidean space, but applicable alternatives
are the point to plane (Chen and Medioni, 1991) or point to triangle distance
(see Rusinkiewicz and Levoy (2001) for a comparison of distance metrics).
The original ICP algorithm requires that one of the models is a subset of
the other; therefore, it can not handle outliers or models which only share
partial overlap. In contrast Zhang (1994) consider local point statistics, i.e.,
their method differs in how point matching is performed, and thus can handle
outliers. While ICP is proven to converge, it will only do so to the closest
local minimum. Hence, initialization of the algorithm with a good initial
transformation is essential for successful registration.
While ICP updates direct point correspondences and uses a closed form

solver on them in each iterations, Fitzgibbon (2003) utilizes the champfer
distance transform to represent the 3D model on a discrete voxel grid. This
allows for a consistent error functional with immediate distance error evaluation
and enables faster, non-linear least-squares based optimization.
In Sec 2.5.2 we already briefly mentioned globally optimal algorithms for

robust pose estimation; however, they still require a set of tentative cor-
respondences. Li and Hartley (2007) go one step further and assume point
correspondences to be unknown as well. In contrast to ICP, their method guar-
antees a globally optimal solution without any initialization. This is achieved
by jointly solving the correspondence and alignment problem and performing
a global search in the rotation space SO(3), again relying on efficient search
via branch and bound.

2.8.2 Explicit correspondence generation

Normally the modeled scene captures enough geometric or appearance vari-
ation such that the identification of distinctive salient locations allows for
explicit correspondence generation between overlapping model parts. Since
ICP requires a good initialization, feature based matching suggests itself as
a preprocessing step (Pandey et al., 2011). Thereby features may either be
extracted directly on the geometry data (e.g. Johnson and Hebert, 1999;
Rusu et al., 2009a; Yamany and Farag, 2002) or from texture information (cf.
Sec 2.3.1) such as reflectance or color images.
Considering depth only, Stamos and Leordeanu (2003) build upon segmen-

tation based features and exploit the fact, that the inter-model lines between
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points from two matches need to conform, for an early hypothesis rejection.
Huber and Hebert (2003) utilize a surface mesh matching engine and show
that a graph based optimization allows to reject wrong correspondences. While
corner like features are applicable to depth scans as well, if they are customized
to address depth related phenomena (Barnea and Filin, 2008), Aiger et al.
(2008) have shown that no keypoint detection is needed at all due to the
geometric relation of points. If one selects a random coplanar point quadruple
in one model, there exists a finite set of congruent quadruples in the second
model, which can be evaluated quickly via RANSAC (cf. Sec 2.5.2); though,
the efficiency degenerates with less overlap between scans. Sub-sampling of
point clouds, e.g., retaining 3D keypoints (Theiler et al., 2014), speeds up the
process but does not require any descriptors for matching.

Geometry based alignment methods share the common problem that shape
variation is essential, but often limited, especially for urban scenes. Texture
or reflectance information on the other hand can help significantly to resolve
ambiguities. However, the imaging process is strongly viewpoint dependent an
distorts local descriptors, which creates the need for appearance normalization
in wide-baseline matching scenarios. Invariant image regions have been obtain
for example by intersection of the surface with a 3D sphere (Wyngaerd and
van Gool, 2003), via a local planar shape approximation from surface normals
and subsequent texture warping (Köser and Koch, 2007), by means of plane
detection in point clouds (Wu et al., 2008) or from vanishing points (Cao and
McDonald, 2012; Srajer et al., 2014), or by the introduction of virtual views
for location recognition (Irschara et al., 2009). In Chapter 5 we will extend
the idea of planar feature normalization first to general developable surfaces
and then also free-form scenes.
Besides correspondences based on local features, also global geometric con-

straints have been used for the alignment tasks; e.g., extended Gaussian images
or surface orientation histograms enable alignment, if they are analyzed in the
spherical Fourier domain (Makadia et al., 2006).

2.8.3 Other Variants of Alignment

So far, we have only considered the pairwise alignment of two 3D models, but
most of the time a final model, consisting of multiple subparts or augmented
with image data is of interest.
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Multiple scans: For the registration of multiple scans (e.g. Pulli, 1999; Theiler
et al., 2015), the goal is to minimize the global registration error. If the
individual models are represented as nodes in a connectivity graph built from
available pairwise relations, then the distribution of the alignment error through
the graph is the optimal strategy. This type of optimization got popular in the
literature as pose graph optimization (Lu and Milios, 1997; Borrmann et al.,
2008; Kummerle et al., 2011; Kaess et al., 2012). However, it considers the
established underlying pairwise constraints as fixed. In contrast, Nishino and
Ikeuchi (2002) integrate the various relative pose estimations between scans
in one common least squares framework for joint optimization with a robust
cost function, which is computationally more complex, but also achieves better
accuracy. The work is part of the Great Buddha Project, with which Ikeuchi
et al. (2007) impressively demonstrate how model registration can be used to
digitally preserve cultural heritage for later generations.

Image to model registration: To fully capture the details of a model, it is
often desirable to also integrate texture information. This raises the questions
of how images can be registered wrt. an established model. Local keypoints
are typically not common between both modalities, and higher level descrip-
tions such as line based features (Liu and Stamos, 2005, 2007; Stamos et al.,
2008) are used for image to model matching. The maximization of mutual
information (Mastin and Kepner, 2009; Pandey et al., 2012) represents and
alternative. It exploits the statistical dependence between optical appearance
and measured LIDAR elevation, eliminating the need for specific calibration
targets (e.g., artificial landmarks, line features, etc.).

If a collection of images or video data capturing the same scene is available,
a two step process for alignment is possible. One first resorts to SfM techniques
(cf. Sec 2.6) to build a sparse 3D model and then solves the remaining 3D-3D
registration problem between the reconstructed point cloud and the initial
model (Zhao et al., 2005; Liu et al., 2006; Stamos et al., 2008; Novak and
Schindler, 2013). By this the images are successfully mapped to the model.
To obtain an optimal color projection, Corsini et al. (2013) rely on maximizing
the global mutual information between overlapping images.

Non-rigid registration: The assumption that model parts only differ by a
rigid transformation is not met in case the modeling process is effected by noise
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or other distortions such as device nonlinearities or calibration inaccuracy. To
still obtain one global consistent model, there is the need to allows for a local
deformation of model fragments while registration is performed. Such non-
rigid alignments have been used for the fusion of individual scans (Brown
and Rusinkiewicz, 2007), only partial overlapping range data (Li et al., 2008),
or smaller local reconstruction from depth data (Zhou and Miller, 2013).
The result are improved registrations with preserved surface details; though,
due to the local shape deformation guarantees about the accuracy of the
reconstruction are lost.
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3 Stereo Reconstruction of
Texture-less Building Interiors

I n this chapter, we consider the first step in a reconstruction pipeline, i.e., the
estimation of scene depth from images only. The proposed method resorts

to classical stereo vision and illustrates an efficient computational solution for
depth map estimation in indoor-scenarios.
Man-made environments constitute a very difficult setup for passive stereo

vision, since they typically contain only a few visually salient objects predom-
inantly exhibiting homogeneous areas with weak textures. Office-like indoor
environments also often contain specular or even transparent objects violating
the Lambertian surface assumption, thus making image-based reconstruction
even harder. Therefore, the Manhattan-world assumption – i.e., that major
surfaces are parallel with either the ground plane, or with one of two orthogonal
planes – is recently utilized as a strong prior in several approaches for image-
based modeling. We propose to replace the Manhattan-world assumption by
a related, but somewhat different prior for indoor environments:

The open/maneuverable space is bounded by parallel ground and ceiling
planes, and by purely vertical structures (i.e., mostly walls).

Further, vertical elements are assumed to be (piecewise) smooth in 3D. Under
this assumption our method is able to hallucinate the most probable vertical
structure whenever it is obscured by non-vertical elements (e.g., people or
furniture), or alternatively it can detect non-vertical objects and insert depth
measurements from a different source (e.g., local stereo).
We illustrate the difficulties of obtaining a meaningful depth map in an

indoor environment in Figure 3.1, where a stereo pair depicting a hallway is
shown (Figures (a) and (b)). Columns in the images already correspond to ver-
tical structures in 3D. The floor and the ceiling have significant view-dependent
highlights, and the scene is partially weakly textured. These properties result
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in poor depth maps using local (best cost) and scanline optimization (Fig-
ures (c) and (d)). Incorporating a strong piece-wise planarity prior (Figure (e))
or even global optimization for stereo (Figure (f)) returns visually appealing
disparity maps, but both methods have major difficulties in the ground region
(due to the specularities). Explicit incorporation of a vertical world assump-
tion significantly stabilizes depth estimation with and even without vertical
smoothness (Figures (g) and (h)).
In this work we explore the utility of the vertical structure prior for chal-

lenging indoor environments. Our contributions are as follows:

– We derive a minimal parameterization for the vertical structure prior suitable
for depth extraction from pixel-wise matching costs.

– The obtained depth map is demonstrated to represent a tiered labeling,
substantially simplifying the overall stereo problem.

– We formulate the final optimization as an efficient dynamic programming
problem that enforces smooth depth changes.

– We introduce an optional model selection stage to detect image columns
violating the vertical assumption.

The resulting algorithm exhibits a low computation cost, such that all pro-
cessing steps run at interactive frame rates, which makes it suitable e.g., for
autonomous system navigation.
In the following Section 3.1 we cover related work, whereas Section 3.2

explains the underlying idea of a vertical structure prior and required prepro-
cessing steps. Next, the utilization of vertical structures in the algorithm is
outlined in Section 3.3, followed by the incorporation of smoothness assump-
tions via dynamic programming in Section 3.4. Experiments, illustrating the
effectiveness of our approach, are presented in Section 3.5. Finally Sections 3.6
conclude with a summarizing and prospective discussion.

3.1 Review

Stereo matching has been and continues to be one of the most investigated
topics in computer vision. We will give a brief introduction and discuss the
various possibilities for the incorporation of geometric priors in the stereo
reconstruction process. The interested reader is also referred to the works of
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(a) Left image (b) Right image

(c) Per pixel best cost depth (d) Scanline opt. (Scharstein and
Szeliski, 2002)

(e) libELAS (Geiger et al., 2010) (f) Global opt. (Zach et al., 2009)

(g) Vertical aggregation (h) Our result (with DP)

Figure 3.1: Difficulties in dense stereo computation in indoor environments
arise from little texture and specular surfaces (a-b). Local (c) and scanline
optimization (d) lead to poor depth maps, while stronger regularizations (e-f)
return bettern results. Explicit incorporation of a vertical prior (g-h) clearly
stabilizes the depth estimation.
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Scharstein and Szeliski (2002) and Seitz et al. (2006), which give an excellent
taxonomy of dense, two-frame and also multi-view stereo methods.
Stereo reconstruction constitutes a dense correspondence problem. Given

two views, epipolar rectification (Ma et al., 2004, p404ff) defines an image
transformation that maps the respective epipoles at infinity, resulting in all
epipolar lines being parallel. Matching between the warped images then reduces
to a search for corresponding points along horizontal scan lines, rather than
the whole image. Multiple images can not be handled at once in this way;
however, plane sweeping (Collins, 1996) provides and alternative. It does not
require a priori rectification, but measures the agreement between frames by
projecting images onto a virtual plane that is moved through the scene. The
algorithm was later adapted to work in real-time on graphics hardware (Yang
and Pollefeys, 2003) and extended to multiple sweeping directions (Gallup
et al., 2007). In general the resolution of computed disparity maps depends
on the spatial configuration of views. Best results are achieved if the baseline
is kept variable and adapted to the actual scene depth (Gallup et al., 2008).
The most common used pixel-based matching costs in the literature are the
sum of absolute difference (SAD), the sum of squared intensity differences
(SSD), and normalize cross correlation NCC which can handle illumination
changes (Scharstein and Szeliski, 2002; Heo et al., 2011).
Independent, per pixel depth extraction is generally ambiguous and addi-

tional constraints are added that support smoothness by penalizing changes
of neighboring disparities. Recently, Hosni et al. (2013) proposed a local, edge
preserving cost volume filtering that aligns label transitions with color image
edges. On the contrary, global optimization methods aim to recover smooth
surfaces via the incorporation of additional geometric constraints. Usually,
this prior is very generic and formulated in terms of pairwise (sometimes
higher order) clique potentials in a Markov random field (Felzenszwalb and
Huttenlocher, 2006) favoring small depth discontinuities. The resulting dis-
crete multi-label problem is then solved via graph cut (Boykov et al., 2001;
Kolmogorov and Zabih, 2004; Felzenszwalb and Zabih, 2011). Since the compu-
tational complexity of these methods is high, researchers have been looking for
faster ways of smoothing the matching cost volume. Optimization along a scan
line only, is efficiently performed via dynamic programming (DP) Scharstein
and Szeliski (2002), but vertical consistency between scanlines is not enforced,
which leads to streaking artifacts. Therefore, Hirschmüller (2008) approximate
the global 2D smoothness constraint by combining many 1D constraints, each
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of them solved via DP. Veksler (2005) showed that a single tree structure gives
a sufficient approximation to the 2D grid which can also be solved via DP.
This paradigm of DP on a tree was extend to nodes consisting of scan line
segments (Deng and Lin, 2006) and image segmentations (Mei et al., 2013).
Let us now turn to the specific problem of stereo estimation in man-made

environments. There the reconstruction typically requires very strong assump-
tions, i.e., scene priors, to be able to handle texture-less regions successfully. In
particular this applies to indoor environments where weakly textured, homoge-
neous surfaces (e.g., uniform walls) are dominant in the image. Consequently,
several strong priors for reconstructing urban environments and building inte-
riors are proposed in the literature.

Man-made outdoor environments are usually composed of mainly piece-wise
planar surfaces. This strong assumption can be incorporated at different steps
in the image-based reconstruction process: first, computation of the matching
costs between images can be improved by considering several surface orienta-
tions (derived e.g., from dominant vanishing directions or from a sparse 3D
point model (Gallup et al., 2007; Mičušík and Košecká, 2010)). Further, the
robustness of depth map extraction and the efficiency of 3D model representa-
tion can be significantly enhanced (Furukawa et al., 2009a; Sinha et al., 2009).
A different, but usually even stronger model for outdoor urban environments
assumes purely vertical facades emerging from a ground plane (Cornelis et al.,
2008). The corresponding depth map representation is extremely efficient:
after image alignment with the vertical direction only one depth value per
image column needs to be determined and stored in the depth map. Further,
depth map computation is very robust, since the matching costs along an
image column can be (robustly) fused to determine the single required depth
value. We leverage these advantages in our work.
Reconstructing indoor environments, e.g., office spaces or corridors, from

images even poses a more challenging task, since texture-less or only weakly
textured surfaces are predominant. In many cases line structures correspond-
ing to (orthogonal) vanishing directions allow the inference of simple planar,
Manhattan-like models from single images (Lee et al., 2009; Flint et al., 2010a).
Unfortunately, these methods are not suitable for (near) real-time applications
due to their expensive inference stage to determine the most likely 3D con-
figuration. Fusing several depth maps, generated under the Manhattan-world
assumption, can give impressive results (Furukawa et al., 2009b). Since our
application is targeted towards real-time usage, such a high-quality approach is
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not feasible because of run-time constraints, and the potential lack of required
redundancy in the captured image data.
In order to handle weakly textured regions, dense correspondence methods

typically utilize some prior model on the resulting depth map as motivated
before. The assumption of piecewise planarity of the imaged environment
can be explicitly incorporated by assigning locally planar depth hypotheses
to image regions induced by super-pixel segmentation (e.g., Sun et al., 2005;
Klaus et al., 2006; Wang and Zheng, 2008). A fast stereo method strongly
using the piecewise planar assumption was proposed by Geiger et al. (2010).
This approach first determines a sparse set of very confident correspondences,
and uses the induced Delaunay triangulated surface model as strong prior
for the generation of a complete depth map. Gallup et al. (2010) extends
the piecewise planar model and explicitly introduces an additional label for
non-planar surfaces. Images are segmented into planar and non-planar regions
by means of photoconsistency and learned appearance, and finally non-planar
regions are modeled with a standard stereo approach.
Continuous algorithms often rely on a convex formulation (eg, Chambolle

and Pock, 2010) that aim to minimize the total variation of the reconstructed
geometry. These algorithms suffer from stair-casing artifacts, since first oder
total variation favors piece-wise constant solutions. To handle arbitrary surface
orientations, total generalized variation (TGV) (Bredies et al., 2010) based
denoising was applied for stereo estimation by Ranftl et al. (2012), resulting
in piece-wise planar depth maps.

3.2 Vertically Aligned Stereo Representations

We want to start our explanation by motivating for the layout of a vertical
structure in the scene and its representation in the image domain. According
to the illustration in Figure 3.2 let us assume for the left camera that

(i) the optical axis is parallel to the ground plane,
(ii) it has extrinsic parameters [I, 0] and thus defines the reference coordinate

system,
(iii) vertical structures in the scene posses a vertical layout in the image

domain, and
(iv) that the height of ceiling and ground plane are known.
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3.2 Vertically Aligned Stereo Representations

Figure 3.2: Layout of a vertical structure in 3D and its projection in the
image domain. Corresponding ceiling and floor points (Xc,Xf ) are coupled
via their common depth d, resulting in a general coupling of image points v′, v
and finally of boundary points i, j. Consequently a vertical structure is fully
described either by its depth d or the tuple (i, j). See the text for a derivation
of the relationship.
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We will explain how we can guarantee these requirements, but first it is
important to note that under these assumptions the intersection points of a
purely vertical element (which can be seen as an upright line in 3D) with the
ground and ceiling plane share the same depth. Hence, a mapping from points
on the floor to corresponding points on the ceiling (and vice versa) has just
one degree of freedom, namely the ratio of floor and ceiling heights as derived
in the following.

Given heights hc and hf for ceiling and floor plane with plane normal ey =
(0, 1, 0)T, two corresponding points are Xf = (x, hf , d)T and Xc = (x, hc, d)T.
Thus, we obtain for the respective (homogenous) image positions

(u, v, d)T = KXf and (u′, v′, d)T = KXc (3.1)
(3.2)

with K describing the camera intrinsics. Since Xc = Xf+(0, hc−hf , 0)T we are
only interested in the parameter change in the y direction. Due to the upper
triangle structure of K (and also K−1) such a coordinate change is independent
from the horizontal location in the image domain. In the remainder of the
paper we will denote vertical image positions by indices

i = v′

d
= hc

d
fy + py and j = v

d
= hf

d
fy + py , (3.3)

and use the pair (i, j) to specify the ceiling and floor boundary, i.e., the start
an end point of a vertical structure in the image. These quantities are only
dependent on the depth d and thus define the mapping

i = hc
hf
j +

(
1− hc

hf

)
py (3.4)

by eliminating the factor fy/d from both equations in Eq. (3.3). As a result,
with known camera intrinsics and heights hc, hf either d, i or j allows to fully
specify a vertical structure. As a consequence, the scene geometry depicts a
tiered structure (cf. Fig. 3.3), where depth estimation is solely restricted to
the vertical elements.
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3.2 Vertically Aligned Stereo Representations

Figure 3.3: Tiered structure labeling be-
tween ceiling, floor and the vertical el-
ements (which itself posses varying la-
bels wrt. to the scene depths.)

Figure 3.4: Vanishing lines corre-
sponding to the three dominant
directions as found in indoor en-
vironments.

Image Alignment with Vertical Direction This simple relation between im-
age projections of corresponding points on the floor and the ceiling plane only
holds for cameras aligned with the vertical direction. This constraint is not
fulfilled a priori, but can be met by warping images by an appropriate ho-
mography. We utilize the vertical vanishing point to determine the upright
direction by first detecting edges, followed by a line growing and clustering
step, and finally by rejecting outliers via a RANSAC approach as descriped
in the work of Kosecka and Zhang (2002). See Fig. 3.4 for an example of
extracted orthogonal vanishing lines in a typical indoor scene.
Vertical scene structures match with image columns if the corresponding

vertical vanishing point vv lies at infinity, i.e., at (0, 1, 0)T. The underlying
homography that warps the image to an upright orientation was introduced
in Eq. (2.12) of Sec. 2.3.2. The rotation Rv (cf. Eq. (2.11)) describing the
aligned camera coordinate system also influences the initial pose [R, t] of the
second stereo image, which changes accordingly to [R−1

v R, t].

Identification of Floor and Ceiling plane Knowledge of the ceiling and floor
heights hf , hc is important, since they define the relation between hypothesis
depths and vertical structures. We take a data driven approach, where the
mapping of boundary points, i.e., the ratio hc/hf in Eq. (3.4), is determined
by robustly voting for corresponding points on edges above and below horizon
(similar to Flint et al., 2010a), thereby relying on strong edges at structural
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boundaries. Next, we fit vertical structures (see following Section 3.3) with
random boundary pairs (i, j) in the matching cost volume and determine the
depth with minimum vertical cost. Implicitly we retrieve corresponding ceiling
and floor heights and in this way vote for the most likely ground and ceiling
configuration. Alternatively, for robotic applications it is likely that the height
of the camera(s) above ground is fixed and known. A sampling of ground
contact points similar to Cornelis et al. (2008) will give a stable estimate of
the ground plane over time. A line based reconstruction scheme (inspired
for example by Taylor and Kriegman (1995); Smith et al. (2006); Schindler
et al. (2007c); Micusik and Wildenauer (2014)) may also be utilized for the
estimation of corresponding plane heights. It is applicable if at least two
boundary points lie on the same edge.

Calibration and Stereo Image Matching Calculation of matching costs for
various depths requires the knowledge of camera poses and intrinsics. For our
application setting we assume that either a calibrated stereo camera pair is
used, or that SfM or visual SLAM is applied for self localization. Therefore,
we consider camera poses and intrinsics as given.

Matching costs for different depth hypotheses may be calculated along scan
lines for a rectified image pair. In general, aligning the cameras with vertical
elements in the images usually vitiate the rectified setup; hence, we employ
a plane sweep approach (Gallup et al., 2007) to calculate the matching cost
volume. Sweeping directions are set along the optical axis (i.e., fronto-parallel
and thus aligned with column-wise vertical structures) and in direction of the
vertical axis to match ceiling and ground plane. Planes are chosen such that
depth hypothesis exhibit a linear spacing in the disparity domain. In the
following the resulting cost volume is denoted by C(x, y,p), where the tuple
p = (e, d) encodes the sweeping direction e and distance (depth) d from the
reference camera center [I, 0].

3.3 Vertical Structure Hypothesis

Assuming a vertical structure along an image column k, its start point i, end
point j, and depth d can be used synonymously for parametrization as was
described in previous Sec. 3.2. In this way all possible depth hypotheses d
relate to index pairs (i, j), i.e., d 7→ (i, j) according to Eq. (3.3), and encode
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3.3 Vertical Structure Hypothesis

the cost table Dk for column k.
The cost for an assumed vertical structure in image column k is given by

the sum over individual matching costs at its depth hypothesis d via

DV
k (d) =

j∑
r=i

C(k, r, (ez, d)) . (3.5)

If boundary points (i, j) lie within the image, the support of accumulated
matching costs along the fixed ceiling and floor plane can be facilitated with

DC
k (d) =

i−1∑
r=0

C(k, r, (ey, hc)) , (3.6)

DF
k (d) =

m−1∑
r=j+1

C(k, r, (ey, hf )) . (3.7)

For the calculation of DC
k and DF

k we make use of the cumulative structure
along the ceiling and floor plane, i.e., we calculate running sums of matching
costs. For DV

k cost accumulation is not possible, since each depth d in the cost
volume is just considered only once. Fig. 3.5a visualizes the cost aggregation
within the matching cost volume for a certain depth hypothesis.

The combined cost Dk for a vertical structure at depth d and image column
k is described by the aggregation of previous three terms by

Dk(d) = DC
k (d) +DV

k (d) +DF
k (d) . (3.8)

The most suitable combination of vertical structures simplifies to solving for
the column-wise minimum over possible depths (see Fig. 3.5b for the cost
table):

d∗k = arg min
d
Dk(d) ∀k ∈ {0, . . . ,m− 1} . (3.9)

Images in Figures 3.8(c) and 3.9(c) illustrate the depth maps obtained by this
local optimization.
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(a) Matching cost volume

(b) Cost table, consisting of the
accumulated costs for differ-
ent depths.

Figure 3.5: (a) For a constant depth, vertical costs are accumulated between
bounding indices (i, j) in the matching cost volume. The final costs Dk(d) for
a column k and depth d include the additional aggregated costs along floor
and ceiling plane according to Eq. (3.8). (b) Hypothesizing several depths for
each image column results in the final cost table, where we search for a smooth
transition between vertical structures via dynamic programming.

3.4 Optimization via Dynamic Programming

Given the best cost solution obtained via Eq. (3.9) one can observe undesired
depth discontinuities, especially at locations where the solution is ambiguous.
In this section we will present how smoothness between neighboring vertical
structures can be enforced and how the optimization problem can be solved
efficiently via dynamic programming.

In general dynamic programming guarantees to find the global optimum for
an energy function like

E = D0(l0) +
n−1∑
k=1

Dk(lk) + V (lk, lk−1) , (3.10)
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with labels lk ∈ L, unary terms Dk(lk) and binary terms V (lk, lk−1). In the
simplest setting L contains the set of possible depths and we have lk = dk.
Then Dk(dk) is the cost for a vertical structure at depth dk as computed in
Sec. 3.3. The resulting smoothness term V (dk, dk−1) constitutes a penalty for
large label changes, i.e., it penalizes deviations in depth. It could be spatially
varying with location k as well, but we did not make use of this generalization.
Note that smoothness along columns is already encoded in the data terms,
because the vertical structure prior only allows one single depth. In our setting
we use a linear cost model for V (·, ·) with slope λd and truncated by t to allow
for large depth changes, if the data term indicates so. The penalty for a depth
change reads as

V (dk, dk−1) = λd min (|dk − dk−1| , t) . (3.11)

The dynamic programming algorithm is traversing over image columns, left
to right, and accumulates costs up to the current position. In column k
for label dk it searches over all previous depths dk−1 and selects the one with
minimum accumulated costs and regularization penalties. The related dynamic
programming cost table, denoted as Ck(d), is written as (for better readability
we will drop the index from labels and depths in the following)

Ck(d) = Dk(d) + min
d̂

{
Ck−1(d̂) + V (d, d̂)

}
(3.12)

= Dk(d) + min
d̂

{
Ck−1(d̂) + λd min

(
|d− d̂|, t

)}
,

with the initialization C0(d) = D0(d). We use the fast min-convolution pro-
posed by Felzenszwalb and Huttenlocher (2006) to update Ck(d) for all depths
d in linear time. The optimal solution is found by backtracking over Ck for
k = m− 1 . . . 0.

3.4.1 First Extension: Slope based Smoothness Term

The regularization term in Eq. (3.11) prefers structures with constant depths,
which is not always suitable for the often observed piecewise linear assembly of
vertical structures (recall Fig. 3.1). Directly adding a curvature regularization
as proposed in Amini et al. (1990) via ternary cliques is expensive due to the
quadratic complexity in the number of labels. The alternative is to extend the
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labels by a slope value, hence a label lk = (dk, sk) consists of a depth and a
respective local slope value. Thus, the binary cliques for the smoothness are
sufficient. We obtain a speed-up by limiting the values of sk to a small range.
The smoothness term now reads as

V (lk, lk−1) = λs|sk − sk−1|+ λd|dk − dk−1 − sk−1| . (3.13)

Consequently, changes in direction and depth discontinuities (compensated by
the local slope value) are penalized.
Similar to Eq. (3.12) the search for the best previous state in a dynamic

programming step now has to consider both, previous depths and slopes:

Ck(d, s) = Dk(d) + min
l̂=(d̂,ŝ)

{
Ck−1(d̂, ŝ) + V (l, l̂)

}
(3.14)

= Dk(d) + min
ŝ

{
λs|s− ŝ|+ min

d̂

{
Ck−1(d̂, ŝ) + λd|d− d̂− ŝ|

}}
.

The minimization over d̂ has the same structure as beforehand and thus can
be sped up again by efficient computation of the lower envelope (Felzenszwalb
and Huttenlocher, 2006). Due to the introduction of the slope variable we
face a two-dimensional minimization problem. However, the number of pos-
sible slopes is quite small, e.g., S = {−2,−1, 0, 1, 2}. For each slope the
min-convolution can be executed separately, which increases complexity by a
factor of |S|. Fig. 3.6 shows the improved recovery of depths with the slope-
based regularization (by means of a smoother and more accurate intersection
boundary between a vertical structure and floor).

3.4.2 Second Extension: Model Selection

Given that a scene contains a non-vertical structure, the algorithm tries to
fit the best vertical model in terms of matching costs. Fig. 3.7 illustrates
such a case and shows the result for the vertical approximation in subfigure
(b). In (c) we are comparing pixel-wise best matching costs (minimum in cost
volume over all depth hypotheses) with the matching costs at depths described
by the optimal fitted vertical structure. The result highlights exactly these
areas where non-vertical structures (and also occlusions) are present. We can
make use of this property by adding a new label to the optimization problem
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(a) Per column best cost (b) DP without slopes (c) DP with 5 slopes

Figure 3.6: Improvement in the estimation of the vertical structure boundary
by the introduction of slope-based regularization (images are a cutout from
the lower left part of the scene in the last row of Fig. 3.9)

describing a non-vertical structure. The goal in the optimization then is to
decide for a certain depth (assuming a vertical structure) or for a non-vertical
structure.

The cost for a non-vertical structure along a column is the sum over per
pixel minimal matching costs as motivated before. This sum will always be
smaller than any cost aggregation over vertical structures; therefore, we add a
constant scalar bias b leading to

Dk(l = non-vertical) = b+
m−1∑
r=0

min
d

C(k, r, (ez d)) . (3.15)

In the regularization a constant penalty t2 is added for a label change between
a vertical an a non-vertical structure and vice versa. A label transition within
non-vertical structures is not directly penalized, but implicitly covered via the
bias B. The final smoothness term results in

V̄ (lk, lk−1) =


V (lk, lk−1) if lk, lk−1 are vertical
0 if lk, lk−1 are non-vertical
t2 otherwise

. (3.16)
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(a) Left stereo image (b) Hallucinated vertical structures

(c) Difference in matching costs (d) Non-vertical parts (in green)

Figure 3.7: Model selection between vertical and non-vertical structures. (c)
illustrates the matching cost difference between the pixel-wise best cost solution
and the fitted vertical structures from (b); clearly visible is the error in columns
containing the info screen.
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3.5 Experimental Evaluation

In our experimental setup we capture a scene from several view points. First,
we run a SfM pipeline (Zach, 2014)1 to estimate camera poses. A pair of
images is chosen from the sequence and aligned with the vertical direction.
Second, we execute a plane sweep stereo matching to generate the cost volume;
thereby 256 plane hypotheses are tested. Intensity differences are measured
via SAD in a 7× 7 matching window. Finally, costs for vertical structures are
calculated and an optimal sequence is retrieved via dynamic programming.
We optimize over 256 discrete depth values, corresponding to the number of
sweeping planes. Costs for vertical structures are normalized to lie in the range
[0, 1]; the same applies for depths values. With that λd = 3 and smoothness
terms are truncated above t = 0.2. The bias for costs supporting a non-vertical
structure was set to b = 1200 (before normalization) and the penalty for a
change between vertical and non-vertical models was set to t2 = 0.2. We
incorporate 5 possible slopes with λs = 0.5.

In Fig. 3.8 results are illustrated for scenes predominantly featuring vertical
structures. Computed depth maps are not absolutely accurate due to the strong
vertical structure presumption, but provide dense depth estimates without
artifacts for texture-less regions. Results for scenes were vertical and non-
vertical structures coexist are shown in Fig. 3.9. Occlusions and non-vertical
structures correctly cause a model change. Finally, Fig. 3.10 exhibits scenes
were our depth estimation fails. It mainly occurs if the vertical assumption is
clearly hurt or matching costs are inaccurate because of specular, transparent
environments.
In terms of speed our plane sweep algorithm (GPU implementation) re-

quires 160ms to generate the cost volume for images of sizes 768× 576. Cost
calculation for vertical and non-vertical structures takes 50ms (on a single
CPU core). Finally, basic dynamic programming is executed in 5ms; using 3
and 5 slope values execution times are 46ms and 120ms, respectively. Based
on this measurements our approach is well suited for real time applications.
Consequently, it is conceivable to enable live, dense reconstruction for indoor
environments in the spirit of Newcombe and Davison (2010). Global stereo
optimization (Zach et al., 2009) in comparison takes 2 seconds on a GPU pro-
cessing down-sampled images of size 384× 256. By comparison ELAS (Geiger

1We use the open source implementation of Simple Sparse Bundle Adjustment (SSBA)
available from https://github.com/chzach/SSBA
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et al., 2010) is also very fast and has a run-time of 320ms (but takes rectified
images as input). Full scanline optimization for stereo (Scharstein and Szeliski,
2002) (with GPU accelerated matching cost calculation) requires about 1.4s.

3.6 Discussion

In addition to the approach presented in Sec 3.4 we explored additional,
potentially more powerful methods.
First, for an image aligned with the vertical direction the semantic layout

of floor, middle, and ceiling regions is a tiered one (Felzenszwalb and Veksler,
2010). Hence the simultaneous determination of floor and ceiling boundaries
in the image, and deciding whether the pixel column in between has either a
vertical or a general depth structure is in principle possible in one dynamic
programming pass. We initially considered using a label set consisting of depth
values (for vertical columns) and index pairs indicating the floor and ceiling
boundaries (for general columns). Using similar acceleration techniques as
presented in Felzenszwalb and Huttenlocher (2006); Felzenszwalb and Veksler
(2010) the complexity of dynamic programming is O(nm2L) for an m × n
image and considering L depth values, which we decided is too expensive
for our target application. As reference, the presented implementation has a
complexity of O(nL).
Second, since the computationally most expensive step is the matching

cost calculation, one aims on replacing the general, expensive plane-sweep
approach by a cheaper method. The plane-sweep method is only fast, if
hardware support (e.g., a GPU providing fast texture sampling) is available.
Otherwise, a standard stereo setup with aligned scanlines is preferable. This
can be achieved, but only if the baseline between the cameras is parallel to the
ground plane (or is very close of being parallel). In such a setting changing the
depth of a fronto-parallel 3D plane amounts to shifting the image in horizontal
direction. With the appropriate samples of depth values (corresponding to
integral disparities), subpixel access can be avoided. This simplification is
only available, e.g., for driving robots, but not for humanoid (walking) ones
or micro aerial vehicles.
For future research it is interesting to incorporate the vertical structure

prior into a broader variety of reconstruction algorithms. A relatively straight
forward extension is its application for depth map fusion algorithms, since it
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(a) Upright images (b) Best cost depth (c) Vertical aggrega-
tion

(d) Our result with
DP

Figure 3.8: Depth maps for less textured indoor environments. Images also
exhibit small non-vertical parts, e.g. ceiling, open doors and structured walls,
for which our depth maps in column (d) show a visually pleasing fit of vertical
structure to the scenes.
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(a) Upright images (b) Best cost depth (c) Best vertical
depth after DP

(d) Labeling of
non-vertical
structures

Figure 3.9: Depth calculation for scenes containing non-vertical, general struc-
tures. Column (d) illustrated detected non-vertical areas and occlusions with
a green overlay. The blue line indicates the best sequence of indices (i, j) after
DP. In red the likelihood (based on an exponential mapping of costs Dk(d))
for an index (i, j) is shown. (best viewed in color)
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(a) Upright images (b) Best cost depth (c) Detected non-
vertical struc-
tures

(d) Depth, best ver-
tical assumption

Figure 3.10: Failure cases. First row: Reflections on the glass and structure
behind the arches violate the vertical structure assumption. Second row: The
floor boundary of the vertical structures is set too high, since book shelves
posses holes at their bottom resulting in less support for a vertical structure
continuation. As a consequence DP wrongly estimates large parts of the scene
as non-vertical. (best viewed in color)

only requires altering the data term such that it measures the data fidelity
wrt. the input depth maps. More challenging is the utilization within a SLAM
system, which relies on good local features and thus typically fails in texture-
less environments. Given our two-view stereo result as input, the strong prior
on the observed scene depth is expected to considerably stabilize the tracking
performance.
In summary, the proposed algorithm works exceptional well for scenes that

are largely consistent with our underlying assumption of planar vertical sur-
faces, even for poorly textured images. In addition, a remarkable complexity
reduction is achieved compared to regularization methods relying on global
optimization (e.g., Zach et al., 2009). The assumption of the dominant pres-
ence of vertical structures in a scene is strong prior, but is obviously violated
as soon as one aims to reconstruct more general scenes. Thus, an alternative
direction for further work is the relaxation of the prior to allow for depth
changes along a vertical element, e.g., modeled via a mixture of active shape
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3 Stereo Reconstruction of Texture-less Building Interiors

models leading to a linear combination of basis shapes. We investigated in a
similar direction, but leveraged local patches instead of full image columns as
the prior entity.

3.6.1 Local Patch-Based Priors

In the following we illustrate obtained results and the applicability of local,
patch-based priors, that are also directly modeling the expected surface struc-
ture. They point out an interesting different direction to model and incorporate
priors for local surface shape in stereo.

The particular choice of a patch prior is inspired by the successful application
of equivalent representations in image processing (e.g. Aharon et al., 2006;
Elad and Aharon, 2006; Wright et al., 2009; Mairal, 2010). It enables to model
higher-order priors by means of a dictionary based approach and effectively
regularization beyond triple cliques and second order priors. Due to the
limited variation in surface shape (for our setting of reconstructing man-made
environments) the dictionaries can be small, leading to fast inference.

The basic energy functional measures the local deviation of the reconstructed
surface from both, (a) the underlying measured data and (b) the local patch
prior, modeled via the dictionary:

E(u,a) =
∫

φp(up)︸ ︷︷ ︸
data term

+ η ϕp(u,D,a) + λ‖∇ap‖2︸ ︷︷ ︸
patch based regularization

dp . (3.17)

For stereo computation the data term directly measures the agreement of
image intensities. Since relating image pixels between two images includes a
non-linear warping, a relaxation of matching costs is employed to obtain a
convex function according to

φp(up) = |I1(up)− I0| ≈ |I1(u0
p) + (up − u0

p)∇uI1 − I0| . (3.18)

Within the same framework, also the fusion of several depth maps can be
performed. Thereby the data term models the data fidelity for k ≥ 1 inputs.
The reconstruction error wrt. an input depth value fkp is weighted by wkp , e.g.,
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(a) Piecewise planar dictionary elements
of length 5 (b) Learned over-complete dictionary

Figure 3.11: Dictionary elements modeling the local shape of disparity maps.

modeling the data precision, leading to the data term

φp(up) =
∑
k

wkp |up − fkp | . (3.19)

Different choices for the patch based regularization term ϕp(·) will be given
in the following. The additional penalization of the coefficient variation via
‖∇a‖ is common among them and enforces a constant prior (e.g., the same
surface orientation) for neighboring pixels.

Linear 1D Patches In our work published in Haene et al. (2012) we aim for
locally planar surfaces. In this case the dictionary can be modeled as two one-
dimensional sets of patches that are orthogonal to each other, with allows much
faster inference compared to squared patches. The vertical dictionary elements
are given as D0 = 1w, and D1 = {2i/(w − 1)− 1}w−1

i=0 . The horizontal prior
is just their transpose (also see Fig. 3.11a). The regularization term then is
defined as

ϕp(·) :=
∑

d∈{h,v}

∥∥Rd
pu−Ddadp

∥∥
1 , (3.20)
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3 Stereo Reconstruction of Texture-less Building Interiors

where the linear operator Rd
p extracts horizontal and vertical 1D patches of

length w from the depth map u. With this formulation ap is a two vector,
modeling a constant depth and slope at pixel p in u. Exemplary stereo results
with this piece-wise planar prior are depicted in Fig. 3.12. As expected, using a
TV regularizer leads to visible staircaising artifacts, in particular in texture-less
areas. Contrary, our patch-based formulation models planar surfaces well, also
overcoming the constraints imposed by a pure vertical prior. Using a GPU
implementation the approach runs at interactive frame rates of 7Hz for image
of size 512× 384 pixels.

Learned Patches Inspired by the good results obtained with a hand-crafted
patch based prior, we also invested in learning a dictionary from training data2.
The regularization term then resembles the sparse coding formulation

ϕp(·) := ‖Rpu−Da‖2 + µ‖a‖1 , (3.21)

where D is an over-complete dictionary of size w2 × N (N > w2) and Rp

extracts squared patches of size w×w from the depth map u. The additional
regularization on a constraints the otherwise infinite many solutions and pro-
motes sparse solutions, i.e., only a small set of dictionary elements are active
to form the actual prior.

Dictionary learning utilizes an equivalent objective function, and the solution
is found via alternating optimization between D and a. For training data we
first considered using depth maps from active depth sensors like Kinect, but
found them to be too noisy for our task. We thus turned to renderings from
synthetic scenes, capturing the shape variety.
Results are twofold: While the increase in shape prior variety results in

a more accurate modeling of details in the scene, it fails to suppress noise
adequately at the same time. Consequently, more compact dictionaries, such as
the piece-wise planar one, seem to be more appropriate for shape regularization.
This is remarkable, considering the huge success of dictionary based methods in
image denoising or in-painting. Though, texture alters much more frequently
than shape – especially for man-made environments and when only small, local
patches are considered. Thus, we argue that a general over-complete dictionary
is inappropriate as a structure prior for depth map regularization, and stronger

2Most of this work was done by David Samuelsson and is available in his Master thesis
entitled "Learned patch priors for depth map fusion", ETH Zurich, 2013.
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Input image TV prior Piecewise planar patch prior

(a) Stereo computation

Input image Input depth map Huber-TV fusion Piecewise planar
fusion

Huber-TV fusion Piecewise planar fusion

(b) Depth map fusion

Figure 3.12: Reconstruction results for indoor scenes computed with our patch
based regularization. While our method obtains piece-wise planar surfaces, a
total variation based regularization favors piece-wise constant solutions and
thus exhibits the typical stair-casing artifacts.
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3 Stereo Reconstruction of Texture-less Building Interiors

constraints are required. An interesting direction for future research is to model
the prior dependent on the underlying semantic class. By this the intra class
variance can be restricted considerably, while the variance between classes is
able to remain high.
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4 Structure-Based Calibration of
RGB-D Sensors

I n the previous Chapter 3 we have seen how strong geometric priors can help
to obtain visually pleasing and geometrically simplified but correct 3D rep-

resentations from images with little texture. In this chapter we account for the
recent success of commodity depth sensors. Among different applications areas
they are also well suited for 3D modeling, but require an initial registration
and un-distortion to unfold their full potential. Our proposed method does
not depend on artificial targets, but is designed to leverage the environment
geometry for calibration.
In fact, commodity depth sensors have enabled remarkable progress in di-

verse applications like camera tracking (Kerl et al., 2013) and re-localization
(Steinbrücker et al., 2011; Shotton et al., 2013), obstacle detection, 3D mod-
eling (Newcombe et al., 2011b; Zhou and Miller, 2013), object detection and
semantic segmentation (Silberman et al., 2012), or human pose estimation
(Shotton et al., 2011), that would not have been possible solely with passive
stereo cameras or from image data.
Several of these works jointly leverage color and depth information and

assume that the sensor pair is calibrated. Usually, the extrinsic pose between
the color camera and depth sensors is estimated by means of a checkerboard
pattern for structure recovery and planarity constraints on the observed scene,
or from explicit point correspondences between both modalities. The compu-
tation of depth sensor intrinsics and distortion is then targeted in a subsequent
estimation step (i.e., it assumes the relative pose to be known) and relies on
the a priori known geometry of the calibration target. Although self-calibration
is a well studied problem for cameras (e.g., Faugeras et al., 1992; Pollefeys
et al., 1999), we are unaware of any approach that aims to fully calibrate a
RGB-D camera setup, i.e., that jointly estimates both, the relative RGB-to-
depth transformation and the depth distortion field without the use of artificial
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4 Structure-Based Calibration of RGB-D Sensors

calibration targets.
Consequently, in this work we aim for the target-less extrinsic and intrinsic

calibration of a color camera - depth sensor pair. Our approach builds on the
hypothesis, that

a model built via structure-from-motion (or equivalently SLAM) offers an
accurate enough reconstruction to determine the full calibration of a RGB-D
sensor as well as the present distortions in the depth measurements.

This means, that we aim to leverage a sparse point cloud as a geometric prior
int the calibration step. To that end we introduce a calibration approach that
aims to jointly minimize the alignment error between the sparse reconstruction
and all measured scene depths. The accuracy of these measurements is known
to degrade considerably with increasing distance from the camera (as for
any stereo device). We account for it via a spatially varying correction term
representing the depth deviation. Fig. 4.1 exemplifies results of an obtained
reconstruction and registration from an initially uncalibrated RGB-D sensor.
Our contributions are as follows:

– We formulate the registration and calibration as a joint minimization over
image reprojection and depth alignment error and by this obtain a calibration
that allows for accurate registration and 3D modeling.

– Our approach determines the extrinsic pose without the need for any artificial
calibration targets.

– We actively compensate for errors and deviations in the measured depth,
which is shown to undistort captured models especially in the far range.

As will be shown in Sec 4.4, the resulting method enables accurate modeling
and texturing from uncalibrated, ad-hoc RGB-D camera pairs.
The rest of this chapter is structured as follows. Sec. 4.1 will provide a

review of RGB-D sensor calibration and cover related work, while in Sec. 4.2
we provide an overview over our approach and the employed calibration model.
Sec. 4.3 then explains the optimization and required initialization steps. Finally
in Sec. 4.4 we provide results to our experiments and conclude with a discussion
in Sec. 4.5.
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(a)

(b)

(c) (d)

(e) (f) (g) (h)

Figure 4.1: An un-calibrated RGB-D sensor (Asus Xtion Pro Live) leads to
noisy reconstructions (d) and misalignment between the color images and
depth measurements ((g): factory calibration, (h): calibrated IR sensor). Our
approach performs self-calibration without any manual interaction or the need
for special calibration patterns. Instead we build upon a sparse 3D model (a)
reconstructed from the sensor’s images and use the obtained geometry as a
constraint in our optimization for the extrinsic and intrinsic sensor parameters.
As result we obtain a more accurate reconstruction (b,c) together with a correct
alignment of depth and image data (e,f).
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4.1 Review

Most previous work relies on a planar calibration target in the form of a
checkerboard pattern to estimate the extrinsic pose between a color camera
and depth sensor. Zhang and Zhang (2011) and Herrera and Kannala (2012)
incorporate the available planarity constraint in their solution. In particular
the measured depth values are optimized to have their z-coordinate vanish in
the coordinate frame of the respective plane. Conceptually this is equivalent
to the alignment residual rA, which we introduce in the next section. Opposed
to the planar geometry prior we rely on a sparsely sampled arbitrary surface;
though, deviation of depth measurements to this surface are equally forced to
vanish. The initialization step either assumes that the relative pose is small,
or an initial estimate is provided via manual establishment of correspondences.
The approach of Herrera and Kannala (2012) also considers the depth camera
intrinsics and extends the calibration by a spatially varying correction term.
Our calibration model of Sec. 4.2.1 is inspired by the exponential parameteri-
zation of the depth correction in Herrera and Kannala (2012).

A multi-camera, range sensor setup is considered by Geiger et al. (2012). The
authors achieve calibration in a single shot via segmentation of present planar
targets, followed by the enforcement of plane coherence during optimization.
Vasconcelos et al. (2012) augment the constraints provided by a checkerboard
pattern by line correspondences. The authors demonstrate that the alignment
of 3 plane-line matches has at most 8 solutions, which leads to a minimal,
closed form solution, which is easily exploited within a RANSAC framework.
Mirzaei et al. (2012) particularly target the initialization of the relative pose,
which is typically needed for consecutive non-linear refinement.
Target-less extrinsic calibration of a camera and a depth sensing device

was performed by Scaramuzza et al. (2007) with the aid of manually provided
correspondences. They especially focus on simplifying correspondence selection
via user guidance. Levinson and Thrun (2013) and Moghadam et al. (2013)
demonstrate the applicability of line based features. While Levinson and Thrun
(2013) propose to leverage a distance transform representation for efficient
residual computation during the registration process, Moghadam et al. (2013)
utilize a homogeneous representation of lines that allows for a direct signed
distance computation between points and lines. Extrinsic calibration for non-
overlapping camera setups is provided by the work of Napier et al. (2013).
Their approach requires that the same rigid scene is observed by each sensor
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over time and hence they rely on a scene geometry prior similar to us.
Target-less intrinsic calibration combined with depth distortion correction

has been proposed in the works of Teichman et al. (2013) and Zhou and Koltun
(2014), which both aim for the joint optimization of the absolute camera poses
and depth calibration. Teichman et al. (2013) use the fact that near range depth
measurements are accurate and exploit a 3D reconstruction built therefrom
as geometry prior for a subsequent sensor calibration. Contrary, Zhou and
Koltun (2014) rely on initially established point correspondences between the
depth measurements and hence are able to simultaneously refine the camera
poses and depth camera distortion. Opposed to our method, both approaches
do not consider present color images within their optimization. However, we
claim that constraints in the image domain are more accurate compared to
depth; therefore, our approach leverages a sparse map build from image feature
correspondences.

4.2 Self Calibration of RGB-D Sensors

We aim for the automatic extrinsic (wrt. a color camera) and intrinsic cali-
bration of a depth sensor. The resulting self-calibration procedure is necessary
for on-line (re-)calibration or allows to immediately capture and process data
of an ad-hoc camera setup, e.g., a external depth sensor added to a standard
camera. As an example application we demonstrate the improved 3D modeling
capability of a commodity RGB-D sensor over the provided factory calibration
in Sec. 4.4.

Our work is built on the observation that SfM reconstructions are typically
much more accurate than depth measurements from Kinect like sensors. On the
one hand, this is because images exhibit a high resolution nowadays (typically
already in the mega-pixel range), which enables fine grained feature localization
and leads to well constraint 3D point triangulations. On the other hand,
loop closures are detected well during image-to-image matching and provide
additional constraints for the reconstruction, which reduces drifting and allows
for an accurate computation of the camera odometry. While loops can also
be closed from point cloud data solely (Lu and Milios, 1997), image features
are superior for geometrically simple scenes as often encountered indoors.
These advantages of image over depth data have also influenced current state-
of-the-art camera pose tracking algorithms (e.g., Engel et al., 2014; Forster
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et al., 2014) to predominantly rely on images. Though, depth data can help
(Kerl et al., 2013), but such approaches require a registered sensor setup.
Consequently, we argue that a sparse SfM reconstruction is accurate enough
to serve as calibration target for the depth sensor and no manually provided
constraints are required.
For our proposed algorithm, we require some prerequisites. First, the color

camera and depth sensor need to have an overlapping field of view. For the
subsequent joint usage of data this requirement needs to be fulfilled in any case
and thus does not pose a particular restriction on the setup. Second, we make
the simplifying assumption that there exists no motion between the capture
of an image and depth map for a certain view, such that the relative pose
between color and depth camera is constant over all views. This either means,
that the sensors are synchronized, or that the sensor setup is static during
exposure for a view (but can move between exposures). Third, the color camera
intrinsics are known upfront to allow for a more accurate sparse reconstruction
from image feature correspondences. It is conceivable to also optimize for the
color camera intrinsics in exchange for a slightly degraded overall calibration
accuracy. Since we aim for a good calibration of the depth camera, we chose to
calibrate the color camera upfront with a well established, accurate calibration
method (Bouguet, 2004). For clarity we want to re-emphasize that the depth
camera intrinsics are variable in our approach.

As a result, given a sparse environment reconstruction, our approach follows
the two objectives:

– First, we aim for the joint alignment of all measured depth maps to the
sparse map. Since only the global poses for the color camera are known from
the SfM model, but not for the depth sensor, the alignment needs to be
performed in the local coordinate frame of each view; i.e., it is not possible
to build one concise point cloud from the depth measurements and align it
to the SfM model. Due to the projective properties of SfM, the map is only
correct up to scale, requiring the consideration of a global scale factor in the
alignment procedure.

– Second, we want to compensate for inaccuracies and quantization artifacts in
the measured depth, which are known to increase considerably with distance
from the camera (Herrera and Kannala, 2012; Teichman et al., 2013). Again,
the SfM model serves as a geometry prior, but for an accurate un-distortion
the global alignment needs to be solved beforehand or jointly.
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4.2.1 Calibration Model

Let us first motivate the calibration model that we chose to employ for the
depth sensor. For clarity we denote points in camera coordinates as X, while
points in depth sensor frame are given by X′.

First, we account for the relative transformation between the camera and
depth sensor, such that a 3D point in the depth sensor coordinate system X′
is obtained from a point X in the camera coordinate frame via

X′ = Trel ◦ sX = sRrelX + trel . (4.1)

The global scaling s considers the scale ambiguity of a SfM reconstruction.
The transformation and scaling is independent of the motion of the whole
sensor setup and thus consistent among all views.

Second, we model the projection of 3D points into pixel coordinates via
radial and tangential lens distortion according to Eq. (2.8) in Sec. 2.2, followed
by a standard perspective projection

u =
[
fx 0 px
0 fy py

](
x′d
1

)
, (4.2)

jointly denoted as u = πD(X′) in the following.

Third, for each continuous pixel location u and depth d in the feasible (i.e.,
measurable depth) range, we model a depth distortion offset as δ(u, d). This
means, that for each 3D position in the view frustum there exists an offset that
we aim to solve for. To obtain a low parametric representation we leverage
the observations that the offset (i) will increase with distance from the camera
and (ii) will only vary smoothly (Herrera and Kannala, 2012). Thus, we model
δ as an exponential function over the depth as

δ(u, d) = c(u) · exp(a0 − a1d) . (4.3)

The unknowns are a0, a1 and the pixel dependent scaling c(u). The latter is
based on a lattice β ∈ RM×N exhibiting a significantly lower resolution than
the full depth map. Intermediate values are therefore obtained via bicubic

69



4 Structure-Based Calibration of RGB-D Sensors

1m 2m 3m 4m 5m −0.03

+0.03

Figure 4.2: Computed depth distortion pattern, representing the offset in the
inverse depth parameterization for different distances. The dots mark the
lower dimensional lattice β that is optimized in our algorithm.

interpolation of distinct values βm,n as

c(u) =
∑
m,n

γm,n(u) · βm,n = vec(γ(u))T vec(β) , (4.4)

where γ ∈ RM×N denotes the appropriate interpolation coefficients. The in-
terested reader is referred to Appendix 4.A for a derivation of the computation
of bicubic interpolation coefficients. Typically M = 13, and N = 9 in our
experiments (but only 16 coefficients in γ are non-zero due to the nature of
bicubic interpolation) and a result of the offset is illustrated in Fig. 4.2.

As a result, our full calibration model has 134 degrees of freedom: 7 for the
extrinsic relative motion, 8 for the lens distortion and camera intrinsics, and
117+2 unknown variables for the depth distortion offsets.

4.2.2 Problem Formulation

With the calibration parameterization at hand, we now turn to the actual
problem formulation. We model the calibration task as the non-linear least
squares optimization

min
θ

∑
i,j

ρI

(∥∥rIij(θI)∥∥2)+ λ
∑
i,j

ρD

(∥∥rAij(θ)∥∥2)+ λ
∑
j,k

ρD

(∥∥rDjk(θ)
∥∥2)
(4.5)

consisting of three different data fidelity terms rI , rA, and rD, explained
in the following and visualized in Fig. 4.3. The residuals are computed for
the ith 3D point and its observation in the jth camera as obtained from
the SfM reconstruction, as well as for view pairs between views j and k.
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Figure 4.3: Visualization of the three residual terms for the reprojection error
rI (Eq. 4.6), the joint alignment error rA between 3D points of the SfM recon-
struction and measured depth maps (Eq. 4.8), and the view pair registration
error rD (Eq. 4.9).

The optimized parameters θ = {θD, θI} correspond to previously explained
calibration model θD = {s,Trel, πD,β,a} and the set of 3D points and camera
poses θI = {{Xi}, {Tj}} which are initialized by means of the sparse SfM
map. The weight parameter λ compensates for the different error modalities
and can be set such that e.g., a reprojection error of 1 pixel incurres the same
penalty as a depth misalignment of 1mm at 1m distance from the camera.

Image reprojection error: The first residual models the image reprojection
error between projected 3D points and their image observations xij as

rIij(θI) = xij − πI(Tj ◦Xi) , (4.6)

and is thus not dependent on the calibration. Due to the projective mapping
of 3D points also the absolute model scale is irrelevant. The residual prevents
(strong) deformations in the 3D structure and odometry and hence can be seen
as a regularization for our calibration. Similar to the depth camera calibration
model, it considers radial and tangential distortion of the color camera (though,
the parameters are assumed to be known and thus not optimized). One could
argue to keep the reconstruction fixed at all. However, we found that including
it in the optimization improves the calibration. This is due to the fact that
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the sparse map is not perfect itself, but contains outliers (e.g., due to wrong
correspondences), which will be compensated for by more accurate depth
measurements of the actual geometry. To limit the influence of outliers, each
residual is weighted according to a robust Huber (cf., Huber and Ronchetti,
2009) cost function ρI .

Depth map alignment to the sparse map: The second residual performs
the joint alignment of each depth map Dj to the sparse map in the local
coordinate frame of the (depth camera) view. Therefore, we transform 3D
points (observable in the jth view) into the coordinate frame of the depth
sensor,

X′ij = Trel ◦ s(Tj ◦Xi) , (4.7)

and aim to minimize their deviation from the recorded depth measurements
according to

rAij(θ) = [X′ij]−1
z −Dj(u)− δ(u,Dj(u)) (4.8)

s.t. u = πD(X′ij) .

Since the depth measurement accuracy is known to decrease with distance
from the camera (e.g., Teichman et al., 2013) we employ an inverse depth
parameterization (Civera et al., 2008). For example, this results in an equal
weighting of a 1cm error at 1m and a 25cm error at 5m distance and thus
naturally accounts for the close range accuracy. As a result both, the depth
measurements Dj as well as the offset δ are parametrized over inverse depth
(denoted as d in this paper for simplicity). Eq. 4.8 actually resembles a point-
to-plane data association, which is common in ICP and proven to work well
for 3D model alignment (Rusinkiewicz and Levoy, 2001). Recently, Maier
et al. (2014) also proposed a depth augmented bundle adjustment formulation;
however, they directly model the alignment as 3D euclidean distance, which is
not applicable with our calibration model and does not consider the varying
depth accuracy.
Above residual compensates for distortions in depth by means of δ. The

3D model points X′ij substitute the planar depth calibration pattern used in
previous work (e.g., Herrera and Kannala, 2012) and constrain the solution.
Therefore, outliers in the sparse model will degrade the solution quality. This
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motivates the use a Tukey cost function (Huber and Ronchetti, 2009) – which
has constant penalty beyond a certain residual – for the loss function ρD.
This particular choice is also required due to the presence of missing depth
measurements and is further motivated in Sec. 4.3.2.

Depth map alignment between views: The third residual term only con-
siders the depth measurements. Its goal is to enforce alignment between
overlapping depth maps, i.e., views that capture the same scene part. Regis-
tration between depth maps could be achieved by minimizing the euclidean
distance between corresponding 3D points unprojected from the depth maps.
However, neither do we know explicit correspondences, nor are the depth cam-
era intrinsics fixed (which would be needed for the unprojection). As a result,
we include the full unprojection π−1

D (u, d) of a depth measurement from one
view (j), transform the obtained point Y′j to the second view (k) and define
the error therein as the deviation between transformed and measured inverse
depth. Formally this is

rDjk(θ) = [Tjk ◦Y′j]−1
z −Dk(u)− δ(u,Dk(u)) (4.9)

s.t. u = πD(Tjk ◦Y′j)

Tjk = Trel ◦ s ◦Tk ◦T−1
j ◦

1
s
◦T−1

rel

Y′j = π−1
D (v,Dj(v) + δ(v,Dj(v)) .

Thereby the correction term δ is considered for both views. For determining
overlapping view pairs j, k we leverage the covisibility information encoded in
the point observations of the SfM model, i.e., we consider all pairs of views
jointly observing a 3D point. In addition we only enforce alignment for views
that overlap by at least 50%. To determine the overlap ratio ro we approximate
the relative pose Trel via the initially provided estimate and warp a depth
map from one view to the other. Then for each view pair we sample 50 · ro
randomly distributed 2D points in the first view and define them as the points
v of Eq. 4.9. The same procedure is repeated for the permuted view pair (i.e.,
the role of Dj and Dk is interchanged), such that we obtain a bi-directional
registration objective. Note, that the sparsification only reduces computational
cost and one can also consider a dense depth-to-depth alignment.
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4.3 Optimization

Optimization of the objective function in Eq. 4.5 within a non-linear least
squares framework requires the computation of Jacobians for all residuals wrt.
the optimization parameters θ.
To obtain an analytic expression for the 3D transformation derivatives, we

parameterize the pose T via the 6 DoF vector ξ = (w, t), where T(ξ) = [R, t]
with R being a member of the special orthogonal group SO(3), i.e., R = e[w]× ∈
SO(3), [w]× ∈ so(3), and w, t ∈ R3. The derivative of a point transformation
T ◦X wrt. its parameters is then written as

∂T(ξ) ◦X
∂ξ

=
[
−R[X]×, I3×3

]
∈ R3×6 . (4.10)

The Jacobian of the depth distortion δ wrt. its sub-pixel location u, the
measured inverse depth d and the calibration lattice β is[

∂δ

∂u ,
∂δ

∂d
,
∂δ

∂β

]
=
[
vec(β)T ∂vec(γ)

∂u , −a1c(u), γ(u)
]
ea0−a1d . (4.11)

Thereby γ(u) are the interpolation coefficients and their respective derivative
∂γ/∂u ∈ R|β|×2 is easy to obtain from the bi-cubic interpolation equations
itself (see Appendix 4.A for details). As a result the derivative of the correction
term at a projected pixel location u is

∂δ(u,D(u))
∂u =

(
vec(β)T ∂vec(γ)

∂u − a1c(u)∇uD

)
ea0−a1D(u) . (4.12)

The residual term rD contains the computation of the inverse projection func-
tion π−1

D (·). It can not be solved in closed form due to the present lens
distortion and we resort to an iterative procedure for the evaluation of the
inverse lens distortion (e.g., Civera et al., 2012, p132). Since this renders the
Jacobian computation difficult, we set ∂Y′j/∂πD to zero. This has the effect
that updates on the camera parameters and on the depth correction δ are only
due to the projection in the second view and independent from the unprojec-
tion in the first view. Since the registration is formulated bi-directionally, we
achieved good convergence with this approximation.
For our implementation we make use of the Ceres solver library (Agarwal
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et al., 2015) and leverage its automatic differentiation for the projection func-
tion Jacobian π(X)/∂X. Given all partial derivatives, the overall residual
Jacobians are straight forward to compute by following the chain rule, i.e.,
the derivative of a function f(g(x)) is the product of its partial derivatives
according to ∂/∂x f(g(x)) = ∂f/∂g ∂g/∂x.
Our optimization then follows a three step procedure, which first sequen-

tially solves for the extrinsic pose and depth intrinsics, and thus guides the
optimization towards the correct solution. The sparse map is assumed to be
optimal wrt. the reprojection residuals rI already. The individual steps are:

(i) Optimization over model scale, relative pose and depth camera intrinsics,
while the sparse map and the depth correction term are kept constant.

(ii) Exclusive optimization of the correction term δ. This step can exploit
the sparsity introduced by the interpolation coefficients γ(u), since 3D
point projections u do not vary and hence the subset of parameters in
β that are affected by a particular residual are known upfront.

(iii) A final refinement over all parameters θ, including the 3D points and
absolute view poses of the sparse map. Since the 3D point projections
will vary during optimization, it is required to compute a Jacobian
wrt. all parameters in β for each residual. This is computational more
expensive than in the previous step; however, only a few iterations are
typically required until convergence.

Note that our consecutive optimization is similar to the alternating optimiza-
tion procedure of Herrera and Kannala (2012), which also solves for relative
pose and depth distortion. With our approach a single optimization until
convergence for the first two steps turned out to be sufficient to initialize the
final refinement.

4.3.1 Initialization

For reconstruction of the sparse map we leverage the publicly available Sparse
Bundle Adjustment (SSBA, Zach, 2014) and use SIFT features (Lowe, 2004)
as image observations. The color camera calibration is computed upfront with
the help of a checkerboard pattern to obtain an accurate model.
The scale of the computed SfM reconstruction will be arbitrarily off from

the correct, real world scale. However, an initial scale that is close to the
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4 Structure-Based Calibration of RGB-D Sensors

real scale is important for our procedure to converge correctly. Making the
approximating assumption that captured images and depth maps are registered
already, i.e., that Trel = [I, 0], allows to evaluate the scale difference between
the depth [Tj ◦Xi]z of computed 3D points in the individual views and the
actually measured depth at the projected pixel locations. By taking the median
over these computed scales we can get a fairly good estimate that is within a
few percent of the correct scale.

The initial value for the relative pose is typically set to identity, which works
well forsmall baseline sensors such as Kinect. In case the relative motion is
large, one can resort to approaches that utilize mutual information (Pandey
et al., 2012) or line features (Moghadam et al., 2013) between image an depth
data and compute an initial transformation in an automatic manner.

4.3.2 Handling of Missing Depth Measurements

Reflective surfaces, bright light, or geometry that is outside the measurable
depth range, lead to missing values within the depth measurements. This
raises the question how to correctly handle the case when a 3D point projects
into such an unobserved region, or equivalently outside the depth map do-
main. Simply setting the residual to zero is misleading, since then the optimal
solution would be an invalid configuration where the depth camera does not
see the reconstructed geometry in any view. As an alternative we follow the
approach of Li et al. (2008) and set the (inverse) depth in the unobserved
regions in a preprocessing step to twice the maximal measurable value. A
local smoothing of the boundary region prevents discontinuities and guaran-
tees smooth derivatives. The Tukey loss function ρD introduced in Sec. 4.2.2
is particularly suited for this scenario. Its constant penalty for large errors
results in a large residual, but a vanishing Jacobian. Hence, those regions have
no influence in the optimization and invalid configurations are not favored as
solutions.
We also experimented with a lifted kernel loss function as used in Li et al.

(2008); Zach (2014), but were not able to observe any improvements. As
the computational complexity increases due to the introduction of a variable
weight for each residual, we propose to utilize the more efficient Tukey loss.
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Dataset #points #views #obs #view pairs #projections
statue 22,970 196 157,966 1,555 62,640
wall 30,376 187 212,443 2,067 89,736
relief 25,998 104 208,500 2,205 96,654

Table 4.1: Datasets for evaluation and their characteristics. From left to right:
size of the sparse map, number of contained views, total number of 3D point
observations in all views, utilized view pairs with sufficient overlap, and the
established links between those view pairs.

4.4 Experiments and Results

To demonstrate the effectiveness of our proposed algorithm, we have recorded
three datasets with an Asus Xtion Pro Live RGB-D sensor and conducted
different experiments. The characteristics of the datasets are listed in Tab. 4.1.
We chose this sensor over a self assembled setup, because it is widely available
and thus fosters reproducibility. In addition, it comes with a decent factory
calibration which allows to evaluate our improvement over it. The range
of valid depth measures is set to the interval from 0.5 to 5 meters for all
experiments. The run-time of our algorithm for the different datasets is in the
order of 30 seconds to 2-3 minutes.

4.4.1 Relative Pose and Intrinsic Calibration

In the first experiment we evaluate the accuracy of the computed relative
pose. Due to the absence of ground truth correspondences between image and
depth data (which would allow a quantitative analysis), a visual comparison
is provided. In order to do so, we transform the depth map into a mesh (also
considering the optimzed depth camera intrinsics and depth distortion) and
render it into the viewpoint of the color camera. For an accurate relative
motion, geometry boundaries that are well visible in both modalities need
to aligned. In Fig. 4.4 and also in Fig. 4.1 the result of our method are
compared to the factory calibration and a calibration that is obtained for the
sensor’s infrared (IR) camera (which is the camera the depth measurements are
provided for). The latter is achieved with the help of a checkerboard pattern
and the utilization of the stereo setup between the color and IR camera.
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Ours, full resolution Ours Factory IR Ours Factory IR

Figure 4.4: Evaluation of the computed relative pose between color and depth
camera. The depth map is rendered into the viewpoint of the color camera,
such that image and geometry boundaries will align well under a correct
calibration. The full resolution images and the different cutouts show the
image, overlaid with the warped, color coded depth map. It is clearly visible
that both, the factory calibration as well as a calibration only considering the
IR images exhibit a misalignment in the order of a few pixels. In contrast, our
method shows an accurate overlay with denotes a correct calibration.
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(a) Deviation of points to the fitted plane. (b) Effect of un-distortion with our cali-
bration of a flat scene.

Figure 4.5: Given recordings of a planar surface at various distances, (a)
illustrates the mean and median deviation of measured and undistorted 3D
points wrt. a fitted plane (a large error remains due to quantization effects).
(b) visualized the effect of un-distortion with our calibration for a recorded
plane at roughly 4 meters distance.

The overlays of warped depth maps and images demonstrate that both, the
factory and IR based extrinsics exhibit a small, but noticeable error, while the
alignment based on our calibration is the most accurate.

4.4.2 Depth Correction Term

A result for the obtained depth distortion correction is illustrated in Fig. 4.2
for different distances from the camera. The circular error pattern which had
already been noticed by Herrera and Kannala (2012); Teichman et al. (2013)
for this kind of sensor is well visible. To obtain a quantitative measure of the
depth (un-)distortion effect we recorded a planar scene at various distances.
Then a plane is fitted to the corresponding point cloud and the average and
median distance of points to the plane is evaluated. The resulting error should
be the smaller – and the unprojected depth map more planar (cf. Fig. 4.5(b))
– the better the calibration models the true depth camera characteristics.
Fig. 4.5(a) shows the results we obtain compared to the factory calibration.
It is clearly visible that (i) the distance is reduced especially for the far range
and (ii) the reduction is consistent over the whole depth range, i.e., already
accurate near range values are not wrongly distorted. The large errors further
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(a) Factory calibration (b) Our calibration

Figure 4.6: Volumetric fusion result for the statue dataset. Note the more
accurate geometry of e.g., the face , around the hip, or in the background.

from the camera are due to the present quantization in depth which can not
be eliminated.

4.4.3 Reconstructed Models

Finally, we quantitatively compare the reconstruction quality that is achievable
by utilizing our calibration. To this end, we first undistorted each depth map
and then perform volumetric fusion in a 5123 sized voxel grid. The influence of
erroneous depth measurements is limited via the usage of a truncated signed
distance function (e.g., Curless and Levoy, 1996; Zach et al., 2007; Newcombe
et al., 2011b) for implicit surface representation. In addition we widen the
zero crossing by the expected quantization in depth (similar to what has
been observed in Smisek et al. (2011)). This has the desired effect that close
range measurements define the surface location more precisely than far range
measurements. Figures 4.1, 4.6, and 4.7 illustrate the models that are obtained
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(a) Factory calibration

(b) Our calibration

Figure 4.7: 3D model for the Relief dataset. The difference in reconstruction
quality is solely due to the depth sensor calibration and particularly noticeable
for the far range of the sensor (e.g., right side of model).
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after a surface mesh extraction via Marching Cubes (Lorensen and Cline, 1987).
We can conclude that our calibration improves the reconstruction quality and
enables to obtain less noisy, more detailed 3D models. We do not perform any
regularization for the final model; thus, the improvement solely stems from
the more accurate calibration.

4.5 Discussion

In this chapter we have presented an auto-calibration approach for RGB-D
sensors that enables to automatically determine both, the extrinsic and intrinsic
parameters of the sensor setup. Our method is based on the observation, that
sparse maps computed via SfM or SLAM typically are quite accurate and
thus can be leveraged as a geometry prior for the calibration. This is an
important observation, since it makes artificial calibration targets dispensable
and self-calibration possible.
There are certainly several approaches conceivable to incorporate a sparse

3D model in the actual calibration method. The optimization strategy we
introduced, jointly minimizes the alignment error between the sparse map and
all recorded scene depths as well as between the depth maps themselves. This
has been shown to provide a calibration that leads to an improved alignment
between image and depth measurements and more accurate 3D models.
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4.A Bicubic Interpolation

Bi-cubic interpolation provides a method for smooth interpolation of data
points on a two dimensional regular grid. The derivation of the two-dimensional
interpolation coefficients is directly obtained from the underlying interpolation
via spline functions in one dimension. The so called Cubic Hermite spline
function consists of 4 polynomials of degree three and is dependent on the
particular data point values and their first order derivatives. In case derivatives
are not available, they can be numerically estimated from the data points itself.
For a uniform parameter spacing this leads to a Catmull-Rom spline (Catmull
and Rom, 1974), which will be considered in the following.
For a desired one-dimensional interpolation point x′ we can obtain a cor-

responding point x (by subtraction of the lower integer value) that lies in the
interval [0 1], i.e., between two data points (or pixels in our application). Then,
the vector p = [p−1, p0, p1, p2]T contains the four data points surrounding x on
both sides. Border cases are handled via mirroring of data values in our case.
The interpolated value p(x) = κ(x)Tp is solely dependent on the interpolation
coefficients κ(x) as defined in the following. Their derivatives wrt. x are also
trivial to compute:

κ(x) = 1
2


−x3 + 2x2 − x
3x3 − 5x2 + 2
−3x3 + 4x2 + x

x3 − x2

 ∈ R4 and ∂κ(x)
∂x

= 1
2


−3x2 + 4x− 1

9x2 − 10x
−9x2 + 8x+ 1

3x2 − 2x

 .

(4.13)

Consequently the derivatives of the interpolated value wrt. the interpolation
point x is ∂p(x)/∂x = ∂κ(x)T/∂xp.
In the two-dimensional case we need to consider a grid of data points

Q =


q−1,−1 q0,−1 q1,−1 q2,−1
q−1,0 q0,0 q1,0 q2,0
q−1,1 q0,1 q1,1 q2,1
q−1,2 q0,2 q1,2 q2,2

 ∈ R4×4 , (4.14)

which are located around the desired interpolation point u = (u, v)T. Again
we assume that the interpolation location is transformed such tat it lies within
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the unit interval, i.e., u ∈ [0 1]× [0 1]. Similarly to the one-dimensional case,
the interpolated value is obtained via element-wise multiplication of Q with
the interpolation coefficients γ, i.e.:

q(u) =
∑
m,n

γm,n(u) · qm,n = vec(γ(u))T vec(Q) . (4.15)

The interpolation coefficients itself are directly dependent on the Catmull-Rom
spline in horizontal and vertical direction, such that

γ(u) = κ(v)κ(u)T ∈ R4×4 . (4.16)

With this relation at hand, it is visible that the derivative of the interpola-
tion coefficients also factors into a product containing the one-dimensional
derivatives and is computed to

∂vec(γ(u))
∂u =

[
vec
(

κ(v)∂κ(u)T

∂u

)
,vec

(
∂κ(v)
∂v

κ(u)T
)]
∈ R16×2 . (4.17)

Finally, this reveals that the derivative of the cubic interpolated value on a
two-dimensional grid at location u is defined according to

∂q(u)
∂u = vec(Q)T ∂vec(γ(u))

∂u ∈ R2 . (4.18)

84



5 Viewpoint Invariant 3D Model
Registration

O nce partial models have been built we are interested in their fusion for
accurate global environment modeling. This chapter examines two differ-

ent approaches for relative pose estimation between 2.5D scans under strong
viewpoint variations. Both exploit the underlying scene geometry for corre-
spondence search and by this retain the discriminative power of image features
that is normally lost due to perspective distortions.
Utilizing image based features to compactly describe image content or to

identify corresponding points in images has become a de facto standard in
computer vision over recent years. However, a major problem when trying to
find correspondences between widely separated views is that the appearance
of objects can change drastically with viewpoint. To remedy this problem
techniques have been developed which normalize images or image regions such
that they become (at least approximately) invariant to viewpoint changes. In
case one matches two images against each other the most popular method is
to use local image features (cf. Sec. 2.3.1) that compensate for the first order
effects of viewpoint change by normalization, i.e., affine transformations. Since
scale, orientation and (anisotropic) stretch are all effects that could have been
caused by a viewpoint change, they need to be factorized out and thus it is not
possible to distinguish, e.g., real-world circles from ellipses or a small round
dot from a huge sphere any more. This is a general dilemma of discriminative
power vs. invariance.
When geometry information is available (e.g., from a depth sensor, laser

scanner or from vanishing points in a Manhattan scenario) one can normalize
wrt. the given 3D structure by moving a virtual camera to a frontal view and
then rendering a canonical representation of a local image feature. However,
this rectification process imposes the strong limitation that it either requires
an affine detector and thus the number of features obtained is limited (Köser
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Figure 5.1: Examples of developable surfaces present in our environment. Note,
that in the image on the left only cones are highlighted, although planes and
cylinders exist as well.

and Koch, 2007), or relies on the existence of dominant scene planes (Wu et al.,
2008; Robertson and Cipolla, 2004; Cao and McDonald, 2012).
In contrast to this assumption we observe that many structures in our

environment are also curved, e.g., like cylinders, cones or consist of free-form
shapes. First, many man-made objects are made by bending sheets or plates
and thus - by construction - form developable surfaces that can virtually be
“unrolled” when their geometric structure is known (see Fig. 5.1). We follow
the idea to

develop such observed scene surfaces and to extract image features in the
flat 2D wall-paper version of that very same surface.

Second, for free-form surface we can not pose any requirements on the presence
of particular geometric shapes. Thus, we propose to

become independent of the original sensor viewpoint by exploiting charac-
teristic salient directions of the scene, which are repeatable among different
scans.

Examples include peaks in the distribution of the surface normals, vanishing
points, symmetry, gravity or other directions that can be reliably obtained
from the sensor or the scene. Each salient direction is then exploited to render
an orthographic view, and by this way removing the perspective effects that
had been introduced by the particular sensor position. In summary, we see
our contributions as follows:

– We depict the detection and extraction of developable surfaces as well as
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salient directions from RGB-D scans, and illustrate their usage for the
generation of normalized image representations.

– It is demonstrated that the generated images are identical (for jointly seen
Lambertian scene parts) up to a 2D similarity transformation, which renders
them suitable for the use of established scale and rotation invariant local
detectors and descriptors (such as SIFT, (Lowe, 2004)).

– In case scale is known (e.g., from a Kinect camera or laser scanner) the
perspective invariance requirement of the original problem is limited to a
rotation in the image plane and is reduced even further for surfaces such as
cones or cylinders or if the gravity direction is known.

– By this, we can relate more features to each other and achieve an improved
registration performance.

The remainder of this chapter will give an overview of feature normalization
approaches employed in the literature in Sec 5.1. We then illustrate the concept
of developable surfaces and their utilization to obtain viewpoint invariance in
Sections 5.2 and 5.3, together with results in Sec. 5.4. Obtaining viewpoint
invariance by means of salient directions is discussed in Sections 5.5 and
5.6. Sections 5.7 and 5.8 cover our proposed pose estimation strategy for
scan alignment and the experimental evaluation, respectively. The chapter
concludes with a discussion in Sec. 5.9.

5.1 Review

In Sec. 2.8 we have already presented a broader overview of 3D model regis-
tration algorithms. Here we want to concentrate on the setting where we have
given explicit correspondences between models and will argue that image based
registration is superior over purely geometry based alignment approaches. For
the joint usage of texture and structure information we assume that the cali-
bration of the capture system is given, so that a RGB-D scan can be created
where range and image data share the same center of projection. A possible
solution to automatically obtain the requited calibration was presented in the
previous Sec. 4. For determining the system’s pose at two largely different
positions with different orientations, related work can be classified into three
categories.
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Appearance based viewpoint invariance: Appearance can change drastically
wrt. changes in viewpoint and also illumination as shown by Kaneva et al.
(2011). Therefore, purely image based approaches build upon features which
are approximately invariant against perspective distortion, such as affine fea-
tures (Mikolajczyk et al., 2005; Mikolajczyk and Schmid, 2005), or – to a lesser
degree – SIFT Lowe (2004) and variants thereof. For an in depth discussion
of invariant feature constructions we refer the reader to work of Van Gool
et al. (1995). The utilization of an affine normalization leads to a loss in
discriminative power, e.g., one can no longer distinguish the appearance of
real world circles and ellipses (Köser and Koch, 2007). Moreover, the need for
affine invariance implies strong requirements on the local region, which results
in considerable less reliably detected features compared to simpler detectors
(such as Harris corners). In addition the affine detector is taking substantially
more time.
In comparison, the repeatability of features is significantly improved, if the

image is first normalized (e.g., via geometry information; see below) and then
keypoints are detected (Wu et al., 2008).

Geometry based viewpoint invariance: Approaches using geometry descrip-
tors have been shown to work on 3D scenes (e.g., Johnson and Hebert, 1999;
Yamany and Farag, 2002; Lo and Siebert, 2009; Rusu et al., 2009a). A key
difficulty is the estimation of the position, scale and orientation in 3D space
where to compute the descriptor, i.e., the detection of good 3D features. Sev-
eral detectors have been proposed (see for example Vanden Wyngaerd and Van
Gool, 2002; King et al., 2005; Holzer et al., 2012), but a major dilemma in
2.5D, as opposed to real 3D, is as follows: A useful point for matching requires
a repeatable detection; thus, surface parts need to be seen also from another,
widely different viewpoint. However, this repeatability is likely to decrease
with increasing surface complexity because of self-occlusions. On the other
hand, for less complex surfaces, like nearly flat regions, the exact localization
is sensitive to noise and the local geometry is not discriminative for matching.
An alternative to 3D feature detectors is to densely sample the surface, leading
to a very high number of descriptors (Johnson and Hebert, 1999) that need to
be handled in matching and verification.

Methods obtaining dense point correspondences via a neighborhood search,
such as ICP (see Sec. 2.8.1), are likely to get stuck in local minima. In the Great
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Buddha project (Ikeuchi et al., 2007) the point-to-point distance is augmented
by reflectance values of laser scans in order to be more discriminative. Besides
sparse and dense point correspondences, other geometric features such as lines
and planes (Stamos and Leordeanu, 2003) are used to obtain potential matches
between individual 3D models.

Joint appearance and geometry utilization If both, image data and the
underlying geometry is available, recent results show that it pays of to lever-
age both modalities jointly. To address the mentioned problems of image
feature (loss of discriminative power, detection repeatability), images or local
image regions are rectified with respect to the present geometry before image
feature matching. For planar scenes like facades with clearly visible straight
lines, vanishing points can be used, even if no depth information is available
(Robertson and Cipolla, 2004; Baatz et al., 2011; Cao and McDonald, 2012).
For more general scenes, it was shown that the sole usage of affine features can
be improved, if they are normalized with respect to the local surface normal
rather than to the affine shape (Köser and Koch, 2007). Still this approach
relies on the affine detector and shares its drawbacks. For large planar scene
parts, viewpoint invariant patches on the dominant planar structures can be
extracted and rotated to a frontal view (Wu et al., 2008; Cao et al., 2011).
This allows to obtain perspective invariance up to in-plane rotations in the
image – or up to similarity transformations if absolute scale is unknown.

Our first contribution extends this approach to general developable surfaces,
utilized for rectification and matching. For complex scenes the detection of
the underlying parametric objects becomes the bottleneck. Further, the main
problem still remains and matches can only be obtained on isolated objects
and interesting texture has to lie on the detected geometry. Thus, our second
contribution leverages salient directions to obtain a rectification for free form
surfaces in urban environments.

5.2 Developable Surfaces

As our first approach builds on the notion of developable surfaces, we start
by briefly introducing the underlying concept. In general a surface with zero
Gaussian curvature at every surface point is developable (Kühnel, 2006) and
can be flattened onto a plane without distortion (such as stretching or short-

89



5 Viewpoint Invariant 3D Model Registration

ening).
To determine the Gaussian curvature of a surface, suppose we are given a

smooth function s that maps 2D parameters u, v to points in 3D space, i.e.,
s : R2 → R3 such that s(u, v) = (x, y, z)T . The graph S of this function
is a two-dimensional manifold and our surface of interest in 3D space. The
derivatives su = ∂s/∂u and sv = ∂s/∂v of s with respect to the parameters u
and v define tangent vectors to the surface at each point. Their cross product
yields the normal vector n = su × sv to the surface. The second partial
derivatives of s with respect to u, v are now used for constructing the shape
operator

II =
[
L M
M N

]
=
[
nTsuu nTsuv
nTsuv nTsvv

]
, (5.1)

which is also called the second fundamental form of s. The principal curvatures
κ1, κ2 of the surface at a given position are defined as the eigenvalues of II.
They measure how the surface bends by different amounts in different directions
at a particular point. Finally, the determinant det(II) = κ1κ2 denotes the
Gaussian curvature; in case it vanishes everywhere on the surface (at least one
of the eigenvalues is zero) the surface is developable. The intuition is that
in direction of zero curvature the surface can be described as a line. Hence,
the surface development is just an unrolling of all corresponding lines into one
plane. We refer the interested reader to Kühnel (2006) for more details.
For example a cylinder is developable (see Fig. 5.2b for an illustration),

meaning that at every point the curvature in one direction vanishes. Its mean
curvature is not zero, though; hence it is different from a plane. Contrary,
a sphere is not developable, since its surface has constant positive Gaussian
curvature at every point. Other basic developable shapes are planes, cylinders,
cones, or oloids and sphericons1, and variants thereof such as cylindroids or
oblique cones. Intuitively, they are flattened by rolling the object on a flat
surface, where it will develop its entire surface. In fact, all surfaces which are
composed of the aforementioned objects are developable as well. In practice,
many objects in our environment are made by bending sheets or plates and thus
form developable surfaces. Fig. 5.1 illustrates several real-world developable

1An oloid is defined as the convex hull of two congruent disks lying in perpendicular planes,
so that the distance between their centers is equal to their radius. A sphericon is similar
to an oloid, but is defined by the convex hull of two perpendicular semicircles.
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surfaces; note that even such complex structures as the church roof top (Fig. 5.1
very right) are (piece-wise) developable.

5.3 Viewpoint Invariance via Developable Surfaces

In the following we present our approach of matching two views of a rigid scene,
separated by a wide-baseline, by means of developable surfaces. However,
we point out that the same techniques are applicable for identifying and
recognizing a single object in a database, for loop detection or for automatically
registering multiple overlapping textured 3D models. As input to our algorithm
we assume two RGB-D images with sufficient overlap. Given pixel-wise depth
measurements du,v and camera intrinsics K a 2.5 dimensional point cloud is
obtained per view via

(x, y, z)T
u,v = K−1(u, v, 1)Tdu,v ∀u, v ∈ Ω, (5.2)

with image coordinates u, v in the image domain Ω. Then our method pro-
gresses in four steps, which are:

(i) Detection and parameter estimation of certain developable surfaces in
the depth data.

(ii) Generation of flat object textures by means of developing the detected
surfaces.

(iii) Detection/Description of features in the unrolled images (i.e., in the
surface) and matching against the other views.

(iv) Geometric verification of found correspondences.

We will explain them in more detail in following Sections 5.3.1 to 5.3.3.

5.3.1 Multi-Model Estimation

As described in the previous Sec. 5.2, many different developable surfaces exist.
We focus on three basic shapes, the plane, the cylinder and the cone, because
these shapes possess a low parametric representation and thus are detected
reliably in depth data. Identifying these surfaces falls into the category of
multi-model estimation and several techniques have been suggested to cope
with it, including randomized hough transform (Ballard, 1981; Xu et al., 1990;
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Kälviäinen et al., 1995), sequential RANSAC or more recently J-Linkage (Toldo
and Fusiello, 2008), multi-structure segmentation (Wang et al., 2012), energy
based multi model fitting (Isack and Boykov, 2012) or more problem-specific
machine-learning inspired geometric classification approaches in the spirit of
Rusu et al. (2009b).
We employ RANSAC to obtain model parameters in the captured depth

data. Since surfaces are mostly local and continuous we utilize a local sampling
strategy, where consecutive samples are drawn within a 0.5m radius. Surface
models are searched for in order of increasing complexity, i.e., initially planes
are detected, followed by cylinders and cones. We limit the size of models to
physically plausible extents for the expected outdoor or indoor environments.
In addition, found models need to guarantee that they show sufficient support
over their surface to avoid algorithmic plausible, but incorrect estimations.
Consequently, we reject models whose support is only defined at isolated points
or clusters. Once detected, we robustly determine the model size in the image
and estimate the spatial extent (e.g., height of cylinder). Subsequently, initial
model parameters are updated via a non-linear optimization on the evaluated
inlier set. After each iteration 3D points supporting the estimated model are
removed from the search space, which prohibits assignment to multiple models.
This iterative procedure terminates as soon as no model with sufficiently large
support is found any more. While the presented sequential approach is rather
simple, it also is quite effective and can run on down-sampled input data to
obtain processing at interactive frame rates without degrading accuracy.

5.3.2 Developing Surfaces

After the initial model estimation and parameterization, a flat texture is
generated per detected model. We describe obtained mappings for principal
geometric shapes in the following. An illustration of the considered shapes
and their developed surfaces is given in Fig. 5.2.

Planes A plane is parameterized as the tuple πS = (n, d) with normal vector
n and distance to the origin d. In addition, the model estimation provides
a bounding box (or mask) for the region of interest on the 3D plane. Two
orthogonal vectors in the plane are chosen to form a basis BS and we sample
the plane in equidistant steps, i.e., we define a grid in the plane. The original
image and surface plane πS together with the origin O of BS define a unique
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(a) Plane (b) Cylinder

(c) Cone

Figure 5.2: Illustration of parametric 3d models and their developed 2D surfaces
The (blue) oriented square denotes that there remains a rotation variance
for the plane texture, which is reduced to an 180◦ degree ambiguity for the
developed cylinder surface and completely resolved for the cone.

linear mapping. It is used to project each of the grid vertices into the original
image to obtain the appropriate color. The resolution is chosen such that we
do not lose any image details; i.e., we project the four bounding box corners
into the original image and evaluate the Jacobian matrix of the texture warp
for some arbitrary grid resolution. Afterwards we alter the scale such that the
smallest minification between the developed surface and the original image is
1 (for details on texture mapping see Heckbert (1989)).

The result is equivalent to (Wu et al., 2008), where the virtual frontal
rendering coincides with the developed plane and a homography describes the
mapping. In general a plane-induced homography is given by the relation
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5 Viewpoint Invariant 3D Model Registration

(Hartley and Zisserman, 2004, p326f)

x̃′ = K′P′
[

R t
0T 1

]
X̃ s.t. X̃ =

(
r

−nTr/d

)
= K′P′

[
R − tnT/d
−nT/d

]
K−1x̃ . (5.3)

This is because for a projective (source) camera any point on the ray r = K−1x̃
will project to x, i.e., X̃ = (r, λ)T where λ parameterizes the point on the
ray. Since, the 3D point lies on the plane it satisfies (nT, d)(r, λ)T = 0, which
determines the point depth λ = −nTr/d. To obtain a frontal virtual camera,
R is given by the rotation that aligns the optical axis and plane normal, i.e.,

R(θ,a) : θ = arccos(−nTez) and a = ex × n . (5.4)

The new camera center C = −Rt is positioned such the new optical axis
intersects with O. Previous surface sampling is equivalent to using a scaled
affine destination camera (cf. Eq. (2.5) in Sec 2.2); therefore, with P′ = P∞
and K′ = diag(s, s, 1) we obtain

x̃′ =

diag(1, 1, 0) R −

 t1
t2

1/s

nT/d

K−1

︸ ︷︷ ︸
H

x̃ . (5.5)

From this relation we can observe that O ∝ (t1, t2)T and that the scale s
models the distance of the new virtual camera from the surface plane.

Cylinders A cylinder is given by the tripled (c,a, r) with cylinder base center
c, axis vector a of length h and radius r. In order to unroll it, 3D points on
the surface are expressed in their cylindric coordinates (r, φ, z) (with c as the
origin). This results in the 2D surface parameterization (φ, z) and a unique
mapping into image plane coordinates. The angular resolution in φ is deter-
mined to match the resolution along the cylinder axis and to obtain an image
of aspect ratio h×2πr for a full 3D development of the cylinder (see Fig. 5.2b).
In case scale is known and when it is desirable not to normalize over scale (e.g.,
because of similar features at different scales) we choose a metric surface reso-

94



5.3 Viewpoint Invariance via Developable Surfaces

lution. Otherwise, we evaluate the local magnification/minification between
the original image and the surface texture and ensure that no resolution is lost
during unrolling.

Cones A cone is parameterized and developed very similarly to the cylinder,
taking into account that the surface tappers smoothly towards the apex. To
obtain a flat surface texture, it is positioned with a line from the apex to the
base circle of length d =

√
r2 + h2 (see Fig. 5.2c) in the plane for development.

Afterwards the apex is fixed and the cone rolled around it, resulting in a
circle segment. Thus 2D texture coordinates (βi, dj) are directly related to
points on the cone surface. Similar to the cylinder, we backward map texture
coordinates across the 3D surface into the original image to obtain the colors
for the surface texture, maximizing its resolution.

All mappings are very efficiently implemented on the GPU or by using
standard backward mapping on the CPU.

5.3.3 Feature Detection and Correspondence Verification

Feature detection is performed directly in the unrolled textures. This is con-
ceptually different to Mikolajczyk et al. (2005); Köser and Koch (2007) which
first detect features and then try to normalize these wrt. to viewpoint varia-
tions. It is related to Wu et al. (2008); Robertson and Cipolla (2004); Cao and
McDonald (2012), however these approaches only consider planes for normal-
ization. The unrolled textures allow to reach perspective invariance with only
normalizing in-plane rotation in the image (or similarity normalization in case
absolute scale is unknown). Even better, since cylinder2 and cone define an
inherent reference direction with their axes, all features can be expressed with
respect to this orientation. Consequently, it allows the fast extraction of basic
features and to distinguish local regions that differ only by scale, orientation
or linear shape. All detected features on the different developed textures are
combined to form the set of features for a RGB-D image and are subsequently
used for wide-baseline matching.

Naturally the set of estimated matches contains numerous outliers, which do
not satisfy the underlying camera pose change. Therefore, correspondences are

2For the cylinder there still exists a 180◦ ambiguity for the direction of the axis.
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5 Viewpoint Invariant 3D Model Registration

Scene type Synthetic
setup

Floor
(Kinect)

Table
(Kinect)

Trees
(stereo)

Pylon
(stereo)

RGB-D images 37 9 27 3 56
Developed surfaces 255 79 195 22 227

Enhancement ratio 6.89 8.78 7.22 7.33 4.05

Table 5.1: Quantitative comparison of SIFT descriptor matches between origi-
nal RGB-D images and developed surfaces for different scenes.

checked using geometric verification (e.g., using RANSAC). Each feature does
not only include information about the 3D position, but also the local surface
normal. Additionally, when orientation is known from the cylinder or cone
geometry or estimated locally from gradients (Lowe, 2004), three characteristic
directions are known at each 3D feature point. This allows for a stratified
verification as proposed by Wu et al. (2008) or for a minimal solution in
RANSAC that requires only a single correspondence.

5.4 Results for Active and Passive Stereo Devices

In this section we demonstrate our technique for different scenes and cameras.
As mentioned previously, image feature estimation in the developed surfaces
can be accomplished with a basic detector such as a Harris corner detector.
However, since we aim to compare obtained matches from developed surfaces
with matches in the original RGB-D data, we chose standard SIFT as our
detector and descriptor to guarantee comparability. Note, that employing
upright-SIFT would also treat our approach with favor due to its greater
discriminative power. Detected image features are matched against each other
in their descriptor space. To eliminate ambiguous matches (e.g., between
repetitive structures) all best matches are kept for which the distance ratio to
the second best match falls below 0.6 (known as the ratio test in Lowe (2004)).
Then, each feature is additionally augmented by its position in 3D space,
which is determined by the corresponding 3D surface model. For features in
the original RGB-D images we consider present pixel-wise depth measurements
and neglect them in case no depth is available, e.g., due to occlusions.

Fig. 5.3, Fig. 5.4 and Fig. 5.5 illustrate obtained results for a synthetic setup,
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5.4 Results for Active and Passive Stereo Devices

(a) Detected models in the points cloud and their developed surface
textures.

(b) Matching between initial RGB-D images

(c) Matching between developed surfaces, i.e., the textures from (a).

Figure 5.3: Wide baseline matching for a synthetic setup. Illustrated matches
are consistent wrt. to the underlying 6DoF transformation.
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(a) Table

(b) Floor

Figure 5.4: Wide baseline matching for RGB-D data captured with a Kinect
sensor. (top rows) Detected objects (green) and their respective developed
surface for the two views. (bottom rows) Consistent SIFT matches between
original images (left) and developed surfaces (right), respectively.
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(a) Trees

(b) Pylon

Figure 5.5: Wide baseline matching between images taken by a Fuji3D con-
sumer stereo camera . (top rows) Detected models in the 2.5 point cloud and
their respective developed surfaces. (bottom rows) SIFT feature matches be-
tween original scenes (left) and developed surfaces (right), respectively. Note,
that for (b) depth estimates are noisy and contain a considerable amount of
errors, leading to degraded parameter estimation for the detected cone.
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5 Viewpoint Invariant 3D Model Registration

indoors scenes captured with a Kinect camera, and outdoor scenes taken with a
Fuji3D stereo camera, respectively. Comparing feature detection and matching
in the original images and in the images of developed surfaces (see Tab. 5.1)
we can record the following: While approximately the same number of features
are detected and an equal amount of potential matches is obtained, evaluation
shows that for the latter the amount of finally remaining correct matches
is significantly larger. Between the original RGB-D images many potential
matches are wrong due to viewpoint distortions in the descriptor space and
thus need to be rejected. This validates that our approach of viewpoint
invariant description of developable surfaces is able to extract features, which
are stable over a variety of largely different viewpoints and improves wide-
baseline matching considerable. In addition, rather than interpreting our
approach as a competitor to standard feature matching, one should see it as
an additional cue for obtaining more stable features.

5.5 Viewpoint Invariance via Salient Directions

Normalization by means of developable surfaces has the limitation that partic-
ular geometric shapes need to present and detected in the scene. Consequently,
it is desirable to drop this requirement and achieve viewpoint invariance also
for free-form surfaces. We thus propose to utilize the principle of salient di-
rections present in the geometry and suggest to extract (several) directions
from the distribution of surface normals or other cues such as observable sym-
metries. Rendering the whole scene from these repeatable directions using an
orthographic camera generates textures which are identical up to 2D similarity
transformations.
First, let us define what we mean by a salient direction. The pose of a

RGB-D camera in the world coordinate system is specified by the mapping of
a point X from world to camera coordinates via

Xi = siRiX + ti = siRiX− siRiCi . (5.6)

Here, Ci represents the origin of the scanning device in world coordinates,
while Ri represents its orientation and si is the scaling. In the following we
will use the index i to refer to any single scan and indices i, j to distinguish
between any two scans.
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5.5 Viewpoint Invariance via Salient Directions

(a) Scanner images (b) SDR images of roof
with rotation ambigu-
ity

(c) SDR images of altar
with fixed rotation

Figure 5.6: (a) Images taken from two different positions, which naturally
exhibit a wide baseline. The red altar visualizes correspondence. Feature
matching and thus registration from these images fails in most cases. (b-c)
Generated salient direction rectified (SDR) renderings along corresponding
salient directions. Images of the roof are equivalent up to a 2D euclidean
transformation (cf. Claim 2), while images in (c) correspond up to a translation
(cf. Claim 3).
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5 Viewpoint Invariant 3D Model Registration

Figure 5.7: Orthographic renderings along a salient direction. The scene overlap
of planar (red) and free form (blue) surface will be rendered identically along
d sal for each scanner.

Definition 1. A salient direction is a real-world direction in global coordinates
d sal that can be observed locally as d sal

i ,d sal
j in independent scans i and j:

d sal = RT
id sal

i = RT
jd sal

j . (5.7)

Intuitively, imagine d sal is the north direction, that is represented in scans i
and j as d sal

i and d sal
j respectively.

As input to our algorithm we consider 2.5D depth and image data, either
from a laser scanner or from a consumer depth device or stereo system. In
case of panoramic data we assume that both image and depth data are given
as faces of a cube-map. Then, for the depth data, local normals are estimated
and we will call the set of range data, color data and normals taken from
one position a scan. The goal is now to render a view which is suitable for
matching it against other scans. Ideally we want to produce a normalized
image that looks the same as a normalized image from another location (see
Fig. 5.6 for examples and Fig. 5.7 for an illustration).

Definition 2. A salient direction rectified (SDR) image, is an image which is
obtained by rendering the scene along a salient direction d sal

i with orthographic
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5.5 Viewpoint Invariance via Salient Directions

projection matrix

Pi =
[
r̃Ti,1
r̃Ti,2

]
with Pi d sal

i =
(

0
0

)
, (5.8)

where
{
r̃i,1, r̃i,2,d sal

i

}
forms an orthonormal basis of R3 and relates to the

orthographic camera coordinate system.

Claim 1. Given a salient direction d sal with corresponding local directions
d sal
i ,d sal

j in scans i and j, then corresponding points in the two SDR-images
relate to each other via a 2D similarity transformation.

As simple proof we want to show that with the given projection matrices
P sal
i ,P sal

j image points xi,xj relate to each other via

xj = s′R′xi + t′ , (5.9)

where s′,R′ and t′ denote 2D scaling, rotation and translation, respectively.
Without loss of generality we set the ith scanner pose to [I 0] and denote
[sjRj tj] = [sR t]. Then according to Eq. (5.8) for a 3D point X its
projections in the two SDR-images are xi = PiX and xj = Pj(sRX+ t). Also
according to Eq. (5.8) Pi and PjR span the same basis. Thus, comparison
with Eq. (5.9) reveals

t′ = Pjt and R′ = PjRPT
i and s′ = s. (5.10)

Since Eq. (5.10) holds for every point X the solution is unique. Further it is
easily verified that R′TR′ = I and thus R′ is orthogonal. As a result images
must be related by a similarity transform, which proves the claim. SIFT
features are well suited for handling this remaining ambiguity.

Claim 2. If absolute scale is known – as for depth sensors and laser scans –
the freedom reduces to a 2D euclidean transformation.

The proof is trivial, since for constant scale across scenes s = 1. As a result this
allows for scale variant feature description and matching. Observe that there
is still one degree of freedom in choosing Pi, i.e., there is an undetermined
in-plane rotation.
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5 Viewpoint Invariant 3D Model Registration

Claim 3. Given that a global direction g is known commonly among scans in
local coordinates as gi and that r̃i,1 is chosen as r̃i,1 = (gi × d sal

i )/|gi × d sal
i |,

then generated images differ only in translation.

Defining r̃i,1 as above and setting r̃i,2 orthogonal to it via r̃i,2 = (d sal
i ×

r̃i,1)/|d sal
i × r̃i,1| ensures that g appears upright in the SDR-images. In this

case R′ = I which leaves only t′ and proves the claim. Only in case g coincides
with d sal, r̃i,1 is undefined (a case which is easily spotted) and in-plane rotation
is still ambiguous. In all other cases simple upright feature descriptors can
be employed, which have been shown to be more discriminative than features
with locally-adaptive orientation (e.g., Baatz et al., 2011).
Our approach is separated into four stages, which we will explain in more

detail in the next Sec. 5.6 and Sec. 5.7:

(i) Detection of salient directions (per scan).
(ii) Normalization of image data with respect to salient directions (per di-

rection per scan).
(iii) Extraction of features (per SDR-image) and establishment of tentative

correspondences.
(iv) Geometric verification and concurrent pose estimation (for a scan pair).

5.6 Salient Direction Detection and Image Normalization

Given a salient world direction that can be identified in two different scans, we
have shown that we can transform the image content in a way that it becomes
virtually invariant with respect to the unknown pose. Depending on the scene
type several possibilities exist how to identify salient directions, including
vanishing points (Baatz et al., 2011) in modern architecture, directions of
repetitions or symmetries (Köser et al., 2011) in historical buildings or north
direction from the sky or the time and the sun (Lalonde et al., 2010) in outdoor
scenes. However, in this contribution we demonstrate the idea using salient
directions derived from characteristics of geometric structures, that is peaks
in the distribution of surface normals (cf. Fig. 5.8 and 5.9), as for example
also utilized in (Novak and Schindler, 2013). For successful registration only a
single peak needs to be consistent, while remaining modes can be different.
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5.6 Salient Direction Detection and Image Normalization

Dominant normal directions Potentially disjoint, locally planar surfaces give
rise to dominant surface normals. Detection of those is rephrased as find-
ing peaks within the sampled point-normal distribution in each scan. Mean
shift (Comaniciu and Meer, 2002) is a suited approach to achieve this goal. It
allows to model the density without explicitly parameterizing it, by evaluating
a kernel K for normal n via

f̂(n) = 1
|N (n)|

∑
ni∈N (n)

K(n,ni) , (5.11)

with N (n) being the set of neighbors of n. We initialize mean shift with 50
samples obtained as cluster centers from K-means. The algorithm now per-
forms gradient descent on the density estimate f̂(nk) and sample trajectories
reach stable points at peaks of the density function.

As a distance measure between normals we use their orientation agreement.
In particular we utilize the cosine distance 1− nTni which in general relates
to density estimation on a hypersphere. Furthermore, we employ a symmetric
kernel with a smooth Parzen estimate (i.e., decaying weight on normals at
larger distance) with an additional cut off at a maximum of ϕ = 10◦. Thus

K(n,ni) =
{
ch · exp

(
− 1
h(1− nTni)

)
, nTni > cos(ϕ)

0, otherwise
, (5.12)

where h is specifying the strength of the exponential weighting and ch is a
normalization constant 3.

The sampling density of points on a surface highly depends on the distance
of the surface from the scanner, as well as the slant of the surface wrt. the
scanning direction. Thus, if we used raw 3D points X (and their normals
n) as generated from the scanner much higher emphasis would be given to
surfaces close to the scanner and frontal to the scanning direction. In particular
SDR-images would be rendered from salient directions highly supported by
structures near the scanner, and repeatability of salient directions between
scans would be degraded. Thus, before mode finding we re-sample the point

3 For two points on the unit sphere squared euclidean and cosine distance are equivalent:
1
2‖a − b‖2 = 1

2

(
‖a‖2 + ‖b‖2 − 2aTb

)
= 1 − aTb. Thus a also mean-shift with a

symmetric Gaussian kernel with variance σ2I = hI fulfills our conditions exactly.
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5 Viewpoint Invariant 3D Model Registration

Figure 5.8: Input images (cube faces) for scan locations A,C,E for the Church
dataset and their computed support regions for salient directions (color coded
with random colors). Points are sampled according to Eq. 5.13 and thus appear
denser at further distance.
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5.6 Salient Direction Detection and Image Normalization

Figure 5.9: Support regions for salient direction in the City dataset. The bot-
tom row shows the top faces. (Color codings between different scan locations
do not indicate corresponding directions). See Fig 5.14 for the input images
and a final registration.
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(a) Forshortening ef-
fect for points
sampling (b) Relation for matching points in our 2pt RANSAC.

Figure 5.10: (a) To obtain a uniform sampling of 3D points each point is
selected according to its likelihood p(X) (see Eq. (5.13)) that depends on the
angle between ϕ the point ray rx and its normal n; i.e., the sampling likelihood
increases with the slant of surfaces. (b) Each point defines a local coordinate
system via its normal n and the gravity direction g, which is sufficient for pose
estimation. To be robust against we noise, we consider 2 point pairs and use
their relative distances vs and vt for an early rejection criterion. See text for
more details.

data. Conceptually the sampling likelihood p(X) of a point X is proportional
to the area it describes in the 3D scene, i.e.,

p(X) ∝ a(X) · sec(arccos〈−rx,n〉) . (5.13)

See Fig 5.10a for a visualization. Here a(X) denotes the surface area orthogonal
to the scanning direction rx. For a depth map it is the projected pixel footprint
at point depth Xz, while for a laser-scan it relates to the projected 2D scan
interval (given by the angular scan resolution) at distance ‖X‖2. As a result
we generate a spatially evenly sampled point cloud and are able to determine
salient directions bias-free.

View Synthesis When rendering 2.5D data from a different viewpoint, miss-
ing 3D information introduces holes in the generated images. Keypoints are
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not detected in these visual artifacts, but descriptors might reach into or gap
them. Since a descriptor captures gradient information, our desire is to avoid
strong edges due to artifacts (which would perturb it) and we perform in-filing
via a diffusion process. This keeps gradients small such that descriptors focus
on the present texture information.

Since we don’t require a fully consistent 3D mesh, we fill small holes directly
in each SDR-image. Two different kinds of holes must be distinguished and
in-painting is handled differently:

(a) Holes which are caused by occluders in the original scanner viewpoint
placed in front of the surface to render, e.g., a statue in front of a facade.
In this case we not only fail to capture depth data (for parts of the facade
in the given example) but also the corresponding texture (the texture
of the statue will be captured, not the facade). As a matter of fact,
in-painting is performed on the rendered SDR-images itself.

(b) Holes that are caused by missing data in the scanning process (e.g., at
reflective structures). Compared to the former, here texture information
is available and thus we aim for a smooth inpainting on the orthographic
depth-map. Then detected areas are re-rendered with the updated depth
information to obtain the original texture.

Both cases can be easily distinguished by back-projecting hypothesized surface
points into the original views and evaluating whether or not an occluder is
present. Holes themselves are detected by searching for connected components
in the initially rendered images, while for inpainting we utilize the fast marching
method (Telea, 2004) as it is simple and fast.

5.7 Efficient Pose Estimation

Given several SDR-images of the scene, in each local image features are ex-
tracted. Since 3D models are given with absolute scale we can make use of
Claim 2 and for each feature its absolute size is known. Thus, we could even
apply features of fixed size, e.g. Harris corners (Harris and Stephens, 1988).
However, to detect (different) structures at various levels of detail we perform
feature detection in scale space using DoG (Lowe, 2004). During matching we
still restrict the search for correspondences to those with same spatial extent.
Similarly, in case the in-plane rotation of the orthographic camera is fixed (cf.
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Claim 3) we employ upright descriptors. For each feature we find tentative
correspondences via fast approximate nearest neighbor search.
For the relative registration of two scans we augment each feature by its

3D position and normal in the local coordinate system and denote points as
Xs and Xt (in the following indices s and t indicate source and target scan,
respectively). Then we seek the parameters of the relative transformation
[R, t] from source to target. For a laser scanner the gravity direction is usually
known (assumed to be aligned with the z-axis in the following), so we need to
estimate only 4 parameters; however, for a hand-held RGB-D sensor 6 DoF
need to be estimated. In either way, pose estimation is performed within
a random sample consensus scheme, i.e., in each round the support for a
generated transformation hypothesis [R, t] is evaluated. Approaches presented
in the following differ in the way they generate a transformation hypothesis in
each iteration.

Relative Bearing and 3D Offset (4 DoF) As pointed out by Wu et al.
(2008) each point defines a local coordinate system via its normal and feature
orientation. For upright features the latter is fixed by the gravity direction and
the local coordinate system is defined as [n,n×g, (n×g)×n]). Thus a single
feature correspondence suffices to estimate a transformation hypothesis. The
rotation angle θ around the gravity direction ez is computed between normals
ns,nt projected in the x-y plane

n̄s = ns − 〈ns,g〉g and n̄t = nt − 〈nt,g〉g
θ = arccos〈n̄s, n̄t〉 · sign〈g, (n̄s × n̄t)〉 , (5.14)

while the translation is then given by t = Xt−Rz(θ) Xs. As an alternative to
RANSAC a 1D voting scheme via kernel density estimation can be employed
efficiently Wu et al. (2008).

We have found that normal vectors of extracted features tend to be noisy and
are thus of limited value in their use for pose estimation. This is in particular
the case for consumer depth cameras or stereo systems4 and has two reasons.
First, they are computed only in a local neighborhood and second, detected
image features often correspond with structure boundaries introducing errors

4Normals in Wu et al. (2008) are taken from the estimated plane model, i.e., the approach
fits planes rather than individual feature points.
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Algorithm 2 2-point geometric pose verification

Require: set m = [m1, . . .mn], mi = {X(i)
s ,X(i)

t } of M potential matches between
source and target scene

Require: number of iterations K and inlier threshold ε
for k = 1, . . .K do

uniformly sample 2 matches mi,mj from m
vs ← X(i)

s −X(j)
s , vt ← X(i)

t −X(j)
t

if |‖vs‖ − ‖vt‖| > ε or |〈vs,g〉 − 〈vt,g〉| > ε then
reject sample pair and continue

v̄s ← vs − 〈vs,g〉g and v̄t ← vt − 〈vt,g〉g
θ← arccos〈v̄s, v̄t〉 · sign〈g, (v̄s × v̄t)〉
t← 1

2

(
X(i)

t −Rz(θ) X(i)
s + X(j)

t −Rz(θ) X(j)
s

)
for all l ∈ [1,M ] do

if ‖X(l)
t −Rz(θ) X(l)

s + t‖ < ε then
insert ml in s

if |s| > |s∗| then
s∗ ← s, [R∗

z t∗]← [Rz(θ) t]

return final transformation [R∗
z t∗] and best inlier set s∗

in the normal computation. As an alternative to using normals for registration,
we will exploit the fact that corresponding local coordinate system axes can
also be computed from pairs of correspondences. The orientation of these
vectors is more precisely compared to normals due to their much larger spatial
extent.
This gives rise to our robust 2-point geometric relative pose verification,

which is presented in Alg. 2 (typical values are K = 1000, ε = 3cm) and
Fig 5.10b visualized the relations between used variables. It incorporates an
early rejection of generated hypotheses, such that only a fraction (on average
25% in our experiments) of generated transformation hypotheses need to be
evaluated wrt. all data. Related to our new algorithm is the idea of filtering
wrong correspondences in Johnson and Hebert (1999); however there authors
use a heuristic rather than constructing an efficient RANSAC framework.
A transformation hypothesis is formed from 2 potential matches i, j drawn
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at random from the correspondence set. 3D points X(i)
s , X(j)

s in the source and
X(i)
t , X(j)

t in the target scene form vectors vs and vt respectively, connecting
the 2 points in the local scans. If the chosen samples are correct matches,
then the length of these two vectors must be equal. In addition, because we
are searching for a rotation around the z-axis, their height difference has to
be equal as well. This leads to an early rejection criterion allowing to avoid
computing and testing the underlying transformation hypothesis. Given the
previous two conditions hold, we first compute a relative rotation Rz(θ) from
the two vectors similar to Eq. (5.14). Second we evaluate the translation t
between target and rotated source points.

Full 6 DoF transformation To estimate all 6 DoF of a 3D rigid body trans-
formation, at minimum 3 corresponding points are required (if normals and
feature orientations should be avoided). Procrustes analysis (Eggert et al.,
1997) returns the optimal rotation and translation by decomposing the 3× 3
correlation matrix between points (cf. Sec 2.5.1). An early rejection of samples
based on the vector length between point pairs can be employed in a similar
way to our previously mentioned 2-point pose verification.

5.8 Experimental Evaluation

For evaluation we recorded 3 different datasets with different scene characteris-
tics which are typical for laser scanning scenarios. Church is an indoor dataset
of an old church consisting of 5 scans and exhibiting many vaults. Besides
peaks in the normal distribution, in this scenario we also extract symmetry
planes. Note that there exists a sign ambiguity for the symmetry plane normal,
thus we use both possible normal directions as salient direction. For City
we captured 3 scans in an urban area showing a high number of structured
facades (e.g., balconies). Finally Castle combines a construction site and a
historic building 5.

For all experiments the input data format and parameters of our algorithm
were kept constant. Panoramic images and range data are represented as 6
faces of a cube-map, each of size 2k× 2k and 1k× 1k pixels, respectively. For
salient direction estimation we subsample the depth data as explained, while

5The datasets and additional results are available at http://www.cvg.ethz.ch/research/
saldir-rgbd-registration
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5.8 Experimental Evaluation

Figure 5.11: Color coded are the support regions of salient directions. (Top)
Point cloud from scanner location 1; (middle) point cloud from position 2
projected into viewpoint of 1. (Bottom) Depth-map for the projection.

the kernel bandwidth and standard deviation (Eq. 5.12) are set to 10◦ and 5◦,
respectively.

Repeatability of Salient Directions It is essential for successful registration
that we extract at least one salient direction (up to small variation) in both
viewpoints. This task becomes more difficult with less overlap between regions.
For evaluation we have taken scans with known relative pose and rendered the
source scene into the viewpoint of the target scene (see Fig 5.11). There we
compare the original depth values to those of the rendering. Areas with small
difference in depth are considered as visible in both scenes, i.e., they define
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(a) SDR-image (b) Planar rectification

Figure 5.12: Comparison between viewpoint normalization via SDR-images and
planar rectification (Wu et al., 2008; Cao et al., 2011). Clearly our approach
can handle arbitrary surface shape and extract features on those.

the area of overlap between scans. Thus, in these regions corresponding salient
directions (defined as directions differing by 10◦ at maximum) can and should
get support. We now determine repeatability scores by comparing the number
of corresponding salient directions to the total number of detected salient
directions. The lower left parts in Table 5.2 list our evaluation of repeatability
scores. One can observe that re-detection rates are high.

Registration performance To demonstrate the registration performance of
our approach we compare it against state-of-the-art planar RGB-D rectifica-
tion (Wu et al., 2008; Cao et al., 2011). We also tried to match SIFT features
extracted from the original images (i.e., cube face images), but registration fails
in more than half of the cases. Tab. 5.2 lists the number of correct matches vs.
tentative correspondences for both our approach and the baseline. A match is
seen as correct if the corresponding points are within a threshold of 5cm for
the outdoor datasets and 3cm for Church (since it has smaller scale). As can
be seen, we generate more tentative and correct matches, which enables us to
register scan-pairs in cases where the other approach fails. As expected this is
the case for scenes with numerous non-planar surfaces, such as the roof and
apse dome in Fig. 5.6. Here our approach is crucial for successful registration,
as planar rectification requires textured planes, which are small or non-existent

114



5.8 Experimental Evaluation

A B C D E

A 418 / 541 301 / 439 21 / 68 15 / 39
222 / 261 127 / 160 — —

B 5 / 5 242 / 322 19 / 54 53 / 95
131 / 161 — 58 / 75

C 4 / 5 4 / 5 159 / 225 154 / 190
89 / 103 29 / 32

D 1 / 1 2 / 3 5 / 7 —
—

E 1 / 2 1 / 2 2 / 2 0 / 0

(a) Castle

A B C D E

A 335 / 419 75 / 146 82 / 144 24 / 63
166 / 206 — 65 / 75 16 / 23

B 6 / 7 405 / 480 349 / 435 69 / 148
— 114 / 142 44 / 60

C 6 / 7 7 / 9 121 / 168 63 / 118
— —

D 7 / 7 8 / 8 6 / 8 123 / 166
77 / 79

E 5 / 6 5 / 8 5 / 7 6 / 8

(b) Church

Table 5.2: Registration evaluation for Castle and Church. (Upper right
parts) Relation between correct and tentative matches, for our approach (in
bold) and planar rectification (Wu et al., 2008; Cao et al., 2011). The results
indicate our superior performance. (Lower left parts) Repeatability scores for
salient directions, i.e. the ration of found and present salient directions in the
scan overlap.
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(cf. Fig. 5.12). Note that besides exploiting features on free-form surfaces, we
completely separate stable geometries and textures; e.g., salient directions can
be established from an untextured white wall, while the features for matching
originate from some other textured free-form surface.

Global Registration In addition, Fig 5.13 and Fig 5.14 illustrate the global
registration results for Church and City, respectively. Previously pair-wise
estimated relative poses form a graph connecting the scans with successful
registration. An initial solution for the absolute pose of each scans is obtained
by construction of a minimum spanning tree (MST) in the graph and concate-
nating the relative transformations accordingly. To improve this initial set of
absolute poses one can examine pose-graph optimization or bundle-adjustment.
We execute the former where the goal is to minimize the error eij over camera
poses Pi between a measure for the previously estimated (zij) and expected
(ẑij) relative transformation via

arg min
Pi

∑
(i,j),i6=j

eT
ijΩijeij s.t. eij = zij − ẑij(Pi, Pj) . (5.15)

The information matrix Ω is obtained from a non-linear refinement of the
pair-wise estimation and edges are weighted by their number of inliers. Since
the focus of this work is on the initial pair-wise registration, we refer to Grisetti
et al. (2010); Kummerle et al. (2011) for further details. However, we want to
point out that our estimated relative poses are very precise, as we observe that
the solution obtained via the MST approximation is very close to the solution
obtained after global optimization.

5.9 Discussion

Our second approach is more general, since we do not rely on features on
particular fitted models, but match the whole visible scene, this way signif-
icantly increasing the surface area where features can be extracted. This is
an important aspect, if the visible overlap between RGB-D scans is small. In
addition it generates images that consistently capture objects and features
across different levels of depth. Such features at geometry boundaries and
folds are among the most discriminative, as known e.g., from stereo. Contrary,

116



5.9 Discussion

Figure 5.13: Cut through a 3D models obtained by our algorithm from 5
individual scans (Church dataset). We achieve entirely automatic registration
of arbitrary geometry from largely different viewpoints by exploiting depth
and image data jointly.
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Figure 5.14: Result of our automatic scan registration for City. The scene
was created from 3 viewpoints, visualized via their horizontal cube faces. The
numbers in the table are organized in the same way as in Table 5.2.
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Figure 5.15: Result of our automatic scan registration for Castle. The scene
was created from 5 viewpoints, color coded in the bottom figure.
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they are deliberately rejected in previous work and also in a developed surface
representation, where depth discontinuities can not be handled. However, a
salient direction based rectification requires fairly accurate depth information
in order not to introduce artifacts in the viewpoint normalized images.

In summary, we can clearly see that the joint exploitation of image content
and scene depth is superior over using either one of them separately. Our
results demonstrate that accurate model registration is possible in cases where
viewpoint variant features reach their limits. Inspired by these good results
we were wondering if similar viewpoint invariance can be achieved for a single
image without any measured depth information. A successful feature normal-
ization would lead to stronger connections between images and thus be of great
help in SfM – especially in indoor scenarios where relatively large viewpoint
changes between image captures are enforced by the building architecture.

5.9.1 Rectification from a Single Image

So far rectification of features from a single image without any depth informa-
tion had to rely on affine invariance derived from the local texture (Mikolajczyk
et al., 2005). Recently, single-view reconstruction methods, estimating scene
geometry directly by learning from data, have gained quite some popular-
ity. In particular, coarse information about the 3D layout of a scene has
shown to help boost the performance of applications such as object detection
(Hoiem et al., 2008b), semantic reasoning (Ladický et al., 2014) or general
scene understanding (Hoiem et al., 2008a).
Consequently, there arises the question if such estimates are also useful to

gain viewpoint invariance for features. Admittedly, the resulting 3D recon-
structions of such methods are of insufficient quality. The principal underlying
idea behind these methods (Saxena et al., 2007, 2009; Liu et al., 2010) is,
that particular structures have a certain real world size, and thus their size in
an image gives rise to the scene depth. We argue that this is a rather weak
hypothesis, since structures are likely to exist at different size in reality and
perspective projection distorts them. As a consequence it renders the problem
of single image depth estimation ill-posed in general. Though, perspective cues
are not harmful, but actually helpful, because they carry information about the
local surface orientation and allow to reason about the scene, e.g., about the
viewpoint of the camera. For example, coarse geometry was already estimated
from vanishing points and lines (e.g., Baatz et al., 2011; Cao and McDonald,

120



5.9 Discussion

2012; Schwing and Urtasun, 2012) and leveraged for viewpoint normalization
of extracted features (e.g., Srajer et al., 2014). However, these approaches ob-
viously fail for more general scenes, e.g. cluttered indoor environments. Thus,
in Ladicky et al. (2014) we argue that it is beneficial to directly estimate
first order derivatives of depth, i.e., surface normals, since it provides more
accurate results than estimation of absolute depth. We use a discriminative
learning approach to estimate pixel-wise surface orientation solely from the
image appearance. Our method combines contextual and segment-based cues
and builds a regressor in a boosting framework by transforming the problem
into the regression of coefficients of a local coding. The strength of our ap-
proach stems from the fact that we join both representations and intrinsically
learn, when to use which. In addition in Zeisl et al. (2014) we show how
to obtain more consistent estimates via the fusion (e.g., of estimates from
complimentary methods) and regularization of normals maps in a variational
framework. Thereby, the unit norm constraint of surface normals renders the
problem non-convex. We propose a local relaxation and an algorithm that is
guaranteed to converge. As a result we obtain normal maps as illustrated in
Fig 5.16. Since absolute depth is unknown, we will show in the following that
local image rectification is accomplishable from surface orientation only.

Note, that the importance of normal estimation has been already recognized
long before machine learning methods were available. Due to the lack of
training data, proposed approaches (Horn and Brooks, 1986; Mallick et al.,
2005; Ikehata and Aizawa, 2014) had to rely purely on the knowledge of
underlying physics of light and shading. Resulting methods work only under
strong assumptions about the knowledge of locations of light sources and
properties of the material (such as the assumption of Lambertian surfaces).
However, these approaches do not work in more complex scenarios such as
indoor or outdoor scenes, and thus are not applicable for general problems.

Viewpoint Invariance from Normal Directions only Let us assume that
for an identified keypoint p in the image we are given its surface normal n.
Then, we are looking for the homography which warps the image patch in the
neighborhood of p to a frontal view, which is achieved via the plane-induced
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Image Prediction Denoised

Figure 5.16: Normal estimates (Ladicky et al., 2014) and variational denoising
(Zeisl et al., 2014) for images from the NYU2 dataset (Silberman et al., 2012).
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Figure 5.17: Geometric setup for the derivation of the point-normal induced
homography presented in Eq. (5.19) and constructed for the keypoint location
p and its normal estimate n. Since the depth z of the point P is unknown
(as is the location of the surface plane), there are infinite many frontal views.
For our solution we chose ν = z and obtain a plane-induced homography
independent of d.

homography (cf. Eq. (5.3))

x̃′ = K′P′
[
R + RCnT/d
−nT/d

]
K−1︸ ︷︷ ︸

H

x̃ . (5.16)

In the following we will (i) specify the pose in dependence of the particular
keypoint p and its normal n and (ii) show how to get independent of the scene
depth d. Fig. 5.17 illustrates the following derivations. First, the optical axis
of the virtual camera will be −n such that it looks frontal on the plane π.
Thus the rotation is again given by Eq. (5.4). Second, we want to translate
the virtual camera, such that the 3D point P lies on its optical axis; i.e., it
should hold C = P + νn, where ν specifies the distance between the 3D point
and the virtual camera center. In original camera coordinates P̃ = (r, 1/z)T

where the keypoint ray r = K−1p̃, and z denotes the unknown depth. Since
(nT, d)P̃ = 0 we obtain z = −d/nTr. Consequently the virtual camera center
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is

C = P + νn = − dr
nTr + νn . (5.17)

For a projective virtual camera (i.e., P′ = [I, 0]) Eq. (5.16) becomes

H = K′
(

R −R
( r

nTr −
ν

d

)
nT
)

K−1 . (5.18)

Because the accurate 3D location of the plane is unknown, our goal is to
become independent of d. For example, if we require that the point P has
the same depth in both cameras, i.e., ν = z, we obtain a homography that
is in dependence of the particular keypoint and its normal direction, but
independent of its actual location:

H = K′
(

R −R(r + n) nT

nTr

)
K−1 . (5.19)

This results can be interpreted as follows: Given that both cameras are
at the same distance to a 3D point on a plane with known orientation (but
unknown location) for a particular point p, the actual depth of the plane
is neglectable. This results only holds if the (virtual) destination camera is
perspective. In case it is affine, the depth of the plane (i.e., of the point P) is
important, since it determines the size of the object. Accordingly, the bottom
row of H in Eq. (5.16) is non-zero and depends on d.
The important contribution here is, that conceptually it is well possible to

obtain geometry normalized features from surface normal information solely,
i.e., no scene depth is required.

Rectification based on Normal Estimates Leveraging previous results, we
tried to achieve viewpoint rectification of features. Thereby we tested two
approaches. First, similar to Köser and Koch (2007) we use an affine detector
and warp the local image region via the homography in Eq. (5.19) to obtain
a frontal view and extract the descriptor therefrom. Second, segmenting the
image in different regions, each supporting a (discrete) normal direction, we
detect and extract features in the warped images (using a homography defined
by the segment center). With both approaches we aim for more discriminative

124



5.9 Discussion

matching for wide baseline image pairs. Improved correspondences would also
lead to a larger number and more accurate point tracks in a SfM reconstruction,
reducing the decomposition into submodels due to missing links.
However, our tests and evaluation showed that obtained results did not

improve the performance and often degrade results. Closer investigation of the
problem reveals, that estimated normals are not accurate enough at the posi-
tion of detected keypoints. For our segmentation-based approach this means,
that the assignment is often wrong for the segments containing keypoints.
This is because normal estimation and keypoint detection turn out to be con-
flicting approaches. While surface normal estimates are fairly accurate for
homogeneous areas (such as a white wall), they are erroneous for smaller scale
structures and especially in areas with high texture variation. Contrary, it is
exactly in those regions where a keypoint will be detected. As a result, local
texture warping harms more than it helps.
For future work, it is conceivable to regard dominant normal estimates as

salient directions as done for 3D scenes in Sec. 5.5 and detect features in the
whole image, rather than only in segments. Though, due to the lack of the
underlying 3D structure strong distortions are present in the rectified images
and a method for efficient outlier filtering is crucial.
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6 Voting Based Camera Pose
Estimation

N ow that we have discussed how global models can be obtained from partial
recordings and with only limited overlap, this chapter moves the attention

to the task of localizing a single image within a 3Dmodel. We study the benefits
and limitations of spatial verification compared to appearance-based filtering
of correspondences. Our novel voting-based pose estimation strategy exhibits
O(n) complexity in the number of matches and thus facilitates to consider much
more matches than previous approaches – with the direct consequence that
we are able to surpass state-of-the-art localization performance for large-scale
datasets.
Let us assume that the 3D model has been reconstructed from a set of

database images using SfM methods, or that a dense model is augmented
with texture information. Then, we can obtain a sparse point cloud, where
each 3D point is augmented with a set of local image features and associated
with their local descriptors. Establishing 2D-3D correspondences between 2D
image observations and 3D points are typically validated via the consecutive
application of a n-point-pose solver (Bujnak et al., 2008) inside a RANSAC
loop. Though, for large-scale scenarios with inlier rations as small as 1% the
executional time will grow beyond what is viable. In addition, Lowe’s widely
used ratio test (Lowe, 2004) rejects more and more correct matches and thus
often fails in these cases. In contrast, we propose to

shift the task of finding correct correspondences from the matching stage to
the pose estimation step, by leveraging geometric cues extensively, which
are local and thus independent of the model size.

First, instead of using 1st nearest neighbors and only retaining matches that are
likely to be inliers, we simplify the matching problem and consider 1-to-many
correspondences. This results in a large number of matches with a very small
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inlier ratio. Second, we aim to perform extensive spatial verification early on in
the pose estimation procedure. As a consequence, geometric verification needs
to be scalable to thousands of tentative correspondences to remain applicable.
We introduce a voting based spatial verification process that exploits a known
gravity direction and an approximate knowledge of the camera height using a
setup similar to Svärm et al. (2014). Exemplary results of our voting procedure
are illustrated in Fig. 6.1. Our contributions are as follows:

– We formulate spatial verification as a Hough voting problem in pose param-
eter space, obtaining a run-time that grows only linearly in the number of
matches.

– We show that we can detect a large fraction of wrong matches using simple
but efficient filtering operations based on local (image) geometry.

– Our approach naturally integrates and profits from pose priors, e.g., from
GPS data, inertial measurements or vanishing point information, when those
are available.

– Our formulation yields a multi-modal distribution over possible camera poses
without any additional cost and thus is well suited to handle repetitive scenes.

– We study the applicability of different matching strategies and the influence
of allowing 1-to-many matches.

The resulting method localizes considerably more images than current state-
of-the-art techniques (Li et al., 2012b; Chen et al., 2011; Torii et al., 2013;
Arandjelovic and Zisserman, 2014) for image-based localization on large scale
datasets and processes tens of thousands matches with an inlier ratio below 1%
in a few seconds – which is well beyond what current methods (Li et al., 2012b;
Svärm et al., 2014) can handle. Interestingly, while our results demonstrate
that geometric constraints are well suited for outlier filtering, they also clearly
indicate that simply using more matches does not automatically lead to a better
localization. Thus, one intention of this work is to stimulate further research
on defining the quality of matches and how to find good correspondences.

The rest of the chapter is structured as follows. The next section presents a
review on pose estimation. Sec. 6.2 outlines our voting method, while Sec. 6.4
explains the computation of spatial votes from matches. Sec. 6.5 shows how
to exploit local geometric constraints to filter wrong matches. Finally, Sec. 6.6
discusses our experimental evaluation and Sec. 6.7 concludes the chapter with a
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Figure 6.1: Given n 2D-3D matches, our approach makes extensive use of
geometric filtering and votes for a 4 DoF camera pose (translation and rotation
around the gravity direction) inO(n) while naturally integrating location priors
if available (with circle). The heatmaps encode the number of geometrical
correct matches for 2D positions.

discussion. The interested reader is also referred to our accompanying website
at www.cvg.ethz.ch/research/location-voting for this project.

6.1 Review

There exist two possible approaches to obtain the 2D-3D matches needed for
pose estimation. Methods based on direct matching perform approximate
nearest neighbor search in descriptor space and apply Lowe’s ratio test (Lowe,
2004) for outlier filtering. While 2D-to-3D search is inherently more reliable
than 3D-to-2D matching (Sattler et al., 2011), state-of-the-art approaches use
the latter to recover correspondences missed or rejected during the former
(Choudhary and Narayanan, 2012; Li et al., 2012b; Sattler et al., 2012a). This
enables them to better counter the problem that the ratio test rejects more
and more correct matches for larger datasets due to the increased descriptor
space density (Li et al., 2012b; Sattler et al., 2012b). Recently, alternatives
(Li et al., 2012b; Svärm et al., 2014) to aggressive outlier filtering during the
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matching stage have been proposed. These works are most related to our
approach, as they can handle significantly lower inlier ratios. Li et al. (2012b)
use co-visibility information to guide RANSAC’s sampling process, enabling
them to avoid generating obviously wrong camera pose hypotheses. Following
a setup equivalent to ours, Svärm et al. (2014) derive a deterministic outlier
rejection scheme based on a 2D registration problem. The run-time of their
method is O(n2 logn), where n is the number of matches, which severely limits
the number of correspondences that can be processed in reasonable time. In
contrast, the method proposed in this paper runs in time O(n), enabling us
to solve significantly larger matching problems.

Location recognition and indirect localization methods apply image retrieval
techniques (Chum et al., 2007; Philbin et al., 2007; Cao and Snavely, 2013;
Sivic and Zisserman, 2003) to restrict correspondence search to the 3D points
visible in a shortlist of retrieved database images. In order to improve the
retrieval performance, (Knopp et al., 2010; Schindler et al., 2007a) remove
confusing features, (Torii et al., 2013) explicitly handle repetitive structures,
and (Irschara et al., 2009) generates synthetic views to increase the robustness
to viewpoint changes. Most relevant to this paper are the methods from
(Chen et al., 2011; Torii et al., 2013; Zamir and Shah, 2014; Arandjelovic and
Zisserman, 2014). Chen et al. (2011) show how to exploit GPS information
and viewpoint normalization to boost the retrieval performance. Similar to
us, Zamir and Shah (2014) consider multiple nearest neighbors as potential
matches, while Arandjelovic and Zisserman (2014) adapt Hamming embedding
to account for varying descriptor distinctiveness. We show that our approach
achieves superior localization while providing the full camera pose.

Finally, Quennesson and Dellaert (2007) find a density of camera viewpoints
from high level visibility constraints in a voting like procedure. Similar to us,
Baatz et al. (2012) verify geometric consistency early on in their voting for
view directions.

6.2 Pose Estimation as a Voting Problem

In this work we relax the matching filter and aim to exploit geometric cues
instead. To handle the massive amount of outliers there exists the need for a
fast and scalable outlier filter. To this end, we borrow a setup from Svärm et al.
(2014) which facilitates geometric constraints on the camera (gravity direction
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Camera angleFeature
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Gravity dir. 3D model points
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Figure 6.2: Overview of our linear filtering and location voting process (blue
path) extensively utilizing spatial verification based on (known) properties.
The cyan colored boxes denote steps of the voting procedure and are discussed
in Sec. 6.2 and 6.4. Boxes marked in red correspond to the proposed filtering
steps based on geometric constraints, which are explained in Sec 6.5.

and approximate height) and transform it to a voting procedure. In addition
we augment the voting with other filters utilizing global geometric constraints
from the 3D model (feature orientations, visibility and scale of 3D points) and,
if available, a positional prior for the camera location. An overview of our
linear outlier filter is visualized in Fig. 6.2. It reduces the problem of finding
a camera pose that maximizes the number of inliers to several independent
2D voting problems, one for each distinct camera orientation. In the following
we will explain the voting procedure in more detail, while Sec. 6.5 covers the
proposed geometric filters.
Given the camera gravity direction and assuming that the original camera

coordinate system was the identity matrix (ex,ey,ez), we can define a rotation
matrix (similar to Eq. (2.11-p16))

Rg =

(g× ez × g)T

(−g× ez)T

−gT

 =

−gxgz gygz g2
xg

2
y

−gy gx 0
−gx −gy −gz

 , (6.1)

that transforms the local camera coordinate system into a coordinate frame
which is gravity-aligned. Compared to Eq. (2.11-p16) here g defines the vertical
direction and the obtained coordinate system has its z-axis point upwards,
i.e., it is vertically aligned with the world coordinate system. We assume
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that the 3D scene model is gravity-aligned as well. This reduces the pose
estimation problem from 6DoF to finding a rotation Rϕ ∈ R2×2 around the
gravity direction and a translation t ∈ R3. A 2D-3D match between a 3D point
X and a 2D image observation x is defined to be an inlier, if X is projected
within ε pixels next to x. This is equivalent to the transformed 3D point
Xg = RϕX + t falling into the 3D error cone

c(x, ε) = ν · r(x + u), ∀u ∈ R2, ‖u‖ = ε, ν ∈ R≥0 (6.2)

defined by the reprojection error ε and x. Here, r(x) = RgK−1(x 1)T is the
viewing ray corresponding to x transformed into the gravity-aligned coordinate
frame. We require that the intrinsic calibration K is known. The space of
all valid u can be seen as the offset vectors in the image plane wrt. x, that
comprise the area of accepted reprojection error. Assuming that we know the
height h of the camera above the ground plane, the problem of registering the
3D point with the cone simplifies to estimating a 2D translation t′ such that[

Rϕ 0
0 1

]
X +

[
t′
−h

]
∈ c(x, ε), t = [t′,−h]T . (6.3)

As a result the registration problem gets further restricted to the conic section
at offset Xz − h, i.e., cz(x, ε) = Xz − h and thus is fully described on a 2D
plane.

Obviously we do not know the camera height exactly upfront. However,
we can often approximate the ground plane by interpolating the positions of
the cameras represented in the model. At the same time, the height of the
query camera position is usually close to the ground plane within a certain
interval, e.g. ±5m. Centering the inverted error cone at the matching 3D
point X and rotating it around gravity direction defines a space in which the
camera has to lie (see the following Sec. 6.3 for an explanation of the inversion).
Intersecting it with the ground plane thus allows us to estimate the height
interval [hmin, hmax] for the camera pose. This uncertainty in camera height
corresponds to intersecting the error cone c(x, ε) by two horizontal planes.
As shown by Svärm et al. (2014), we can project these capped error cones
onto the ground plane and thus reduce the camera pose estimation to a 2D
registration problem between projected error cones (Fig. 6.3a) and projected
3D point positions.
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(a) 3D error cone and 2D error shape
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Figure 6.3: (a) Visualization of the 2D error shape generation from a 3D
reprojection error cone. (b) Voting shapes are rotated around their 3D points
and thus intersect in the most likely camera location (the visualization is
marginalized over the set of camera orientations).

Definition 3. A 2D error shape for a given 2D-3D point correspondence is
the union of all projected conic sections between the reprojection error cone
c(x, ε) and heights in the interval [hmin, hmax].

Hence, the uncertainty in camera height is propagated to the camera location,
reflected by the larger area covered by the error shape. In case the cone does
not intersect the height interval, the correspondence is immediately invalidated.

6.3 Pose Voting

6.3.1 Ω(n2) Pose Voting

Assuming that a single match m = (x,X) is an inlier under a reprojection
error of r, there exists a camera pose such that X perfectly projects to x while
all other inliers have a reprojection error of at most 2r. In 2D this corresponds
to shrinking the error shape M ⊂ R2 of m to contain only its center point m̄
while enlarging the error shapes of all other matches. For a second match m2,
the new error shape M2(m) is defined as the Minkowski difference

M2(m) = {p2 − p1 + m̄ | p2 ∈M2,p1 ∈M} . (6.4)
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Svärm et al. (2014) use this fact do design a deterministic outlier filter: Given
a match m, they propagate the error and determine both an upper and a lower
bound on the number of matches that are geometrically consistent with m.
Computing these bounds for a single feature takes time O(n), resulting in an
overall run-time of Ω(n2) when evaluating each of the n correspondences.

6.3.2 Linear Time Pose Voting

So far the error shapes are defined in the local, gravity-aligned coordinate
system of the camera. As such, the registration problem can also be imagined
as translating and rotating the camera in 2D space and for each unique trans-
formation (discretized in location and angle) count the number of projected
3D points that fall into their voting shape. This procedure is not optimal since
the 2D space is unbounded and we would need to test an infinite number of
translations.
Thus, we propose to view the problem from a different perspective and

to transform the error shapes into the global coordinate system; i.e., for a
given correspondence we set the projected 3D point position as fixed and by
this transform the uncertainty to the camera location. The locations of the
transformed error shapes – called voting shapes in the following – thereby also
depend on the orientation of the camera. We exploit this fact to design a linear
time camera pose estimation algorithm (cf. Fig. 6.3b): Iterating over a fixed
set of rotations, each 2D-3D match casts a vote for the region contained in its
voting shape. Accumulating these votes in several 2D voting spaces, one per
camera orientation, thus enables us to treat every match individually. As a
result we obtain a (scaled) probability distribution in the 3-dimensional pose
parameter space. The best camera pose is then defined by the orientation and
position that obtained most votes. The final 6DoF pose is computed with
a 3 point solver inside a RANSAC loop on the voted inlier set. In case of
similar structures in the scene, our voting creates a multi-modal distribution.
We obtain its modes via non-maximum suppression and verify each of them
separately, accepting the pose with most support.

The ideal voting space would be concentric wrt. each matching 3D point (cf.
Fig. 6.3b), but this complicates intersection computation significantly. Instead
we use a uniform sampling to guarantee O(n) runtime. During voting we
account for the quantization by conservatively considering each bin contained
in, or intersected by a voting shape.
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Proof of Coordinate System Transformation: Consider the error shape M of
a match m = (x,X). Setting the reprojection error for this match to 0
is equivalent to adding uncertainty to the camera position (which is at the
camera coordinate system origin 0). With m̄ being the center of M, the
error shape for the camera location is given by the Minkowski difference
MC(m) = {0 − p + m̄ | p ∈ M}. If the match m is correct, the translation
from the camera coordinate system to the global world coordinate system
(both gravity- and thus axis-aligned) is given as t′ = X′ − m̄, where X′ is the
2D position of the projected point X. Therefore, the camera center in world
coordinates has to fall into the global voting shape V(m) = MC + t′, which
was obtained without altering the orientation of the camera. For a different
orientation, we simply rotate the local camera coordinate system by an angle
φ before performing a translation t′φ = X′ − Rφm̄. Hence, a rotated voting
shape is obtained via

V(m,φ) = RφMC + t′φ = {X′ −Rφp | p ∈M} . (6.5)

Eq. (6.5) reveals that changing the camera orientation results in the voting
shape being rotated around the 2D position X′ of the matching point (cf.
Fig. 6.3b).

Time Complexity O(n): First, given a rotation angle, a single iteration over
all n correspondences is sufficient to aggregate votes for the 2D camera location.
Second, to obtain the full distribution and by this the best inlier set also wrt.
a discriminative camera angle the procedure needs to be performed separately
for k discretized angles. Third, for a large variation in the camera height,
the propagated uncertainty leads to less discriminative votes. To avoid this
property we quantize the considered height range into l smaller intervals and
test for each of them. Consequently, the number of used angle-height pairs is
constant, i.e., our method performs kl · n iterations. The size of the voting
shapes is bounded as well, thus that we cast a constant number of votes for each
shape (In principle a conic section can be unbounded, e.g., a parabola; however,
as will be introduced in Sec. 6.5, we leverage the feature scale to constrain its
extent). As a result, our approach has an overall computational complexity
of O(n). We will show later that the constant is significantly reduced by our
filters, e.g., on average only 8% of the camera orientations need to be tested
and as few as 15% of the correspondences survive the geometric tests.
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Algorithm 3 Linear time location voting
Require: Computed voting shapes, shapes = {M}

procedure LinearTimeVoting
for h in heights do

for φ in angles do
map← create new 2d voting map
for M in shapes[·][h] do

rotate M by φ
render M on appropriate resolution
for cell in rasterization do

add id(m) to map[cell]
inliers[h, φ]← cells with most inliers from map

return largest set from inliers

Implementation Details: Since the size of each voting shape can vary dras-
tically, we use a hierarchical voting approach. For each shape, we select the
level in the hierarchy such that all shapes cast at most a fixed number of votes
(e.g., for 100 bins). On the finest level, the size of each bin is 0.25m2. For
each level the 2D voting space is implemented as a hash-map (indexed via
discretized camera locations) and due to its sparse structure not bounded in
space. The height interval is typically ±5m and discretized in 1m steps. For
the angular resolution we chose 2◦ degrees.
Our approach for linear-time camera pose voting is summarized in Alg. 3. For
the creation of voting shapes we refer to Alg. 4 in Sec. 6.5.

6.4 Efficient Voting Shape Computation

In the following we present an efficient computation of the voting shapes and
show how to account for the errors introduced by the voting space quantization
and gravity direction inaccuracy. In Sec. 6.3.2 we pointed out that a voting-
and error-shape only differ by a proper rigid transformation. Thus, we base
our derivation on Def. 3 and approximate an error shape via its bounding
quadrilateral (cf. Svärm et al., 2014) for efficiency. The quadrilateral can be
described via its near and far distance dn|f to the camera center and the two
bounding rays rl|r (projected on the ground plane), as illustrated in Fig. 6.4a.
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side view
top view

(a) Voting shape construction (b) Camera orientations

Figure 6.4: (a) Voting shape construction: A quadrilateral can be fully de-
scribed by the rays rn|f intersecting the height interval and the left and right
bounding rays rl|r. (b) The location prior constrains the possible camera ori-
entations for a match to the interval [ϕmin, ϕmax] (if the corresponding 3D
point is outside the uncertainty region).

A quadrilateral for a particular camera orientation is then efficiently computed
by rotating the projected rays rn|f as derived in Eq. (6.5).
Without loss of generality let us define that the camera is shifted to the

world coordinate system origin and that the projected optical axis points in
the x direction in gravity aligned camera coordinates. The most left and right
rays have extremal y value; i.e., we are looking for stationary points of the
y-component of c(x, ε). The cone parameterization from Eq. (6.2) for ν = 1
describes points on the image plane with reprojection error ε. Therefore, rl|r
intersect the image plane at keypoint offsets

u∗l|r = arg min
u,λ

ry(x + u) + λ

2 (uTu− ε2) . (6.6)

With the cone formulation from Eq. 6.2 and f denoting the focal length of the
camera, the derivations wrt. u and λ are computed to(

r21
r22

)
1
f

+ λu = 0 and uTu− ε2 = 0 , (6.7)
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such that substituting the former in the latter result in

λ2 = 1
ε2f2

(
r21
r22

)T(
r21
r22

)
(6.8)

and solving the optimization problem wrt. to u finally leads to

u∗l|r = ∓ ε
(
r21 r22

)T
/∥∥∥(r21 r22

)T
∥∥∥ . (6.9)

In a similar manner the offsets corresponding to the near and far rays are
derived as

u∗n|f = arg min
u,λ

rz(x + u) + λ

2 (uTu− r2)

= ∓ ε
(
r31 r32

)T
/∥∥∥(r31 r32

)T
∥∥∥ . (6.10)

Taking into account that (r21, r22) = (−gy, gx) and (r31, r32) = −(gx, gy),
they turn out to be orthogonal to u∗l|r. Further, and as one would expected the
image plane offsets are (i) along the gravity direction projected into the image
or orthogonal to it, respectively, (ii) independent of the particular feature
location x, and (iii) also independent of the camera intrinsics.
To account for the bounded heights, rn|f = r(x + u∗n|f) is intersected at

heights hn|f = {Xz − hmax,Xz − hmin}, resulting in the distances of the error
shape to the camera, i.e.,

di =
∥∥∥∥rix:y

hi
riz

∥∥∥∥ , ∀i ∈ {n, f} . (6.11)

To account for the discretization in angles, rl|r = r(x + u∗l|r) is rotated apart
around the z-axis by half the angular resolution.

6.4.1 Accounting for Gravity Direction Uncertainty

The measurement of the camera gravity direction is likely to exhibit a certain
amount of noise, which we want to account for during voting. The introduced
uncertainty will lead to a roll and tilt of the camera and hence rotate a feature
point ray and reprojection error cone. In principle the size of a voting shape
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will increase if the gravity direction is not known exactly, i.e., the uncertainty
is propagated to the voting shape. Therefore, the union of all conic sections
of rotated cones now defines the error shape, which is again approximated by
a quadrilateral.
For a fixed gravity orientation the keypoint offsets u∗ have been computed

before. What remains is to derive the extremal image plane positions in
dependence of the camera tilt and roll. We will mainly present the results of
our derivation, while more details are covered in Appendix 6.A. The uncertainty
of α degrees in the gravity direction can be represented by a rotation of the
given gravity vector. Therefore, under a certain rotation, all possible rays for
a feature point x (in aligned camera coordinates) are given by

r̃(x,a) = Rα(a) r(x) , (6.12)

where the rotation matrix is parameterized via the angle α and an axis a
(which lies in the horizontal plane).

First, let us consider the optimization problem for the near and far extremal
positions. The closest and farthest intersection with the height interval cor-
relate with the “steepest” and “flattest” ray. Therefore, for a ray of constant
length the stationary points on its z-component under rotation are of interest,
such that the two optimal rotation axes compute to

a∗n|f = arg min
a,λ

r̃z(a) + λ

2 (aTa− 1)

= ∓
(
− ry, rx

)T
/∥∥(− ry, rx)∥∥ . (6.13)

Second, for the left and right positions the optimization problem wrt. the
extremal y-components of rays reads as

a∗l|r = arg min
a,λ

r̃y(a) + λ

2
(
aTa− 1

)
(6.14)

It’s derivative wrt. a forms a 2×2 linear system A(λ)a = b. Solving for a and
evaluating the unit norm constraint on a results in a fourth order polynomial
in λ. We compute its roots as the eigenvalues λ1...4 of the 4 × 4 Frobenius
companion matrix. They are used to evaluate the original function, Eq. (6.12),
wrt. its y-component, where we only consider real valued solutions for λ. The
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minimum and maximum value define the two rotation axes as

a∗l|r =
{

arg min
λ1...4 ∩R

r̃y(a(λ)), arg max
λ1...4 ∩R

r̃y(a(λ))
}

(6.15)

with a(λ) = A(λ)−1b .

Compared to the case with fixed gravity direction, now the extrema positions
are dependent on the feature position x. This is intuitive, since the further a
keypoint is located from the principal point, the more influence a camera tilt
and roll will have.
To account for the reprojection error, results from Eq. (6.9) and (6.10) are

added and the extremal positions of a cone under gravity uncertainty are

c(x,u∗i ,a∗i ) = r̃(x + u∗i ,a∗i ) = Rα(a∗i ) r(x + u∗i ) (6.16)

= r̃(x,a∗i ) + Rα(a∗i )RgK−1
(

u∗i
0

)
∀i ∈ {n, f, l, r} .

6.5 Filtering Based On Geometry Constraints

In the following, we present a set of filters that can be applied individually to
each match. They are based on geometric relations between properties of the
3D model and local descriptors and aim to reduce the total number of votes to
cast. The advantages are twofold: First, the consideration of different camera
orientations introduces a fixed constant in terms of computational complexity.
By applying some simple filters we can decrease both, the number of relevant
matches and the constant time complexity and gain considerable speedup.
Second, eliminating false votes upfront boosts the recall rate of our method
by up to 20% as will be shown in Sec 6.6.

Relative Feature Orientation: Usually, local descriptors are defined relative
to a feature orientation. Similar to Jegou et al. (2008); Baatz et al. (2012),
who use orientations to improve image retrieval, we can use the local feature
orientation to reject matches. Given the known gravity direction, we express
the query feature orientation in a fixed reference frame and compare it to
the feature orientations from the database images. The latter typically form
an interval of possible feature orientations. A match is rejected, if the query
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orientation differs by more than a fixed threshold from the orientations in the
interval belonging to the matching 3D point. Notice that this filtering step
works similar to upright-normalized descriptors, only that we do not need to
warp the query image. Moreover, our filtering works on established correspon-
dences and allows for a weaker rejection via a conservative, experimentally
evaluated threshold of 30◦ degrees.

3D Point Visibility from SfM Model: Local descriptors are not invariant to
viewpoint changes. For each 3D point in the scene model, the set of viewpoints
under which it was observed is known. This enables us to determine the
minimum and maximum rotation angle under which a 3D point is visible.
It is used to bound the interval of camera rotations per correspondence for
which voting is performed. To account for the viewpoint robustness of feature
descriptors, we extend the bounding camera angles for a match by conservative
±60◦ degrees in each direction1.

Feature Scale: We also utilize the scale at which a feature was detected in
the image to reason about the feasibility of a correspondence. Given a database
image with focal length f observing a feature belonging to the 3D point p
with scale sI , we use the concept of similar triangles to obtain the scale s3D of
the 3D point as s3D = sI · d/f , where d is the depth of p in the local camera
coordinate system. All observations of p thus form an interval of 3D scales.
Following the same formula, we can use this interval to derive the interval
[dmin, dmax] of possible (camera to 3D point) depth values such that the 3D
scales projected into the query image are similar to the scale of the matching
feature. As derived in Sec. 6.4 the camera height interval defines the near
and far distance (cf. dn|f) between camera and matching 3D point. We can
thus limit the extent of the voting shape to the intersection of both distance
intervals, rejecting the match if it is empty.

Positional Prior: Besides orientation information, mobile devices often also
provide location information (e.g., network-based cell tracking, GPS, etc.).
We represent the measured location and an upper bound to its uncertainty
as a circular area in the voting space. For each match, we then only need to

1We found that a usually used threshold of 30◦ degrees (Mikolajczyk and Schmid, 2004)
rejects too many correct matches.
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Algorithm 4 Voting shape creation with pre-filtering
Require: 2D-3D correspondences {m}

procedure VotingShapeCreation
for m in correspondences do

if feature orientations do not align then continue
compute angles[m] via visibility & location prior
if angles are empty then continue
for h in heights do

compute [dmin, dmin] from feature scale
compute voting shape M
if M not in [dmin, dmin] then reject shape
else shrink M based on distance limits

shapes[m][h]←M
return shapes

consider the intersection of its voting shapes with this prior region, usually
enabling us to reject many wrong matches early on. This is achieved by our
voting formulation in global world coordinates. It allows to directly filter
based on the expect camera location and for each correspondence individually,
rather than restricting the part of the model to consider (e.g. Chen et al.,
2011) – which we believe is a much more natural way to include a pose
prior. In comparison, Svärm et al. (2014) operate in local camera coordinates
where a global location prior is not applicable. In addition there is a strong
relation between the orientation of the query camera and its possible locations,
which is explained visually in Fig. 6.4b. Using pose priors to limit the set of
feasible camera locations thus also restricts the set of feasible rotations for
each matching 3D point falling outside the uncertainty region.

Alg. 4 summarizes the use of previously proposed filters in our algorithms.

6.6 Experiments and Results

To evaluate our approach we have conducted experiments on two real-world
datasets which are summarized in Tab. 6.1. Exemplary voting results are
visualized in Figures 6.5, 6.6 and 6.7.
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(a) San Francisco (b) Dubrovnik

Figure 6.5: Exemplary voting results for query images from (a) the San Fran-
cisco and (b) the Dubrovnik dataset. Without usage of GPS information votes
are cast in the entire map. With GPS (white circles in (a)) the voting is
restricted to the uncertainty region. In case of repetitive scenes (2nd row (a)),
e.g., similar buildings or symmetric structures, our voting procedure returns
a multi-modal distribution. In addition the localization accuracy, e.g., de-
pending on the distance to the scene, is reflected by the size of the returned
distribution. The image framed in red shows a failure case.
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Figure 6.6: Voting heatmaps for different query images of the San Francisco
dataset. The first 9 images were localized correctly. Results marked with a
red border depict failure cases, where the bottom left denotes a false positive
wrt. the ground truth annotation. We believe it is still correctly localized.
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Figure 6.7: Voting heat maps for different query images of the Dubrovnik
dataset. All denote a successful localization.
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Dataset San Francisco Dubrovnik AachenSF-0 SF-1 PCI PFI

DB images 610k 790k 1.06M 638k 6k 3k
3D points 30.34M 75.41M - - 1.96M 1.54M
Query images 803 803 803 803 800 273

Table 6.1: Characteristics of the datasets used for evaluation. PCI and PFI
are sets of images used for retrieval tasks. SF-0 and SF-1 use parts of PCI to
reconstruct a SfM model.

The San Francisco dataset (Chen et al., 2011) contains street-view like
database images, while query images were captured on mobile devices and
provided with (coarse) GPS locations. It is the most challenging dataset
for image localization published so far, thus we base our analysis mostly on
it. The datasets comes in four different types. Our evaluation is based on
SF-0, which has the smallest size and thus represents the most challenging
case for localization (unfortunately we could not obtain the SF-1 model). For
each query image, its gravity direction is derived from the vertical vanishing
point; thereby considering an uncertainty of 2◦ degrees in the voting procedure
(cf. Sec 6.4.1). Fig. 6.8 shows examples of warped images according to
the estimated vertical vanishing point (the needed homography was obtained
according to. Eq. (2.12)). Note, that within our algorithm we do not use
the warped images, but the original photos. These images are for illustrative
purposes. The alignment of vertical structures in the images demonstrates
that estimating the gravity vector from vanishing points is fairly accurate, but
not perfect. Consequently, there is a need to handle uncertainty in the gravity
direction.
Similar to Chen et al. (2011), we evaluate the performance of our method

as recall rate given a fixed precision of 95%. An image is considered to be
correctly localized if it registers to points of the correct building ID according
to the ground truth annotation; this is the same evaluation criterion as used
by Li et al. (2012b). Note that for SF-0, there exists an upper bound on the
recall rate of 91.78%, since for 66 query images the corresponding building IDs
are missing in the reconstructed model.
Second, we evaluate on the Dubrovnik dataset (Li et al., 2010) which is a

146



6.6 Experiments and Results

0266 0439 0518 0593

0645 0753 0795

Figure 6.8: Examples of warped, i.e., vertically aligned images according to the
computed gravity direction given the estimated vertical vanishing point. The
numbers denote the query image ID as defined in the San Francisco dataset.

typical example for a 3D model build from image collections and has been
widely used in the literature. As such database and query image follow a
similar spatial distribution, which makes pose estimation easier. Consequently
localization can be regarded as solved on the dataset, which especially Li et al.
(2012b) has shown recently.
Third, we chose the Aachen dataset (Sattler et al., 2012c) to study the

influence of integrating camera gravity direction uncertainty on the localization
performance. In order to do so, we captured 273 query images via a mobile
phone and obtained accurate (up to 1◦ error) camera orientation information
from the inertial sensor. Due to the small model size and large number of
extracted features, correct localization is guaranteed and enables evaluation
for different noise levels.

Correspondence Generation: Similar as others (Li et al., 2012b; Sattler et al.,
2012a; Svärm et al., 2014) we use SIFT features for keypoint matching where
descriptor entries are in the range 0-255. Matching is performed by approxi-
mated nearest neighbor search in a kd-tree structure, which is build from the
descriptors belonging to all model observations. For each query feature up
to N nearest neighbors are retrieved. To avoid biasing towards a particular
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matching strategy, we leverage and evaluate several of them. The studied
matching schemes are:
(A) A ratio test on descriptor distances for retrieved nearest neighbors with

a threshold of 0.7 (baseline) and 0.9 (as used by Li et al., 2012b; Svärm
et al., 2014). For 1:N matches the ratio test is performed wrt. the N+1th

neighbor (cf. Zamir and Shah, 2014).
(B) Retrieval of a constant number of nearest neighbors.
(C) Absolute thresholding on the descriptor distance of nearest neighbors to

suppress wrong correspondence generation in sparsely populated feature
space regions. The threshold of 224 was experimentally obtained from
the model by evaluating corresponding descriptors of 3D points (similar
to Cao and Snavely, 2014), such that 95% of correct matches survive.

(D) A variable radius search, where the search radius is defined by 0.7 times
the distance to the nearest neighbor in the query image itself.

Methods (B) and (C) follow the idea to be independent of the model feature
space density, while for (D) an adaptive threshold is estimated via the descrip-
tor density in the query image, which serves as an approximation to the model
characteristics. The latter typically returns many correspondence, except for
query images containing repetitive structures. All methods can be augmented
with a back-matching step which verifies that the retrieved 3D point shares
the query feature as nearest neighbor in image descriptor space.

6.6.1 Influence of Filters

First, we would like to study the influence of our proposed filters. We chose
matching (A) with 1 nearest neighbor and a ratio test threshold of 0.9 as our
baseline, making it comparable to (Li et al., 2012b; Svärm et al., 2014). Then
we apply the different filters individually and sequentially, see Fig. 6.9a. Most
impact is observed by constraining the voting shape size to accord to the feature
scale, followed by the consistency check on feature orientations. Restricting
camera orientations has only limited influence if applied as last filter; however,
it successfully serves the purpose of accelerating the voting procedure (the
average angular range results in only 28◦ degrees) without any degradation of
the pose estimation results. If a location prior is employed another performance
boost of approx. 7% is noticed. In total only 15% of all correspondences survive

148



6.6 Experiments and Results

0 5 10 15
45

50

55

60

65

70

75

80

R
ec

al
l (

%
)

1−Precision (%)

 

 

Baseline (1:1, ratio test 0.9)
+forient
+scale
+forient +scale
+vis.
+forient +scale +vis.
+forient +scale +vis +GPS.
Threshold = 12 inliers

(a) Filter influence, baseline method (1:1
matches, ratio threshold = 0.9)

0 5 10 15
45

50

55

60

65

70

75

80

R
ec

al
l (

%
)

1−Precision (%)

 

 

1:3, variable 0.7 + bm
+forient
+scale
+forient +scale
+vis.
+forient +scale +vis.
+forient +scale +vis +GPS.
Threshold = 12 inliers

(b) Filter influence, top performing
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without GPS
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Figure 6.9: (a-b) Ablation study for the proposed filters on the SF-0 dataset
with the baseline and top performing matching scheme (Legend for filters: forient
= feature orientation, scale = feature scale, vis = 3D point visibility, GPS = location
prior). (c-d) Recall rate at 95% precision for localization on the SF-0 dataset
with different matching strategies and varying location prior (bm = matches
additionally verified via back-matching). The marked data points denote the results
of Tab. 6.2.
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Figure 6.10: Sequential correspondence rejection rates of the different filter
stages employed during voting for the San Francisco dataset and 1-3 matching
with strategy (D) (variable search radius with image ratio threshold 0.7). For
explanation please see the text.

the filtering steps. Often 12 inliers are used as measure to indicate a correct
pose (Li et al., 2012b). Employing this threshold, one can notice that recall
stays at about 65%, while precision drops significantly without the filters.
Summarizing, employing filters based on geometric constraints can lead to a
performance increase of more than 20% and a speedup of up to factor 80. For
other matching methods a similar influence of filters can be demonstrated,
e.g., for the top performing method according to the following paragraph the
influence of filters is illustrated in Fig. 6.9b
The rejection rates of the filter stages, i.e., the percentage of correspon-

dences which are eliminated, are illustrated in Fig. 6.10. The numbers denote
rejection in sequential order, that means, given all correspondences a median
of 64% is rejected based on unaligned feature orientations between query and
3D point features. Out of the surviving 36%, another 56% are not visible
assuming a certain camera orientation, i.e., approximately half of the angular
range is eliminated upfront – which is explained by the fact that feature points
should not be visible on the backside of structures. Another 80% of these
remaining angular intervals is neglected due to the constraint posed on the
camera orientation given a location prior. 37% of previously surviving corre-
spondences are then rejected based on their invalid feature scale in reference to
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Figure 6.11: Runtime of our voting algorithm for different number of corre-
spondences, showing our O(n) complexity.

the matching 3D point scales; this is tested individually for each height inter-
val. As a result only 0.3% of remaining correspondences represent an infeasible
configuration where a feature reprojection cone and 3D point will never align
in 3D (assuming a certain camera height). Finally, 31% of the constructed
voting shapes are not considered because they do not intersect with the area
defined by the location prior. The remaining correspondences finally vote for
a location. On average these are 15% from the initial correspondences within
a median angular range of 28.8◦ degree (8% from 360◦). Consequently, with
an angular discretization of 2◦ degrees this accounts for 15 discrete angles to
test for (instead of 180 for a full rotation) and leads to a significant speedup
of our procedure.

6.6.2 Scalability

In our second experiment we want to study the influence of the different match-
ing procedures providing the input to our algorithm. Results are illustrated
in Fig. 6.9c and Fig. 6.9d with varying application of back-matching and a
GPS prior. We run our algorithm with 1-3,5,10 and 20 nearest neighbors per
keypoint. In the extreme case this accounts for up to 50k correspondences for a
single query image. Due to the linear time complexity of our voting procedure
the worst case runtime is still only at 16 seconds (cf. Fig 6.11). The obtained
results show that the standard ratio test of 0.7 results in considerably worse
performance. While a relaxed ratio test of 0.9 is doing significantly better,
no significant difference can be noticed towards the other matching schemes.
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Method SF-0 SF-1 Retrieval (PCI)
No GPS GPS No GPS No GPS GPS

Voting without filters 31.0
— ” — + P3P 50.3
Voting with filters 68.4 73.7
— ” — + P3P 67.5 74.2

Li et al. (2012b) 54.2 62.5
Chen et al. (2011) 41 (59) 49 (65)

Torii et al. (2013) 50.9 63
Arandjelovic and Zisser-
man (2014) 56.5 78

Table 6.2: Comparison of our recall rate on the SF-0 dataset for a precision
between 94.5% and 95.2%, using matching strategy (D) with at most 3 nearest
neighbors. For completeness we also list the results of comparing methods
on the SF-1 model and for image retrieval (using histogram equalization and
upright features). Results of Chen et al. (2011) on the PCI+PFI images are
given in brackets. For (Torii et al., 2013; Arandjelovic and Zisserman, 2014),
retrieval results correspond the top ranked image without taking precision into
account. We compute results for 95% precision via geometric verification on
the top 20 candidate images.

This suggests that the ratio test is useless in large-scale localization scenarios
and strong geometric filtering is superior by a large margin (cf. Fig 6.9a,6.9b).
For matching strategies (B)-(D) and considering different numbers of nearest
neighbors, we can notice that the performance is roughly constant up to 5
neighbors and starts to drop only beyond. This proves the effectiveness of our
algorithm; e.g., 2000 query keypoints and a required minimum of 12 inliers
relate to an inlier ratio as low as 0.12%. However, it is also an interesting
result, as it suggest that not necessarily more matches are better, but that
there exists a trade-off between rejecting correspondences early on in matching
and introducing to much noise in the pose estimation stage.
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Method avg Registration Errors, Quartiles [m] #imgs w/ error
#matches #imgs t[sec] median 1st 3rd <18.3m >400m

Voting 11265 798 3.78 1.69 0.75 4.82 725 2
RANSAC 56 796 - 0.56 0.19 2.09 744 7
Robust BA 49 794 - 0.47 0.18 1.73 749 13
Svärm et al.
(2014) 4766 798 5.06 0.56 - - 771 3
Sattler et al.
(2012a) ≤100 795.5 0.25 1.4 0.4 5.3 704 9

Table 6.3: Comparison of registration performance on the Dubrovnik dataset
(no location prior, matching method (D) with 3 nearest neighbors). Li et
al. Li et al. (2012b) 800 register images, but use an additional guided 3D-2D
correspondences search, if the initial 2D-3D matching fails.

6.6.3 Comparison to State-of-the-Art

Finally, we compare our results to state-of-the-art in image based localization
and retrieval. Tab. 6.2 lists the evaluation of various forms of our algorithm
with and without the usage of GPS information. As can be seen the geomet-
ric filters have a significant impact and our approach considerably improves
over state-of-the-art. In particular the final P3P pose solver does not improve
the localization performance, but provides a refined 6DoF pose. The average
inlier ratio was at 0.9%, where RANSAC sample generation and hypothesis
evaluation is obviously infeasible. Retrieval methods of Torii et al. (2013)
and Arandjelovic and Zisserman (2014) list their recall results without consid-
ering precision; e.g., 78% recall also relates to only 78% precision, as each query
returns a positive result. For comparability to our method, we leverage the
scores after geometric verification as computed by Arandjelovic and Zisserman
(2014). For (Torii et al., 2013) no scores are provided. Thus, we establish
matches for their top 20 candidates (also contained in the SF-0 model) and
run geometric verification with a 3 point pose solver. The estimated camera
pose supported by most inliers is then used to compute the precision-recall
rate.

For Dubrovnik, our evaluation criterion is equivalent to (Svärm et al., 2014);
i.e., an image is considered correctly registered if the estimated pose is sup-
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ported by 12 or more inliers under a reprojection error of 6 pixel. Tab. 6.3
lists the results and shows that we achieve state-of-the-art performance. The
slightly better numbers of Svärm et al. (2014) wrt. registered images and on
the error bounds stem from the fact, that they use an optimal pose solver
(which we were not able to obtain from the authors), while we leverage stan-
dard 3 point pose RANSAC (Fischler and Bolles, 1981). We also perform final
6DoF pose estimation directly via bundle adjustment on the voted inlier set
with a robust Cauchy cost function. The results are convincing: we achieve
the smallest median location error and quartile errors reported on the dataset
so far. This suggests that the inlier votes reflect a close upper bound on the
true inlier set.

6.6.4 Sensitivity to Camera Gravity Direction Uncertainty

To study the influence of the consideration of a certain amount of uncertainty
in the gravity direction of a query image, we perform an additional experiment
on the Aachen dataset. We introduce artificial noise of up to 10◦ degrees in
the gravity direction used for localization and run experiments with different
amounts of uncertainty considered in the voting. As can be seen in Fig. 6.12b,
if no uncertainty is accounted for the number of inliers drops significantly with
the amount of introduced noise, whereas for a higher assumed uncertainty the
average number of inliers stays constant. The disadvantage of considering a
lager uncertainty is that a) the upper bound on the inliers is less tight (i.e.,
more iterations are needed in RANSAC) and b) the localization accuracy of
the voted poses decreases.
The Aachen dataset is small and localization is rather easy (e.g., all 273 query
images can be localized well) – which can also be noticed by means of the
high numbers of obtained inliers. On the other hand, on the San Francisco
or Dubrovnik datasets the number of inliers is considerably smaller. However,
there are no ground truth gravity directions provided along with the query
images, making the validity and expressiveness of an evaluation wrt. the
influence of gravity direction uncertainty on these datasets limited.

6.7 Discussion

In this work, we have proposed a novel camera pose estimation technique
based on Hough voting, including a set of simple filtering operations, all
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Figure 6.12: (a) Comparison of recall rates over precision of our method against
the results we obtained for the image retrieval methods of Torii et al. Torii
et al. (2013) (Repetitive structures) and Arandjelović et al. Arandjelovic and
Zisserman (2014) (DisLoc). (b) Influence of considering uncertainty in the
gravity direction on the number of voted inliers (solid lines) and inliers after
RANSAC (dashed lines) for different levels of introduced noise in the gravity
direction of the query images. Localization was performed on the Aachen
dataset Sattler et al. (2012c), for which we captured query images with a
mobile phone and thus had accurate orientation information obtained from
the built in inertial sensors (which is not available for the San Fransisco or
Dubrovnik dataset).

155



6 Voting Based Camera Pose Estimation

employing strong geometric constraints. The run-time of our method grows
linearly with the number of matches and thus allows to handle huge amounts
of correspondences in a reasonable time. Consequently, we have been able to
study the influence of spatial filtering vs. aggressive rejection during matching
and have shown the advantages of the former by achieving superior localization
performance compared to state-of-the-art. Even though we are able to handle
thousands of matches, our results also demonstrate that using more matches
does not necessarily lead to a better localization performance.
The runtime requirements of the initial matching between extracted image

features and model points represent a bottleneck of our method, since it
dependents on the actual model size. In this regard, fast matching, e.g., via
hamming embedding of descriptors, or even constant time correspondences
search by means of an inverted file index is desirable. However, preliminary
results that we have obtained in this direction were not promising: the sheer
number of potential correspondences (up to the size of the model itself) distort
the extracted inlier sets considerably, which prohibits correct pose estimated
in many cases. Hence, we regard the initial matching still as an important
step, that can not simply be replaced via outlier filtering.
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6.A Derivations Regarding Gravity Direction Uncertainty

In the following section we want to give a detailed derivation for our solution
of the computation of voting shapes under the influence of gravity direction
uncertainty. In principle the size of a voting shape will increase if the gravity
direction is not known exactly, i.e., the uncertainty is propagated to the voting
shape. The two rays denoted as rn and rf intersect with the height interval
and by this define the near and far distance of the error shape from the camera.
The left and right ray, named rl and rr , are projected onto the ground plane
to retrieve the side faces of the quadrilateral.
Under a certain rotation, all possible rays for a feature point x (in aligned

camera coordinates) are given by

r̃(x,a) = Rα(a) r(x) . (6.17)

In the following we drop the dependency of r on the feature location x for
clarity and denote the components of the rotated ray as r̃ = (r̃x, r̃y, r̃z)T. The
rotation matrix Rα(a) is parameterized via the angle α and an axis a which
lies in the horizontal plane (az = 0), and thus reads as

Rα(a) = cosα I + sinα [ã]x + (1− cosα) ããT (6.18)
s.t. a = (ax, ay)T, ã = (a, 0)T. ‖a‖ = 1

with [ã]x =

 0 0 ay
0 0 −ax
−ay ax 0

 and ããT =

 a2
x axay 0

axay a2
y 0

0 0 0

 .
As a result, for a given feature point x the bounding rays will depend on the
rotation and by this on a certain rotation axis a.
First, for the near and far extremal position stationary points of the z-

component of rays are of interest, such that the two extremal rotation axes
are

a∗n|f = arg min
a,λ

r̃z(a) + λ

2 (aTa− 1) (6.19)

= arg min
a,λ

sinα
(
−ay, ax,

cosα
sinα

)
r + λ

2
(
aTa− 1

)
,
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where we have included the constraint that a is expected to have unit length
via a Lagrangian multiplier. It’s derivatives wrt. a and λ result in

sinα
(
ry
−rx

)
+ λa = 0 and aTa− 1 = 0 . (6.20)

Solving the first wrt. a and substituting the result in the latter, gives

λ2 = sin2 α

(
ry
−rx

)T(
ry
−rx

)
. (6.21)

Thus, the two rotation axes leading to rays for the computation of the near
and far quadrilateral boundaries are

a∗n|f = ∓
(
− ry, rx

)T
/∥∥(− ry, rx)∥∥ . (6.22)

As one would expect, the rotation axis is orthogonal to the feature ray and
thus a rotation by α corresponds to a maximum tilting of the camera.
Second, for the left and right positions the optimization problem wrt. the

extremal y-components of rays reads as

a∗l|r = arg min
a,λ

r̃y(a) + λ

2
(
aTa− 1

)
(6.23)

= arg min
a,λ

(
axay,

cosα
1− cosα + a2

y,
− sinα

1− cosαax
)

r + λ

2
(
aTa− 1

)
.

It’s derivative wrt. a forms a 2× 2 linear system[
λ rx
rx 2ry + λ

]
︸ ︷︷ ︸

A(λ)

a =
( sinα

1−cosαrz
0

)
︸ ︷︷ ︸

b=(b1, b2)

. (6.24)

By solving for a and evaluating the unit norm constraint on a we obtain

aTa = bTA−TA−1b = b2
1(

λ (2ry + λ)− r2
x

)2

(
2ry + λ
−rx

)T(2ry + λ
−rx

)
= 1 .

(6.25)
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This results in a fourth order polynomial in λ according to

p(λ) = λ4 + c3λ
3 + c2λ

2 + c1λ+ c0 (6.26)

with c3 = 4ry c2 = 4r2
y − 2r2

x − b2
1

c1 = 2ryb2
1 − 4r2

xry c0 = r4
x − 4r2

xr
2
yb

2
1 .

We compute its roots as the eigenvalues λ1...4 of the 4×4 Frobenius companion
matrix

C(p) =


0 0 0 −c0
1 0 0 −c1
0 1 0 −c2
0 0 1 −c3

 . (6.27)

As mentioned in Sec. 6.4.1 we only consider real valued solutions for λ, and
use them to evaluate the original objective function in Eq. (6.12) wrt. its
y-component. Consequently, the minimum and maximum value define the two
rotation axes as

a∗l|r =
{

arg min
λ1...4 ∩R

r̃y(a(λ)), arg max
λ1...4 ∩R

r̃y(a(λ))
}

(6.28)

with a(λ) = A(λ)−1b .
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7 Conclusion

T his thesis has presented novel algorithms to model indoor environments
from images, to automatically calibrate cameras and depth sensors jointly,

as well as to register images or partial models against another 3D model. Our
attention has been on cases where existing algorithms were prone to fail due
to different reasons, e.g., texture-less regions in stereo vision or wide-base
settings in registration tasks, or required artificial landmarks and sometimes
even manual interaction so far. We have been guided by the ambition to
develop algorithms that not only work robustly in these cases, but also exhibit
a low computational complexity while at the same time increasing the solution
accuracy. To that end, we have followed the idea to leverage geometric priors
and exploit available 3D structure information where possible. The experimen-
tal evaluation of our proposed solutions has demonstrated that the usage of
geometry information is well applicable in the different application scenarios,
and that it can help to overcome problems of previous approaches.

With the current trend of computer vision applications playing a major role
in diverse industrial applications as well as consumer products, we see the need
for algorithms that are robust to failure cases and are guaranteed to provide
results with high accuracy in general. This is a major challenge for general pur-
pose formulations; however, in many cases the particular application scenario
and its operating environment are constrained. We believe that especially for
these use cases the utilization of prior knowledge or available information from
complementary sensors is a crucial step to advance the performance of com-
puter vision systems, and we envision that major contributions will be achieved
based on this principles. The results of thesis are steps in this direction for
different application scenarios in 3D computer vision.
In the following, we summarize our work and point out the main contribu-

tions of the individual chapters. We then conclude this work by identifying
open problems and directions for future research.

161



7 Conclusion

7.1 Summary and Contributions

In Chapter 3 we have considered the classical two-view problem and pro-
posed an algorithm for stereo reconstruction of building interiors. Since indoor
environments typically exhibit only little texture, the dense correspondence
problem is hard to solve. We bootstrap the extraction of a meaningful geom-
etry by enforcing a strong geometry prior that favors vertical wall elements.
Our main contributions are the mathematical representation of this prior, its
incorporation in the stereo estimation problem, and an efficient optimization
formulation via dynamic programming. The resulting algorithm was shown to
run at interactive frame-rates and to provide visually pleasing results.
Next, we have accounted for the recent advance of cheap and easy to use

RGB-D sensors – that can replace computational stereo in indoor settings –
in Chapter 4. We have presented a structure-based auto-calibration approach
which utilizes a sparse model as calibration target for determining the extrinsic
pose (between the color camera and depth sensor), as well as the present distor-
tion pattern in the depth measurements. It makes the previously used artificial
calibration targets unnecessary, and allows for automatic (re-)calibration or
3D modeling from already captured datasets.
For the registration of RGB-D scans, we have considered a wide-baseline

setting between individual scans in Chapter 5. Image distortions resulting from
perspective effects thereby hinder the straight forward application of standard
features for correspondence search. We have proposed to exploit the observed
scene geometry to generate viewpoint independent image representations. Be-
sides the demonstration of the practicability of developable surfaces as well as
salient directions (extracted from the 3D model) for this task, our contribution
is the presentation of a fully automatic registration approach for scans with
only limited overlap.
Finally, Chapter 6 has illustrated the usage of simple, but efficient geomet-

ric filters for image-based localization from many tentative correspondences.
To make spatial verification scalable and robust to low inlier ratios, we have
introduced a camera pose voting procedure which exploits the known camera
gravity direction and an approximate height of the camera. Our novel formu-
lation has a linear time complexity in the number of matches and is well suited
fro large-scale models containing repetitive structures. Consequently, our ap-
proach has been shown to outperform state-of-the art on one of the currently
most challenging datasets (San Francisco) for camera pose estimation.
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7.2 Future Work

The reconstruction and localization algorithms in this thesis are based on
a rigid world assumption and will fail in dynamic environments. For visual
modeling from images only, this is still considered a very hard problem and
attempts in this direction restrict either the allowed model deformations (e.g.,
template-based mesh deformations (Perriollat et al., 2011), or articulated
motions (Jacquet et al., 2013)) or constrain the camera path (e.g., known static
camera poses in motion capture systems (Starck and Hilton, 2007; Joo et al.,
2014), or planar motion trajectories (Angst and Pollefeys, 2010)). Clearly, in
this setting priors on the geometry and also its temporal deformation will be
of great help. On the other hand, RGB-D sensors facilitate the reconstruction
of dynamic environments (e.g., Newcombe et al., 2015; Dou et al., 2015) due
to their accurate capture of the world configuration at every instant. Though,
arbitrary motions and larger-scale reconstructions are still an open research
problem. Non-rigid registration between two deformed 3D models is a well
studied topic; however, it requires a good initialization of the point-to-point
data associations. For visually changing environments (e.g., seasonal changes,
structural alterations, or simply different illumination) correspondence search
is a long standing, but yet unsolved problem. Higher level reasoning about
the temporal order of images and models (Schindler et al., 2007b; Matzen
and Snavely, 2014) is an interesting direction. However, for image-based
localization the matching itself needs to be invariant to the visual changes.
Feature and descriptor learning or learning the matching function itself are
seen as promising approaches to advance state-of-the-art.

On the other hand, reconstruction, registration and calibration are not solved
in rigid environments either, and there obviously is space for improvement in
the proposed algorithms.

Geometric Priors for 3D Modeling: Our proposed priors are quite limited
in the sense that they model only vertical or locally planar structures. For the
reconstruction of more accurate models, the variety of allowed geometric shapes
needs to increase, while at the same time still penalizing wrong configurations.
Semantic information (e.g., Häne et al., 2014) or a hierarchy or topology
enforced on the prior could help in this regard. Learning the desired shape
from training data is a promising direction (also see Sec 3.6) compared to
manual modeling, especially with the recent advance of deep learning methods.
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Though, the actual parameterization of the prior and its incorporation into
the optimization objective is a crucial step. In this regard, we believe that
variants of active shape and appearance models (Cootes et al., 1995, 2001)
exhibit and interesting direction for 3D reconstruction.

RGB-D Sensor Calibration: Our calibration model is limited by the assump-
tion, that the sensor measurements need to be synchronized. This is often
the case for industrial applications where the hardware itself is accessible;
however, special care needs to be taken for data captured with asynchronous
(commodity) sensors. Thus, future work should consider a calibration model
that naturally handles unsynchronized cameras. In addition the consideration
of rolling shutter effects for all cameras would allow for an accurate calibration
even at fast motions. Finally, it is conceivable to extend the self-calibration
for multi-sensor setups, potentially containing non-overlapping cameras in the
spirit of Heng et al. (2014).

Registration Problems: Knowledge of the observed scene geometry consti-
tutes a great potential for feature normalization as demonstrated in Sec. 5.
It is desirable to achieve equivalently stable matching and alignment without
explicitly measuring depth. As sketched in Sec. 5.9, the knowledge of surface
normals is sufficient; though, our experiments with estimated pixel-wise surface
orientations obtained from a surface normal classifier were of little success.
Higher order cues and geometric constraints (e.g., Srajer et al. (2014) in indoor
settings) should allow for a more stable and repeatable normalization. A dif-
ferent direction for future research could be to bypass local feature matching
at all and regress data associates or even the camera pose directly from image
data similar to Shotton et al. (2013).

Camera Pose Estimation: The initial 2D-3D matching in image localization
is typically dependent on the model size. Simpler, but still discriminative
matching schemes would allows for fast pose estimation. Further improvements
could be achieved by using additional filters (Hartmann et al., 2014) or better
descriptors (Simonyan et al., 2014). Other interesting directions for future work
are the generalization of voting shapes, e.g., via kernel or soft voting (Li, 2006),
and to construct a continues voting space that does not require quantization.
In addition, the localization of short image sequences (rather than a single
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image), e.g., modeled as generalized camera (Pless, 2003), should constrain
the pose estimation problem more and allow to resolve ambiguous cases.

165





Personal Publications

[1] Zeisl, B., Pollefeys, M. (2016). Structure-Based Auto-Calibration of RGB-D
Sensors. In ICRA.

[2] Zeisl, B., Sattler, T., Pollefeys, M. (2015). Camera Pose Voting for Large-Scale
Image-Based Localization. In ICCV, pp. 1–8.

[3] Zeisl, B., Zach, C., Pollefeys, M. (2014). Variational Regularization and Fusion
of Surface Normal Maps. In 3DV, pp. 601–608.

[4] Ladicky, L., Zeisl, B., Pollefeys, M. (2014). Discriminatively Trained Dense
Surface Normal Estimation. In ECCV, pp. 468–484.

[5] Zeisl, B., Saurer, O., Sattler, T., Pollefeys, M. (2014). Using Photographs to Build
and Augment 3D Models. In Int. Conf. on Information Technology in Landscape
Architecture: Digital Landscape Architecture (DLA). Zurich.
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