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Abstract

Today, location and proximity information are key to a number of emerging applications. With the advent of the Internet of Things and autonomous cyber-physical systems, the dependency on location and proximity is likely to increase in the future. Current proximity verification and ranging systems are prone to distance modification attacks that can lead to loss of property (e.g., cars [57]) and even human life (e.g., IMDs [119]). Additionally, GPS which is today the de-facto outdoor localization system is vulnerable to spoofing attacks [76] that forces a receiver to compute a false location. Given the safety and security implications of the applications mentioned above, it is important to ensure the security of the location and proximity estimates used in these systems. Existing solutions based on distance bounding are not suitable for a variety of applications or are not secure against all types of attacks. For example, the design and hardware complexity of current solutions make them unsuitable for contactless access control and authentication systems.

In this thesis, we address these shortcomings and make the following contributions. First, we propose a novel distance bounding system design called Switched Challenge Reflector with Carrier Shifting that enhances existing analog designs to be resilient against strong attackers capable of terrorist fraud. Second, we analyze and enhance a new class of chirp-based ranging solutions that enable the realization of low-power ranging systems. We analyze the security of existing chirp-based ranging systems and demonstrate their vulnerability to distance decreasing relay attacks. We then propose a novel design based on frequency modulated continuous wave (FMCW) and backscatter communication techniques, specifically designed for short-range contactless systems. Finally, in the context of outdoor localization, we present SPREE, the first GPS receiver capable of detecting or mitigating all GPS spoofing attacks described in the literature.
Zusammenfassung


sendlich, präsentieren wir SPREE im Rahmen der Outdoor-Lokalisierung, der erste GPS Empfänger, der alle bekannten GPS Spoofing Angriffe der Literatur mildern oder bekämpfen kann.
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Chapter 1

Introduction

The ability to determine one’s own location has been key to human expansion, exploration, and navigation. In ancient times, people relied on far-away light sources, known landmarks or the position of celestial bodies to determine their location and guide them to their intended destinations. Today, with the rapid deployment of wireless systems, a wide variety of new applications depend on location and proximity.

For example, contactless access tokens (e.g., contactless smart/proximity cards, key fobs) are prevalent today in a number of systems including public transport ticketing, parking and highway toll fee collection, payment systems, electronic passports, physical access control and personnel tracking. In a typical access control application, an authorized person simply taps his smart card against a card reader setup at the entrance to gain access to an infrastructure. Smart card-based physical access control and authentication are deployed even in safety- and security-critical infrastructures such as nuclear power plants and defense research organizations. Similarly, in an electronic payment scenario, the consumer places the contactless card in close proximity (a few centimeters) to the payment terminal for making secure payments. Furthermore, modern automobiles use passive keyless entry systems (PKES) to unlock, lock or start the vehicle. The vehicle automatically identifies and unlocks when the key fob is in close proximity and there is no need for the user to remove the key from his pocket. By removing the need for user interaction, PKES-like systems also offer better protection in scenarios e.g., where the user forgets to manually lock the car. In all the above systems proximity is estimated based on the ability of the contactless access token to communicate with the reader.
Introduction

Even though the communication range for many such contactless systems is limited to a few centimeters, several works have demonstrated that these radio-frequency based access tokens are vulnerable to relay attacks (NFC phones [58], Google Wallet [121]). In a relay attack, the attacker uses a proxy reader and a proxy card to relay the communications between two legitimate entities without requiring any knowledge of the actual data being transmitted; therefore independent of any cryptographic primitives implemented. Recently, it was shown that the PKES systems used in automobiles are also vulnerable to relay attacks. Researchers were able to unlock the car and drive away even though the legitimate key was several hundred meters away from the car. In addition to relay attacks, an attacker can also modify the measured distance by manipulating the prover’s hardware or colluding with other entities. Thus, distance modification attacks have serious implications: an attacker can gain entry into a restricted area, make fraudulent payments or steal a car by simply relaying the communications between the reader and the card which is several meters away without the knowledge of the card’s owner.

In order to prevent such distance modification attacks, these systems must be enhanced with distance bounding. Distance bounding guarantees an upper bound on the physical distance between two devices, a verifier, and a prover. Distance bounding was initially introduced in the context of wired systems [33] and later a number of distance bounding protocols [36, 37, 67, 99, 118, 120, 130, 137, 141] were designed for wireless systems. Traditionally, the security of these distance bounding protocols was evaluated by analyzing their resilience against three types of attacks [24, 36, 46]: Distance fraud, mafia fraud, and terrorist fraud attacks. In a distance fraud attack, an untrusted prover tries to shorten the distance measured by the verifier and there is no external attacker involved in the attack. In a mafia fraud attack, an external attacker attempts to shorten the distance measured between an honest and trusted prover and verifier. Terrorist fraud attacks are executed by an untrusted prover who collaborates with an external attacker to convince the verifier that he is closer than he really is.

Although a number of protocol designs have been proposed, there is still a lot of scope for improving the state of the art with respect to the actual realization of these systems. For example, Tippenhauer et al. [136] designed one of the first distance bounding systems based on ultra-wideband impulse radio ranging. However, the hardware requirements of the design (e.g., sampling rate) make it infeasible for applications such as contactless payments where low hardware complexity is a key requirement. Other distance bounding designs such as [118] have limited compatibility with higher level protocols (e.g., majority of distance bounding protocols proposed in literature cannot be
1.1 Contributions

As described previously, even though a number of distance bounding protocols are present in literature, very few practical realizations exist. Furthermore, the proposed solutions are not suitable for a variety of applications or are not secure against all types of attacks. For example, it has been shown that implementing distance bounding using analog processing techniques provides tighter security guarantees than digital implementations. However, existing analog implementations do not support resilience against Terrorist Fraud attacks; they are only suited for the prevention of Distance Fraud and Mafia Fraud attacks. Also, the design and hardware complexity of current distance

implemented using this design). Furthermore, they do not protect against all types of distance bounding attacks.

In addition to proximity, the exact location is critical to a large number of applications ranging from navigation and tracking to modern communication and networking systems. Furthermore, there is an increasing number of autonomous cyber-physical systems (e.g., drones and self-driving cars) that rely on accurate location estimates for their positioning and navigation. In outdoor scenarios, the Global Positioning System (GPS) is the de-facto method for determining one’s location today. GPS is a satellite-based navigation system in which the receiver on the ground estimates its location based on the messages received from the satellites. The messages are transmitted using publicly available codes and lack any form of authentication. Therefore, GPS is vulnerable to signal spoofing attacks in which an attacker transmits specially crafted signals that overshadow authentic satellite signals, forcing the receiver to compute a false location. Researchers recently demonstrated the insecurity of GPS-based navigation by diverting the course of a yacht using spoofed GPS signals [13]. Similarly, using fake GPS signals, they demonstrated how to hijack a drone and force it to land at any pre-determined location. Furthermore, these attacks were carried out using devices that cost less than $1000. Existing countermeasures that detect or mitigate GPS spoofing attacks are either ineffective against strong attackers or are not reliable enough to distinguish spoofing attacks from real-world signal effects. Even with cryptographic authentication, the system is not protected against relay attacks where an attacker simply records and replays the radio signals to the receiver [106].

The set of applications using location and proximity is only bound to increase especially given the recent advent of Internet of Things (IoT). Thus, there is a need to ensure the resilience of these systems against modern day cyber-physical attacks.

1.1 Contributions
Terrorist fraud resilient distance bounding system: We propose a novel, hybrid digital-analog design called *Switched Challenge Reflector with Carrier Shifting* that enables the implementation of terrorist fraud resilient distance bounding protocols. Furthermore, we introduce a new attack, which we refer to as the *double read-out* attack and show that our proposed system is also secure against this attack. Our system consists of a prototype prover that provides strong security guarantees: if a dishonest prover performs the terrorist fraud attack, it can cheat on its distance bound to the verifier only up to 4.5 m and if it performs Distance Fraud or Mafia Fraud attacks up to 0.41 m. We show that our system can be used to implement existing (terrorist fraud resilient) distance bounding protocols without requiring protocol modifications.

Even though the above-proposed design mitigates all known distance bounding attacks, the design requirements are still complex and not suitable for applications such as contactless access control systems. Therefore, we look into a new class of emerging ranging systems, analyze its security properties and propose a novel architecture specifically designed for use in contactless systems. Specifically, we make the following contributions:

Security analysis of chirp-based ranging systems: Ultra-wideband (UWB) and Chirp Spread Spectrum (CSS) are emerging as the most prominent techniques for short and medium distance localization. In contrast to UWB-IR, the physical characteristics of chirp signals allow low-complexity and low-power realization of both communication and ranging systems [103]. In this thesis, we analyze the vulnerability of Chirp Spread Spectrum (CSS) based ranging and localization systems. Specifically, we demonstrate the feasibility of distance decreasing relay attacks that have proven to be detrimental to the security of proximity-based access control systems (e.g., passive vehicle keyless entry and start systems, contactless cards). We show that an attacker is able to effectively reduce the measured distance by almost 700 m depending on the chirp configuration. We discuss possible countermeasures in order to prevent these attacks.
Secure Proximity Verification for Contactless Systems: Motivated by the findings of the above security analysis, we propose a novel distance bounding system specifically designed for short-range contactless access control and authentication applications. Our system combines frequency modulated continuous wave (FMCW) and backscatter communication. The use of backscatter communication enables low-complexity, power-efficient design of the prover which is critical for contactless smart cards. In addition, our distance bounding system enables the implementation of a majority of distance bounding protocols developed in prior art. We analyze our system in various attack scenarios and show that it offers strong security guarantees. Additionally, we evaluate our system’s communication and distance measurement characteristics using a prototype implementation.

Spoofing Resistant GPS Receiver: In addition to proximity, several applications such as navigation and tracking, communication and networking infrastructures rely on location information. Currently, wide-area localization infrastructures that use distance bounding to provide secure location estimates do not exist and GPS is today the most prevalent method of estimating location outdoors. However, as mentioned before, GPS is vulnerable to signal spoofing attacks. Therefore, it is necessary to build a GPS receiver that is resilient against spoofing attacks. In this thesis, we present SPREE, which is, to the best of our knowledge, the first GPS receiver capable of detecting or mitigating all GPS spoofing attacks described in the literature. In SPREE, we introduce a novel spoofing detection technique, which we refer to as auxiliary peak tracking, that limits even the strongest attacker known in the literature (seamless takeover attack) from spoofing the receiver to an arbitrary location. We combine auxiliary peak tracking with existing GPS countermeasures and show how their combination results in an even more reliable detection. We implement and evaluate our receiver against the de-facto standard of a publicly available repository of GPS signal traces. We further evaluate SPREE against our own dataset obtained through extensive wardriving and commercial GPS simulators. Finally, we release our implementation and dataset to the community for further research and development [11].

1.2 Thesis Organization

The thesis is organized as follows. We begin the thesis with an overview of existing ranging systems, their vulnerability to distance modification attacks and the existing solutions in Chapter 2. Chapter 3 describes the design of our "Switched Challenge Reflector with Carrier Switching" prover. First, we give
a brief overview of existing terrorist fraud resilient protocols and motivate our prover’s design. We then describe its design and evaluate its effectiveness against all distance bounding attacks known in the literature.

In Chapter 4, we investigate physical-layer distance decreasing attacks on CSS-based ranging systems. In this chapter, we provide an overview of Chirp Spread Spectrum and discuss the attacks that can be mounted on chirp-based ranging systems. Then, we evaluate the feasibility of the attacks through experiments and discuss the implications of our findings. We conclude the chapter by enumerating possible countermeasures and describing related work.

In Chapter 5, we first motivate the importance of developing low-complexity, power-efficient distance bounding systems. We propose a novel distance bounding system with a ranging precision and security guarantees suited for contactless access control and authentication applications. We describe a complete system architecture and show that it provides complete protection against conventional distance modification attacks. Finally, we evaluate our system through simulations and experimentally validate its processing delay, power consumption and ranging precision.

Finally, in Chapter 6, we present the design of SPREE, the first GPS receiver capable of detecting all known GPS spoofing attacks. We begin this chapter with a brief overview of GPS, a typical GPS receiver’s hardware architecture, and its operation. We then classify the various types of GPS spoofing attacks and discuss why state-of-art countermeasures fail. Then, we describe our proposed GPS receiver’s design and its main features. Finally, we evaluate our receiver against a variety of adversarial and non-adversarial scenarios and present the results.

We conclude the thesis in Chapter 7 with a summary of our findings and present possible future work.

1.3 Publications

Parts of this thesis are based on the following articles I have co-authored.
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In addition, during my Ph.D., I co-authored the following publications.


Chapter 2

Ranging Systems and Distance Bounding

2.1 Introduction

The widespread deployment of wireless systems that use location and proximity to provide services has led to the advent of many radio frequency based ranging and localization technologies [91]. Today, these systems are used in a broad set of scenarios including people and asset tracking, emergency and rescue support [54] and access control [62, 119]. Numerous ranging and localization technologies were developed in the last decade [91]; they differ in communication channels (e.g., radio frequency, optical), position-related parameters (e.g., received signal strength (RSS), time-of-arrival (TOA), time-difference-of-arrival (TDOA)), target operating environment (e.g., indoor, outdoor), precision and reliability. Prominent examples include GPS [96] for outdoor localization and systems based on RSS [22, 154], TDOA [142, 156] and round-trip time-of-flight (RTOF) [14, 145] operating both outdoors and indoors. Most of these distance measurement techniques are inherently insecure. For example, an attacker can fake the signal strength in an RSS based distance measurement system. Similarly, in an ultrasonic ranging system, an attacker can gain advantage by relaying messages over the faster RF channel [127].

Given the safety and security implications of the applications mentioned above, it is important to ensure secure distance and location estimation in these systems. Distance bounding enables the secure measurement of an upper bound on the physical distance between two devices, a verifier and a
prover, even if the prover is untrusted and tries to reduce the measured distance. Distance bounding was initially introduced in the context of wired systems [33] and later a number of distance bounding protocols [36, 37, 67, 99, 118, 120, 130, 137, 141] were designed for wireless systems. In order to compute the upper bound on the physical distance, distance bounding relies on the measurement of the round-trip time between a transmitted challenge and a received response. Successful execution of a distance bounding protocol relies on two main assumptions: (i) Precise distance bound estimate and (ii) Low processing time at the prover to compute the response. Precise measurement of the distance depends largely on the physical characteristics of the RF signal and the time-of-arrival estimation technique implemented in the system. The time taken by the prover to process the challenge (i.e., demodulate, compute and transmit the response) depends on the chosen processing function and is therefore critical to prevent distance modification attacks such as distance fraud [33] or mafia fraud [46]. Reducing this processing time is therefore critical, such that the prover cannot modify its processing time arbitrarily and pretend to be closer to the verifier. Therefore, one line of work focussed on designing fast provers using only analog processing techniques [118] to reduce the prover processing time to less than a nanosecond. Another line of work took the conventional approach of implementing distance bounding using ultra-wide band (UWB) signals with well defined physical-layer characteristics.

In this chapter, we provide a brief overview of radio frequency based ranging techniques and describe their vulnerabilities to distance modification attacks. Then, we introduce the concept of distance bounding and discuss the different attacker models used in their security analysis. Finally, we present the state of the art with respect to the design and implementation of distance bounding systems and discuss their limitations.

### 2.2 Security Analysis of Modern Ranging Systems

The rapid deployment of wireless systems has driven an increasing interest in the use of radio communication technologies for ranging and localization [25]. Ranging and localization are two closely related concepts. Ranging is the method used to determine the physical distance between two entities while localization is the process of computing an exact position or geographic coordinate of an entity. Commonly used localization techniques such as multilateration rely on multiple distance measurements to compute the location of an entity. In fact, GPS, the most popular outdoor localization technology uses multilateration to compute the location. Thus, distance measurement is
a fundamental first step in a majority of modern localization and positioning systems.

Numerous ranging techniques that use radio communication signals have been developed in the recent years. We classify these ranging techniques broadly into two categories: (i) Indirect ranging – techniques that determine distance by measuring one or more physical properties (e.g., amplitude, phase and frequency) of the signal, (ii) Direct ranging – techniques that compute distance based on the signal’s time of flight and its speed of propagation. Techniques that compute distance based on the signal’s physical properties such as received signal strength, multicarrier phase ranging, frequency modulated continuous wave radars can be classified as indirect ranging techniques. Ranging techniques that rely on measuring round-trip time of flight, time of arrival, time difference of arrival can be categorized as direct ranging techniques. In the following section, we describe the ranging techniques mentioned above in more detail and discuss their vulnerability to distance modification attacks.

Throughout this thesis, we refer to the entity that computes the distance as the verifier and the entity whose distance is estimated as the prover. We assume a Dolev-Yao attacker [47] with the capability to eavesdrop, modify, compose, and (re)play any messages transmitted and received by the verifier and the prover. In the context of ranging systems, the goal of an attacker is to force the verifier to compute a false verifier-prover distance by manipulating the signals transmitted and received by the two entities.

2.2.1 Indirect Ranging Techniques

In this section, we review the vulnerability of ranging systems that compute distances based on the signal’s physical characteristics such as amplitude (RSS), phase (multicarrier phase ranging) or frequency (FMCW).

**Received signal strength:** Received signal strength (RSS) [22, 35, 60, 71, 114, 126, 152] based ranging systems rely on the free space path loss propagation model to estimate the distance between the verifier and the prover. Any radio signal experiences a loss in its signal strength as it travels through space. The amount of loss or attenuation in the signal’s strength is proportional to the square of the distance between the transmitter and the receiver. Mathematically, the exact distance $d$ is calculated based on the following free space path loss equation:

$$d = \frac{\lambda}{4\pi} \sqrt{\frac{P_t G_t G_r}{P_r}} \quad (2.1)$$
Figure 2.1: The prover locks its local oscillator to the verifier’s signal and transmits it back to the verifier. The verifier then measures the distance based on the difference in the phase of the received signal and its own reference signal.

\[ d = \frac{c}{2f} \cdot \left( \frac{\theta}{2\pi} + n \right) \]

where \( \lambda \) is the signal’s wavelength, \( P_t \) and \( P_r \) are the transmitted and received signal power, \( G_t \) and \( G_r \) are the antenna gains of the transmitter and the receiver respectively. In reality, the radio signal experiences additional losses due to its interaction with the objects in the environment (e.g., reflections off tall buildings) which are difficult to account for accurately. This directly affects the accuracy of the computed distance. Advanced models such as the Rayleigh fading and log-distance path loss models [116] are typically used to improve the distance estimation accuracy.

**Attacks:** In an RSS-based ranging system, an attacker can trivially cheat on the measured distance by faking the received signal strength at the verifier. For example, the attacker can simply attenuate or amplify the signal transmitted by the prover before relaying it back to the verifier. This will result in the verifier estimating a false or incorrect distance to the prover. Also, a dishonest prover can cheat by transmitting the signal at a different power level than what is specified or used by the verifier to estimate the distance.

**Multicarrier phase ranging:** In phase-based ranging, two devices measure the distance between them by estimating the phase difference between a received continuous wave signal and a local reference signal. For example, if the verifier V is measuring its distance to a prover P, then the verifier begins
ranging by transmitting a continuous wave carrier signal. The prover locks its local oscillator to this incoming signal and transmits it back to the verifier. The verifier measures the distance based on the difference in the phase of the received signal and its own reference signal as shown in Figure 2.1. If the distance \(d\) between the verifier and the prover is less than the signal’s wavelength i.e., \(\frac{2 \cdot f}{c}\), where \(f\) is the frequency of the signal and \(c\) is the speed of light, the measured phase difference \(\theta\) will be,

\[
\theta = 4\pi \cdot \frac{d \cdot f}{c} \tag{2.2}
\]

In order to unambiguously measure distances greater than the signal’s wavelength, it is necessary to keep track of the number of whole cycles elapsed. Therefore, the equation for measuring \(d\) becomes,

\[
d = \frac{c}{2 \cdot f} \cdot \left(\frac{\theta}{2\pi} + n\right) \tag{2.3}
\]

where \(n\) is an integer which reflects the number of whole cycles elapsed. The need for keeping track of \(n\) is eliminated by using continuous wave signals of different frequencies.

Multicarrier phase ranging systems [10, 21, 50, 95, 124, 157] eliminates the whole cycle ambiguity by transmitting continuous wave signals at different frequencies (Figure 2.2). For example, the verifier first transmits a signal with a frequency \(f_1\) to which the prover locks its local oscillator and retransmits the signal back to the verifier. At the verifier, the measured phase difference between the received signal from the prover and the verifier’s own signal for this frequency \(\theta_1\) is given by (from Equation 2.3),

\[
\theta_1 = 2\pi \cdot \left(\frac{2 \cdot d \cdot f_1}{c} + n\right) \tag{2.4}
\]

The verifier then transmits a continuous wave signal with a frequency \(f_2\) and measures the phase difference \(\theta_2\) as previously.

\[
\theta_2 = 2\pi \cdot \left(\frac{2 \cdot d \cdot f_2}{c} + n\right) \tag{2.5}
\]

The distance \(d\) between the verifier and the prover can be unambiguously measured by combining equations 2.4 and 2.5:

\[
d = \frac{c}{4\pi} \cdot \frac{\theta_2 - \theta_1}{f_2 - f_1} \tag{2.6}
\]
Figure 2.2: Two signals of different frequency that travel the same amount of time will experience a different phase shift.

In this case, the maximum distance that can be measured depends on the difference between the two frequencies after which the measured distance rolls over to zero. Frequency hopping spread spectrum techniques are typically used to improve the accuracy of the estimated distance. The size of the frequency hop then decides the maximum measurable distance \[25\].

**Attacks:** The maximum measurable distance i.e., the largest value of distance \(d_{max}\) that can be estimated using multicarrier phase-ranging system, depends on the maximum measurable phase difference \(\Delta \theta_{max}\) between the two frequency signals. Given that the phase values range from 0 to \(2\pi\), the maximum measurable phase difference between any two frequencies is \(\Delta \theta_{max} = 2\pi\). Substituting the values in Equation 2.6, the maximum measurable distance is given by,

\[
\begin{align*}
    d_{max} &= \frac{c}{4\pi} \cdot \frac{\Delta \theta_{max}}{\Delta f} \\
    d_{max} &= \frac{c}{2} \cdot \frac{1}{\Delta f}
\end{align*}
\]

(2.7)

For example, if the frequency hop size is 2 MHz \((\Delta f)\), the maximum distance measurable without any ambiguity is 75 m after which the measured distance rolls over to 0 m. Similarly for frequency hop sizes of 0.5, 1, 2, 4 MHz, the maximum measurable distances are 300, 150, 75 and 37.5 m respectively.
2.2 Security Analysis of Modern Ranging Systems

An attacker can leverage the maximum measurable distance property of the ranging system in order to execute the distance decreasing relay attack. During the attack, the attacker simply relays (amplify and forward) the verifier’s interrogating signal to the prover. The prover determines the phase of the interrogating signal and re-transmits a response signal that is phase-locked with the verifier’s interrogating signal. The attacker receives the prover’s response signal and forwards it to the verifier, however with a time delay ($\Delta t$). The attacker chooses the time delay such that measured phase differences $\Delta \theta$ between the carrier frequency signals reaches its maximum value of $2\pi$ and rolls over. Considering the previous example of a system with the frequency hop size of 2 MHz, the measured phase differences $\Delta \theta$ rolls over every 500 ns. Additionally, a stronger attacker can receive the signal from the prover and shift the signal’s phase before relaying back to the verifier. The attacker shifts the phase of the signal such that it results in the verifier computing an appropriate false distance.

**Frequency modulated continuous wave:** FMCW radars use chirp signals [26] to determine range and velocity of a target (here the prover). The verifier transmits an interrogating chirp signal i.e., a continuous wave signal with a linearly increasing or decreasing frequency. The prover receives and reflects this signal back to the verifier. The reflected signal is then mixed at the verifier with the transmitted signal at that instant to produce a *beat signal*. The frequency of the beat signal is proportional to the round-trip time taken to receive the reflected chirp signal; thereby able to measure distance $d$ to the prover. The distance $d$ is estimated using the equation:

$$d = \frac{c \cdot f_{\Delta} \cdot T_s}{2 \cdot f_{bw}}$$  \hspace{1cm} (2.8)

where $c$ is the speed of light, $f_{\Delta}$ is the frequency of the beat signal, $f_{bw}$ is the total bandwidth of the chirp signal and $T_s$ indicates the time period of the chirp signal. We present a more elaborate explanation of FMCW in Chapter 5.

**Attacks:** An attacker can manipulate the estimated distance in several ways. For instance, the attacker can shift the frequency of the reflected signal before relaying it back to the verifier. This would result in a different beat signal frequency, and therefore a false distance estimate at the verifier. In systems where the verifier continuously transmits interrogation signals, then an attacker can also manipulate the estimated distance by executing a *rollover* attack similar to the one presented for phase-based ranging systems. An attacker
would then have to simply delay the prover’s reflected signal longer than the time duration of one interrogating chirp signal. The delayed signal is then mixed with a successive interrogation signal resulting in a different beat frequency and therefore a false distance estimate at the verifier.

Thus, from the above discussions we may conclude that ranging techniques that solely rely on estimating distance as a function of the variations in the signal’s amplitude, phase or frequency is vulnerable to distance modification attacks.

### 2.2.2 Direct Ranging using Time of Flight

An alternative approach for estimating distance is by measuring the time taken for the signal to travel from the verifier to the prover. Knowing the propagation speed of the radio signal (approximately close to the speed of light), the distance $d$ between the verifier and the prover can be mathematically expressed using the equation

$$d = (t_{rx} - t_{tx}) \cdot c$$

where $c$ is the speed of light, $t_{tx}$ and $t_{rx}$ represent the time of transmission and reception respectively.

In addition to the precise knowledge of the transmission and reception times, the time-of-flight measurement requires tight clock synchronization between the verifier and prover. Note that, a 1 ns error in synchronization would result in $\approx 30$ cm error in the estimated distance. Given the instability of local clocks and the difficulty of achieving synchronization with nanosecond precision, most time-of-flight ranging systems compute round-trip time instead of a one-way time of flight. The round trip time is the time elapsed between transmitting a ranging data packet and receiving an acknowledgment back from the prover. The distance between the verifier and the prover is then given by the equation:

$$d = \frac{c(t_{RTT} - t_p)}{2}$$

where $c$ is the speed of light ($3 \cdot 10^8$ m/s), $t_{RTT}$ is the measured round-trip time and $t_p$ is the processing delay i.e., the time taken by the prover to receive, process and transmit the acknowledgment back to the verifier. This type of ranging is often referred to as two-way time-of-flight ranging and mitigates the requirement for tight clock synchronization between the verifier and the prover.
Thus, precise distance measurement largely depends on the time-of-arrival estimation technique implemented in the system and the physical characteristics of the radio frequency signal itself. As a general rule of thumb, the ranging resolution is directly proportional to the bandwidth of the ranging signal [131]. Today, ultra-wideband (UWB) and chirp spread spectrum (CSS) are emerging as the most prominent physical-layer for modern precision ranging systems [16,44,45,103,113] due to their high bandwidth and resilience against multipath and other channel disturbances. As mentioned previously, time of flight is typically calculated by measuring the time elapsed between transmitting a ranging data packet and receiving a corresponding acknowledgment back from the prover. UWB Impulse Radio (UWB-IR) [16, 44, 45, 113] based ranging systems use short duration pulses (typically $2-3$ ns long) to transmit ranging and acknowledgment packets. CSS-based ranging systems [103] modulate the ranging data using up- and down-chirp signals.

**Attacks:** Regardless of the physical layer (i.e., whether UWB or CSS is used for ranging), an attacker can manipulate the time-of-flight measurements and thus the estimated distance. The majority of the time-of-flight ranging systems use pre-defined data packets for ranging, making it trivial for an attacker to predict and generate his own ranging or acknowledgment signal. For example, an attacker can transmit the acknowledgment packet even before receiving the challenge ranging packet. Flury et al. [56] showed that the de facto standard for IR-UWB, IEEE 802.15.4a [77], does not automatically provide security against distance decreasing attacks. It was shown that an external attacker can potentially decrease the measured distance by as much as 140 meters by predicting the preamble and payload data with more than 99% accuracy even before receiving the entire symbol. Similarly, Poturalski et al. [109] introduced the Cicada attack on the impulse radio ultra wide-band physical layer. In this attack, a malicious transmitter continuously transmits a “1” impulse with a power greater than that of an honest transmitter. This degraded the performance of energy detection based receivers, resulting in reduction of the distance measurements. In Chapter 4, we evaluate the security of CSS-based ranging systems to such physical-layer attacks. Furthermore, some commercial ranging systems [44, 103] allow the prover to communicate the time taken to process the verifier’s challenge signal. In such a scenario, a dishonest prover can trivially cheat on the distance by either reporting a false signal processing time delay or by actually manipulating the time taken to process the signal itself (e.g., using specialized hardware).

To summarize, both indirect and direct ranging techniques are vulnerable to distance modification attacks. Indirect ranging techniques (e.g., based on
Figure 2.3: The three phases of a distance bounding protocol. (i) Setup phase where specific information is exchanged between the prover and the verifier, (ii) Rapid-bit exchange where single bit challenges and responses are exchanged and (iii) Verification phase where the responses are validated and distance bound is estimated.

received signal strength, phase or frequency) can be trivially manipulated by faking the amplitude, phase or frequency of the radio signal. Direct ranging techniques estimate distance based on the time elapsed between sending a ranging packet and receiving a corresponding acknowledgment. The security of direct ranging systems depend on a number of factors such as the data exchanged during the ranging process, the modulation technique used etc. For example, it is important that the verifier and the prover exchange data that is cryptographically generated. Otherwise, it would be trivial for an unauthorized device to recreate the ranging signals and appear legitimate to the verifier. In short, in order to prevent distance modification attacks, it is not only necessary to exchange data but it has to be coupled with the distance estimation method in a way that prohibits modification or relaying.

2.3 Distance Bounding

In this section, we introduce the concept of distance bounding and give an overview of its state of the art implementations. The concept of distance bounding was first proposed by Brands and Chaum [33]. The goal of a distance bounding system is that a verifier establishes an upper bound on its physical distance to a prover. Distance bounding protocols follow a specific
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procedure which typically includes a setup, rapid-bit exchange and verification phases (Figure 2.3). In the setup phase, the verifier and the prover agree or commit to specific information that will be used in the next protocol phases. In the rapid-bit exchange phase, the verifier challenges the prover with a number of single-bit challenges to which the prover replies with single-bit responses. The verifier measures the round-trip times of these challenge-reply pairs in order to estimate the verifier’s upper distance bound to the prover. The distance $d$ between the verifier and the prover is calculated using the equation

$$d = \frac{c(\tau - t_p)}{2}$$

(2.11)

where $c$ is the speed of light ($3 \cdot 10^8$ m/s), $\tau$ is the round-trip time elapsed and $t_p$ is the processing delay at the prover before responding to the challenge. The verification phase is used for confirmation and authentication. It should be noted that depending on the protocol construction the verification phase may not be required.

The security of distance bounding protocols is traditionally evaluated by analyzing their resilience against three types of attacks: Distance fraud, mafia fraud and terrorist fraud attacks. Figure 2.4 shows these attack scenarios and the entities involved. In a distance fraud attack, an untrusted prover tries to shorten the distance measured by the verifier. Since the round-trip time includes the processing delay, an untrusted prover can reduce the distance measured by either sending its replies before receiving the challenges or by computing the responses faster. There is no external attacker involved in this attack.

Mafia fraud attacks, also called relay attacks, were first described by Desmedt [46]. In this type of attack, both the prover and verifier are honest and trusted. An external attacker attempts to shorten the distance measured between the prover and the verifier by relaying the communications between the entities. Distance bounding protocols prevent relay attacks due to the fact that the time taken to relay the challenges and responses will only further increase the distance bound estimate. However, it is important to keep the variance of the prover’s processing time to a minimum to ensure high-security guarantees. If the time taken by the prover to process challenges varies significantly between challenges, the verifier has to account for the high variance in its distance estimation. Depending on the amount of variance to be accounted for, an attacker can reduce the distance by relaying communications between the prover and the verifier.
Figure 2.4: Attacks on distance bounding systems. In distance fraud, an untrusted prover tries to cheat on the measured distance. Mafia fraud is achieved by an external attacker by relaying information between a trusted prover and verifier. In terrorist fraud, the prover colludes with an external attacker to cheat on the measured distance.

Finally, in terrorist fraud attacks [24], an untrusted prover collaborates with an external attacker to convince the verifier that the prover is closer than its true distance. All countermeasures to terrorist fraud make the assumption that the untrusted prover does not reveal his long-term (private or secret) key to the external attacker which he collaborates with.

Recently, another type of attack on distance bounding protocols called the distance hijacking attack was proposed [41]. The authors give a real world example of a dishonest prover with a stolen smart card gaining access to a secure facility; though he is not within the required proximity. The attacker exploits an honest prover’s presence by hijacking its rapid bit-exchange phase with the verifier. As demonstrated in [41], a system’s resilience to distance hijacking depends on the higher level protocol implementation and is independent of the physical-layer.

### 2.4 Distance Bounding Implementations

A number of distance bounding protocols [29–31, 36–38, 59, 67, 70, 81, 87, 99, 105, 118, 120, 129, 130, 137, 141, 144] were proposed following the work of Brands and Chaum [33]. These protocols provide resilience against one or all of the attacks mentioned above. However, the security of these protocols are mostly analyzed based on information-theoretic proofs without considering physical layer attacks. For example, a protocol is said to be resilient against
distance fraud attacks if the response bits are dependent on the challenge bits, i.e., the prover cannot respond before actually receiving the challenge. As described previously, a prover’s distance is measured based on some physical layer parameter such as received signal strength or round trip times. Therefore, in practice, the security of distance bounding protocols also depends on the actual physical layer design and implementation of the distance bounding system.

For instance, an untrusted prover can use specialized or modified hardware to compute a response faster than the delay expected by the verifier to estimate the distance. It is important to note that a speedup of 1 ns translates to a distance gain of approximately 15 cm\(^1\). An attacker can also reduce the distance between the verifier and prover by detecting or demodulating challenges before receiving them completely or late committing a response as shown by Clulow et al. [39]. In order to address these attacks specific to the physical layer, the research focus shifted towards secure physical layer design of distance bounding systems.

Initial distance bounding implementations [117, 125] proposed the use of both radio frequency and ultrasound. The verifier that wants to securely verify the location claim of a prover transmits a challenge using RF and the prover responds back using ultrasound. Based on the time-of-arrival of the ultrasound packet, the location claim \(l\) of the prover, and the propagation time of radio and ultrasound signals in the air, the verifier estimates the prover’s distance \(d\). If \(d\) is larger than the claimed distance \(l\), the verifier rejects the prover’s location claim. The use of RF communication in both directions would make the prover’s processing delay very large, and thus making the system unusable. One of the main problems with these systems is that an untrusted prover or an external attacker with a proxy node in the verifier’s region of interest can take advantage of this. By using radio frequency as a wormhole channel to echo the response back to the verifier, the attacker can reduce the round-trip-time and hence the distance estimate. Hence, it became essential to develop new radio frequency-based distance bounding systems.

**RFID Distance Bounding Channel:** Hancke et al. [67] introduced one of the first distance bounding protocols and subsequently extended this work further with a UWB communication channel [65]. In the proposed channel, the verifier embeds the challenge bits as ultra-wideband pulses in addition to the transmitted carrier signal. These pulses are transmitted with a delay after every rising edge of the carrier signal. This delay is known apriori to both the

\(^1\) based on the distance traveled by light in 1 ns
verifier and the prover. The presence or absence of the pulse indicates whether the challenge bit is 1 or 0. The prototype implementation resulted in distance bounds for near field RFID up to 1 m for trusted provers and 11 m in the case of untrusted provers. Several challenges exist in implementing this design. First, since the communication link includes both low-frequency carrier and the ultra-wideband pulses, the complexity of the RFID tag’s receiver architecture increases. Second, the ambiguity in the distance still depends on the processing delay of the prover. Hence, an untrusted prover with access to faster hardware can reduce the processing delay thereby cheating on the distance estimated by the verifier.

**UWB-IR Distance Bounding System:** Tippenhauer et al. [136, 138] designed and implemented a distance bounding system with a focus on optimizing the rapid bit-exchange phase. Due to the ranging precision and resilience to multipath effects, an ultra-wideband impulse radio (UWB-IR) physical layer was used for communication. UWB-IR systems communicate data using short pulses which are typically 2−3 ns long. Range estimation is based on the time elapsed between transmitting a challenge pulse and receiving a corresponding response. In any distance bounding protocol the rapid bit-exchange phase is the core and the final distance estimation is based on the exact timing of these challenge and response pulses. Since the design primarily focused on the fast rapid bit-exchange phase, any distance bounding protocol can be implemented and deployed using this system. The processing delay at the prover depends on the protocol adopted e.g., the XOR processing function used in the prototype implementation resulted in an overall delay of \( \approx 100 \) ns. However, the narrow UWB-IR pulses utilize a large bandwidth (> 500 MHz) which require both the prover and the verifier to be equipped with high sampling rate analog-to-digital (ADC) and digital-to-analog converters (DAC) to receive and transmit UWB-IR pulses respectively.

**Challenge Reflection with Channel Selection (CRCS):** The design focused primarily on reducing the prover’s processing delay to a minimum. In this regard, CRCS [118] took an unconventional approach and reduced the prover’s processing delay to 1 ns. This was achieved by eliminating the need for interpreting the challenge during the rapid-bit exchange phase. In this design, the prover commits to a precomputed nonce during the initialization phase. In the rapid-bit exchange phase, the verifier transmits the challenge signal to the prover. In contrast to traditional distance bounding designs, in CRCS, the prover simply reflects the challenges back to the verifier on dif-
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#### Attack Resilience

<table>
<thead>
<tr>
<th>Implementation</th>
<th>Attack Resilience</th>
<th>Compatible Protocols</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>UWB-IR [136]</td>
<td>✓ (100 ns)</td>
<td>✓ MF</td>
<td>Any</td>
</tr>
<tr>
<td>RFID DB Channel [65]</td>
<td>✓ (40 ns)</td>
<td>✓ TF</td>
<td>HKP [67]</td>
</tr>
<tr>
<td>CRCS [118]&lt;sup&gt;c&lt;/sup&gt;</td>
<td>✓ (1 ns)</td>
<td>✓</td>
<td>CRCS</td>
</tr>
</tbody>
</table>

- A 1 ns prover processing delay enables a maximum distance reduction of 15 cm by a dishonest prover.
- Required signal sampling rates, memory etc..
- Focused primarily on reducing the prover’s processing delay and used frequency switching to communicate data.

**Table 2.1:** Comparison of the existing distance bounding implementations in prior work.
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different frequency channels. The frequency channel on which the challenge signals are reflected depends on the prover’s pre-computed nonce. Since the prover does not demodulate the challenge, compute and then transmit back the response during the time critical rapid-bit exchange phase, it was possible to achieve a net processing delay of less than a nanosecond at the prover. However, given that the incoming challenge is not interpreted during the time-critical phase, the majority of state-of-art distance bounding protocols (e.g., Brands-Chaum [33], Hancke-Kuhn [67]) cannot be realized using this scheme. In addition, the lack of challenge demodulation makes this scheme vulnerable to terrorist fraud attacks. For example, an untrusted prover can pre-calculate the responses (since they are independent of the challenge signal in CRCS) and forward them to a colluding attacker located near the verifier. The colluding attacker can then successfully execute the rapid-bit exchange phase with the verifier. In addition, the absence of challenge interpretation during the rapid-bit exchange phase makes the system vulnerable to simple response replay attacks. In order to prevent such attacks, the prover needs to demodulate, store and communicate the challenges back to the verifier during the final verification phase of the protocol.

2.5 Summary

All existing ranging systems are vulnerable to distance modification attacks. In order to secure them, it is important to enhance modern ranging systems with distance bounding. Currently, the design and development of distance bounding systems follow two approaches. One set of designs such as the UWB-based distance bounding systems [65, 136, 138] took a more conventional approach to designing distance bounding systems and used ultra-wide band signals as the physical layer. In these designs, the challenges are received, decoded and the appropriate response is computed during the time-critical rapid-bit exchange phase. Although this enabled the realization of the majority of distance bounding protocols, the prover’s processing delay was still on the order of one hundred nanoseconds. This means that an untrusted prover with specialized hardware could easily modify the estimated distance by speeding or slowing the computation of the response signal. Another approach to realizing distance bounding is to eliminate the need for demodulation and computation of response signals during the rapid-bit exchange phase of the protocol [118]. Such an approach results in fast prover designs, but due to the lack of challenge interpretation during the bit-exchange phase, the majority of distance bounding protocols proposed in the literature cannot be implemented. For example, terrorist fraud resilient distance bounding protocols require
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the prover to generate the responses based on the received challenges. The absence of challenge interpretation at the prover allows a dishonest prover to collude with an external attacker who is in close proximity to the verifier (e.g., communicating the responses to the attacker even before receiving the challenges) and successfully execute the distance reduction attack.

Furthermore, all existing distance bounding designs require specific hardware requirements at the prover. For example, the UWB-based designs [65, 136, 138] require the prover to be capable of receiving and transmitting UWB pulses. The CRCS design [118] requires the prover to be able to switch frequencies. Moreover, the absence of challenge interpretation during the rapid-bit exchange phase makes the system vulnerable to simple response replay attacks. In order to prevent such attacks, the prover needs to demodulate, store and communicate the challenges back to the verifier during the final verification phase of the protocol. This further increases the complexity of the prover making current implementations unsuitable for power-constrained applications such as contactless access control and authentication systems. In summary, today’s solutions for secure proximity verification are not suitable for a number of applications; specifically that of contactless systems such as payment and access control systems. Additionally, the most efficient solutions are insecure against strong attackers. In the following chapters, we address the above-mentioned shortcomings and present our solutions.
Chapter 3

Switched Challenge Reflector with Carrier Switching

3.1 Introduction

In this chapter, we address the problem that existing analog-only distance bounding designs are only resilient against distance and mafia fraud attacks but not resilient against terrorist fraud attacks. Recall that, distance bounding protocols rely on the exchange of timed challenges and responses between the verifier and the prover. However, given that the prover is not trusted by the verifier and no assumptions can be made about its processing capabilities, the time that the prover spends in processing the verifier’s challenge should be negligible compared to the measured round-trip time, which depends on the speed of light. If the verifier would overestimate the prover’s processing time (i.e., the prover is able to process signals in a shorter time than expected), the prover would be able to pretend to be closer to the verifier. The challenge in implementing distance bounding protocols is therefore to implement a prover that is able to receive, process and transmit signals in negligible time.

Although a number of protocols have been proposed, it is not clear if the proposed distance bounding protocols can be implemented with the required tight processing (and therefore security) guarantees or can be integrated within the existing RF ranging systems. For example, almost all distance bounding protocols assume that a prover will be able to receive a single bit of the chal-
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challenge, XOR it or compare it with some locally stored value, and transmit the response; all within negligible time. XORs and comparisons require digital processing and the most efficient implementation in the open literature that can realize such distance bounding protocols requires 100 ns [136, 138] and thus enables the attacker to cheat on its distance by at most 15 m. An alternative implementation of distance bounding protocols, using analog processing was proposed in [118] enabling signal reception/processing/transmission within 1 ns and thus provided a tight security guarantee of 15 cm. Instead of using XOR or comparison, this design relied on a processing function called Challenge Reflection with Channel Selection (CRCS), which can be implemented using only analog processing techniques. In [118], a design for implementing a secure distance bounding channel for the rapid bit-exchange in a near-field environment was presented. The experimental implementation used improvised wideband pulses and achieved a distance bound of 1 m in the case of mafia fraud attacks and 11 m for distance frauds.

However, even if implementing distance bounding using analog processing techniques clearly provide tighter security guarantees than digital implementations, existing analog implementations are not resilient against terrorist fraud attacks [24]; they are only suited for the prevention of distance fraud and mafia fraud attacks. In this chapter, we address this problem, and propose a new hybrid digital-analog design of a distance bounding system called Switched Challenge Reflector with Carrier Switching that enables the implementation of terrorist fraud resilient distance bounding protocols such as the Swiss Knife Protocol [82]. Our system does not introduce new processing functions at the prover (such as CRCS); instead, it uses the bit comparison function that is commonly used in a number of distance bounding protocols including the Hancke-Kuhn protocol [67].

In our proposed design, the verifier transmits challenges on two different carrier frequencies; the switching time synchronized with the prover. Four possible reply channels are created before activating the appropriate reflected carrier frequency. Based on the credentials held by the prover and the carrier frequency of the received challenge, an activation circuitry inside the system appropriately enables the reply channel. Analysis of our prototype shows that the verifier can be cheated only up to 4.5 m in the scenario of a terrorist fraud attack and further only up to 0.41 m under a distance or mafia fraud attacker model. Given its design, our system can be used to implement existing terrorist fraud resilient distance bounding protocols (e.g., the Swiss Knife protocol [82]). Furthermore, it can be used to implement all distance bounding protocols that follow the Hancke-Kuhn construction [67] without requiring any modifications of the protocol.
3.2 Terrorist Fraud Resilient Protocols

Terrorist fraud resilient protocols [55, 66, 82, 141, 143] preserve the basic structure of distance bounding protocols, but bind the prover’s long-term secret to the nonces that are exchanged in the protocol. This prevents the prover from simply handing over the nonces to the external attacker without disclosing its long term secret.

We illustrate the operation of these protocols through an example: the Swiss Knife protocol. This protocol was proposed by Kim et al. [82] (Figure 3.1). The protocol assumes that the verifier has a database containing prover identities (ID) and their symmetric keys (x) and that each prover possesses his own identifier and key. The protocol is executed in three phases.

Preparation phase: From its locally generated nonce \( N^B \), a shared secret \( x \) and a constant \( C^B \), the prover creates two \( m \)-bit strings (\( R^0 \) and \( R^1 \)) using a keyed pseudorandom function \( f \). Disclosing both \( R^0 \) and \( R^1 \) would immediately reveal \( m \) bits of \( x \).

Rapid-bit-exchange phase: In each round \( i \) of the rapid-bit-exchange phase, the verifier sends a random single-bit challenge \( c_i \). Upon reception of \( c'_i \), the prover replies with the value taken from \( R^0_i \), if \( c'_i = 0 \) and from \( R^1_i \), if \( c'_i = 1 \).
denotes the modification of $c_i$ over the channel either due to an attack or due to transmission errors.

**Concluding phase:** The prover sends a Message Authentication Code (MAC) computed over the nonces and the received challenges. The verifier then makes a number of checks: he tries to find an entry $x$ in his database for which the MAC is valid; he checks if the number of transmission errors in the challenges are not too high; if the number of incorrect responses to correctly received challenges is not too high; and if the responses were sent in time. If all these checks pass, the verifier authenticates itself to the prover by computing a MAC on the prover’s nonce $N^B$. In this protocol, the values of the registers $R^0$ and $R^1$ are bound to the prover’s long term secret $x$. If the prover would like to perform a terrorist attack, it would need to give $R^0$ and $R^1$ to the external attacker, thus disclosing $x$.

As summarized in Chapter 2, so far, in the space of distance bounding protocol implementations, we could either build efficient implementations, that resist distance fraud and mafia fraud but not terrorist fraud attacks, or less efficient implementations that resist all three types of attacks.

### 3.3 Switched Challenge Reflector with Carrier Shifting

As discussed in Section 3.2, one of the open problems in distance bounding protocol design space is the realization of terrorist fraud resilient distance bounding with low processing delay at the prover. Prover designs based on digital signal processing techniques allow implementation of processing functions such as XOR or register read-out based on the challenge bits. However, the process of demodulating the received challenge, computing the response (e.g., XOR with a shared secret), modulating and transmitting back the response incurs significant processing delay [118]. This delay allows attackers executing distance and mafia frauds to gain distance in the order of several tens of meters. Although solutions using only analog processing techniques achieved low processing delay, implementing processing functions such as register selections (critical for terrorist fraud resilience) give rise to new attack scenarios. Due to the nature of analog signals and components, such solutions based on register selection are vulnerable to a new attack that we refer to as the double read-out attack (detailed in Section 3.4) which could potentially leak the long-term shared secret. Here we present a hybrid digital-analog solution to this problem, which we refer to as *Switched Challenge Reflector with Carrier Shifting (SCRCS)*. We show that a prover implementing SCRCS...
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Figure 3.2: Overview of the switched challenge reflector with carrier shifting.

has low processing delay and resists not only mafia and distance frauds but also terrorist fraud attacks without allowing any possible double read-out attacks.

3.3.1 Design Overview

In terrorist fraud resilient protocols [82, 120, 141], the verifier challenges the prover with randomly selected bits; in each of the $m$ rounds, based on the received challenge bit the prover replies with a bit from one of the two local registers. The prover’s processing, therefore, consists of receiving the challenge bit and then transmitting a bit from one of the registers, selected based on the received challenge bit. We design SCRCS to implement this functionality.

In our system, the verifier challenges the prover with a challenge signal $c(t)$; if the verifier wants the prover to respond with a value from register $R^0$, it transmits a signal on a predefined carrier frequency $\omega_0$ (encoding the challenge bit “0”) and if it wants to query $R^1$, it transmits on the carrier frequency $\omega_1$ (thus encoding the challenge bit “1”).

The prover implements switched challenge reflection with carrier shifting. Figure 3.2 shows the two main building blocks of the prover: (i) Channel Shifter and (ii) Switched Channel Activator. The prover takes as input the challenge signal $c(t)$, which will be at the carrier frequency $\omega_0$ or $\omega_1$; its Channel Shifter component (details in Section 3.3.2) creates two copies of the received signal: at $\omega_0 + \omega_\Delta$ and $\omega_0 - \omega_\Delta$ or at $\omega_1 + \omega_\Delta$ and $\omega_1 - \omega_\Delta$ where $\omega_\Delta < (\omega_1 - \omega_0)/2$. The two created signals (e.g., the signals at $\omega_0 \pm \omega_\Delta$) are then fed into the Switched Channel Activator circuit which then, depending on the current value of the queried register, outputs ($r(t)$) only one of the two signals (e.g., the signal at $\omega_0 + \omega_\Delta$). The Switched Channel Activator circuit is constructed such that it only allows either the signals at $\omega_0 \pm \omega_\Delta$ or signals at $\omega_1 \pm \omega_\Delta$ but not both simultaneously.

The start of each rapid bit exchange round i.e., the times at which the verifier switches its challenge carrier frequency is synchronized with the prover. This is achieved by the verifier sending an initial preamble defining the exact starting time of the rounds in the rapid-bit exchange phase. This allows
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Figure 3.3: The channel shifter. The incoming signal $c(t)$ contains the challenges on either carrier frequency $\omega_0$ or $\omega_1$. After mixing $c(t)$ with $\omega_\Delta$, the signal is filtered appropriately to generate the four possible response channels: $\omega_0 - \omega_\Delta, \omega_0 + \omega_\Delta, \omega_1 - \omega_\Delta, \omega_1 + \omega_\Delta$.

The channel shifter receives the incoming challenge signal $c'(t)$ and applies filters creating four possible reply channels. Figure 3.3 illustrates in detail the operation of channel shifter module. The received challenges are mixed with an offset frequency $\omega_\Delta$ ($\omega_\Delta < (\omega_1 - \omega_0)/2$). Based on the carrier frequency on which the challenge is transmitted, the mixer output signal consists of two out of four possible frequency components ($\omega_0 \pm \omega_\Delta$ or $\omega_1 \pm \omega_\Delta$). A set of low-pass and high-pass filters separate the frequency components resulting in four possible reply channels. These are then fed into the switched channel activator block.

3.3.3 Switched Channel Activator

The switched channel activator module enables the appropriate reply channel based on the amount of energy detected in each of the four signals output by the channel shifter. The module consists of two clocked registers $R^0$ and $R^1$, a channel activation circuitry and a memory element to store which channel was activated every round as shown in Figure 3.4. Both the memory and registers $R^0$ and $R^1$ are clocked with the signal CLK, which signals the start of
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Figure 3.4: Switched channel activator. The registers \( R^0 \) and \( R^1 \) select which two of the four reply channels are used in this round. The channel in which sufficient energy is encountered first gets enabled. After a channel is activated, it stays active until the end of this rapid bit-exchange round while the other channels remain de-activated until the end of this round.

Each round in the rapid bit-exchange phase of the protocol. The output \( r(t) \) depends on the carrier frequency of \( c'(t) \) and the content of \( R^0 \) and \( R^1 \) during the current round. For example, if the challenge is sent on \( \omega_i \), the output is on the channel \( \omega_1 + (2R^1 - 1)\omega_\Delta \). The channel activation circuitry detects the carrier frequency of the challenge signal based on energy detection. Once a channel is activated, it will disable the other channel’s activation circuit (i.e. \( O_1 = EN_0 \)).

Channel Activation: Figure 3.5 shows the internals of the channel activation circuitry. The channel activation mechanism ensures that only one of the output channels is activated in each round of the rapid-bit exchange. After this initial activation, the channel then stays active for the remainder of the current round, reflecting all challenges on this frequency. This selection requires an initial energy and carrier detection, which takes \( \delta_a \) time in each round of the rapid bit exchange. After \( \delta_a \), the correct reply channel is activated and reflects \( c'(t) \) with very low delay (incurred by mixing and filtering). The selection of the reply channel is based on the first carrier frequency which contained energy above the threshold \( T^E \). After each round in the rapid bit exchange, all reply channels are deactivated by asserting the RST signal until energy is encountered again in the next round.
Figure 3.5: Internals of channel activation. We obtain a DC component of the squared signal to detect energy in the channel and store the value for this round in a latch-like circuit. The channel activation can be disabled by pulling EN (enable signal) low and is automatically reset at the beginning of each round of the rapid-bit exchange (RST).

Security of terrorist fraud resilient protocols relies on the fact that extracting the contents of both the registers R₀ and R¹ compromises the long-term shared secret. In a fully digital implementation of provers, it is not possible to read-out both the register contents simultaneously. However, in our design due to the nature of analog signals and components, there is a possibility of extracting both register contents. We explain this in detail in Section 3.4. The important role of the channel activation module is to prevent an attacker from executing such double read-out attacks by ensuring only one reply channel is active at any given point in time of a particular round.

Synchronization between the verifier and prover: Synchronization between the verifier and the prover is essential for easy verification of the reflected signal later in the concluding phase of the protocol. As discussed in Section 3.3.1, a preamble sequence transmitted by the verifier is used to establish this synchronization and to generate the switched channel activator’s CLK signal. Using this clock, channels are reset at the start of each round of the rapid bit-exchange. It is important to note that the processing time of the preamble does not have strict limitations or security implications. The prover can take some deterministic time δₚ to process the preamble, as long as the challenge data sequence starts at a time greater than δₚ after the preamble.

3.4 Security Analysis

We investigate the security impact of our proposed distance bounding system with respect to each of the three attack scenarios. In addition, we consider a fourth attack: double read-out attacks on terrorist and mafia fraud resilient systems with multiple registers at the prover side.
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Figure 3.6: Timing related variables for challenge reflection. In each round, channel activation adds an initial delay $\delta_a$. After channel activation, the challenges are reflected with a very small delay $\delta_r$. The start time of each round depends on the initial preamble synchronization by the prover.

3.4.1 Resilience Against Distance Fraud Attacks

In distance fraud attacks, the malicious prover is further than $D$ away from the verifier. In order to shorten the measured distance, he will have to send the reply signal $r(t)$ earlier than an honest prover. To achieve this goal, the prover has two options: (a) predict the challenge signal $c(t)$, including the carrier frequency used for each round, or (b) reflect $c(t)$ in with less delay than expected.

The probability to correctly predict the challenge signal $c(t)$ for $m$ rounds of rapid bit exchange depends on the nature of the baseband data signal modulated on the challenge carrier. In the worst case, a constant data signal is modulated on the carrier, which enables the malicious prover to predict it. In this case, our system matches the security analysis of the distance bounding protocol it is used in, as the malicious prover only has to predict which of the registers $R^0$ and $R^1$ gets queried in each round. If the baseband signal in $c(t)$ contains data which is unpredictable for the prover, the chance to send an early correct $r(t)$ is strictly smaller than predicted by the overlying protocol. An exact specification depends on the nature of the baseband data signal.

In the following, we analyze the security impact of timing parameters (see Figure 3.6).

Reflection delay ($\delta_r$): Even if the malicious prover can reflect the challenge with less delay than expected, this will only yield an improvement in the order of nanoseconds. In our implementation, the reflection delay $\delta_r$ once the channel is activated is around 3 ns. This means the attacker can only gain a distance advantage of 50 cm by reducing $\delta_r$ to 0.
Activation delay ($\delta_a$): If the prover is able to shorten $\delta_a$, the correct channel can be activated sooner. Nevertheless, this will not shorten the reflection delay $\delta_r$, and therefore not influence the measured distance for this attack case.

Round start time ($\delta_p$): In our design, we assume that the prover was able to establish the exact start time for each round due to a synchronization preamble sent earlier. This time is required to successfully run the protocol—if the timing is changed, the protocol will most likely fail, instead of returning a wrong distance measure.

If the malicious prover (or external attacker) advances the local round start time of the prover, the channel might be activated by the previous round’s carrier frequency. This leads to incorrect reflection of the challenge in 50% of the rounds. If the round start time at the prover is delayed, the prover will not switch to the correct reply channel early enough. Since we have a strict requirement for $\delta_a$, the channel activation delay, this will also cause the protocol to fail. Therefore, changing the round start time does not give an advantage to either malicious prover or external attacker.

3.4.2 Resilience Against Mafia Fraud Attacks

In the mafia fraud, an external attacker close to the verifier tries to impersonate the prover. To successfully impersonate the prover, the attacker can either (a) guess the content of the registers $R^0$ and $R^1$ in advance (with probability as predicted in the original protocols), or (b) try to send early challenges to the honest prover, to obtain the actual content of registers in advance. Since our system allows the prover to record the received challenges, these can be sent to the verifier in the concluding phase of the protocol later. If the protocol performs this reconciliation on the received challenges, the attacker will have to correctly predict the challenge carrier frequencies used in each round of the rapid-bit-exchange to avoid detection. If no reconciliation phase is supported by the protocol (as in [67]), the attacker’s chances are better as discussed in the original protocol.

As the mafia fraud is an external attack, the attacker cannot influence the processing delays $\delta_p$, $\delta_a$ and $\delta_r$ of an involved honest prover. The same reasoning as in the distance fraud attack holds good for the round start time. Any modification to the round start time will only result in failure of the protocol execution.
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3.4.3 Resilience Against Terrorist Fraud Attacks

In a terrorist fraud attack, an attacker close to the verifier tries to impersonate the prover. The prover will support the attacker if it does not compromise his long-term secret. In our rapid-bit-exchange scheme, the content of both registers $R^0$ and $R^1$ is needed by the attacker to successfully impersonate the prover. But as both register values combined allow the attacker to derive the long-term secret, the prover will not be able to provide these.

Another possibility is for the attacker to early detect the current round’s challenge carrier frequency, forward it to the malicious prover and obtain that round’s register value. In this case, the long-term secret of the malicious prover would not be revealed. To estimate the impact of this attack, we consider a strong attacker and prover with both zero processing time for incoming challenges and messages. In this setting, the attacker could use the channel activation time at the start of each round to forward the current round’s challenge carrier frequency. In this setting, the attacker could shorten the measured distance by up to $\delta_a/2$. As this delay is typically short (< 30 ns in our implementation), the maximal gain is only in the range of few meters ($\approx 2.5$ m for 30 ns and instantaneous processing).

Reducing the preamble processing delay $\delta_p$ will not yield an advantage to the attacker, while a reduction of the reflection delay can reduce the measured distance as discussed above.

3.4.4 Double Read-out Attacks

The double read-out attack targets a potential implementation weakness of analog provers with multiple registers. If the attacker manages to simultaneously query (read-out) the values from both registers of the prover, he would be able to reconstruct the prover’s long-term secret in terrorist fraud resilient protocols. In the case of mafia fraud resilient protocols, this would allow the attacker to mount a mafia fraud attack instead.

Analog implementations e.g., those that would build on CRCS [118] would typically allow a double read-out attack, since they would not prevent the verifier (and the attacker) to transmit the challenge signals on both carrier frequencies simultaneously. To prevent this attack, a digital component is needed (e.g., a channel activation component) that prevents that both register values are transmitted by the prover simultaneously.

More precisely, consider our SCRC scheme without the channel activation part, i.e. we assume that only the challenge signal and the values of $R^0$ or $R^1$ are used to determine the reply channel. In this setting, the attacker could craft a challenge signal which alternates between two challenge carrier
frequencies within each round of the rapid bit-exchange and obtain the content of both registers, allowing him to derive the prover’s long term secret. Although this attack will most likely be detected by challenge reconciliation in the concluding phase (the MAC’ed $c'$ sent by the prover), the long term secret would still be revealed to the attacker.

In our system, this attack is prevented by the channel activation circuit—this circuit will only allow one register to be read in each round (see Figure 3.4 and Figure 3.5). To show that both registers can never be read at the same round, we first show that signal $O_i$, once activated, can only be deactivated by $\overline{RST}$. In Boolean logic, we can write $O_i = (DET_i \lor O_i) \land \overline{RST} \land EN_i$, with $\lor$ as boolean OR and $\land$ as AND. Therefore, once $O_i$ is high, it only transitions to false (low) if either $\overline{RST}$ or $EN_i$ are low. Using $j = |i - 1|$ we can write $\neg EN_i = O_j$. Therefore, once $O_i$ is true (high) and assuming that $RST$ is high, $O_i$ can only turn false if $O_j$ is also true. Using the equation above, one can write $EN_i = \neg[(DET_j \lor O_j) \land \overline{RST} \land EN_j]$. Since $O_i$ is true and $EN_j = \neg O_i$, $O_j$ will always return false. Summarizing, this result shows that a channel can only be deactivated if both channels are true, which cannot happen once one channel is activated. Therefore, both registers cannot be read in the same round.

In addition, our design also prevents unintentional double read-out by the verifier, which might occur if the round start timing of the prover is not aligned well with the verifier. As discussed above, our channel activation will cause the protocol to fail in this case, instead of unintentionally revealing the long-term secret of the prover.

3.5 Implementation and Analysis

In this section, we describe our prototype implementation of the prover and the results of our experiments. We implement our design using commercially available RF modules [7]. The analog components of the prover implementing the switched challenge reflection with carrier shifting is shown in Figure 3.7. The two carrier frequencies $\omega_0 = 3.5$ GHz and $\omega_1 = 5$ GHz used for transmitting the challenge signal $c(t)$ are generated using function generators and given as input to the prover.

3.5.1 Channel Shifter

As described in Section 3.3.2 the channel shifter is implemented using a mixer and six filters (3 low-pass and 3 high-pass). In Figure 3.7, components 1–4d constitute the channel shifter module. The received signal is amplified and
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Figure 3.7: Experimental Setup: 1: voltage controlled oscillator; 2: mixer; 3a, 3b, 4a, 4b, 4c, 4d: filters that constitutes the channel shifter module; 5a, 5b: switches whose output depends on the contents of registers $R_0^i$ and $R_1^i$; 6a, 6b: switches that activate the reply channel based on the channel activation circuit outputs ($O_0, O_1$).

mixed (2) with an intermediate frequency $\omega_\Delta = 500$ MHz generated by a voltage controlled oscillator (1).

Depending on the received carrier frequency ($\omega_0$ or $\omega_1$), the mixer output contains either the frequency components $\omega_0 \pm \omega_\Delta$ or $\omega_1 \pm \omega_\Delta$. This signal now passes through the combination of low-pass and high-pass filters separating the signal into four possible reply channels. For example, if $c(t)$ was transmitted on $\omega_0$, the filters 3a, 4a and 4b (see Figure 3.7) create the signals with frequency components $\omega_0 + \omega_\Delta$ and $\omega_0 - \omega_\Delta$. Similarly for $\omega_1$, filters 3b, 4c and 4d output $\omega_1 + \omega_\Delta$ and $\omega_1 - \omega_\Delta$. These shifted signals are then fed to the switched channel activator block.

3.5.2 Channel Activation

The channel activation circuitry constitutes an important part of the prover design to prevent double read-out attacks, as explained in Section 3.4. The circuit is implemented using a mixer squaring the signal followed by a low-pass filter and a switch. The output of the low-pass filter is the control voltage for the switch. The switch, with one input connected to 5V and the other
grounded acts as a threshold detector whose output is a logic high when its control voltage is above $T^E$.

We measured the time delay of the channel activation circuitry from the moment the signal is available for energy detection (output of switches 5a, 5b) until the channel is actually activated or deactivated (depends on control signals $O_0, O_1$ to switches 6a, 6b). Figure 3.8 shows the control voltage $V_{\text{ctrl}}$ and the channel signal. We can see that the switching delay $\delta_a$ is approximately 30 ns. As discussed in Section 3.4 the delay $\delta_a$ does not have any security implications in the scenarios of distance and mafia frauds. In the case of terrorist fraud an attacker can shorten the distance only up to 4.5 m for $\delta_a = 30$ ns.

### 3.5.3 Challenge Reflection Delay

The time taken by the prover to process and reflect back the challenge ($\delta_r$) directly impacts the maximum distance advantage an attacker gains as discussed in Section 3.4. The challenge signal $c(t)$ is pulse modulated using a 2 $\mu$s pulse in order to capture and estimate the delay more accurately. The challenge is processed by the prover circuit, and the delay is estimated by tapping into the signal at the circuit’s input and output. An oscilloscope with high sampling rate of 40 GSa/s is used to visualize the delay of the signals. Figure 3.9 shows both input challenge signal and the prover output with a delay of approximately 2.75 ns. This implies that a dishonest prover can gain a maximum distance of 0.41 m by implementing SCRCS with 0 ns delay. The
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Figure 3.9: Prover path delay: The total delay incurred due to mixing, filtering and channel activation switch is estimated to be 2.75 ns.

The measured delay is independent of the carrier frequency on which the challenge is transmitted and same for both the carrier frequencies ($\omega_0$ and $\omega_1$).

Table 3.1 summarizes all the delays and the attack scenarios in which they are applicable. It is important to note that these delays would be further reduced by implementing the system as an integrated circuit.

<table>
<thead>
<tr>
<th>Delay $\delta_r$</th>
<th>Max. distance gained</th>
<th>Attack Scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.75 ns</td>
<td>0.41 m</td>
<td>DF, MF and TF</td>
</tr>
<tr>
<td>$\delta_a$ = 30 ns</td>
<td>4.5 m</td>
<td>TF</td>
</tr>
<tr>
<td>$\delta_p$</td>
<td>-NA-</td>
<td>-NA-</td>
</tr>
</tbody>
</table>

Table 3.1: Summary of prover delays and the attack scenarios under which they are applicable. Reducing or enlarging round start time $\delta_p$ would only cause the protocol to fail.

3.6 Conclusions

In this chapter, we designed and implemented a distance bounding system that is resilient to the three well-known distance modification attacks: Distance, mafia and terrorist frauds. Our mixed digital-analog realization allows challenge processing delays of the order of few nanoseconds, thereby limiting the maximum distance an attacker can cheat on. To the best of our knowledge, this is the first implementation of a distance bounding system that is secure.
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against all the three forms of attacks, while having a low processing delay. We introduced a new attack called the “double read-out” attack and showed how our proposed system is secure against it.

With the example of the Swiss Knife protocol, we illustrated how our system design allows implementation of existing terrorist fraud resilient protocols and also other distance bounding protocols that are based on the Hancke-Kuhn construction model. We conclude from the delay measurements of our prover prototype that the attacker will be able to decrease distance by not more than 4.5 m in the terrorist fraud scenario. This was derived from the processing delay of 2.75 ns and delay incurred during channel activation. This bound further reduced to 0.41 m for the distance and mafia fraud cases.

**System Limitations:** Even though the design proposed above is resilient to all the three well-known distance bounding attacks, the design requirements are still complex for use in power-constrained applications such as contactless systems. For example, like CRCS [118], SCRCS [115] also require the prover to receive and transmit using multiple frequencies. This leads to an increased overall system bandwidth. Furthermore, implementing SCRCS requires a number of high-pass and low-pass frequency filters, signal mixers, and intermediate frequency generators at the prover which makes it difficult to integrate with many access control and authentication applications in which the prover (e.g., contactless card) is required to be fully passive. We address this problem in Chapter 5 of this thesis.
Chapter 4

Security Analysis of Chirp-based Ranging Systems

4.1 Introduction

Today, for short and medium-distance precision ranging and localization, ultra wideband (UWB) and chirp spread spectrum (CSS) emerged as the most prominent techniques and were standardized in IEEE 802.15.4a [77] and ISO/IEC 24730-5 [78]. Their ranging resolution and reliability makes them suitable for numerous applications including indoor asset tracking and guidance [123], loss protection [14], etc. While UWB provides robust and precise distance measurements, the difficulties of building small size, low-power receivers has currently limited its use. However, the properties of CSS [26, 133] allow low-complexity and low-power implementations of both the transmitter and receiver on a single integrated hardware [102]. This enables the realization of two-way distance-ranging solutions using RTOF with relatively high distance resolution (1 m) [14].

In this chapter, we analyze the security of CSS-based ranging systems. Although CSS-based ranging solutions have already been commercialized (e.g., for child-monitoring, mine safety, warehouse monitoring systems), their security, and therefore their suitability for security- and safety-critical applications have so far not been evaluated. The implications of distance modification attacks in scenarios where these systems are deployed in security-critical ap-
applications like access control to automobiles, buildings and medical devices are significant. Recent examples of attacks on the physical distance (e.g., on near-field communication (NFC) payment systems [58], passive vehicle keyless entry systems [57]) further motivate the need for investigating and understanding the security implications of physical-layer distance measurement mechanisms. Such understanding enables us to evaluate their use in security-critical applications.

The contributions of this work are as follows. We analyze the security of CSS-based ranging systems, focusing on standardized schemes adopted in the ISO/IEC 24730-5 standard for real-time localization (RTLS) and used in a commercial-of-the-shelf (COTS) ranging system [103]. We show that distance modification attacks on CSS-based ranging systems are feasible by exploiting the inherent physical properties of chirp signals; we focus on attacks which result in a decrease of the measured distance since these have been shown to be most relevant in the majority of security applications. We validate our findings by simulations and measurements from COTS CSS transceivers in several indoor locations to account for real-world channels. Our distance decreasing attacks account for the attacker’s hardware delays and thus are close to practical conditions. Our results demonstrate that an attacker would be able to effectively reduce the distance estimated by a trusted distance-ranging system by more than 150 m for typical short chirp durations and more than 700 m for longer chirps. Since the attacks exploit physical-layer characteristics of CSS communication, we show that higher-layer cryptographic mechanisms cannot prevent these attacks. Finally, we discuss possible countermeasures against these attacks.

The remainder of this chapter is organized as follows. In Section 4.2, we provide a brief overview of CSS-based ranging systems. In Section 4.3, we define and discuss the attacks that can be mounted on chirp-based ranging systems. In Section 4.4, we describe our experimental setup and evaluate the feasibility of the proposed attacks through simulations and experiments. We also discuss the implication of our findings. In Section 4.5, we enumerate possible countermeasures. We provide the related work in Section 4.6 and conclude the chapter in Section 4.7.

### 4.2 Background: Chirp Spread Spectrum

In this section, we provide an overview of chirp signals and the pulse compression technique commonly used by radar systems for distance measurement. We then describe the architecture of typical chirp-based ranging systems and
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Figure 4.1: Chirp signals: (a) The linear variation of chirp signal frequency with time. (b) Compressed pulse output of the matched filter.

discuss the existing CSS standards and commercially available chirp-based ranging solutions.

4.2.1 Chirp Signals

Chirps are sinusoidal signals whose frequency varies with time. Depending on the type of chirp, the frequency variation is linear or exponential. Chirp signals [26] have been extensively used in radar and sonar systems [40, 107] to determine, among other characteristics, range, velocity, and angular position of a target object. The representation of a linear chirp signal $y(t)$ is shown in Equation 4.1, where $f_s$ is the starting sweep frequency and $\alpha$ represents the rate of change of frequency (sweep rate) of the chirp signal. Figure 4.1a shows how the chirp signal changes in frequency with time. Equation 4.2 gives the sweep rate $\alpha$ of the signal in terms of the chirp duration $T_{chirp}$ and chirp bandwidth $\omega_{BW}$.

\[
y(t) = \sin\left[2\pi(f_s + \alpha \cdot t)t\right] \quad (4.1)
\]

\[
\alpha = \frac{\omega_{BW}}{2 \cdot T_{chirp}} \quad (4.2)
\]

\[
f(t) = f_s + \alpha \cdot t \quad (4.3)
\]

Due to the linear frequency sweep, chirp signals can be efficiently compressed to pulses referred to as pulse compression. This is achieved by correlating the received chirp signal with its matched filter. The output of the matched filter for a chirp signal input is a short pulse as shown in Figure 4.1b. The pulse width of the chirp $T_{chirp}$ is compressed to an effective width of $1/\omega_{BW}$.  

The effective output of the matched filter is the combined energy of the chirp pulse over its entire duration. This results in a processing gain that increases the signal-to-noise ratio at the receiver, thus reducing the bit error rate. Chirp pulse compression combines high processing gain with the improved distance resolution of short pulses.

The use of chirp signals for communication provides several advantages. Chirp signals exhibit high effective bandwidth as they sweep through the entire frequency space. Due to the larger bandwidth, they are less susceptible to multipath and other channel disturbances. Another advantage is that chirps can be processed only using analog signal processing blocks e.g., SAW filters [132]. This allows low-complexity and low-power realization of both communication and ranging. The strong auto-correlation properties of the chirp signals add more robustness to distance measurements in multipath environments.

4.2.2 Chirp-based Ranging System

In this section, we describe the modulation and demodulation blocks of a generic chirp-based ranging system. We further explain how the time-of-arrival (TOA) of chirp signals is estimated to provide ranging information.

Data modulation and demodulation: There are typically two ways of modulating data in a chirp-based communication system: Binary Orthogonal Keying (BOK) and Chirp Direct Modulation (CDM). In the BOK scheme [153], ‘1’ is represented by a chirp with increasing frequency sweep and ‘0’ is represented by a decreasing frequency sweep. Monotonically increasing frequency sweep signals are referred to as “up-chirps” and decreasing frequency sweeps – “down-chirps”. Since the up- and down-chirps are mutually orthogonal, their
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cross-correlation is zero. This simplifies the receiver’s decision making about which data bit is being transmitted. In the CDM scheme [61, 69], the data bits are modulated using a conventional modulation technique, such as m-ary PSK. The data is first modulated and then spread with a pre-configured chirp signal. Here, the chirps are primarily used for spreading and are independent of the underlying modulation technique. We focus the remainder of this paper on the BOK modulation scheme. Figure 4.2 illustrates the key blocks of a CSS-based communication system using BOK modulation. At the receiver, the signal is processed through two matched filters for up- and down-chirps respectively. The decision-making block compares the outputs of the matched filters to decode the data bit. It should be noted that for the extraction of ranging information, additional signal processing is required.

**TOA estimation and ranging:** Ranging with CSS-based systems relies on time-of-flight (TOF) measurements obtained by accurate time-of-arrival (TOA) estimation. There are two possible approaches to obtain the TOA of the chirp signal at the receiver. One uses dispersive delay lines to perform pulse compression. Different frequency components in a signal experience different delays in the delay line which results in a compressed pulse containing the summed energy of the entire chirp signal. The maximum peak of the delay line time response indicates the time of arrival. The TOA precision depends on the sampling rate of the time response. This approach distinguishes itself by low-power consumption as the dispersive delay lines are passive analog components.

A second approach consists of generating the compressed pulse by cross-correlating the received signal with a template chirp signal using a digital signal processor (DSP). The incoming chirp signals are sampled and fed to the DSP. The DSP correlator’s output is also a compressed pulse as in the previous approach. The peak output indicates the signal TOA. This design would typically consume more power, but offers high flexibility as most of the signal processing is done in the digital domain.

Further processing techniques such as spectral estimation and sample interpolation could be used to increase TOA estimate precision. It should be noted that TOF measurements also depend on tight clock synchronization between the transmitter and receiver. Given that local clocks may not exhibit sufficient long-term stability, ranging systems work by round-trip time-of-flight measurements. In such case, the distance between two nodes A and B is given by \( d = \frac{c(t_{RTOF} - t_p)}{2} \), where \( c \) is the speed of light (3 \( \cdot \) 10\(^8\) m/s), \( t_{RTOF} \) is the round-trip time elapsed and \( t_p \) is the processing delay at B before
responding to the ranging signal. This type of asynchronous ranging also often referred to as two-way time-of-flight ranging and does not require tight clock synchronization.

### 4.2.3 CSS Ranging Standards

In 2007, the IEEE 802.15.4a-2007 [77] standard was introduced to standardize lower network layers of wireless personal area networks with a strong focus on low-cost and low-rate communication between devices. This standard includes two physical-layer (PHY) specifications: ultra wideband impulse radio (UWB-IR) and chirp spread spectrum (CSS). ISO/IEC 24730-5:2010 [78] standardizes the use of CSS for ranging systems by defining air interface protocols and an application programming interface (API) for real-time localization systems (RTLS). The defined ranging protocol uses chirp spread spectrum at frequencies from 2.4 GHz to 2.483 GHz. It supports two-way TOF ranging and bidirectional communication between readers and tags of the RTLS.

**Nanotron’s Ranging Hardware:** The NanoLOC transceiver from Nanotron is the only low-cost, low-power CSS-based ranging chip available off the shelf today. It uses BOK modulation and operates in the 2.4 GHz ISM band. Two nominal signal bandwidths are available on the chip: 22 MHz and 80 MHz.
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The chirp duration is configurable with $T_{chirp} = 1.0, 2.0$ or $4.0\mu s$. The distance between two nodes is estimated based on the round-trip time-of-flight measurements. Since each module’s local clock drifts introduces inaccuracies in the measurements, NanoLOC system executes a symmetric two-way ranging process referred to as *Symmetric Double-Sided Two-Way Ranging* [SDS-TWR]. The steps involved in the SDS-TWR scheme are illustrated in Figure 4.3. The first ranging measurement is calculated based on the RTOF from node A to node B and back to node A. A second measurement is determined with B initiating the ranging. In the final step node B shares the measured time values with node A. Node A computes its range estimate and the result is then averaged. This double-sided ranging mechanism mitigates the ranging inaccuracies due to local clock drifts at the nodes.

4.3 Physical-layer Attacks on CSS Ranging Systems

In this section, we investigate physical-layer distance decreasing attacks on CSS-based ranging systems. We state the system assumptions and discuss two distance decreasing attacks: by the early detection and by the late commit of chirp signals.

4.3.1 Early Detection and Late Commit Attacks

We consider two devices A and B that are able to communicate over a wireless radio link. The devices use the CSS BOK scheme for communication and ranging. We assume device A measures and verifies the distance claimed by device B. Device A is trusted and assumed to be honest. In this setting distance decreasing attacks can be mounted in two ways: (i) by a dishonest device B trying to cheat on its distance to A, referred to as an *internal attack* and (ii) by an external attacker who tries to shorten the distance between A and an honest device B, referred to as a *distance-decreasing relay attack*.

There are several ways for a dishonest device B to mount an internal attack. For example, device B can cheat on the distance by simply reporting incorrect values of $T_2$ and $T_3$ in the two-way ranging scheme as shown in Figure 4.3. Furthermore, device B can reduce its message processing time, thereby reducing the measured round-trip distance. The presented techniques in the remainder of this chapter can be used by a dishonest device B to decrease its distance to A without any loss of generality. We note that internal attacks can only be prevented by distance bounding techniques which enable very small and fixed processing delays [118, 137].
The distance-decreasing relay attack is performed by an external attacker under the assumption that devices A and B are both honest. To decrease the distance, it is insufficient for an external attacker to simply relay signals between the devices as the round-trip time would still be equivalent to the actual distance between A and B. Instead, a successful attacker must Early Detect (ED) signals from A and Late Commit (LC) those signals to B. Clulow et al. [39] introduced attacks using ED and LC and their feasibility on RFID was demonstrated in [68]. Here, we study the feasibility of ED and LC attacks on CSS-based ranging. We assume the attacker is able to receive signals over the entire bandwidth necessary and has knowledge of system parameters including the modulation scheme, symbol duration, and packet structure.

Figure 4.4 illustrates how an attacker modifies the distance by means of early detect and late commit of CSS signals. Figure 4.4(a) shows CSS ranging in a non-adversarial setting, where $t_{rtt}$ is the estimated RTOF. (b) Attacker reduces the total round-trip time to $t_{rtt} - t_{gain}$ by performing early detect and late commit on node B’s response CSS signal while communications from A to B are relayed without any LC or ED.
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Figure 4.5: ED and LC signal structure: (a) Early detect: $t_{ed}$ is the time period over which the CSS signal is observed before predicting the symbol. (b) Late commit: An arbitrary signal (here just channel noise) is transmitted for a time duration $t_{lc}$ before committing to the correct symbol.

transmitted by A, amplifies it and forwards it to B (1). B receives, demodulates, computes the response and transmits the response back after a time delay $t_p$ (2). The attacker now “early detects” the response (3). For early detection, the attacker modifies the receiver circuits to determine the symbol’s data earlier than a standard receiver. Let $t_{ed} < T_{chirp}$ be the time required to predict the symbol with a high confidence; $T_{chirp}$ is the time duration of a single chirp signal, i.e., symbol duration. Simultaneously with the early detection phase, the attacker performs a late commit attack. It consists of first transmitting an arbitrary signal (e.g., any signal with zero correlation with the up- or down-chirp) during the early detection phase. Once the symbol is predicted, the attacker stops transmitting the arbitrary signal and switches to transmitting the chirp corresponding to the predicted symbol, i.e., the attacker commits to the predicted symbol, commonly known as a late commit. Let $t_{lc}$ be the time duration for which the arbitrary signal is transmitted until the correct symbol has been predicted. The early detection of chirps and the late commit signal structure are shown in Figure 4.5a and 4.5b respectively.

The attacker hardware circuitry for performing the early detection and late commit introduces an inherent delay $t_{hw}$. The attacker transmits the chirp corresponding to the predicted symbol which A receives after a total round-trip time $t_{rtt} - t_{gain}$ thereby gaining a distance of $d_{gain} = \frac{c \cdot t_{gain}}{2}$. The effective time gained $t_{gain}$ depends on three factors: (i) the minimum time window $t_{ed}$ required to observe the chirp for early symbol prediction (ii) the maximum time $t_{lc}$ the attacker can delay before committing to the correct symbol without introducing additional bit errors at the receiver (iii) the attacker’s hardware
delay $t_{hw}$ required for symbol prediction and symbol retransmission. The effective time gain is calculated as follows.

$$t_{gain} = t_{lc} - t_{ed} - t_{hw}$$  (4.4)

In the following subsections, we discuss how to perform the aforementioned early detection and late commit attacks on CSS based ranging systems. In Section 4.4.3, we validate these attacks experimentally.

### 4.3.2 Early Detection of CSS Signals

We propose two ways of predicting CSS signals without requiring the receiver to receive the entire chirp: (i) zero crossing detection and (ii) early correlation using dispersive delay lines.

**Zero crossing detectors:** Zero crossing detectors detect the transition of a signal waveform through zero level. The basic idea of using zero-crossing detectors to perform early detection is that a low-frequency signal has fewer such transitions than a high-frequency signal for a fixed time window. As explained in the previous sections, an up-chirp (down-chirp) is a signal whose frequency increases (decreases) with time. Exploiting this property, we observe the signal over a time window much shorter than the chirp duration $T_{chirp}$. The number of zero crossings is then compared to template chirps and the symbol (bit) value is predicted. Under real-world conditions, channel noise increases signal transitions at the zero mark and thereby reduces prediction accuracy. However, our experiments on signals acquired under real channel fading show that setting a non-zero threshold value improves the symbol prediction accuracy. We were able to early detect by observing at least 20% of the chirp duration. Further details are provided in Section 4.4.3.

**Early correlation with dispersive delay lines:** Dispersive delay lines are electro-mechanical devices where the delay experienced by the signal in the line is proportional to its frequency. An input signal to the delay line is separated into its frequency components and results in a compressed pulse at the output. Radar systems used Surface Acoustic Wave (SAW) filters for pulse compression. Bulk acoustic wave filters have a higher operation bandwidth with delays in the range of $0.5 - 2.5 \mu s$. It is, therefore, possible to implement a short-time correlator for the start frequencies of the chirp without the need of digitizing the signal. This procedure would “early detect” the chirp structure (up- or down-chirp) by producing an output at the appropriate delay line.
4.4 Experimental Evaluation

In the digital processing domain, this is analogous to a short-time correlator where we only correlate part of the template chirp signal before predicting the bit. We performed such experiments on signals captured over real channels. Our results indicate that it is possible to predict early by correlating over only 5% of the chirp duration.

4.3.3 Late Commit of CSS Signals

In a late commit attack, the attacker transmits an arbitrary signal that is constructed based on the receiver’s implementation of signal detection and interpretation until the correct bit is available. Since CSS receivers implement matched filters that decode the symbols by cross-correlating the received signal with known template chirps, optimal late commit results are obtained if the attacker does not transmit any signal until the correct symbol is available, i.e., if the attacker’s arbitrary signal is a “zero” signal. In order to maximize the effectiveness of the attack, i.e., maximize distance decrease, it is important for the attacker to know its distance from B. Based on this distance, the attacker can time its start of transmissions. Figure 4.5b shows the modified and unmodified signals (2 symbols) as received by the receiver. \( t_{lc} \) is the period for which the attacker does not transmit any signal while deciding on the correct chirp signal to be transmitted. We show by simulations in Section 4.4.3 that the receiver is still able to decode the modified signal with an acceptable bit error rate.

4.4 Experimental Evaluation

In this section, we first describe our simulation and experimental setup. We then evaluate the feasibility of ED and LC attacks using simulated and recorded signals from a COTS transceiver in an indoor environment. Finally, we summarize the attacker’s distance advantage for several chirp durations.

4.4.1 Experimental Setup

Our simulation and experimental setup (Figure 4.6) consists of a simulated chirp transmitter, a COTS chirp-based ranging transceiver and a chirp receiver able to process both simulated and recorded chirp transmissions.

Simulated chirp transmitter: The parameters to simulate the transmitter, i.e., packet structure, data encoding, chirp duration and bandwidth, and carrier frequency were chosen based on the available documentation in the standards and monitoring signals of the NanoLOC transceiver. The transmitter block
Figure 4.6: Experimental setup consisting of the simulated chirp transmitter (Transmitter setup A), the NanoLOC transceivers (Transmitter setup B) and the CSS receiver.
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![Signal acquisition setup](image)

**Figure 4.7**: The signal acquisition setup for recording NanoLOC transceiver CSS transmissions. (1) Digital storage oscilloscope. (2) Amplifier and receiving antenna. (3) NanoLOC transceiver.

consists of a chirp generator, a low-pass filter and a mixer. Data bits are encoded using the BOK scheme. One data packet contains 256 bits with 20 bits of alternating 0s and 1s as preamble and a 64 bit sync word. The chosen sync word is same as the one used in the NanoLOC transceiver. The remainder of the data packet consists of a MAC frame, payload, and CRC checksums. The chirp duration $T_{chirp}$ (corresponding to one data bit) is varied within the set $T_{chirp} = \{1, 2, 4\}$ µs. The baseband complex chirp signal is quadrature modulated with a 2.441 GHz carrier before transmission. The transmitted CSS signal is subject to additive white gaussian noise with varying signal to noise ratios. Table 4.1 lists the various system parameters and their corresponding values chosen for the experimental evaluation.

**NanoLOC transceiver**: In a real-world communication, the wireless channel causes multiple signal impairments that adversely affect the communication and ranging accuracy. We validate our attacks under real-world channels using the NanoLOC transceiver. It is programmed to continuously transmit a known payload data. The receiver later uses this knowledge to estimate the bit errors. The chirp duration $T_{chirp}$ is set to 2µs. The NanoLOC is positioned at various locations and at different distances from the receiver setup to capture different channel realizations. The setup used for capturing the NanoLOC’s transmissions is shown in Figure 4.7. The captured signal measurements are later used to determine two characteristics under real-world channel effects: (i) an attacker’s ability to early detect a chirp (ii) the correctness with which an honest receiver decodes a late-committed CSS signal.

**Receiver setup**: The receiver consists of a quadrature demodulator, low-pass filter and matched filter blocks implemented in Matlab. The quadrature
demodulator converts the received CSS signal to its baseband complex signal. The matched filters correlate this signal with the template up- and down-chirps. The output of the matched filters is compared and the received bit is decoded. To capture the NanoLOC transmissions, we use an additional signal acquisition setup. This setup consists of a horn antenna for better directionality and a 40 dB low-noise amplifier. The received signal is then digitized at RF by an oscilloscope where the data is sampled at 10 GSa/s and stored. Figure 4.8 shows the received signal under an AWGN channel and real-world channels in comparison to the originally transmitted chirp. In reality, radio signals experience fading as they propagate through the channel to the receiver. Certain frequencies get attenuated more than the others as signals traverse multiple paths to reach the receiver. This effect is observed in the NanoLOC signal recordings at a distance of 2 m as shown in Figure 4.8.

4.4.2 Evaluation Metrics
We evaluate the effectiveness of the attacks based on the number of errors introduced at the receiver due to ED and LC modifications of the CSS signal. The decoded bits are compared with the originally transmitted bits and the number of bit errors per packet computed. We indicate the bit error rate as a percentage of the transmitted packet size of 256 bits. In the case of AWGN channel, the evaluations were averaged over 100 different iterations for each SNR value in the set 5, 10, 15, 20, 25 dB. For the experiments performed using the NanoLOC transceiver, the device was positioned at several indoor locations and at varying distances of 1, 2, 3, 5, 10 and 18 meters away from the receiver. We collected 10 sets of traces at every location with each trace containing two 256 bit packets using a digital storage oscilloscope.

4.4.3 Experimental Results
In this section, we present the results of ED and LC attacks performed on CSS signals. We also evaluate these attacks when error correcting codes are used and summarize the maximum distance decrease achieved.

Early detection of chirps: We evaluate the feasibility of early detection using the zero crossing detector and short correlations (Section 4.3.2).

Our implementation of zero crossing detector-based early detection consists of a counter and comparator. We assume the attacker knows the number of zero crossings that occur within a specified time window for a standard up- or down-chirp. \( t_{ed} \) is the time window over which the transmitted signal is observed. The counter contains the number of zero crossings that occurred over
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Figure 4.8: Comparison of the received CSS signal under an AWGN channel and real-world channels with that of the originally transmitted chirp.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulated Transmitter (A)</td>
<td></td>
</tr>
<tr>
<td>(T_{\text{chirp}})</td>
<td>1(\mu)s, 2(\mu)s, 4(\mu)s</td>
</tr>
<tr>
<td>(f_c)</td>
<td>2.441 GHz</td>
</tr>
<tr>
<td>(\omega_{\text{BW}})</td>
<td>80 MHz</td>
</tr>
<tr>
<td>Packetlength</td>
<td>256 bits</td>
</tr>
<tr>
<td>NanoLOC TRX (B)</td>
<td></td>
</tr>
<tr>
<td>(T_{\text{chirp}})</td>
<td>2(\mu)s</td>
</tr>
<tr>
<td>(f_c)</td>
<td>2.441 GHz</td>
</tr>
<tr>
<td>(\omega_{\text{BW}})</td>
<td>80 MHz</td>
</tr>
<tr>
<td>Power_{\text{dBm}}</td>
<td>0 dBm</td>
</tr>
<tr>
<td>Packetlength</td>
<td>256 bits</td>
</tr>
</tbody>
</table>

Table 4.1: System parameters used in the analysis.

the time \(t_{ed}\). The symbol is predicted by comparing the counter value against the expected values for up- and down-chirps over the time \(t_{ed}\). Figure 4.10a shows the number of incorrect predictions for various time window sizes (\(t_{ed}\)). We were able to achieve a 100% prediction accuracy when observing every chirp for \(t_{ed}\) values from 20% to 80% of \(T_{\text{chirp}}\) for an SNR of 25 dB under AWGN channel. Under real-world channels, where the CSS signal experiences fading, we were still able to predict with 100% accuracy for \(t_{ed}\) values from 20% to 70% of \(T_{\text{chirp}}\). This is shown in Figure 4.10b. The increase in symbol errors or decrease in prediction accuracy for higher values of \(t_{ed}\) is due to the chirp signal property itself. An up-chirp has an increasing frequency.
Figure 4.9: Attacker hardware: The zero crossing detector algorithm tested on a FPGA introduced a delay of 7 ns. Specified time delays of other blocks are based on COTS hardware specifications.

sweep while a down-chirp sweeps down the frequencies over the same band. Therefore, the number of zero crossings that occur over the entire duration of a single chirp $T_{chirp}$ is equal for both the chirps. Hence, the number of symbol errors increases as $t_{ed} \rightarrow T_{chirp}$.

The noise introduces randomness in the number of signal transitions at the zero crossing and adversely affects the symbol prediction accuracy. A countermeasure is to use a non-zero value for detecting the transitions. In our implementation, the threshold value is configurable and is not limited to zero. We select the threshold value based on the noise floor level, which is estimated from channel observations in the absence of CSS transmissions.

Dispersive delay lines is an alternative design the attacker can implement to early detect chirp transmissions. As described in Section 4.3.2, this design is analogous to a short time correlator implemented in a DSP. In our experiments, we correlate the received CSS signal with a fraction of the template chirps, i.e., over a smaller time window ($t_{ed}$) of the original chirps. Our results indicate that it is possible to achieve 100% symbol prediction accuracy, cross-correlating only 5% of the received chirp even under real-world channels. The results are shown in Figure 4.10c. It is important to note that cross-correlation using a DSP introduces a delay of the order of few $\mu$s. The exact delays exhibited by dispersive delay lines in a completely analog implementation remain to be explored.

Late commit attack: We evaluated the behavior of the receiver under a late commit attack. To this extent, an arbitrary signal was transmitted for a time $t_{lc}$ before switching to the appropriate chirp signal. We measure the receiver’s ability to decode the symbols for varying $t_{lc}$ and compute the number of
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symbol errors introduced due to the late-commit chirp signal. Figure 4.11a and Figure 4.11b show the number of symbol errors at the receiver for various hold times before committing the actual chirp, i.e., varying \( t_{lc} \). The results indicate that at high SNR values, the receiver is able to decode all symbols when the attacker takes as long as 70\% of \( T_{chirp} \) before committing to the correct chirp. We further evaluated the receiver’s behavior under real-world channels. The receiver was able to decode all symbols for \( t_{lc} \) values up to 60\% of \( T_{chirp} \). In high SNR signal reception, the receiver tolerated \( t_{lc} \) values up to 80\%. The results under the measured real-world channels are shown in Figure 4.11c.

**Hardware implementation:** The attacker’s hardware delay influences the effective distance decrease. Figure 4.9 shows the building blocks of an attacker’s hardware. The received signal is demodulated and sampled before feeding them to the zero crossing detector block for early detection. We implemented the zero crossing detector algorithm in VHDL and tested it on a Xilinx Spartan 3A FPGA board. The time taken for the algorithm (implemented in hardware) to predict the symbol from the moment all required samples from the analog to digital converter is available was 7 ns. The time delays of the demodulator, ADC, switch and the modulator shown in the figure are typical delays based on COTS components. The switch and the IQ modulators form part of the late commit hardware, which also contributes to the total hardware delay (\( t_{hw} = 87 \text{ ns} \)). We account for \( t_{hw} \) in our effective distance decrease estimates described in Section 4.4.3.

**Effect of error correction coding schemes:** Errors in wireless communications, e.g., due to channel fading are common. Error correcting codes add redundant bits to the message before transmission to improve data communication reliability. The receiver uses this redundant information to detect or correct bit errors that occur during transmission. The NanoLOC transceiver can be configured to enable error correction and implements the \((7, 4)\) Hamming code. The linear \((7, 4)\) Hamming code [63] encodes 4 data bits into 7 bits by adding 3 parity bits. A scheme implementing the \((7, 4)\) Hamming code corrects single bit errors. Therefore a 256 bit packet including redundant bits appended by the data encoder, the receiver would still be able to recover the original message for bit errors up to 14\% of the packet. With this information, we conclude from Figure 4.11c that it would be possible for an attacker to commit as late as after 90\% of the chirp duration \( T_{chirp} \). For early detection, the attacker could predict 10\% of the symbols and yet mount a successful
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Figure 4.10: Early detection results: (a) Under a high SNR AWGN channel, it was sufficient to observe only 20% of chirp duration to predict the symbol. (b) Similar results for CSS signals received from the NanoLOC transceiver at various positions using zero-crossing detection. (c) Cross-correlating 5% of $T_{\text{chirp}}$ is sufficient for predicting the symbol accurately for most channel conditions.

distance decreasing attack. To this extent, from Figure 4.10b it would be sufficient to observe the chirp only for 10% of the chirp.

Effective distance advantage for an attacker: We summarize the effective distance advantage an attacker gains in executing the ED and LC attacks. We derive our distance decrease estimates based on the experimental results under real-world channels. As described in Section 4.3.1, the effective distance gained depends on three factors: (i) $t_{ed}$ (ii) $t_{lc}$ and (iii) $t_{hw}$. From Figure 4.10b,
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(a) Late commit on chirps with $T_{chirp} = 1\mu s$ and simulated AWGN channel.
(b) Late commit on chirps with $T_{chirp} = 2\mu s$ and simulated AWGN channel.
(c) Late commit under real channel effects

Figure 4.11: Late commit receiver behavior: (a & b) For high SNR AWGN channels, the attacker can take as long as 70% of $T_{chirp}$ before committing to a symbol. (c) For most of the real-world channels in the experiment, the receiver decoded all symbols for $t_{lc}$ values up to 80% of $T_{chirp}$.

the attacker is required to observe at least 20% of the chirp period to predict the symbol with 100% accuracy. Similarly, from Figure 4.11c, an attacker can wait no longer than 80% of $T_{chirp}$ for committing to a symbol. The attacker’s hardware delay in Section 4.4.3 is 87 ns. The maximum distance decrease possible is calculated using the expression $d_{gain} = \frac{c \cdot t_{gain}}{2}$. The results and the parameters are summarized in Table 4.2. We conclude that an attacker would be able to successfully mount a distance decrease of more than 150 m for 1$\mu s$ chirps and up to 700 m for 4$\mu s$ long chirps. However, the use of error correcting codes increases the above estimates by about 10%.
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<table>
<thead>
<tr>
<th>Common Parameters</th>
<th>$T_{\text{chirp}}$</th>
<th>Distance gained</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{ed} = 20%$ of $T_{\text{chirp}}$</td>
<td>1$\mu$s</td>
<td>153 m</td>
</tr>
<tr>
<td>$t_{lc} = 80%$ of $T_{\text{chirp}}$</td>
<td>2$\mu$s</td>
<td>333 m</td>
</tr>
<tr>
<td>$t_{hw} = 87$ ns</td>
<td>4$\mu$s</td>
<td>693 m</td>
</tr>
</tbody>
</table>

Table 4.2: Effective distance estimates.

### 4.5 Discussion

Our analysis demonstrates the feasibility of physical-layer distance decreasing attacks on CSS ranging and their security implications. One countermeasure is to estimate the power spectral density (PSD) of the received CSS signal. PSD of a signal indicates the distribution of energy in the various frequency components of the signal. In a late commit attack, the attacker transmits an arbitrary or no signal until the correct symbol is predicted. Since chirp signals sweep all frequencies in a linear manner, a late commit attack results in missing frequency bands. The receiver may detect the attack based on the energy voids in the PSD. It is important to note that spectral estimation techniques are computationally intensive and so are unsuitable for ultra-low power ranging solutions. An alternative approach is to set a specific threshold on the compressed pulse peak amplitude. The output of the matched filter or the dispersive delay line is a compressed pulse which is an aggregation of the energy present in the received signal’s frequency components. Thus, under a late commit attack, the peak amplitude of the compressed pulse would be lower and the receiver could detect this change by setting an appropriate threshold. While low-cost and simple to implement, the major issue with such a countermeasure is to distinguish between actual attacks and channel fading effects. Even in a non-adversarial environment, wireless signals experience fading as they propagate through the channel. Signal frequencies get attenuated which would also affect the peak amplitude. Therefore, setting a threshold needs to take into account the channel uncertainty in order to reduce the false positives, i.e., channels that attenuate the CSS signals in a similar manner as a late commit attack. Further investigation is required to evaluate under what conditions (e.g., SNR) this countermeasure would work in an effective way.

### 4.6 Related Work

Physical-layer security of wireless systems has gained a lot of interest in the last years. It exploits the physical properties of the radio communication system and is therefore independent of any higher level cryptographic protocols.
4.7 Conclusion

In this chapter, we demonstrated physical-layer attacks on chirp-based ranging systems. More specifically, we focused on distance decreasing attacks based on early detection and late commit of chirp signals. We proposed and evaluated several early detection mechanisms. We also analyzed the receiver’s decoding and TOA estimation behavior to late commit attacks on the chirp signals. Our implemented. Several attacks ranging from simply relaying the signal between honest nodes to injecting messages at the physical layer were demonstrated in the past. In this section, we discuss relevant related work in the physical-layer security of wireless ranging systems beginning with the works closest to ours.

Clulow et al. [39] introduced physical-layer attacks such as early detect and late commit attacks. The feasibility of these attacks on a ISO 14443 RFID was demonstrated in [68]. Flury et al. [56, 110] evaluated the security of IEEE 802.15.4a with impulse radio ultra wide-band PHY layer. The authors demonstrated an effective distance decrease of 140 m for the mandatory modes of the standard. The evaluations were performed using simulations. The inherent hardware delays due to bit detection, antenna, and heterodyning circuitry were not considered. Poturalski et al. [109] introduced the Cicada attack on the impulse radio ultra wide-band PHY. In this attack, a malicious transmitter continuously transmits a 1 impulse with the power greater than that of an honest transmitter. This degrades the performance of energy detection based receivers resulting in distance reduction and possibly denial of service. Recently, Francillon et al. [57] demonstrated distance decrease attacks on passive keyless entry systems deployed in modern cars by relaying signals at the physical-layer between the key and the car using a USRP [3].

Chirp signals were initially used in radar systems. Due to their resilience towards channel interference, chirp signals were later proposed for use in spread spectrum communications [43, 153]. David Adamy in [17] describes ways to detect, jam, intercept and locate chirped signals and transmitters. The emergence of dispersive delay lines such as the SAW delay lines made it possible to realize less complex wideband pulse generators and detectors [94]. Recent increase in the number of ranging application requirements and the standardization of CSS in the IEEE 802.15.4a as an alternative PHY resulted in a number of CSS-based ranging schemes [18, 83, 101, 122]. Yoon et al. [155], performed an exhaustive experimental analysis of the NanoLOC ranging system under non-adversarial settings in both indoor and outdoor environment and discussed its implications. To the best of our knowledge, this work is the first that analyzes the security implications of CSS based ranging systems.
experimental results showed that an attacker can decrease the distance by more than 150 m for 1\(\mu\)s chirps and approximately 700 m for 4\(\mu\)s chirps. Nevertheless, the advantages provided by chirp signals specifically the ability to process them using analog signal processing blocks only makes them an attractive option for realizing low-power, low-complexity ranging systems. In the next chapter, we leverage this property of chirp signals and propose a novel distance bounding system that is suitable for power-constrained applications such as contactless authentication and access control systems.
Chapter 5

Secure Proximity Verification for Contactless Systems

5.1 Introduction

Contactless smart cards are used in a number of applications including public transport ticketing, parking and highway toll fee collection, payment systems, electronic passports, physical access control and personnel tracking. Smart card based physical access control and authentication are deployed even in safety- and security-critical infrastructures such as nuclear power plants and defense research organizations. The majority of these smart cards use radio frequency identification (RFID) technology to exchange information with the reader. Modern contactless payment systems use Near-field communication (NFC) technology, a branch of RFID that is specifically designed for ultrashort-range applications typically in the order of a few centimeters. Even though the communication range for many such systems is limited, prior research has revealed that the use of RFID proximity to provide access control is still vulnerable to mafia-fraud (relay) attacks (e.g., PKES systems [57], NFC phones [58], Google Wallet [121]). As mentioned previously, relay attacks have serious implications on contactless access control and authentication systems: an attacker can gain entry into a restricted area, steal a car or make fraudulent payments by relaying the communications between the reader and the card which is several meters away without the knowledge of the card’s
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In order to prevent such attacks, these systems must be enhanced with distance bounding [33] i.e., with the ability to securely verify a device’s proximity to the verifying terminal or reader.

The use of distance bounding in contactless access control and authentication systems, however, imposes a number of challenges. First, the verifier should estimate the distance bound precisely. Existing RFID proximity systems were not designed for this purpose and due to their operating frequency and bandwidth cannot achieve the ranging precision required for the prevention of relay attacks. Second, the physical communication layer used for distance bounding has to be robust to attacks such as early detection and late commit [39]. Finally, it is essential that the hardware complexity of the contactless card is kept as simple as possible. It would be best if the card can operate passively (derive power from the interrogation signal) or semi-passively (assisted by a power source).

Additionally, with the advent of Internet of Things (IoT), a large number of interconnected sensors and actuators are expected to collect and exchange information. These things can be implanted heart monitors that send continuous data to the patient’s mobile phone, automobile sensors monitoring tire pressure or a simple automatic indoor climate control system. Given the sensitivity and privacy of the data that is exchanged, it is only reasonable to allow data communication between devices that are in close proximity; thereby making it very important to develop low-complexity, power efficient distance bounding systems.

In this chapter, we propose a novel distance bounding system with a ranging precision and security guarantees that make it suitable for contactless access control and authentication applications. Our system is based on frequency modulated continuous wave (FMCW) for distance estimation and On-Off Keying (OOK) technique for data communication. We leverage backscatter communication to enable the realization of low-power provers that can potentially be integrated into passive and semi-passive contactless cards. We show that due to the inherent nature of FMCW, the distance estimation phase is only loosely coupled to the challenge processing at the prover i.e., the distance estimation is independent of the processing delay at the prover while keeping the security guarantees of the system intact. This enables logical layer implementation of any distance bounding protocol proposed in prior art. Our proposed system architecture offers complete protection against conventional distance modification attacks. In addition, we provide maximum distance reduction estimates for a strong attacker who is capable of detecting challenges earlier and relaying them to the payment token. We show that an attacker who can predict the symbol as early as 10 ns and can relay without any hard-
ware delay can reduce the estimated distance by a maximum of 1 m. Finally, we evaluate our system through simulations and experimentally validate its processing delay, power consumption and ranging precision.

5.2 Contactless Smart Cards

Contactless smart card systems use radio frequency signals to communicate between the reader and the smart card. The card reader continuously transmits radio frequency signals from which the smart card derives energy for its operation. Then, the card modulates back its data on the radio signal which is detected and demodulated by the card reader. Typically, the contactless smart cards use amplitude shift keying or phase shift keying [15] to modulate the data back to the reader. Depending on the application and environmental factors, contactless smart card systems use different frequency bands for communications. The $124 - 135$ KHz low-frequency and $13.56$ MHz high-frequency (HF) bands are the most commonly used ones. Some systems also use the ultra-high frequency ($902 - 928$ MHz and $860 - 880$ MHz) and the microwave bands ($2400 - 2483.5$ MHz and $5725 - 5850$ MHz). Passive and semi-passive cards can operate in any of the above mentioned frequency bands while most active tags (can transmit autonomously and equipped with a power source) use the UHF or microwave frequencies for operation.

Contactless smart cards were first deployed in the mid 90’s for electronic transport ticketing in Finland. Today, contactless smart card systems are used in securing access to critical infrastructure, contactless payments, electronic passports. The set of applications is only bound to increase especially given the recent advent of IoT. In a typical access control application, an authorised personnel simply taps his smart card against a card reader setup at the entrance to gain access to an infrastructure. In electronic ticketing, contactless smart cards are also used to store electronics funds of money. The customer can “top up” the card using cash or credit card at designated machines and later use it to pay for the public transport. A passenger simply taps the contactless smart against automated card readers while entering the public transport. The reader then checks for available balance in the smart card and deducts the appropriate fee. Similarly, in a typical electronic payment scenario, the consumer places the token very close to the payment terminal. In most cases, these contactless smart cards can be used even without removing them from ones wallet.

**Relay Attacks:** Prior research have demonstrated the vulnerability of contactless smart card systems to relay attacks also termed as “mafia fraud”. In contrast to the protocol level exploits [27, 100], relay attacks [46] do not re-
Figure 5.1: An attacker relays the communications between a legitimate contactless payment terminal and a card using two proxy devices.

Relay attacks can be prevented by implementing some sort of proximity verification e.g., distance bounding. In Chapter 2, we summarized and compared the state of the art in distance bounding implementations. We observed that all existing distance bounding designs, including the SCRCs design proposed in Chapter 3, require complex designs at the prover (in this case, the contactless smart card). For example, the designs proposed in [65, 136] require any knowledge of the actual data being transmitted and therefore are independent of any higher layer encryption. A proxy reader and a proxy card are used to relay the communications between legitimate entities (Figure 5.1). Hancke [64] practically demonstrated the attack using specialized hardware as the proxy reader and card over a distance of 50 m. Later, Francis et al. [58] demonstrated that relay attacks can be executed using commodity phones equipped with NFC without the need for any specialized hardware. The proxy reader and token used Bluetooth as a proxy relay channel to exchange information between entities separated by several meters. Francillon et al. [57] showed the vulnerability of passive keyless entry systems implemented in modern automobiles to simple relay attacks. In this attack, the attacker used two devices, one each in the proximity of the key and the car. The attack was successfully executed by simply relaying messages between the key and the car, enabling the car to be opened and started even with the key at a distance of 50 m away from the car. Recently, [121] showed that relay attacks on Google Wallet can be carried out without any proxy hardware in close physical proximity to the victim. A “relay software application” communicates with the secure element present in Google Wallet and relays the information over the cellular network. In practice, the relay software application can be a malicious application which the user installed on his mobile device. The recently announced Apple Pay [1] uses NFC as the physical layer and hence also vulnerable to relay attacks.¹

¹In some use cases, the authentication is based on TouchID, which has already been proven insecure [2].
the prover to transmit UWB impulses. Fast prover designs such as [115, 118] require the prover to receive and transmit using multiple frequencies. These limitations make them unsuitable for integration with many access control and authentication applications in which the prover (contactless card) is required to be fully passive. In this work, we fill this void by proposing a distance bounding system, specifically designed for use in contactless access control and authentication systems.

5.3 FMCW based Distance Bounding

5.3.1 FMCW Basics

Monotone (or single frequency) radars transmit pulses of short duration and measure distance based on the round-trip time of the received pulse reflected off the target. Such radars are more susceptible to channel interference. In a Frequency Modulated Continuous Wave (FMCW) radar [134], chirp signals [26] are used to determine range and velocity of a target. Figure 5.2 illustrates the basic building blocks of a conventional FMCW radar system. The radar base station transmits a chirp signal \( s_{tx}(t) \) which gets reflected off the target object back to the base station. The reflected signal \( s_{rx}(t) \) is then mixed with the transmitted signal at that instant to produce a “beat frequency”. The beat frequency \( f_\Delta \) is proportional to the round-trip time \( \tau \) taken to receive the reflected chirp signal; thereby able to measure distance \( d \) to the target object (Figure 5.3). The transmitted chirp signal \( s_{tx}(t) \) is mathematically represented as shown below.

\[
s_{tx}(t) = \cos(2\pi f_{tx}(t)t) \tag{5.1}
\]

where \( f_{tx}(t) \) is the frequency sweep function given by Equation (5.2) and \( f_0 \) is the starting value of the frequency sweep. \( k \) is the rate of frequency sweep.
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Figure 5.3: Ranging principle: The beat frequency $f_{\Delta}$ is the difference between the instantaneous transmit frequency and the frequency of the reflected signal. This beat frequency is proportional to the round-trip time delay $\tau$ for the signal to be received after being reflected off the target object.

and is a quotient of the length of the chirp signal $T$ and the total bandwidth $f_{bw}$ swept i.e., $k = f_{BW}/T$.

$$f_{tx}(t) = f_0 + kt \quad (5.2)$$

The transmitted chirp is reflected off the target object at distance $d$ and is received back at the radar base station as $s_{rx}(t)$.

$$s_{rx}(t) = \cos(2\pi f_{rx}(t)t) \quad (5.3)$$

The frequency of the reflected signal can be represented in terms of the instantaneous frequency of the transmitted chirp as

$$f_{rx}(t) = f_{tx}(t - \tau) = f_0 + k(t - \tau) \quad (5.4)$$

Mixing the signals $s_{rx}(t)$ and $s_{tx}(t)$ results in an intermediate frequency signal $s_{IF}(t) = s_{rx}(t)s_{tx}(t)$ which consists of frequency components $f_{tx}(t) + f_{rx}(t)$ and $f_{tx}(t) - f_{rx}(t)$. The difference component is termed as the “beat frequency” given by

$$f_{\Delta} = f_{tx}(t) - f_{rx}(t) = f_{tx}(t) - f_{tx}(t - \tau) \quad (5.5)$$

Simplifying and representing $\tau$ in terms of distance $d$, i.e., $d = 2\cdot\tau/c$, where $c$ is the speed of light ($3 \cdot 10^8$ m/s), distance of the target object from the radar base station is estimated using Equation (5.7).
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\[ f_\Delta = k \tau = \frac{f_{bw}}{T} \cdot \tau \]  
\[ d = \frac{c \cdot f_\Delta \cdot T_s}{2 \cdot f_{bw}} \]

Maximum measurable distance and range resolution are two important performance metrics of any ranging system. Maximum measurable distance \( d_{\text{max}} \) is the largest value of distance \( d \) that can be measured using a particular ranging system. In an FMCW radar, this is dependent on the time duration \( T \) of the chirp signal and is given by \( d_{\text{max}} = cT \). Range resolution \( \delta R \) is the minimum change in distance that can be detected and is proportional to the time resolution of \( s_{tx}(t) \). In other words, \( \delta R \) is inversely proportional to the total bandwidth swept by the chirp and is mathematically represented as shown in Equation (5.8).

\[ \delta R = \frac{c}{2 \cdot f_{bw}} \]  

5.3.2 Data Modulation for Distance Bounding

Conventional radar systems do not require any kind of data transmission. However, in distance bounding protocols, the communicating entities (verifier and prover) exchange challenges and responses during the rapid bit-exchange phase. This requires data to be modulated over conventional FMCW radar signals. In this work, we modulate the challenge and response bits over the FMCW chirp signal using On-Off Keying (OOK). Mathematically, the transmitted signal with OOK modulation can be represented as

\[ \sum_{n=1}^{N} c[n] \cdot \text{rect}(t - nt_b)s_{tx}(t) \]

where \( t_b \) is the data-bit period given by \( \frac{T}{N} \) (\( N \) is the length of the data packet to be transmitted) and \( c[n] \) represents the payload. The distance bound is estimated similar to conventional FMCW radar systems based on the “beat frequency” \( f_\Delta \) as shown in Equation (5.7). We describe the system design in more detail in the next sections.

5.3.3 Verifier and Prover Design

Figure 5.5 shows the high-level components present in our system. We focus on the rapid-bit exchange phase since it is, implementation- and power-wise the most demanding phase of the protocol execution.
Figure 5.4: An example signal as transmitted by the verifier (reader) and the corresponding reflected signal from the prover (contactless card). The shown signals are for challenge bits $c[n] = \{1, 0, 1, 0\}$ and the prover’s processing function is a simple “invert” operation. The sequence of operation is as follows: (a) after propagation delay, the prover receives the interrogation signal, (b) the prover demodulates the challenge and computes its response. During this time, the prover continues to reflect the signal back, (c) after time $t_b$, during the response slot, the prover modulates back its response. The verifier and prover synchronize to these slots using a preamble (not shown in figure).

The verifier’s transmitter (verifier_tx) module consists of an FMCW signal generator and an OOK modulator. The FMCW signal generator generates a chirp signal of time duration $T$. The entire chirp signal is divided into slots, each with time duration $t_b$. The prover synchronizes to these slots using a preamble that is transmitted by the verifier. The verifier divides the slots into challenge and reply slots such that every challenge slot is followed by a response slot. During the challenge slots, the verifier modulates the challenge bits using OOK modulation and continues to transmit the unmodulated chirp signal during the response slot (Figure 5.4). The response slots are used by the prover to transmit its response back to the verifier.

When the prover receives the challenge signal $s'_v(t)$ from the verifier, it demodulates the challenges and computes the response using a processing function. Any processing function proposed for distance bounding in the literature can be used here. It is important to note that the prover continues to reflect (backscatter) back the received signal while simultaneously demodulating the challenges and computing its response. The prover reflects the challenge unaltered but modulates the output of the processing function over
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**Figure 5.5:** *OOK-FMCW based distance bounding system architecture: The interrogating signal $s_v(t)$ is an OOK-FMCW transmitted by the verifier. The prover receives, demodulates the challenge and computes the response while simultaneously reflecting the challenge signal back to the verifier. The responses are OOK modulated in the corresponding response time slot. The received signal at the verifier is then processed for both range estimation and verification of the prover’s response.*

the response slot. Like in conventional passive RFID tags, the prover can simply load modulate its responses back to the verifier. We note that the propagation delay of the response computation path is one of the factors that determines the slot duration $t_b$.

The verifier’s receiver module receives the reflected backscatter signal $s'_p(t)$ that contains the reflected challenges and the prover’s modulated responses and estimates its distance to the prover. The verifier generates an intermediate signal $s_{IF}(t)$ by mixing $s'_p(t)$ with $s_v(t)$ as shown in Figure 5.5 and computes the range by analyzing the frequency components of $s_{IF}(t)$. In addition, the verifier demodulates and checks the correctness of the prover’s responses. A key advantage of our FMCW-based distance bounding is that the range is estimated based on a “beat frequency” generated by mixing (analog) the received backscatter signal with that of the transmitted signal. It is sufficient that the verifier’s sampling rate matches the beat frequency (which is typically tens of KHz) and not the entire sweep bandwidth; thereby reducing the verifier’s design complexity.
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In this section, we analyze the security of our proposed system against relay attacks (mafia frauds), distance and terrorist fraud attacks.

5.4.1 Mafia Fraud

There are two ways in which an attacker can carry out a mafia fraud at the physical layer: (i) Amplify and forward (ii) Early-detect and late commit of data symbols.

Amplify and forward: In this method, the attacker simply amplifies and relays communication between the reader and the contactless smart card. The attacker does not modify any physical layer characteristic of the symbol. Since the effective distance is computed based on the round-trip time delay, such an attack methodology would still result in the reader estimating its true distance from the victim’s smart card. Alternatively, in conventional FMCW radar systems, an attacker can take advantage of the maximum unambiguous range parameter i.e., the largest value of distance \( d \) that can be measured unambiguously. In an FMCW radar, this is dependent on the time duration \( T \) of the chirp signal and is given by \( d_{\text{max}} = cT \). An attacker can simply delay the backscatter response by more than the time duration \( T \) of the chirp signal and cause the system to estimate an ambiguous distance. However, in our design, since the FMCW chirp signal also contains OOK modulated challenges and responses, any ambiguity in the distance estimates will be detected.

Early-detect and late-commit: Clulow et al. [39] introduced the early-detect and late-commit attacks where a successful attacker early detects (ED)
5.4 Security Analysis

the symbols from the verifier and late commits (LC) those signals from the
prover back to the verifier. The feasibility of ED and LC attacks on RFID was
demonstrated in [68]. Here, we analyze the resilience of our proposed system
against ED and LC attacks. In order to successfully execute the attack, the
attacker must do the following: (i) early-detect the challenge from the reader,
(ii) communicate/forward it to the contactless smart card, (iii) early-detect
the response from the smart card and finally (iv) late commit a value back to
the reader. For the analysis, let us consider one challenge and response slot.
Assuming that the reader requires at least 50%\(^2\) of the symbol to demodulate
correctly, an attacker has \(t_b + 0.5t_b\) time to respond. Within this time, the
attacker must perform the above-mentioned operations. If \(t_{ed}\) is the time
necessary for the attacker to reliably early-detect the challenge from the reader
and the response from the victim’s smart card, \(t_{hw}\) is the delay at the attacker
hardware for amplifying and relaying, the time remaining for the attacker to
relay communications is given by,

\[ t_{mafia} = 1.5t_b - 2t_{ed} - t_{hw} \quad (5.10) \]

Since the contactless smart card is trusted (i.e., not tampered with), the
response will be available only after the challenge slot time period i.e., \(t_b\).
Therefore,

\[ t_{mafia} = 0.5t_b - 2t_{ed} - t_{hw} \quad (5.11) \]

Hence, the maximum distance an attacker can cheat on can be expressed
as,

\[ d_{gain} = \frac{c}{2} \cdot (0.5t_b - 2t_{ed} - t_{hw}) \quad (5.12) \]

It is important to note that Equation (5.12) holds good even in the scenario
where an external attacker (in close proximity to the verifier) reflects the
challenge signal back to the reader resulting in a beat frequency corresponding
to the attacker’s distance from the reader. However, for a successful attack,
the attacker still has to modulate the response after the challenge slot period
\(t_b\). This time-constraint forces the attacker to early detect, relay and late
commit the challenge and response bits as described previously and hence the
maximum distance gained remains unchanged.

\(^2\)This can vary depending on the type of receiver used to demodulate data. Hence we assume
an energy detection based demodulator at the verifier with the threshold set to half the maximum
symbol energy.
Figure 5.7: Improved verifier design including the frequency bin based late-commit mafia fraud detector.

The values for $t_{ed}$ and $t_{hw}$ depend on various characteristics of the attacker hardware (e.g., filter order, ADC delays, signal group delay, algorithm used to early-detect etc.) and $t_b$ is selected based on the delay of the challenge processing function at the contactless smart card token. For example, a processing delay of 25 ns at the contactless smart card (Section 5.5.3) allows the $t_b$ to be chosen at 50 ns. Assuming that the attacker is capable of detecting the symbol within $t_{ed} = 10$ ns and has ideal hardware ($t_{hw} = 0$), it is impossible to reduce the distance by more than 1 m in our system. In Figure 5.6, we give an intuition by substituting nominal values for $t_{ed}$ and $t_{hw}$.

The effect of ED and LC attacks can further be limited by implementing the following two countermeasures: (a) Frequency bin analysis and (b) Phase modulation of responses.

**Frequency bin analysis:** The linearly increasing frequency characteristic of the chirp signal makes it feasible to detect mafia fraud attacks by analyzing the frequency components at specific time intervals. This temporal knowledge of the signal enables us to assign every challenge and response to one or more frequency bins. Each frequency bin contains spectral energy values for a range of contiguous frequencies. Specifically, it is possible to estimate the range of frequencies a particular challenge or response bit will occupy given a slot period $t_b$, starting sweep frequency $f_0$ and chirp duration $T$. We divide each challenge and response slot into $N$ frequency bins. For a successful attack, the attacker must ED and LC every challenge and response. A late commit on a symbol would result in incorrect bin values and this would appear consistently...
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throughout the chirp sweep bandwidth. Thus, by analyzing the frequency bins for expected spectral energy values, a late commit attack can be detected.

**Phase modulation of responses:** Another way to protect against ED and LC attack is by using phase modulation at the prover to communicate back the responses. It is widely known that a phase modulation receiver hardware is more complex than amplitude or frequency modulation receivers. Since, we use phase modulation *only to transmit* back the response, the hardware complexity of our proposed prover design does not increase significantly. Moreover, the ISO 14443 [15] standard for contactless smart cards allows BPSK modulation of a tag’s responses. Unlike in amplitude or frequency shift keying techniques, it is difficult to predict the phase information of a received symbol before receiving it. Therefore, ED and LC attacks can be eliminated by modulating the challenges using OOK and the responses using phase.

5.4.2 Distance and Terrorist Frauds

In a distance fraud, an untrusted prover claims to be at a distance closer than the actual one. In conventional secure ranging systems, an untrusted prover can shorten the measured distance either by modifying its internal processing delay time (e.g., using improved hardware) or by replying before receiving the complete challenge signal (e.g., early detect and late commit attack). In our system, the dishonest prover does not gain any distance advantage by speeding up response computation, as the distance is estimated solely based on the beat-frequency created by mixing the reflected signal with the transmitted FMCW signal. The slot assignment to challenge and response bits forces the prover to wait until the challenge is reflected before modulating the response on the response slot. Early modulation would corrupt the challenge signal thereby being detected at the verifier during the response validation phase. Also, the prover does not gain any distance by executing such an early response attack as the distance estimation based on FMCW is decoupled from the data response at the prover.

In terrorist fraud attacks, an untrusted prover collaborates with an external attacker (without revealing his long-term secret) to convince the verifier that he is closer than he really is. Terrorist fraud resilient protocols [82, 120, 141] bind the prover’s long-term secret to the nonces that are exchanged in the protocol thereby preventing the prover from revealing the nonces to the attacker. Since our proposed system is independent of the high-level protocol, the system security depends on the distance bounding protocol implemented above the physical layer.
Figure 5.8: Measurement precision: The mean error in distance estimation against bandwidth of the FMCW signal for various slot durations $t_b$. The SNR was fixed at 15 dB and the error is a mean value obtained by measuring 100 different distances within the possible maximum measurable distance.

5.5 System Evaluation

In this section, we evaluate our proposed distance bounding system using both simulations and experiments. Through simulations, we analyze the bit error rate and ranging precision due to the on-off keying over FMCW. Then, we experimentally validate our prover’s processing delay and ranging precision using a prototype.

5.5.1 Simulation Model and Analysis

The preliminary analysis through simulations were done using Matlab. The OOK-FMCW signal is generated by mixing a binary data signal with a chirp. The duration of a single chirp ($T$) was fixed at 10 $\mu$s with the initial sweep frequency $f_0$ set to 2.4 GHz. The physical layer parameters such as the chirp bandwidth $f_{bw}$ and bit-period (duration of each slot) $t_b$ is made configurable based on the analysis performed. The generated OOK signal is passed through an additive white Gaussian noise (AWGN) channel. The signal to noise ratio (SNR) of the channel is varied depending on the analysis performed. We model the receiver as two submodules: (i) Energy detector for demodulating data sent over OOK-FMCW and (ii) FMCW-based distance measurement module. For the energy detection, the threshold value to distinguish the bits 0s and 1s is set at a value 6 dB lower than the maximum energy estimated for a 1 bit under no noise conditions. The signal processing for distance estimation is
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Figure 5.9: Block level overview of the experimental setup comprising of the transmitter and receiver modules.

implemented following the theory described in Section 5.3.1.

**BER and Ranging Precision:** First, we determine the minimum SNR required to reliably communicate data i.e., challenges and responses with the proposed physical layer scheme. In our simulations, we vary the SNR from 0–10 dB keeping the slot length \( t_b = 100 \text{ ns} \) a constant. It is observed that for SNR greater than 8 dB, we were able to demodulate the bits with a BER of \( 10^{-7} \).

Next, we analyze the effect on ranging precision due to the OOK modulation over conventional FMCW radar. In addition to \( T \), SNR is set to a constant 15 dB. For a specific \( t_b \), the error in distance measured is determined for various values of \( f_{bw} \). The error is a mean value obtained by measuring 100 different distances within the possible maximum measurable distance \( d_{max} \). The simulations are repeated for \( t_b = \{100 \text{ ns}, 200 \text{ ns}, 500 \text{ ns}\} \) and the results are shown in Figure 5.8. It is observed that the challenge slot period \( t_b \) has limited effect on the distance measurement precision for signals with bandwidth greater than 50 MHz. We note that, even at lower bandwidths, the observed precision would still be suitable for a variety of ranging applications. Alternatively, we could use amplitude shift keying e.g., a signal with low amplitude can represent a ’0’ bit as against absence of the signal itself (as in OOK). We use the above results of our preliminary simulations to build and evaluate our prover through real experiments.

5.5.2 Experimental Setup

Our experiments primarily focus on the two critical parameters of any distance bounding system: (i) Challenge processing delay and (ii) Ranging precision. A picture of our experimental setup is shown in Figure 5.10. The transmitter consists of an arbitrary waveform generator (AWG), a 20 dB radio frequency amplifier and a directional planar antenna. The OOK-FMCW signals are
Figure 5.10: An arbitrary waveform generator (1) outputs the OOK-FMCW samples. The signal is amplified (2) and a part of it is transmitted using a planar antenna (3) and the other recorded for distance estimation using a storage oscilloscope (4). The received signal (5) is input to the OOK detection and inverter circuit (6) and to the storage oscilloscope.

generated using Matlab as described in Section 5.5.1 and loaded into the AWG. The OOK-FMCW signals are amplified and transmitted using a planar antenna. At the receiver, the signals are captured using a planar antenna similar to the one used at the transmitter. The received signal is recorded on a digital storage oscilloscope. In addition, the received signal is input to the challenge demodulator circuit [90] which essentially is a Schottky RF peak detector with programmable gain and a high-speed comparator with a built-in inverted output circuitry. The output of the demodulator circuit is also observed on the oscilloscope. We evaluate our system for different configurations of OOK-FMCW signals with the initial sweep frequency $f_0$ set to 2.4 GHz. We vary the FMCW signal’s sweep bandwidth $f_{bw}$ (100, 200 MHz), the slot period $t_b$ (100, 250 ns) and the modulation index (75, 100%). The energy detector consumed 2–3 mA current with a voltage bias of 3 V (6–9 mW power). The power consumption can further be reduced to hundreds of microwatts by using a slower detector and phase modulation for the card responses to prevent ED and LC attacks. We note that in our experimental setup, the oscilloscope just emulates the reader and our system does not require high sampling rates at the card (backscatters the challenges and responses) or the reader.
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sweep bandwidth $f_{bw}$</td>
<td>100, 200 MHz</td>
</tr>
<tr>
<td>Slot period $t_b$</td>
<td>100, 250 ns</td>
</tr>
<tr>
<td>Modulation index</td>
<td>75, 100 %</td>
</tr>
</tbody>
</table>

Table 5.1: Different configurations of the signals used in the experimental analysis.

5.5.3 Experimental Results

**Challenge Processing Delay $t_p$**: The challenge processing delay $t_p$ plays an important role in deciding the duration of the challenge and response slots $t_b$. In our experimental setup, $t_p$ is the time delay for the energy detector to demodulate the received OOK-FMCW challenge signal and invert the challenge signal. For accurate time delay measurements, the signals are pre-processed by applying Hilbert transform and passing it through a median filter (to preserve the rising and falling edges while reducing noise). Figure 5.11a shows the response times observed at the receiver over a number of trials. The processing delay was measured with the receiver placed at 1 and 4 m away from the transmitter. The medial delay observed was about 19.5 ns and remained largely unaffected by the distance from the transmitter. Hence, the value of $t_b$ can be further reduced to about 50 ns (including fall-time) without affecting the decoding of challenge bits. Additionally, it is observed that the $t_p$ values show greater variance with distance due to the variations in the received signal’s energy between trials.

**Ranging Precision**: In order to evaluate the ranging precision, we placed the receiver at distances 2, 3 and 4 m from the transmitter. The distance bound is calculated using standard FMCW techniques as described in Section 5.3.1 and the results are plotted in Figure 5.11b. It can be observed that our prototype has a ranging precision of less than a meter for the evaluated short distances. A combination of factors such as range resolution $\delta R$ (and hence signal bandwidth), channel multipaths and receiver sensitivity affect the precision of a ranging system. Other physical characteristics of the OOK-FMCW signal such as modulation index, bit (slot) period $t_b$ and duration of chirp $T$ had no effect on the precision of the ranging system. As with any wireless communication system, multipath and other channel interferences are additional factors that affect system performance. The robustness of FMCW to multipath interferences have been evaluated in [89]. The results illustrate that for an allowed...
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Figure 5.11: (a) Challenge processing delays. The median value of \( t_p \) was approximately 19.5 ns for both the values of \( d = \{1 \text{ m}, 4 \text{ m}\} \). (b) Ranging precision. For \( d = \{2, 3, 4\} \text{ m} \), the errors in the estimated distances were less than a meter.

ISM bandwidth of 80 MHz, the ranging uncertainty in a severe multipath environment was around 1 m and improved with higher sweep bandwidth.

5.6 Discussion

In this section, we discuss how the proposed FMCW-based distance bounding system can be integrated into state-of-art contactless smart cards to enable secure proximity verification. In addition, we briefly describe alternative design choices for the prover and the verifier in order to improve their robustness to attacks.

Modifications to modern contactless smart cards: The backscatter communication capability of modern contactless cards can directly be used to load modulate and reflect back the challenge and response. The only addition would be to incorporate the challenge detection and response computing function which can be as simple as a NOT or an XOR operation. There are already several commercially available radio frequency energy detectors [20, 90] with integrated comparators and amplifiers. In addition, the response time of these detectors are well under 100 ns and consume less than 3 mA of current. For example, the LTC5536 energy detector used in our experiments (Section 5.5.2) responds within 25 ns and can be easily integrated into can be integrated into modern contactless smart cards for an additional power consumption of less than 10 mW. Our design can be implemented in passive and semi-passive tags (e.g., [42, 128, 135, 147]) operating in the ISM 2.4 GHz and 5.8 GHz.
bands using 80 MHz and 150 MHz\(^3\) bandwidth respectively to achieve high distance precision. Since our system targets short-range distance measurement applications (less than 5 m), the use of 6 – 8.5 GHz spectrum [72] is also possible.

**Distribution of Secret Keys:** In our system, the terminal and the card need not share a secret key. Instead, it is sufficient that the contactless card and a central authority share a key, and that the terminal upper bounds the card’s responses to its estimated range. The terminal can then communicate the card’s response, the measured distance bound and the corresponding challenge to this central authority for validation during the transaction authorization phase of the payment protocol [48, 49]. The above method is applicable even if the terminal is configured for offline transaction authorization.

**Limitations:** Our system leverages the ability of modern contactless cards to load modulate and reflect the challenge and response back to the verifier by means of backscatter communication. This enables the realization of low-power, low-complexity provers without the need for any specific transmission circuitry. However, the maximum distance between the verifier and the prover that can be measured depends on the ability of the verifier to receive and process this backscattered signal. Since the strength of the backscatter signals are typically weak and given the maximum allowable power in the ISM bands, the maximum distance the system can measure is limited to a few meters. Furthermore, our system can achieve a ranging precision of \(\approx 1\) m when operating in the ISM 2.4 GHz and 5.8 GHz bands that are most suitable for applications such as contactless payments and access control systems. More bandwidth is necessary for applications that require more precise ranging (e.g., cm-level) which can potentially increase the complexity of the system and hence the power consumption. There are already ranging system designs [135, 147] that can measure distances with a ranging precision of 15 – 30 cm and a power consumption of \(\approx 50 – 150\) mW.

## 5.7 Conclusion

In this work, we proposed a novel distance bounding system designed specifically for enabling secure proximity verification for contactless access control and authentication applications. Our system uses FMCW for distance measurement, on-off keying for data communication and backscatter property for realizing passive and semi-passive payment cards. We showed that our system

\(^3\)In theory, 80 MHz gives distance resolution of 1.87 m, 150 MHz of 99 cm
is secure against various distance modification attacks and experimentally validated its performance.
Chapter 6

SPREE: A Spoofing Resistant GPS Receiver

6.1 Introduction

In the previous chapters, we mainly focussed on analyzing and designing secure proximity verification systems. In addition to proximity, the exact location is critical to a large number of applications. Today, a number of security- and safety-critical applications rely on Global Positioning Systems (GPS) [97] for positioning and navigation. A wide-range of applications such as civilian and military navigation, people and asset tracking, emergency rescue and support, mining and exploration, atmospheric studies, smart grids, modern communication systems use GPS for localization and timing. GPS is a satellite-based navigation system that consists of more than 24 satellites orbiting at more than 20,000 km above the earth. Each satellite continuously broadcasts data called navigation messages containing its precise time of transmission and the satellite’s location. The GPS receiver on the ground receives each of the navigation messages and estimates their time of arrival. Based on the time of transmission that is contained in the navigation message itself and its time of arrival, the receiver computes its distance to each of the visible satellites. Once the receiver acquires the navigation messages from at least four satellites, the GPS receiver estimates its own location and precise time using the standard technique of multilateration.

However, the civilian GPS navigation messages that are transmitted by the satellites lack any form of signal authentication. This is one of the prime
reasons GPS is vulnerable to signal spoofing attacks. In a GPS spoofing attack, an attacker transmits specially crafted signals identical to those of the satellites but at a higher power that is sufficient enough to overshadow the legitimate satellite signals. The GPS receiver then computes a false location and time based on the stronger spoofing signal transmitted by the attacker. As a result, today, it is possible to spoof a GPS receiver to any arbitrary location. For example, researchers have demonstrated the insecurity of GPS-based navigation by diverting the course of a yacht using spoofed GPS signals [13]. A similar hijack was also successfully executed on a drone using a GPS spoofer that costs less than $1000. More recently, researchers demonstrated a GPS signal generator that can be built for less than $300 [5]. The increasing availability of low-cost radio hardware platforms [3] make it feasible to execute such attacks with less than few hundred dollars worth of hardware equipment.

More advanced attacks were demonstrated in [104, 139] in which the attackers take over a target receiver that is already locked (continuously receiving navigation messages) onto authentic satellite signals without the receiver noticing any disruption or loss of navigation data. It was shown that a variety of commercial GPS receivers were vulnerable and in some cases even caused permanent damage to the receivers. It is thus evident that these threats are real and it is important to secure GPS from such signal spoofing attacks.

Although spoofing attacks can be, to a certain extent, mitigated by adding cryptographic authentication to the navigation messages (e.g., military GPS systems where the spreading codes are secret), their use requires distribution and management of shared secrets, which makes them impractical for majority of the applications. Even with cryptographic authentication, the system is not protected against relay attacks where an attacker simply records and replays the radio signals to the receiver [106]. Several countermeasures that did not require cryptographic authentication were proposed in recent years either to detect or to mitigate signal spoofing attacks. They rely on detecting anomalies in certain physical characteristics of the signal such as received satellite signal strength, ambient noise floor levels, automatic gain control [19] values and other data that are readily available as receiver observables on modern GPS receivers. Some other countermeasures leveraged the signal’s spatial characteristics [98, 112] such as the received GPS signal’s direction or angle of arrival. All the above-mentioned countermeasures are ineffective against attackers capable of manipulating navigation message contents in real time or a seamless takeover attack [104, 139]. Additionally, the majority of these solutions are not reliable in an environment with strong multipath (signal copies that reach the receiver with a time delay due to reflections in the environment etc.) or in the case of a mobile receiver. Moreover, today there is
no receiver platform that can be used to compare and evaluate the effectiveness of these countermeasures in real-world scenarios.

In this chapter, we present a novel GPS receiver which we refer to as SPREE and make the following contributions: SPREE is to the best of our knowledge, the first commercially off the shelf, single-antenna, receiver capable of detecting or significantly limiting all known GPS spoofing attacks described in literature. SPERE does not rely on GPS signal authentication and can, therefore, be used to detect both civilian and military GPS spoofing attacks. Additionally, it is designed to be standalone and does not depend on other hardware such as antennas, additional sensors or alternative sources of location information (like maps or inertial navigation systems). In SPERE, we introduce a novel spoofing detection technique called auxiliary peak tracking that limits even a strong attacker (e.g., seamless takeover) from being able to move (spoof) a receiver to any arbitrary location or time. We leverage the presence of authentic signals in addition to the attacker’s signals to detect spoofing attacks. We implement SPERE by modifying an open source software-defined GPS receiver [52] and evaluate it against different signal data sets including the de-facto standard of publicly available repository of GPS signal spoofing traces (Texas Spoofing Battery (TEXBAT) [75]). Furthermore, we evaluate SPERE against COTS GPS simulators and our own traces obtained through an extensive wardriving effort of over 200 km. Our analysis shows that SPERE can reliably detect any manipulations to the navigation message contents. In addition, SPERE severely limits even strong attackers capable of taking over a receiver that is currently locked (receiving and decoding) on to legitimate satellite signals without being noticed. Our evaluations showed that such a strong attacker could offset the SPERE’s location to a maximum of 1 km away from its true location. Finally, we release our implementation and a set of recorded GPS signal traces [11] used for evaluating SPERE to the community for further research and development.

6.2 GPS Overview

6.2.1 GPS Satellite System

GPS comprises more than 24 satellites orbiting the earth approximately 20,000 km above the ground. Each satellite is equipped with high-precision atomic clocks and hence the timing information available across all the satellites are in near-perfect synchronization. Each satellite transmits messages referred to as the navigation messages using two frequencies namely 1575.42 MHz (L1) and 1227.60 MHz (L2). The messages are spread using two pseudorandom codes: (i) the coarse-acquisition (C/A) code and (ii) en-
crypted precision (P(Y)) code. The C/A code is public and contains 1023 bits (also referred to as chips) repeated every 1 ms. The P(Y) code is $6.1871 \cdot 10^{12}$ bits long and is repeated once every week at a rate of 10.23 Mbps. The P(Y) code is transmitted using both the L1 and L2 frequency bands and its use is restricted to military and special interest groups. The C/A code is transmitted using the L1 band. In this work, we focus on civilian GPS signals transmitted on the L1 frequency band due to its wide usage in a variety of safety- and security-critical applications.

The navigation data transmitted by each of the satellites consists of a 1500 bit long data frame which is divided into 5 subframes [28]. Subframes 1, 2 and 3 carry the same data across each frame. The data contained in subframes 4 and 5 is split into 25 pages and is transmitted over 25 navigation data frames. The navigation data is transmitted at 50 bps with the duration of each subframe being 6 seconds. Each frame lasts 30 seconds and the entire navigation message, containing 25 such frames, takes 12.5 minutes to be received completely by a receiver.

The data contained in each of the subframes is summarized in Table 6.1. The first subframe mainly contains satellite clock information. The second and third subframes contain the ephemeris i.e., information related to the satellite’s orbit and is used in computing the satellite position. Subframes 4 and 5 contain the almanac data i.e., the satellite orbital and clock information with reduced precision. Note that, each satellite transmits the almanac data (subframes 4 and 5) of all other satellites while transmitting only its own ephemeris data (subframes 2 and 3). In the following subsection, we describe the architecture and operation of a typical GPS receiver.

### 6.2.2 GPS Receiver

Figure 6.1 shows the main components of a GPS receiver. The receiver receives the satellite signals, pre-processes and converts it to digital samples.
Figure 6.1: GPS receiver architecture: The satellite signals are received by the receiver’s antenna and is pre-processed. The signal is then passed through an automatic gain control (AGC) circuit before it is digitized by the AGC. The receiver then tries to acquire and track satellite signals and if successful it decodes the navigation data and computes a positioning, velocity and time (PVT) solution.
using an analog-digital converter (ADC). An automatic gain control (AGC) circuit precedes the ADC in-order to monitor and control the power of the ADC’s input signal such that it meets the specifications of the ADC. The signal is then forwarded to the acquisition and tracking modules. The acquisition module searches for any available satellite signals. The carrier frequency of a specific satellite signal can differ from its true value due to the relative motion of the satellite and the receiver itself (doppler effect). In addition, the acquisition module needs to determine the pseudorandom code delay of the signal. Thus, in order to detect any visible satellite signal, the receiver performs a two-dimensional search. First, it has to search through all possible delays (phase) of the pseudorandom code. Second, the receiver must account for frequency errors that occur due to doppler effect and other environmental interferences. Thus the receiver’s acquisition search for a particular satellite involves scanning for all 1023 possible code delays and doppler frequencies. The receiver accomplishes this by correlating its own replica of the corresponding pseudorandom code with the received signal for each possible satellite. For a stationary receiver, the maximum Doppler frequency shift is around $\pm 5$ KHz and about $\pm 10$ KHz [28] for non-stationary receivers. Assuming a maximum acceptable doppler estimation error of 500 Hz and with 1023 possible code phases to scan, the receiver has to scan through 41,943 different combinations for each satellite. There are several acquisition strategies such as Parallel Code Phase Search and Parallel Frequency Space Search [28] that parallelize and speedup the acquisition process. If the code and doppler searches result in a correlation peak above a certain threshold the receiver then switches to tracking and demodulating the navigation message data.

Figure 6.2 shows the output of a signal acquisition phase. Typically, GPS receivers have multiple acquisition, tracking and decoding modules to simultaneously search and track different satellites. Commercial receivers are equipped with a number of channels (i.e., the number of sets of acquisition, tracking and decoding modules), with each channel searching and tracking one satellite. For example, a 24-channel GPS receiver can simultaneously search for 24 satellites thereby shortening the time to acquire a position fix when compared to a 4-channel receiver. It is important to note that typical GPS receivers acquire and track only the satellite signal that produces the strongest correlation peak and ignores any weaker correlation peaks as noise. The decoded data from each acquisition and tracking channel is used to estimate the receiver’s range from each of the visible satellites. In order to determine the range, the receiver needs the satellite signal’s transmission and reception time. The transmission time of each subframe is found in the navigational message and the reception time is estimated by the receiver. It is important to note
that the satellite clocks are in tight synchronization with each other while the receiver’s clock (not using atomic crystals) contain errors and biases. Due to the receiver’s clock bias, the estimated ranges are referred to as pseudoranges. The receiver requires at least four pseudoranges to estimate its position after eliminating the effect of receiver clock bias.

6.3 GPS Spoofing Attacks

A GPS signal spoofing attack is a physical-layer attack in which an attacker transmits specially crafted radio signals that are identical to authentic satellite signals. Civilian GPS is easily vulnerable to signal spoofing attacks. This is due to the lack of any signal authentication and the publicly known spreading codes for each satellite, modulation schemes, and data structure. In a signal spoofing attack, the objective of an attacker may be to force a target receiver to (i) compute a false geographic location, (ii) compute a false time or (iii) disrupt the receiver by transmitting unexpected data. Due to the low power of the legitimate satellite signal at the receiver, the attacker’s spoofing signals can trivially overshadow the authentic signals. During a spoofing attack, the GPS receiver locks (acquires and tracks) onto the stronger signal i.e., the attacker’s signals, ignoring the legitimate satellite signals. This results in the receiver computing a false position, velocity and time based on the spoofing signals.

Figure 6.2: The result of the correlation for a real satellite signal acquisition. As can be seen, there is one strong peak at a certain doppler frequency and code phase.
Figure 6.3: a) Spoofing attack using a COTS GPS signal generator which creates GPS signals from scratch. The generated signals are typically not synchronized with the legitimate satellite signals. b) Spoofing attack with a customized spoofer which can generate ‘fake’ GPS signals based on the legitimate satellite signals. Depending on the type of the attack, the customized spoofer can be configured to receive authentic GPS signals, modify their navigation messages in real time and replay it to the victim receiver. Such spoofer are capable of creating signals that are code and phase aligned with the authentic signals.

An attacker can influence the receiver’s position and time estimate in two ways: (i) manipulating the contents of the navigation messages (e.g., the location of satellites, navigation message transmission time) and/or (ii) modify the arrival time of the navigation messages. The attacker can manipulate the arriving time by temporally shifting the navigation message signals while transmitting the spoofing signals. We classify the different types of spoofing attacks based on how synchronous (in time) and consistent (with respect to the contents of the navigation messages) the spoofing signals are in comparison to the legitimate GPS signals currently being received at the receiver’s true location.

6.3.1 Classification of Spoofing Attacks

Non-Coherent and Modified Message Contents: In this type of an attack, the attacker’s signals are both unsynchronized and contain different navigation message data in comparison to the authentic signals. Attacker who use GPS signal generators [4, 6] to execute the spoofing attack typically fall under this category. An attacker with a little know-how can execute a spoofing attack using these simulators due to their low complexity, portability and ease of use. Some advanced GPS signal generators are even capable of recording
and replaying signals, however not in real-time. In other words, the attacker uses the simulator to record at one particular time in a given location and later replays it. Since they are replayed at a later time, the attacker’s signals are not coherent and contain different navigation message data than the legitimate signals currently being received.

**Non-Coherent but Unmodified Message Contents:** In this type of attack, the navigation message contents of the transmitted spoofing signals are identical to the legitimate GPS signals currently being received. However, the attacker temporally shifts the spoofing signal thereby manipulating the spoofing signal’s time of arrival at the target receiver. For example, attackers capable of real-time record and replay of GPS signals fall under this category as they will have the same navigation contents as that of the legitimate GPS signals, however shifted in time. The location or time offset caused by such an attack on the target receiver depends on the time delay introduced both by the attacker and due to the propagation time of the relayed signal. The attacker can precompute these delays and successfully spoof a receiver to a desired location.

**Coherent but Modified Message Contents:** The attacker generates spoofing signals that are synchronized to the authentic GPS signals. However, the contents of the navigation messages are not the same as that of the currently seen authentic signals. For example, attacks such as those proposed in [104] can be classified under this category. Nighswander et al. [104] present a Phase-Coherent Signal Synthesizer (PCSS) that is capable of generating a spoofing signal with the same code phase as the legitimate GPS signal that the target receiver is currently locked on to. Additionally, the attacker modifies the contents of the navigation message in real-time (and with minimal delay) and replays it to the target receiver. A variety of commercial GPS receivers were shown to be vulnerable to this attack and in some cases, it even caused permanent damage to the receivers.

**Coherent and Unmodified Message Contents:** Here, the attacker does not modify the contents of the navigation message and is completely synchronized to the authentic GPS signals. Even though the receiver locks on to the attacker’s spoofing signals (due to the higher power), there is no change in the location or time computed by the target receiver. Therefore, this is not an attack in itself but is an important first step in executing the seamless takeover attack.
- spoofing signals are synced to satellite signals
- no change in the course of the ship
- attacker slowly increases spoofing signal’s power
- receiver locks to attacker’s signal
- attacker manipulates the spoofing signal
- receiver computes false position; ship gets diverted

**Figure 6.4:** Seamless takeover attack. The receiver is locked on to the legitimate satellite signals. The spoofing signal is synchronized with the legitimate signal and has the same navigation contents. Next, the attacker slowly increases the power of the spoofing signal. The receiver stops tracking the legitimate signals and locks on to the attacker’s signal. Finally, the attacker temporally shifts the spoofing signal causing the receiver to compute a false location and thereby changing the ship’s route.
6.3.2 Seamless Takeover Attack

The seamless takeover attack is considered one of the strongest attacks in literature. In a majority of applications, the target receiver is already locked on to the legitimate GPS satellite signals. The goal of an attacker is to force the receiver to stop tracking the authentic GPS signals and lock onto the spoofing signals without causing any signal disruption or data loss. This is because the target receiver can potentially detect the attack based on the abrupt loss of GPS signal. Consider the example of a ship on its way from the USA to the UK as shown in Figure 6.4. The GPS receiver on the ship is currently locked on to the legitimate satellite signals. In a seamless takeover attack, first, the attacker transmits spoofing signals that are synchronized with the legitimate satellite signals and are at a power level lower than the received satellite signals. The receiver is still locked on to the legitimate satellite signals due to the higher power and hence there is no change in the ship’s route. The attacker then gradually increases the power of the spoofing signals until the target receiver stops tracking the authentic signal and locks on to the attacker’s spoofing signals. Note that during this takeover, the receiver does not see any loss of lock, in other words, the takeover was seamless. Even though the target receiver is now locked on to the attacker, there is still no change in the route as the spoofing signals are both coherent with the legitimate satellite signals as well as there is no modification to the contents of the navigation message itself. Now, the attacker begins to manipulate the spoofing signal such that the receiver computes a false location and begins to alter its course. The attacker can either slowly introduce a temporal shift from the legitimate signals or directly manipulate the navigation message contents to slowly deviate the course of the ship to a hostile destination. Tippenhauer et al. [139] describe the requirements for an attacker to execute a seamless takeover and move the target receiver towards the intended location.

6.3.3 Proposed Countermeasures

In this section, we discuss existing countermeasures and describe their effectiveness against various types of spoofing attacks. A number of countermeasures were based on detecting anomalies in the physical-layer characteristics of the received signal.

In addition to the estimated position, velocity and time, modern GPS receivers output information pertaining to certain physical-layer characteristics directly as receiver observables. Modern GPS receivers can be configured to output, for example, automatic gain control (AGC) values, received signal strength (RSS) from individual satellites, carrier phase values, estimated noise
floor levels etc. A number of previous works [19,23,146] proposed using some of the above-mentioned receiver observables to realize spoofing awareness in a GPS receiver. For example, in [146] the authors suggest monitoring the absolute and relative signal strength of the received satellite signals for anomalies, the number of visible satellites (should not be high), simultaneous acquisition of satellite signals, etc. Other countermeasures such as detecting sudden changes to the AGC values were also proposed for detecting GPS spoofing attacks. Automatic Gain Controller (AGC) is a hardware module that varies the gain of the internal amplifier depending on the strength of the received signal. Such countermeasures are at best capable of detecting attackers who transmit their spoofing signal at very high power. They are ineffective against attackers who have better control over their spoofing signal.

Several spoofing detection strategies based on analyzing the distortions present in the output of the receiver’s correlation function were proposed in [108, 150]. In an ideal noise-free environment, the correlation output has minimal distortions. The authors argue that during a spoofing attack, the attacker’s signal would distort the output of the correlators, which can be used to detect the attack itself. However, the correlation output is also distorted due to multipath signals that arrive a few nanoseconds later than the direct signal. Wesson et al. [150] showed that it is indeed difficult to distinguish between the distortions caused due to a spoofing attack and a legitimate multipath signal. Spoofing detection techniques based on the differences in the inherent spatial characteristics of the received signal such as direction or angle of arrival [34, 98, 111] also face the same challenge of reliably distinguishing between legitimate multipath signals and a spoofing attack. Additionally, they also require additional hardware modifications to the GPS receiver. To summarize, although several countermeasures have been proposed in the literature to detect spoofing attacks, there is no countermeasure today that is effective in detecting strong attackers such as a seamless takeover attack. Moreover, there is no platform that can be used to compare and evaluate the effectiveness of existing countermeasures in real-world scenarios. Today, it is still possible to spoof a victim receiver to any arbitrary location without being detected.

### 6.4 SPREE – A Spoofing Resistant GPS Receiver

The design of SPREE is largely motivated by the lack of a GPS receiver capable of detecting or constraining all the spoofing attacks known in the literature. In this section, we present the design of SPREE, the first GPS receiver capable of detecting or constraining all known spoofing attacks. Our receiver design
consists of two key components: (i) Auxiliary Peak Tracker (APT) and (ii) Navigation Message Inspector (NAVI) module. First, we describe the auxiliary peak tracking module, a novel countermeasure which plays a vital role in constraining even a strong attacker capable of a seamless takeover. The key feature of APT is that it acquires and tracks not only the strongest received satellite signal but also the weaker signals that may be present in the environment. Second, we introduce a navigation message inspector (NAVI) which inspects the decoded contents of the navigation message from every satellite and reports any discrepancies. We show that NAVI is capable of detecting attackers who modify the contents of the navigation message. The Auxiliary Peak Tracker protects SPREE from attackers who are not synchronized (non-coherent) to the legitimate GPS signals currently being received and the Navigation Message Inspector prevents attackers from modifying the contents of the navigation message. The combination of auxiliary peak tracking and the navigation message inspector enables SPREE to reliably detect all types of spoofing attacks.

6.4.1 Auxiliary Peak Tracking (APT)

In this section, we describe the details of our proposed Auxiliary Peak Tracking technique, which is one of SPREE’s key features that makes it resilient to spoofing attacks. Typically, GPS receivers have multiple acquisition and tracking modules to simultaneously search and track different satellites. Each set of acquisition and tracking module is called a channel and each satellite signal is acquired and tracked by only one channel. For example, a 24-channel GPS receiver can simultaneously search for 24 satellites thereby shortening the time to acquire a position fix when compared to a 4-channel receiver. In other words, the receiver searches for a satellite by allocating each channel to one specific satellite. The receiver acquires or searches for a particular satellite signal by correlating its own replica of that specific satellite’s pseudorandom code with the received signal. If the search results in a correlation value above a certain threshold, the receiver then switches to tracking and demodulating the navigation message data. It is important to note that GPS receivers acquire and track only the satellite signal that produces the strongest correlation peak and ignores any weaker correlation peaks as noise.

In SPREE, we allocate more than one channel to the same satellite. This means that in addition to tracking the signal that results in the strongest correlation, SPREE can also track weaker correlation peaks (if present) for the same satellite. In other words, SPREE does not restrict itself to the satellite signals that produces the maximum correlation, but it also detects and tracks
Figure 6.5: Auxiliary Peak Tracking (APT): SPREE acquires and tracks all multiple signals of the same satellite, even those that produce weaker correlation. In order to track multiple signals, SPREE uses more than 1 channel to acquire, track and decode each satellite’s signal.

Spoofing detection by tracking auxiliary peaks: The Auxiliary Peak Tracker protects SPREE from attackers who are not synchronized to the authentic GPS signals. Recall that the attacker transmits spoofing signals with a higher power such that the authentic GPS signals are overshadowed. Even though the spoofing signals have successfully overshadowed the authentic signals, they are still present in the environment and it is difficult for an attacker to completely annihilate them. In order to completely annihilate authentic GPS signals, the attacker first needs to know the precise location (cm level) of the receiver. Furthermore, he needs to annihilate all the multipath components of the GPS signal at the receiver. This means that the attacker should be able to transmit nulling signals such that they cancel both the direct GPS signal and all the possible multipath components at the receiver. In case the receiver is in motion, the attacker must be able to predict the exact trajectory of the receiver.

Given the difficulty of completely annihilating authentic satellite signals, they will appear as auxiliary peaks when the attacker’s spoofing signals are non-coherent or in other words not synchronized with the authentic satellite signals. We provide a more detailed analysis on how SPREE’s APT module enables detection of even the strong seamless takeover attackers in Section 6.6.

6.4.2 Navigation Message Inspector (NAVI)
The Navigation Message Inspector module inspects the decoded navigation data for consistency and sanity and is key to protecting the GPS receiver from
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![Figure 6.6: SPREE compares the received TOW to its internal clock to validate that the TOW is increased only in 6 s intervals.](image)

attackers who modify the contents of the navigation message.

**Time of Week (TOW) and Receiver’s Clock:** One of the key parameters that an attacker can modify in order to spoof a target receiver’s location or time is the transmission time of the navigation messages. The navigation data transmitted by each of the satellites are divided into 5 subframes. Each subframe begins with a handover word which contains a truncated version of the time of week (TOW) at which the satellite transmitted that particular subframe. Each subframe lasts for about 6 seconds and since the TOW is transmitted once every subframe, it can only increase in steps of 6 seconds. We leverage the internal clock of SPREE’s hardware and the fact that the TOW can only change in steps of 6 s to detect spoofing attacks (Figure 6.6). SPREE records the received GPS week and time of week with its internal clock count and raises an alarm if the difference in the time elapsed internally doesn’t match the newly received GPS time of week.

**Satellite Orbital Positions:** In addition to the transmission time of the navigation message, an attacker can also modify the satellite’s position in the orbit. The GPS receiver estimates the satellite’s position from the ephemeris data. For example, Nighswander et al [104] demonstrated that it is possible to modify the ephemeris data such that the receiver estimates the satellite to be in the middle of the earth. The authors executed such an attack by setting the square root of the semi-major axis of the satellite’s orbit to 0. In our design, an attacker cannot execute such manipulations as SPREE continuously monitors and evaluates any changes to the orbital parameters.

**Almanac & Ephemeris Data:** SPREE continuously monitors the decoded navigation data from all the visible satellites and performs a number of consistency checks. The almanac and ionospheric model data should be the same across all the navigation frames received from all the satellites. In addition,
whenever feasible SPREE leverages the availability of navigation data such as ephemeris, almanac and the ionospheric models from third-party sources to compare the data decoded by the GPS receiver. This data is then compared against the information received from the satellites and is used to detect spoofing attacks.

Thus, SPREE’s navigation message inspector independently protects the receiver from attackers capable of modifying the navigation message. By combining the NAVI and APT modules, SPREE detects or constraints all types of attacks capable of spoofing the receiver’s location and time.

6.5 Implementation

We implemented SPREE based on GNSS-SDR [52], an open source software-defined GPS receiver. GNSS-SDR is written in C++ and can be configured to process signals received directly from a radio hardware platform such as USRP [3] or from a file source. GNSS-SDR works with a range of hardware platforms and signal recorders such as USRP, SiGe GN3S Sampler, NSL Primo [9], IFEN’s NavPort [12] etc. The architecture of GNSS-SDR largely resembles the design of a typical GPS receiver as described in Section 6.2. It consists of a signal source and a conditioner module which are responsible for interfacing with the underlying receiver hardware or file source. Similar to typical GPS receivers, GNSS-SDR also consists of several channels; each individual channel managing all the signal processing related to a single satellite. In GNSS-SDR, the channel is a software module that encapsulates the functions of acquisition, tracking and navigation message decoding blocks. All the channels then report to a module that estimates the pseudoranges and a number of other observables. Finally, if enough information is available, the receiver calculates a position, velocity, and time. A configuration file allows the user to choose operational parameters such as the sampling frequency, the algorithms to use for each processing block, signal source etc. We modified the acquisition and tracking modules of GNSS-SDR to realize SPREE. First, we implement the auxiliary peak tracking system within the GPS receiver’s acquisition module. Recall that the auxiliary peak tracker enables the receiver to track multiple signals of the same satellite instead of limiting it to the strongest component only. We implement the navigation message inspector which checks the consistency and sanity of the extracted navigation data within the tracking module of the receiver.
6.5 Implementation

**Auxiliary Peak Tracking (APT):** In SPREE, when a particular satellite is assigned to a channel, all local peaks of the acquisition correlation function, which are above a certain threshold are collected and stored for processing. This is in contrast to the modern receivers only choosing the highest correlation peak. Each local peak is then assigned to a different channel in descending order of magnitude for tracking. The maximum number of channels that can track the same satellite is made configurable at run time. The number of channels that can be assigned to track the same satellite will influence the number of peaks that can be evaluated at the same time.

If SPREE is successful in acquiring more than one peak, it records the differences in their arrival times i.e., the separation between two peaks. If the difference is more than the maximum acceptable time difference, $\tau_{max}$, SPREE detects a spoofing attack. The value $\tau_{max}$ is set in the configuration file. This check is done each time a new navigational message is received. The arrival time is computed by the tracking module, where it is estimated based on the sample counter of GNSS-SDR and fine tuned based on the code phase of the satellite signal. After an auxiliary peak has been acquired, tracked and evaluated for signs of spoofing and none are found it is dropped and the channel is free to acquire another auxiliary peak to evaluate. If the peak remains it will be evaluated again when a channel is free and all other peaks have been evaluated.

**Navigation Message Inspector (NAVI):** In GNSS-SDR, a telemetry decoder is responsible for decoding the contents of the received navigational message. First, SPREE records the time of week decoded from each of the received navigation message subframes. If the difference in time of week present in consecutive subframes does not match with its internal clock count (more than 6 s difference due to the minimum resolution), SPREE raises an alarm. Next, the stored navigation data for each of the visible satellites is compared with the contents of the preceding navigation message for that particular satellite. If there is a discrepancy between these two values, SPREE notes it as a possible spoofing attack. Also, SPREE compares the navigational data from all satellites with each other for any discrepancies in the almanac and ephemeris data. Recall that, the almanac and ionospheric model data should be the same across all the navigation frames received from all the satellites. If configured to do so and if possible, it can also compare the time, almanac, ephemeris and the ionospheric model data received from the satellites to data received from third-party sources using the Secure User Plane Location (SUPL) protocol. These checks are done each time a new navigation message is received.
In addition to the above modules, we also implement several existing countermeasures described in Section 6.3 to facilitate real-world performance evaluations. However, we restrict our discussion to our main contributions, the APT and NAVI module as they enable reliable detection of all known spoofing attacks in literature. It is important to note that SPREE adds no additional requirements on the underlying hardware and supports all the platform and file sources supported by GNSS-SDR. It is possible to toggle any of SPREE’s spoofing countermeasures in the configuration file as shown in Table 6.2.

6.6 Security Evaluation

In this section, we evaluate SPREE and present its security guarantees. Figure 6.7 shows our evaluation setup. A configuration file is used to select SPREE’s parameters including those needed by the spoofing detection module. In our evaluations, the GPS signal traces (spoofing and clean) were recorded and stored in files and later input to SPREE. We evaluated SPREE against three different sets of GPS signals: (i) a public repository of spoofing traces (TEXBAT) [75], (ii) signals recorded through our own wardriving effort and (iii) spoofing signals generated using COTS GPS simulators.

6.6.1 GPS Traces

GPS Simulator: First, we evaluated the performance of SPREE against our own spoofing signals generated using commercially available GPS simulators. Specifically, we used Spectracom’s GSG-5 Series advanced GPS simulator [4] in order to generate our spoofing signals. One of the key features of the simulator is its ability to generate multipath signals for any satellite. It is even
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ap_detection</td>
<td>Enables or disables auxiliary peak spoofing detection block (default=true)</td>
</tr>
<tr>
<td>nr_acquisitions</td>
<td>Maximum number of channels allocated for each satellite</td>
</tr>
<tr>
<td>max_rx_discrepancy</td>
<td>Maximum acceptable difference in time-of-arrival (in seconds) between signals from the same satellite</td>
</tr>
<tr>
<td>alt_detection</td>
<td>Enables or disables evaluation of the height of the calculated position</td>
</tr>
<tr>
<td>alt_max</td>
<td>Maximum expected height.</td>
</tr>
<tr>
<td>inter_satellite_detection</td>
<td>Enables or disables navigational data consistency check between satellites.</td>
</tr>
<tr>
<td>external_nav_check</td>
<td>Enables or disables navigational data consistency check against 3rd party sources.</td>
</tr>
<tr>
<td>external_source</td>
<td>Specifies source of 3rd party navigational data, can either be a file or SUPL server. GNSS-SDR already allows a user to specify a SUPL server so these configurations are used if this option is chosen.</td>
</tr>
</tbody>
</table>

Table 6.2: Sample set of SPREE’s parameters that can be configured during run time within the config file.
possible to configure the multipath’s power levels and time offset i.e., the extra
distance traveled by the multipath relative to the original line-of-sight (LOS) signal. The GPS simulator traces were mainly used to evaluate the ability
of SPREE to robustly detect auxiliary peaks. In addition, we used the GPS
simulator traces to simulate attackers capable of manipulating the content of
the navigation messages.

**Texas Spoofing Test Battery (TEXBAT):** TEXBAT [75] is a set of digital
recordings containing both static and dynamic civilian GPS spoofing tests
conducted by the University of Texas at Austin. TEXBAT is the only publicly
available dataset and the de-facto standard for testing spoofing resilience of
GPS receivers. TEXBAT includes two clean data sets, one each for a static
and dynamic receiver setting, in addition to eight spoofing scenarios based on
the location and time of the clean GPS traces. The properties of the spoofing
scenarios are summarized in Table 6.3. The static switch scenario ($T_{ssw}$)
replicates the case where the attacker has physical access to the target’s an-
tenna and can thus completely remove the authentic signals and replace them
with his counterfeit signals. All other scenarios perform a take-over attack
where either the time or position of the target receiver is spoofed. TEXBAT
also includes a scenario ($T_{scer}$) where a security code estimation and replay
(SCER) attack [74] is performed. In an SCER attack, the attacker attempts to
guess the value of the navigational data bit in real time. The spoofing signals

<table>
<thead>
<tr>
<th>Trace</th>
<th>Scenario</th>
<th>Synchronization</th>
<th>Type</th>
<th>Power Adv</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{ssw}$</td>
<td>Static</td>
<td>N/A</td>
<td>None</td>
<td>N/A</td>
</tr>
<tr>
<td>$T_{smp}$</td>
<td>Static</td>
<td>Frequency lock mode</td>
<td>Position</td>
<td>0.4</td>
</tr>
<tr>
<td>$T_{smt}$</td>
<td>Static</td>
<td>Frequency lock mode</td>
<td>Time</td>
<td>1.3</td>
</tr>
<tr>
<td>$T_{sot}$</td>
<td>Static</td>
<td>Code Phase Proportional</td>
<td>Time</td>
<td>10</td>
</tr>
<tr>
<td>$T_{sca}$</td>
<td>Static</td>
<td>Carrier Phase Aligned</td>
<td>Time</td>
<td>Matched†</td>
</tr>
<tr>
<td>$T_{scer}$</td>
<td>Static</td>
<td>Carrier Phase Aligned</td>
<td>Time</td>
<td>Matched†</td>
</tr>
<tr>
<td>$T_{dmp}$</td>
<td>Dynamic</td>
<td>Frequency lock mode</td>
<td>Position</td>
<td>0.8</td>
</tr>
<tr>
<td>$T_{dod}$</td>
<td>Dynamic</td>
<td>Code Phase Proportional</td>
<td>Time</td>
<td>9.9</td>
</tr>
</tbody>
</table>

Table 6.3: Summary of the TEXBAT GPS Spoofing Traces. Code Phase
Proportional means that the counterfeit signals’ carrier phase is proportional to
the code phase change. Frequency Lock mode indicates that the initial phase
offset between the counterfeit signals and the authentic signals is maintained
throughout the spoofing scenario. † The spoofing signals are power matched
but precise values are unknown.
are closely code-phase aligned with the authentic signals. However, the carrier phase alignment of the spoofing signals with the authentic signals depends on the scenario. For example, when the attacker attempts to spoof the victim receiver’s position or time, the carrier phase is manipulated such that the rate of change of spoofing signal’s carrier phase equals that of the authentic signal. In two spoofing scenarios (Tr_{sca} and Tr_{scer}), the carrier phase of the spoofing signal is also aligned to the authentic GPS signals during the take over. In remaining scenarios, the attacker’s signals’ carrier phase is either proportional to the code phase change (Code Phase Proportional) or the initial phase offset between the counterfeit signals and the authentic signals is maintained throughout the spoofing scenario (Frequency Lock mode).

**Wardriving:** In addition to using TEXBAT scenarios, we collected our own GPS traces through an extensive wardriving effort. We used the wardriving dataset to evaluate SPREE’s behavior in a non-adversarial (only legitimate GPS signals present) scenario and determine how reliable is SPREE with respect to false alarms. The setup used for recording the GPS signals during the wardriving effort is shown in 6.8. The front end of the setup consists of an active conical GPS antenna and a bias-tee. We used a USRP N210 and GNURadio and recorded raw GPS signals into an external hard disk. The signals were sampled at 10 MHz and stored in complex data format. The setup itself was powered through the car’s power outlet. We recorded the GPS signals at various locations: (i) An open field, (ii) parking lot of a small
village, (iii) driving on a highway, (iv) driving inside a city, (v) inside a city with neighbouring tall buildings and (vi) inside a forest with dense tree cover.

### 6.6.2 Security Evaluation

Recall that an attacker can influence the receiver’s estimates by either manipulating the contents of the navigation messages or temporally shifting the navigation message signals while transmitting the spoofing signals.

**Detecting Non-coherent Attackers:** Recall that a non-coherent attacker’s spoofing signal is not synchronized with the authentic satellite signals. Even though the receiver might be locked on to the attacker’s spoofing signals, the authentic signals will appear as auxiliary peaks due to the Auxiliary Peak Tracking module. The effectiveness of detecting such non-coherent spoofing attacks depends on the ability of the APT module to detect and track auxiliary peaks. First, using our own GPS simulator traces, we tested the ability of the APT module to detect and track multiple acquisition correlation peaks. Specifically, we leveraged the ability of the simulator to generate duplicate copies of a satellite signal at different time intervals away from the original signal. We generated signal copies spaced between 50 ns to 1000 ns and determined that our receiver was able to reliably detect and track auxiliary peaks spaced 500 ns or more. In some scenarios, it was able to track peaks much closer, however not reliably (over multiple runs). Thus, we configured APT module to track auxiliary peaks that are separated by more than 500 ns.

**Figure 6.9:** Spoofing detection in TEBAT dataset. SPREE detected auxiliary peaks in all the spoofing traces. The maximum location offset the attacker could cause before being detected was less than a kilometer.
6.6 Security Evaluation

The choice of 500 ns separation between two peaks for spoofing detection is supported by two additional reasons: (i) During signal acquisition (searching for satellite signals), GPS receivers shift their correlator typically by half a chip\(^1\) period i.e., 500 ns. This means that most modern receivers can reliably track peaks that are separated by 500 ns and no additional hardware changes are required to implement SPREE in modern receivers. (ii) Several prior works on modeling GNSS multipath signals [32, 84, 88, 93] show that most GPS multipaths are delayed by less than \(300 - 400\) ns. This means that it is highly unlikely to observe an auxiliary peak caused due to legitimate multipath signals occurring at more than 500 ns away from the line-of-sight signal peak. Moreover, the attenuation and polarization shift introduced in the legitimate signals due to reflections that are a few hundred meters away would make the signal untrackable. We proceeded to evaluate SPREE against the TEXBAT set of GPS spoofing signal traces described previously. SPREE detected auxiliary peaks in all the traces containing spoofing signals and failed to detect any auxiliary peaks for the clean non-spoofing traces. Based on the separation of auxiliary peaks at the time of detection, we evaluated the maximum possible location offset an attacker could have caused without being detected and present it in Figure 6.9. In the case of the seamless takeover attacks, the maximum deviation an attacker could introduce in SPREE was about 400 m. It is important to note that traces 1, 2 and 3 contain spoofing signals that are not as closely synced as the seamless takeover traces and hence the larger values for maximum spoofed distance. For completeness, we processed our wardriving traces that represent clean, non-spoofing scenarios for any false alarms. SPREE did not detect any auxiliary peaks.

**Detecting Navigation Message Modifications:** We will now analyze SPREE’s resilience against attackers who modify the contents of the navigation message. The key parameters that an attacker can manipulate the navigation data are the time of transmission and the satellite’s orbital information present in the almanac and ephemeris.

**Modifying TOW:** As described in Section 6.4.2, the value of TOW can be altered only in steps of 6 seconds. SPREE leverages the internal clock of the hardware receiver to continuously compare the received TOW data against its internal clock count. SPREE raises an alarm if the difference in the time elapsed internally doesn’t match the newly received GPS time of week information. We note that even a watch crystal today has an error rating of

\(^1\) A chip is one bit of the pseudorandom code
approximately 10 ppm which is a drift of less than a second in one day. Therefore a drift of 6 s can be easily detected even without a thermally controlled crystal oscillators (TCXO\(^2\)) that are present in modern hardware receiver platforms. We evaluated SPREE against such an attack using two GPS simulators each spoofing the same satellite however with different TOW data and SPREE successfully detected the attack. Both the simulators were synchronized to the same reference clock signal. We used this setup to evaluate SPREE’s resilience to attacks described in [104] such as arbitrary manipulation of week numbers and date desynchronization attacks.

**Modifying Ephemeris Data:** The attacker can also manipulate the ephemeris data to force the receiver to malfunction. Ephemeris data gets updated once every two hours and contain precise satellite orbital information including satellite clock biases. However, it was shown in [104] that it is trivial to force a receiver to accept ephemeris changes whenever possible. Since SPREE’s NAVI module keeps track of the elapsed time using the receiver’s internal clock, it can be configured to ignore any ephemeris updates within the 2-hour time interval. It is also important to note that any changes to the satellite orbital information or in general the ephemeris data can be compared against ephemeris data available from third-party sources [8]. Additionally, SPREE is capable of recording the ephemeris data received from all satellites in the past and notify if there is any unexpected change in the ephemeris data values.

**Detecting Seamless Takeover Attack:** As described previously, a seamless takeover attack is an attack in which the attacker takes control of the victim receiver without any disruption to its current state. This type of attacker is one of the strongest attackers known in the literature and no existing countermeasure is effective in detecting the seamless takeover attack. We will now see how SPREE enables detecting a seamless takeover attack. Consider the same example of a ship on its way from the United States to the UK, currently locked on to legitimate satellite signals. The attacker begins a seamless takeover by transmitting spoofing signals that are synced to the legitimate satellite signals but at a lower power level. The output of the acquisition module is shown in Figure 6.10. Notice that the legitimate satellite signal (shown in green) is stronger than the spoofing signal but are synchronized to each other. Now the attacker increases the spoofing signal’s power and takes over the receiver. Note that, even though the receiver is locked on to the attacker, there is still no change in route yet. This is because the attacker is both synchronized to the

\(^2\)Modern TCXOs have error ratings between 1 – 100 ppb and are available for under $10
legitimate signals and is transmitting the same navigation message. Now, the attacker begins to drift the spoofing signal away with the intention of changing the course of the ship. At this point, a typical GPS receiver will ignore any weaker correlation peaks that exist and compute its location based on the attacker’s signal. However, SPREE will detect an auxiliary peak and raise an alarm.

**Maximum position offset:** Recall that, SPREE detects any modifications to the contents of the navigation message and tracks peaks of the same satellite that are separated by more than 500 ns. This value was setup after extensive experiments using signals from GPS simulators and our own wardriving efforts as described previously. This means that the attacker is limited to temporally shifting his spoofing signals by at most 500 ns which result in a 150 m change in the pseudorange estimated by the receiver for that specific satellite. It is important to note that the effect of this change in pseudorange caused by the attacker on the receiver’s final position estimate depends on the constellation of the satellites. We collected all the different constellations observed during our wardriving and evaluated the effect of temporally shifting the satellite pseudoranges by 150 m. Our analysis accounted for all possible pseudorange changes an attacker can introduce on all combinations of visible satellites. We analyzed over 73 different satellite constellations, each one with four satellites, and calculated the maximum possible location offset an attacker could introduce. Our results are shown in Figure 6.11. On an average the maximum position deviation was 455 m. This means that e.g., in the ship hijack scenario, it would not be possible for an attacker to deviate the course of the ship by more than 455 m. Note that, we limited our analysis to constellations consisting of only four visible satellites, which is the most favorable for an attacker. In most environments, more than four satellites will be visible, which will further constrain how much the attacker can change the victim’s position. Furthermore, we observed that the constellations that allow the attacker to spoof the receiver more than 1 km away, comprised satellites at very low elevation angles. Therefore, configuring SPREE to only accept satellite signals with a minimum elevation angle will potentially constrain the attacker further.

### 6.7 Discussion

**Integrating SPREE into commercial receivers:** One of the main differences between SPREE and a commercial GPS receiver is that unlike commercial
Figure 6.10: Detecting seamless take over attack. As the attacker begins to drift the spoofing signal away with the intention of changing the course of the ship, SPREE will detect the auxiliary peak produced by the legitimate satellite signal and raise an alarm.
receivers which track one satellite per channel, SPREE uses multiple channels to track the same satellite. This means that without any hardware changes i.e., for the same number of acquisition and tracking channels, our spoofing-aware receiver will track less number of satellites than its capable of. In order to do this, two changes are necessary: (i) allocate a minimum of two channels for every visible satellite signal (one for the authentic GPS signal and one that keeps searching for a potential spoofing signal) and (ii) search the entire range of time delays for weaker acquisition peaks. The number of channels allocated per visible satellite signal can be easily modified in the firmware. However, as mentioned before, this will limit the number of satellites that the receiver can simultaneously acquire and track. Modern receivers typically have $32 - 128$ channels capable of tracking $32 - 128$ satellites simultaneously\(^3\) and allocating two channels for each satellite will reduce the number of satellites that can be tracked by half. In reality, this is not a problem since the typical number of visible satellites at any time instant is not more than 10 or 11. In order to track auxiliary peaks, we keep a list of all auxiliary peaks found during the acquisition in a float array. The number of floats stored is $2 \cdot \frac{F_s}{1000}$ for each acquisition, where $F_s$ denotes the sampling rate. This means that for a sampling rate of 10 MHz each acquisition requires an additional $\approx 19.5$ kB of

\(^3\)sometimes used in receiver’s capable of using more than one satellite navigation system such as GLONASS
storage. We believe this to be negligible when compared to the available RAM in most of the modern receivers today. There is practically no performance overhead in detecting changes to the contents of the navigation message by an attacker. The only waiting time is the time ($\approx 6$ s) needed to receive and decode the new subframe completely. Hence, our design modifications can be easily integrated into a modern GPS receiver with only a firmware upgrade and does not require any changes to the underlying hardware.

**Probability of False Alarms:** False alarms can be caused due to an event that forced SPREE to believe it is being spoofed. In the case of the auxiliary peak tracking module, the arrival of a legitimate multipath signal with a delay of more than 500 ns and with a signal strength greater than the acquisition threshold will result in SPREE raising a spoofing alert. This is unlikely to be captured by the GPS receiver due to the following reasons: (i) change in polarization—GPS signals are typically right-hand polarized and any reflections causes a change in the polarization of the signal. The majority of GPS receiver antennas are configured to received the direct right hand circularly polarized signals and attenuate reflected signals. (ii) Propagation path loss—Since the multipath signals travel a few hundred meters more than the direct line of sight signal, the signals undergo more attenuation due to propagation path loss. Also, reflections from surfaces themselves may cause the GPS signal to attenuate and therefore, given the received power levels of the direct line of sight GPS signals on the ground, multiple reflections would eventually only make the signal untrackable. In addition, auxiliary peaks caused by legitimate multipaths tend to be momentary and untrackable in contrast to a peak caused by a seamless takeover attack. Recall that, SPREE did not detect any auxiliary peak beyond the set $\tau_{max}$ of 500 ns on the traces collected during our wardriving effort. In fact, an analysis of the temporal behavior of multipath signals against spoofing signals can enable distinct identification of peaks caused due to a spoofing signal. Note that, even after detecting auxiliary peaks, it is currently difficult to distinctly identify the peak caused by the spoofing signal and that caused by the legitimate signal. Thus, the results of the temporal behavioral analysis can help the receiver to ignore or internally cancel the spoofing signal and thereby building better resilience to spoofing attacks.

**Limitations:** One of the limitations of SPREE is it is only capable of detecting a spoofing attack. Even though detecting all known spoofing attacks is a significant improvement over the state of the art, the ability to annihilate or neutralize the attacker’s spoofing signal will enable the receiver to continue operation even in the scenario of an attack. In the case of SPREE, the signifi-
cant challenge in canceling the spoofing signal is the ability to determine the source of the auxiliary peak. For example, SPREE will raise an alarm once it detects an auxiliary peak. However, SPREE is incapable of identifying the exact peak that is caused by the attacker’s spoofing signal.

6.8 Related Work

The work that comes closest to SPREE is the design of an inline anti-spoofing device [86]. The device connects between the GPS antenna and a GPS receiver and uses complex correlation peak distortion techniques to identify spoofing signals. As demonstrated in [150], such countermeasures face the challenge of distinguishing spoofing signals from real-world channel effects and are ineffective against seamless takeover attackers. Also, the device is incapable of detecting attackers who modify the contents of the navigation messages.

Several works [53, 80, 85, 92, 149, 151] propose solutions that are cryptographic in nature and therefore require modifications to the GPS infrastructure. Incorporating cryptographic authentication into civilian GPS, similar to military GPS, could to an extent mitigate spoofing attacks. However, this would require distribution and management of shared secrets which makes it infeasible for a large set of applications. Additionally, cryptographic authentication does not protect against signal replay attacks where an attacker simply records legitimate GPS signals at one location and replays it to the victim receiver [106].

Another set of spoofing detection techniques were based on the differences in the inherent spatial characteristics of the received signal such as direction or angle of arrival. In order to measure these spatial characteristics, multiple antennas or movement of a single antenna is required. These works additionally assume that the attacker uses a single antenna or spoofer to transmit the spoofing signal. In [98], the authors measure carrier phase values using a dual antenna array. With the knowledge of orbital information of a satellite, it is possible to theoretically estimate the expected carrier phase measurements for each satellite at the receiver. Spoofing is detected by comparing the theoretical carrier phase estimates against observed carrier phase measurements. Psiaki et al. [112] eliminated the need for multiple antennas by setting the receiver antenna in small random motions. In a spoofing attack, the observed carrier phase values of all the spoofed satellite signals will exhibit variation identical to the antenna motion. In a non-adversarial setting, the carrier phase values will vary independently due to the physical separation of satellites in space. Several similar techniques proposed in the literature are surveyed in [79]. All the above works require additional hardware modifications to
existing GPS receivers. For example, [98] requires an additional antenna and signal processing circuits while [112] requires high-frequency carrier phase estimates–none of those are available in currently available GPS receivers. Another approach to solving the multiple antenna requirement was proposed in [34]. The authors monitor the amplitude and doppler correlation of visible satellite signals by moving an antenna along a predetermined trajectory. The above countermeasures are ineffective in real-world scenarios, especially in the presence of multipath signals. For example, GPS signals reflected from buildings or moving objects would appear to be spoofing signals and therefore cause false alarms. Additionally, if an attacker uses drones flying overhead to transmit the spoofing signals, their angle of arrival would not appear to be abnormal.

Some other proposals depended on additional hardware such as additional receivers, alternative navigation systems, sensors etc. Tippenhauer et al. [139] proposed the use of multiple synchronized GPS receivers to detect spoofing. They show that spoofing a set of synchronized GPS receivers, with known relative distances or geometrical constellation restricts the number of locations from where an attacker can transmit the spoofing signals. Cross-validation of the position estimates against alternate navigation systems such as Galileo [73] were also proposed. However, a simulator that can spoof both GPS and Galileo will easily defeat this countermeasure. Data from other sensors can also be used to cross validate GPS navigation solutions. For example, inertial measurement units (e.g., accelerometer, gyroscope, compass) have already been proposed as alternative ways to navigate during temporary GPS outages [51,140,148]. The main drawback of inertial navigation units is the accumulating error of the sensor measurements. These accumulated sensor measurement errors affect the estimated position and velocity over a longer duration of time and hence limit the maximum time an IMU can act independently.

6.9 Conclusion

In this chapter, we presented SPREE, the first GPS receiver that detects all known spoofing attacks. We designed, implemented and evaluated SPREE against different sets of signal traces and showed that even a strong attacker capable of a seamless takeover cannot deviate the receiver by more than 1 km. This is a vast improvement over current GPS receivers that can be spoofed to any arbitrary location in the world. Finally, we release our implementation and the GPS dataset used in our evaluations to the research community.
Chapter 7

Closing Remarks

In this chapter, we summarize the work presented in this thesis and highlight the main findings and results. In addition, we remark on the lessons learned and provide directions for future work.

7.1 Summary

We began this thesis by illustrating the rise of new applications that depend on location and proximity and the need to ensure their security against modern day cyber-physical attacks. We summarized the state of the art in the field of secure proximity verification in Chapter 2 and enumerated their advantages and limitations. We showed that there is still a lot of scope for improving the state of the art with respect to the actual realization of these systems. Existing systems either did not protect against all known distance modification attacks or were unsuitable for applications such as contactless payments that require the prover’s hardware to be fully passive.

In Chapter 3, we proposed Switched Challenge Reflector with Carrier Shifting, a hybrid digital-analog design that enabled the realization of efficient Terrorist Fraud resilient systems. Until now, in the space of distance bounding protocol implementations, we could either build efficient implementations, that resist Distance Fraud and Mafia Fraud but not Terrorist Fraud attacks, or less efficient implementations that resist all three types of attacks. Furthermore, we introduced a novel attack called the double read-out attack and showed how our design also protects against this attack.

In Chapter 4, we analyzed the security of chirp-based ranging systems as chirp signals enable designing low-complexity, power efficient ranging
systems. We showed that chirp-based ranging systems as they are in use today are vulnerable to physical-layer relay attacks namely early detect and late commit. Specifically, we demonstrated that an attacker can impersonate an honest prover and claim to be within a meter of the verifier even though the legitimate prover is as far as 700 m away from the verifier.

In Chapter 5, we proposed a secure proximity verification system design with a ranging precision and security guarantees that make it suitable for contactless access control and authentication applications. We leveraged backscatter communication to enable the realization of fully-passive or semi-passive provers. We also demonstrated how our proposed system protects against conventional distance modification attacks. Furthermore, even a strong attacker capable of executing early detect and late commit attacks can introduce a distance ambiguity of not more than a meter. The proposed design carefully considered the security vulnerability findings chirp-based ranging systems presented in Chapter 4.

Finally, in Chapter 6 we presented SPREE, the first GPS receiver (at the time of writing this thesis) capable of detecting or mitigating all GPS spoofing attacks described in the literature. SPREE used a novel spoofing detecting technique based on auxiliary peak tracking that constrained even an attacker capable of seamlessly taking over a GPS receiver that is locked on to legitimate satellite signals. The seamless takeover attack is considered the strongest attacker in the literature. SPREE was implemented and evaluated against different sets of spoofing and non-spoofing (clean) scenarios and demonstrated how SPREE is resilient to spoofing attacks.

7.2 Future Work

In this section, we provide insights for future work in the field of secure localization and proximity verification with the end goal of designing and deploying a wide-area secure localization and proximity verification system.

Improving Evaluation of Physical-layer Attacks: It is clear from this thesis that physical-layer attacks on ranging systems are highly time-constrained. For example, as seen in Chapters 5 and 4, in order to effectively execute an early detect and late commit attack on a ranging system, the attacker must be able to predict the symbol within a few nanoseconds. Even in the case of a seamless takeover attack on modern GPS receivers (Chapter 6), the attacker must be synchronized precisely with that of the legitimate satellite signals. Existing radio platforms such as USRP have a processing delay of the order of few microseconds before the received signal is decoded; which makes
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them unsuitable without modification for implementing ED and LC attacks. Therefore, it is essential to realize an end-to-end hardware module with small processing delay and capable of executing physical-layer attacks such as ED, LC in real-time. Such a platform would enable security analysis of the proposed secure localization and proximity verification solutions against strong attackers.

**Prototyping the Passive Prover Design:** As part of future work, we intend to build a complete prototype to fully evaluate our proposed FMCW-based secure proximity verification system. The work presented in Chapter 5 is a first step towards realizing a distance bounding system in which the prover can be fully passive. We evaluated our proposed design using an experimental setup, however, what was lacking is the real implementation of a contactless card with the complete system integrated. Such an implementation is important for real-world deployment and can potentially give rise to interesting implementation challenges that were not previously discovered.

In addition, the feasibility of using other modulation methods e.g., phase-shift keying (PSK) over FMCW remains to be explored. The nominal values for the security-relevant parameters such as the time required to early detect and late commit under these modulation schemes also needs to be investigated further. For example, using chirps signals for ranging and a m-ary PSK scheme (i.e., encoding data in the phase transitions between symbol periods) for data modulation will potentially reduce the time window available to the attacker for executing an early detect and late commit attack. Therefore, the possibility of distance decreasing attacks would depend on the particular synchronization and decoding procedures which need to be further explored.

**Enabling Spoofing Resilience in GPS Receivers:** One of the limitations of the GPS receiver design presented in Chapter 6 is it is only capable of detecting a spoofing attack. Even though detecting all known spoofing attacks is a significant improvement over the state of the art, the ability to annihilate or neutralize the attacker’s spoofing signal will enable the receiver to continue operation even in the scenario of an attack. In the case of SPREE, the significant challenge in canceling the spoofing signal is the ability to determine the source of the auxiliary peak. For example, SPREE will raise an alarm once it detects an auxiliary peak. However, SPREE is incapable of identifying the exact peak that is caused by the attacker’s spoofing signal. Given the ability to identify the spoofing signal’s auxiliary peak, SPREE can retrieve its correct position and time from the legitimate GPS signals even in the scenarios of
a spoofing attack. Building such a receiver needs to be further explored and investigated.

7.3 Final Remarks

In this thesis, we described the need for secure localization and demonstrated the fundamental limits of modern ranging and positioning systems. In order to build a secure localization system, one cannot rely on unidirectional or broadcast communication techniques such as GPS. We believe that a challenge-response mechanism such as distance bounding is a fundamental requirement for secure distance estimation. Although unidirectional or broadcast communication based ranging schemes such as GPS is convenient to use and allows systems to scale, they are inherently vulnerable to spoofing attacks. Furthermore, even if these systems are cryptographically protected, they are still vulnerable to message replay attacks. Countermeasures such as SPREE only make it harder for an attacker to succeed by imposing tighter constraints. However, there is a bound to securing such broadcast based localization systems and all countermeasures will either only provide limited protection or result in unreliable detection, for example, generate a large number of false positives. Thus, we conclude this thesis by asserting the need for designing technologies that enable secure localization and proximity verification for existing and future applications from the ground up.
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