Doctoral Thesis

On Security and Economy Enhancements in Power Systems by Decision Support

Author(s):
Zima-Bočkarjova, Marija

Publication Date:
2010

Permanent Link:
https://doi.org/10.3929/ethz-a-006507190

Rights / License:
In Copyright - Non-Commercial Use Permitted
On Security and Economy Enhancements in Power Systems by Decision Support

A dissertation submitted to the
ETH Zürich

for the degree of
Doctor of Sciences ETH Zürich

presented by
MARIJA ZIMA-BOČKARJOVA
Master of Science, Riga Technical University
born January 17th, 1978
citizen of Latvia

accepted on the recommendation of
Prof. Dr. Göran Andersson, examiner
Prof. Dr. Ali Abur, co-examiner

2010
Acknowledgments

I would like sincerely thank prof. Göran Andersson for creating an outstanding opportunity for me to join his group, first as a guest researcher and later as a PhD student. I am very grateful for the guidance, support and encouragement of researchers’ individuality and maturity. In these years, I met not only enriching and encouraging research atmosphere, but also many friends.

I would like to thank prof. Ali Abur for accepting to co-examining this thesis and very valuable comments.

I highly acknowledge ABB contribution to this work. Apart from financial support of the research I have received many precious inputs and valuable practical insights. I would like especially thank Mats Larsson, Ernst Sholtz, Reynaldo Nuqui, Magnus Johansson, Inger Segerquist for all the inputs and discussions. I would like to thank also John Finney and Otto Preis, who recognized potential behind the topic of state estimation, which sometimes referred as ”classical” and trusted with the work on it.

My gratitude to Swiss Federal Scholarship Commission for Scholarships for Foreign Students, with this support I could come to ETH Zürich as a guest researcher that, eventually, encouraged me for the further work with the group. I thank Elizabeth Schniderlin for the first introduction to Swiss culture and help.

Collaboration with my oldest friend Julija Matevosyan and prof. Lennart Söder on wind-hydro operation planning was another sparkle for me during these years. It was not only a new and very fun topic of hydro systems and stochastic programming, but also scientific argues, creative brainstorming and the results - all I greatly enjoyed. I would like to
thank group of Prof. Hubert Sauvain for the interesting collaboration on PMU implementation and their outmost hospitality.

I want to thank all the colleagues and friends from Power Systems Laboratory. Particular thanks to Monika Ruh and Martin Kurzidem with whom I shared thoughts, challenges and, perhaps, some tens of kilos of chocolates over these 4+ years. It was a great support and pleasure to know you and working with you. I am very grateful to my first officemates Rusejla Sadikovic and Mirjana Milosevic for support and openness. Thank very much, Rita Zerjeski for a great help and being a good friend. A lot of amusement and energy I was regaining during some events with Maria Karpova, Ekaterina Syrkina and Olexiy Lazarevych. Whether the discussion was about politics, culture or convolution of random variables, it was bringing new thoughts. Thanks!

I am deeply thanking my family for their professional discussions, ideas, care and love. My parents are a great example for me in both professional and human terms. I thank my husband, Marek for his endless understanding and encouraging me greatly, starting with discussions of automatic generation control, power markets and paper writing on Sundays or, as I was confused about football.

Thank you my advisors, friends and colleagues - I promise this is my last PhD!

Marija Zima
Abstract

Modern power system is a complex interaction of various actors in an established (market) framework. Nowadays, power system experiences an increasing pressure to improved efficiency and asset utilization, preserving security at least existing level as the life of the present society is almost unimaginable without electric power supply.

Information and the control means available to the actors have changed in past decades. In overall, they are now exposed to higher uncertainty. On the other hand, consequences of the uninformed actions may be dramatic and frequently, particularly in the power system operation, affecting not only decision maker, but also other entities.

New technology, faster high-bandwidth communications, more computational power and development of the mathematical methods adjusted to present conditions shall support entities, which are involved in power system planning, operation, control and also use, to make better decisions in term of economical and secure exploitation. A vision of contribution to the development of such decision tools motivated the work presented in this thesis. Although the most parts of the thesis consider problems faced by the TSO both in real time and offline analysis, for except the last chapter dealing with the planning of operation and bidding by a power producer, it is almost indisputable that any entity could improve their decisions with the right tools.

Present thesis addresses several sample problems and proposes new approaches that shall either better quantify, diminish uncertainties involved in power system operation or suggest a robust decision. Extended mathematical models of the processes and suitable methods are essential for this development.
All the proposals are supported by the illustrative examples and numerical simulations. The advantages and practicality of the proposed techniques support an optimism of the author that this work contributes to power systems research and, thus, to another step towards enhancement of the security and economy.
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Notation

AC     Alternative Current
ACSR   Aluminum Conductor, Steel Reinforced
BG     Balancing Group
CIM    Common Information Model
DC     Direct Current
DSO    Distribution System Operator
EMS    Energy Management System
GPS    Global Positioning System
HE     an Hour Equivalent is a water flow
       $1m^3/s$ for 1 hour or $3600m^3$
HPP    Hydro Power Plant
HVDC   High Voltage Direct Current (transmission)
IEEE   Institute of Electrical and Electronics Engineers
ISO    Independent System Operator
IEC    International Electrotechnical Commission
LMS    Least Median of Squares (estimator)
nrv    normal random variable
OTC    Over the Counter
OMU    Optical Measurement Unit
PMU    Phasor Measurement Unit
pdf    Probability Density Function
RTU    Remote Terminal Unit
RMS    Root Mean Square
SCADA  Supervisory Control and Data Acquisition
SE     State Estimation
TSO    Transmission System Operator
WF     Wind farm
WLAV   Weighted Least Absolute Value (estimator)
WLS    Weighted Least Square (estimator)
The notation used throughout the thesis is listed below for a quick reference.

in Chapter 6, Influence of Topology

Sets, Graphs, Matrices

\[ G(\mathcal{N}, \mathcal{E}) \] network graph
\[ G_{\setminus W_e} \] network graph excluding \( W_e \)
\( \mathcal{E} \) set of edges
\( \mathcal{N} \) set of nodes
\( \mathcal{N}_e \) set of erroneous nodes
\( \mathcal{N}_{PMU} \) set of verified PMU path nodes
\( \mathcal{N}_T \) terminal, i.e. start and end nodes of a path
\( \mathcal{V}_N(V, N_V) \) set of pairs - voltage and visitors of node \( N \)
\( \mathcal{V} \) set of \( \mathcal{V}_N \)
\( \mathcal{V}_{\mathcal{F}N_e} \) forward profile of the voltages in \( \mathcal{N}_e \)
\( \mathcal{V}_{\mathcal{B}N_e} \) backward profile of the voltages in \( \mathcal{N}_e \)
\( \mathcal{C}(\mathcal{N}, \mathcal{E}) \) a simple cycle
\( P(\mathcal{N}, \mathcal{E}) \) a simple path
\( P_a(\mathcal{N}_a, \mathcal{E}_a) \) an alternative path
\( P_{PMU}(\mathcal{N}_{PMU}, \mathcal{E}_{PMU}) \) an PMU path
\( W(\mathcal{N}, \mathcal{E}) \) a walk
\( W_e(\mathcal{N}_e, \mathcal{E}_e) \) an erroneous walk
\( P_W(\mathcal{N}_W, \mathcal{E}_W) \) withhold path
\( e \) vector of edges’ labels
\( \mathbb{R} \) real numbers
\( \mathbb{C} \) complex numbers

Indices, Superscripts

\( i, j, n \) number of the set element
\( (k) \) variable at \( k \)-th iteration
\( (k+) \) changed variable at \( k \)-th iteration
\( .,k \) \( k \)-th value of a set
\( \square \) complex variable
Notation

Constants

\( C^N \)  number of nodes in the network

Variables

\( k \)  iteration number
\( V_{N,k} \)  \( k \)-th value of voltage assigned to node \( N \)
\( V_N(M) \)  value of voltage assigned to node \( N \) by visitor \( M \)
\( V_{PMU}^N \)  voltage measurement in node \( N \)

Functions, Operation

\(|\cdot|\)  Cardinality of a some set
\(|\cdot|_1\)  First or Euclidian norm
\( \ast \)  cross correlation operator
\( \text{deg}(N) \)  degree of node (vertex) \( N \)
\( \otimes \)  bit-wise multiplication, operation ”and”
\( \oplus \)  bit-wise addition, operation ”or”
\( \setminus \)  set substraction
\( \cup \)  union of sets
\( \cap \)  intersection of sets
\( \subseteq \)  subset
\( \subsetneq \)  proper subset
\( \emptyset \)  empty set
\( \downarrow \)  adjacency
\( N_{Gk}(\cdot) \)  set of open \( k \)-degree neighbors
\( N_{Gk}[\cdot] \)  set of closed \( k \)-degree neighbours
\( I(\cdot) \)  set of elements corresponding to indexes of nonzero entries in a binary vector
\( A(\cdot) \)  edges adjacent to the node
\( N_T(W) \)  extract terminal node of a walk
\( N_s(W) \)  extract start node of a walk
\( N_f(W) \)  extract end node of a walk
\( \text{max}(\cdot) \)  maximal value of a set
\( \{\cdot\} \)  a set
\( (\cdot) \)  a sequence
Special Nodes (Vertices)

$N_c$ conflict node
$N_V$ visitor
$N_s$ start node of a walk
$N_f$ end node of a walk

in Chapter 7, Slow Model Variations

Functions

$A'$ projected area of conductor, $ft^2$ per lineal $ft$
$D$ conductor diameter, $in$
$H_c$ altitude of the sun, $deg$
$H_e$ elevation of conductor above the sea level, $ft$
$I$ line currents, $A$
$k_f$ air thermal conductivity coefficient, $W/ft$
$K_{φ}$ coefficient in convection heat computation
$q_c$ the heat losses due to convection, $W$
$q_r$ the heat losses due to radiation, $W$
$q_s$ the solar heat gain, $W$
$Q_s$ total solar and sky radiated heat flux, $W/ft^2$
$R_{T_c}$ resistance per lineal foot of conductor at $T_c$, $Ω/ft$
$R_{ac}$ conductor resistance to AC current, $Ω$
$R_{dc}$ conductor resistance to DC current, $Ω$
$T_a$ ambient temperature, $°C$
$T_{film}$ air film temperature, $°C$
$T_c$ conductor temperature, $°C$
$V_w$ velocity of the air stream, $ft/h$
$Z_c$ azimuth, $deg$
$Z_l$ azimuth of line, $deg$
$α$ solar absorptivity
$α_a$ the temperature coefficient for aluminium, $C^{-1}$
$ε$ emissivity
$θ$ coefficient in solar heat gain computation
$μ_f$ absolute viscosity of air, $lb/(ft \cdot h)$
$φ$ angle between conductor axis and the air stream, $deg$
$ρ_f$ air density, $lb/ft^3$
in Chapter 8, Performance During Transients

Functions

\begin{align*}
  f & \quad \text{differential equations} \\
  g & \quad \text{algebraic equations} \\
  h & \quad \text{matrix} \\
  h_s & \quad \text{measurement function} \\
  J & \quad \text{objective function}
\end{align*}

Variables

\begin{align*}
  o & \quad \text{observation, measurement} \\
  t & \quad \text{time} \\
  x & \quad \text{differential state variables} \\
  y & \quad \text{algebraic state variables} \\
  v & \quad \text{bus voltage angles and magnitudes} \\
  \hat{v} & \quad \text{estimated voltage variables} \\
  y_d & \quad \text{auxiliary variables defining changes in } g \\
  y_e & \quad \text{auxiliary variables defining switching of the } z \\
  z & \quad \text{discrete state variables} \\
  x^- , y^- , z^- & \quad \text{state variables prior to the event} \\
  x^+ , y^+ , z^+ & \quad \text{state variables after the event} \\
  x_0 , y_0 , z_0 & \quad \text{value at the initial time instant}
\end{align*}

Constants

\begin{align*}
  a & \quad \text{contingency scenario} \\
  A_{sc} & \quad \text{number of scenarios} \\
  b & \quad \text{upgrade candidate} \\
  \lambda_0 & \quad \text{initial parameters} \\
  \lambda & \quad \text{parameters} \\
  d & \quad \text{number of structural changes} \\
  e & \quad \text{number of switchings of discrete variables} \\
  m & \quad \text{dimensions of the algebraic states} \\
  l & \quad \text{dimensions of parameters space}
\end{align*}
Notation

$k$ dimensions of discrete states
$n$ dimensions of dynamic states
$T$ considered time interval
$C_{budget}$ upgrade budget
$S$ measurement number

Sets, Vectors

$B$ set of candidate upgrades
$C$ upgrade cost
$D$ matrix
$E$ matrix
$L$ set of parameters
$U$ binary decision vector for optimal upgrades
$X$ set of dynamic state variables
$Y$ set of algebraic states
$Z$ set of discrete states
$R$ space of real numbers
$W_s$ measurement weights
$W_{sc}$ scenario weights

in Chapter 9, Allocation in Game Theory

$A$ set of all players
$\phi_l(c)$ profit share of the entity $l$, Shapley value, EUR
$c$ coalition profit, EUR
$C$ subset of players
$l$ considered player
$n_A$ number of players
$n_C$ cardinality of subset $C$

in Chapter 10, Allocation of Losses

In addition to notation from Chapter 9:

$\mathbb{C}_{n_C}^{n_A}$ combination of $n_C$ from $n_A$
$\Delta c_l$ incremental costs
$P_{loss}$ network loss
$N_G$ set of generation busses
$N_D$ set of demand busses
Notation

\( Pf_l \)  penalty factor for demand \( l \)
\( P_{Gg} \)  power injection in the generation bus \( g \)
\( P_{Dd} \)  power injection in the demand bus \( d \)

in Chapter 11, Operation Planning

Terms of the objective function and constraints

\( g_{h}^{hb} \)  hydraulical balance constraints, \( HE \)
\( g_{h}^{rt} \)  targets of the hydro reservoirs’ content, \( HE \)
\( g_{w}^{imb} \)  wind imbalance equality constraints, \( MW \)
\( h_{h}^{d} \)  discharge limitations, \( HE \)
\( h_{h}^{rl} \)  hydro reservoir constraints, \( HE \)
\( h_{w}^{imb} \)  wind imbalance inequality constraints, \( MW \)
\( h_{h}^{t} \)  transmission capacity constraints
  for the uncoordinated hydro, \( MW \)
\( h_{h+w}^{t} \)  coalition transmission capacity constraints, \( MW \)
\( h_{w}^{t} \)  transmission capacity constraints
  for the uncoordinated wind, \( MW \)
\( z_{h}^{s} \)  profit from the hydro production
  accepted at the spot, \( EUR \)
\( z_{w}^{s} \)  profit from the wind production
  accepted at the spot, \( EUR \)
\( z_{w}^{imb} \)  profit from the wind imbalance, \( EUR \)

Sets

\( \Omega_{i} \)  index set of HPPs upstream from plant \( i \)
\( A \)  all the entities
\( C \)  formed coalition
\( I \)  index set of HPPs
\( K \)  hours of the total planning horizon
\( K^{day} \)  hours of the next planning day
\( M \)  set of wind scenarios
\( N \)  set of price scenarios
\( S_{i} \)  index set of units at HPP \( i \)
Indices, Superscripts

\[ i \] hydro power plant
\[ j \] hydro power plant directly upstream from \( i \)
\[ k \] hour
\[ l \] entity joining the coalition
\[ m \] wind scenario
\[ n \] price scenario
\[ s \] hydro unit at power plant
\[ \Box^{imb} \] imbalance related quantity
\[ \Box^s \] spot related quantity
\[ \Box^{sc} \] quantity related to realized scenario
\[ \Box_h \] hydro related quantity
\[ \Box_{is} \] unit \( s \), plant \( i \) related quantity
\[ \Box_w \] wind related quantity

Variables

\[ \phi_l(c) \] profit share of the entity \( l \), Shapley value, EUR
\( b \) continuous variable
\( c \) coalition profit, EUR
\( c^s \) spot price, EUR
\( c^{imb}_{pos} \) overproduction price, EUR
\( c^{imb}_{neg} \) underproduction price, EUR
\( P^s_w \) production of wind submitted to spot, MW
\( P^{sc}_w \) power equivalent of available wind, MW
\( P^s_w \) actual power production of wind, MW
\( P_{is}^s \) production of hydro unit submitted to spot, MW
\( P_{is}^{sc} \) actual production of hydro unit, MW
\( u_{is} \) water discharge from unit \( s \), plant \( i \), HE
\( x_i \) reservoir content of \( i \)-th HPP, HE
\( y_i \) water spillage from plant \( i \), HE

Constants

\( p \) success probability of a price scenario
\( q \) success probability of a wind scenario
Notation

\( \mu_{is} \) production equivalent of unit \( s \) HPP \( i \), MWh/HE
\( \tau_{ij} \) time delay for water inflow from HPP \( j \) and the reservoir downstream \( i \)
\( n_C \) number of entities in coalition \( C \)
\( n_A \) number of entities
\( \bar{P}_{12} \) capacity of transmission corridor, MW
\( P_{av} \) power equivalent of monthly average available wind, MW
\( \bar{P}_w \) installed capacity of wind farm, MW
\( \bar{u}_{is} \) maximal water discharge from unit \( s \), plant \( i \), HE
\( \bar{x}_i \) maximum reservoir content, HE
\( x^o_i \) initial reservoir content of \( i \)-th HPP, HE
\( x^{last}_i \) final reservoir content of \( i \)-th HPP, HE
\( w_i \) water inflow into the reservoir \( i \)
\( D \) large number
Introduction
Chapter 1

Positioning of the Work

This chapter briefly reviews modern power system, its actors and operation. The relevance of the work described in this dissertation is also discussed.

1.1 The Playground:
Power System and Electricity Market

1.1.1 Actors

The purpose of power systems is to supply electric energy to consumers, i.e. industry, commercial and residential entities. Nowadays, electricity supply typically involves interactions among the following entities (or actors):

- Consumers
- Producers
- Traders
- System Operator
- Distribution System Operator
- Regulator
• Nature\textsuperscript{1}.

A brief description of the role of each market participant is provided below [63]:

**Consumers** use and pay separately for the electric energy, balancing energy, transmission and distribution network usage, losses and network security (the ancillary services - control and reactive power, which are necessary for system operator to maintain quality and security of the supply) or alternatively, an all inclusive tariff.

**Producers** offer and provide energy and the ancillary services. From the organizational prospective, producer can own or share an ownership of a single power plant or the portfolio of several plants.

**Traders** purchase and sell electricity products and transmission capacities. One could distinguish between *wholesale* and *retail* trading activities based on the customer and targeted market type.

**System Operator** comprises two entities, which can also be separated:

• Market Operator provides trading platform, clearing services and settlements for the ahead of real-time markets.

• Independent System Operator (ISO) is responsible for the power system security, including load and generation balancing in real time and balance settlements.

A transmission company owns the transmission assets and operates those in accordance with the instructions from ISO. If the ownership and the operation responsibility are merged in one entity, it is referred to as transmission system operator (TSO).

For the simplification and, since that is a more common organization in Europe, let us further address the TSO tasks. Let us structure the tasks of the TSO by the time scale:

• short-term planning: verifies system state, confirms unit commitment, by necessity employing congestion management schemes, acquires ancillary services

• real-time operation: employs ancillary services to keep the balance and preserve security of the system, congestion management, resistance. Following the operation - settlements.

\textsuperscript{1}this is a standard term in game theory, see an explanation later in this section
1.1. The Playground

- long-term planning: grants access to network in a non-discriminatory way, ensuring economy and reliability of the system

The TSO bears responsibility for open network access and system security. In short-term planning, TSO receives production schedules from the market participants and checks the forecasted system state. If the market situation results in congestion, then the TSO applies an approved congestion management scheme. Besides, TSO carries out cross border capacity auctions and coordinates the system operation and development with the other interconnected TSOs, both in real-time and planning stages. Based on the balancing group schedules, in-post operation TSO also determines the imbalances.

To assure its independent role, TSO is not allowed to own any generation. However, TSO must have access to the control resources provided by generators that are necessary for a secure system operation. In the network operation planning stage, when there is a sufficient time to act typically from several hours to days, TSOs use market based mechanisms for the acquisition of these ancillary services, which by necessity should be able to activate in real-time. In emergency situations, if the system security is violated and the time to act is typically in the order of minutes, TSO has a legal right to interfere into the generators’ production.

In long-term planning, TSO evaluates the adequacy and reliability of the network and the control reserves as well as conducts necessary measures.

The transmission capacity is allocated to the existing market participants. When a new market participant requests network access, the TSO shall issue the requirements to be fulfilled that may include the necessity for the grid reinforcements to avoid frequent congestion. Although, there are no uniformly accepted rules among all the systems for the reinforcement cost allocation, it is likely that the new producer will have to accept one of the following options:

- bearing costs of the reinforcements,
- reduction of the generation capacity to be installed.

There are several possible approaches to asset developments in long-term, when it is not related to particular new player. These approaches can be divided into cost- and value-based expansion.
Distribution System Operator usually owns the distribution network. It bears responsibility for the operation, planning and maintenance of the assets. The sale of the energy to the consumers shall be fully decoupled from these activities, yet frequently, retail division can be a subsidiary of the distribution company.

Regulator ensures through the regulatory framework fair competition and efficient electricity market, economy, environmental friendliness, quality and reliability of the supply.

Nature denotes an impersonal background, which does not follow any particular objective, yet influences the actions of all the players. Some examples of the nature’s impacts are weather, outages of the equipment, unintentional mistakes of personnel.

Every actor, except, perhaps, nature is trying to maximize his utility (e.g. profit). In order to achieve their objective, they have to make decisions in changing conditions and with incomplete information.

1.1.2 The Products

The most laconic summary of the electricity markets specifics, to my opinion, is the following: "... electrical energy is inextricably linked with a physical system that functions faster than any market" [63].

These specifics can be translated in commonly mentioned properties, such as non-storability of electricity, necessity for exact matching of supply and demand at all times, non-tractability of the transactions etc. It reflects subsequently in different types of the traded products, as in Fig. 1.1.

Forward market products can be classified in the physical delivery products or forwards, and financial products, such as futures and options. Financial products are mostly used for risk management.

Spot day-ahead market takes place day ahead of the actual day of the electricity delivery. It usually takes the form of a pool or exchange. This means that all following activities take place day ahead: market actors submit their bid in the morning, the spot market clearing entity clears the market, i.e. determines which bids are accepted based on the merit-order principle and informs market actors, which bids were accepted and which are rejected.

Intra-day market is usually based on bilateral agreements.
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**Electricity Market Products**

- Physical delivery
  - forwards
- Financial products
  - futures
  - options

**Spot markets**

- Day ahead
- Intra day

**Ancillary services market**

- Years, weeks before delivery
- Day before delivery
- Time of delivery

Figure 1.1: Categories of the electricity market and products.

The ancillary services, which are necessary for the TSO to maintain systems security include:

- primary frequency control
- secondary frequency control
- tertiary frequency control
- voltage control
- active power losses coverage
- blackstart capability.

A typical market mechanism for provision of an ancillary service is tender for a longer time period, e.g. one month. A comprehensive overview of ancillary services is given in [103].
1.1.3 Settlements and Allocation

Another specific of the electricity market, which requires centralized settlement system is: 
"electric energy cannot be directed to a specific customer" [63].

The financial settlements between the market participants include two major components: energy and transportation.

**Energy settlements**

The energy settlements conditions are part of the bilateral contracts. At the spot market, the market operator usually forwards payments between the buyers and sellers. However, settlements for the balancing energy are more complex, and require computations by the central entity.

Balancing energy settlements cover secondary and tertiary control energy, while primary control is accounted only per available power. The balancing rules as follows might be not fully precise for the particular market, but yet reflects general principles common to many markets.

The TSO keeps the control reserves and when needed, activates them. If a control zone is “short”, the TSO activates positive control reserves to produce missing energy. When a control zone is “long”, the TSO activates negative control reserves, i.e. reduces production of generators providing control reserves. Use of the control reserves implies financial costs for the TSO. These costs are allocated to the consumers and producers causing the imbalances.

All the consumers and producers are structured in the balance groups in order to simplify registering of the schedules to TSO and billing of real time balancing. Balance groups are pure billing/accounting units without any geographical correlation except belonging to same control zone, frequently meaning same country. They register day ahead the aggregated schedules to the TSO (i.e. not the schedules of individual consumers or producers) which should reflect balance between produced and consumed energy inside of the group, plus imported and exported energy of of the group.

The TSO determines the deviations by comparing metering data depicting actual production or consumption with the schedules. Metering

\[\text{A control zone (system) or a market actor is said to be “short”, if it lacks energy as compared to the prediction. If it has an excess of energy, it is said to be “long”}.\]
Figure 1.2: Balancing energy payment scheme from the perspective of a power producer.

devices measure energy without distinguishing how this energy was redistributed during the time interval of the measurement, which is usually 15 minutes, or one hour, depending on the power system. Note that from the perspective of a producer or a consumer, only energy deviations are penalized, while the instantaneous power deviations are not.

Let us consider this principle from the balance group point of view, which comprises several producers and consumers. The payment scheme is shown in Fig. 1.2. If this balance group is short, it receives balancing energy. The cost of this balancing energy should be higher than a spot price, so that the balance group would be penalized for its imbalance and would have an incentive to make more accurate predictions. Similarly, if a balance group is long, it “overproduces” energy. This energy is “bought” by the TSO, however, for a lower price than the spot price, so the balance group would again have an incentive for a better prediction. Therefore, this can be seen as a penalization: if the balance group would predict its produced energy better, it could sell it to the spot market for a full spot market price.

The mechanism or rules for the balancing energy cost sharing within the balancing group is an internal policy of that balancing group.
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1. Operation Costs
   - Netzbetrieb, IH, etc.
   - Assets Costs (Interest Rates + Amortization)

2. TSO
   - Primary Frequency Control
   - Blackstart and Island Operation Capability
   - Power losses

3. GENCOs
   - Network Usage Fee
     - Base: 10% Connection
       - 60% Nett Maximal Power
       - 30% Gross Energy
   - Ancillary Services
     - Base: Gross Energy
   - Active Power Losses
     - Base: Nett Energy
   - Reactive Energy
     - Base: Reactive Energy

4. Network Usage
   - Balancing Energy
     - Deviation (Schedule – Actual)
   - Auxiliary Services
     - Cross Energy
   - Reactive Energy
   - Active Power Losses

5. Cross-border Network Usage
   - Base: NTC Commissions
     - Inter TSO Commissions
   - Base: NTC Auctions
     - Auction Profits

6. Costs
   - Profits
   - Allocation
   - Inter TSO Compensation
     - Base: ITC Computations
   - Secondary Frequency Control (Energy)
   - Tertiary Frequency Control (Power)
   - Voltage Control
   - Operation Capability
   - Power losses

7. TSO
   - (Netzbetrieb, IH, etc.)
     - Operation Costs
     - Assets Costs (Interest Rates + Amortization)

Figure 1.3: Financial balance of the TSO [145]
Figure 1.4: Financial balance of the DSO.
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Transportation

The transportation or delivery network costs and income structure is shown for the TSO and DSO in Fig. 1.3 and Fig. 1.4.

For the consumer, the tariff most commonly is charged proportionally to the consumed energy and includes three components:

- Network usage
- Losses
- Ancillary services fee

Ancillary services fee covers costs related to keeping transmission system security at desired level. This fee does not include balancing energy costs, which are accounted for in energy settlements.

For the network usage, in Switzerland, similarly to other European countries, so called "post stamp" model has been adopted. As the network structure is hierarchical, divided into voltage levels, costs are determined for each of them. The location of a consumer determines how many network layers are included in his network usage fee, e.g. a consumer connected to network layer 5 pays his share of costs on top network layer - transmission and the 2-5 network layers belonging to distribution. The network usage fee for a consumer is determined based on his number of connection points (weighting factor 10 %), consumed energy (30 %) and peak of consumed power (60 %). According to this model, network usage costs are allocated only to consumers; producers, including consumption in the case of pumped storage, do not pay for the network usage.

Such model of the cost split, as a specific example, is a decision that has to be justified by the computations. In general, the existing organization and all the rules discussed previously in this chapter and beyond have to be rationally chosen, i.e. these are results of the decisions based on the considerations and/or computations.

1.1.4 Summarizing Remarks

The description above leads us to the following summarizing statements:
• The economy, efficiency, reliability and environmental impact of the power system, as well as long term sustainability depend on the decisions taken by all the actors on the market.

• In a long term prospective, the regulator holds responsibility for the decisions in the strategic power system planning by determining the market rules and rules for the interactions among the actors.

• Main responsibility for the secure and reliable power system operation is allocated to TSO.

• Decisions, and thus, control actions influencing power system operation are made by several actors seeking for the utility (profit) maximization. The objectives of the actors might be conflicting.

• Decisions have to be taken with incomplete information, high uncertainty and under the influence of the stochastic factors.

The decision making under uncertainty can be improved by diminishing or decreasing the influence of the uncertainty, i.e. by eliminating the source of errors - better weather forecasts, more accurate state estimation etc. Besides, the improvement can be achieved by developing more advanced models and decision making algorithms, e.g. adopting stochastic approach, decision and game theory.

1.2 Power Systems and Decision Theory

1.2.1 Decisions and Games

Game theory mathematically describes rational behavior of the players in strategic situations, or games, when a success of an individual depends also on the decisions of others. Game and decision theory is concerned with identifying the values, uncertainties and other relevant issues for the rationality and optimality of a decision.

First works on game theory are dated back to Cournot (1838), Bertrand (1883) and Edgeworth (1925), who studied oligopolistic pricing and production. However, the idea of general game theory came first in 1944 from John von Neumann and Oskar Morgenstern with their book "Theory of Games and Economic behavior", in which the authors formulated
several forms of games and proposed that it is how economic problems should be analyzed.

Nowadays, game theory is a broad branch of applied mathematics that is used in many areas apart from the economics, e.g. social sciences, engineering, biology and computer science. According to Aumann (1987), today game theory is an umbrella field to study the rational side of the social science, where social interactions shall be perceived broadly to include human and non-human players.

Such interactions are classified according to several criteria, for example, as one player games studied by the decision theory and many player games - subject of the game theory. Yet, some of the tools used by both fields are quite similar [69], [92].

The many player game theory classifies the interactions as:

- antagonistic - when the players are competing with each other;
- neutral - when players are not concerned about each other profits;
- cooperative - when players are helping each other.

Other categories of games include perfect information and imperfect information, simultaneous and sequential, infinitely long games, discrete and continuous games.

In power systems one can find example of each of the game categories. In the game theory terms, power system is a complex interaction between each player and the nature, or interactions of either competing, neutral or collaborating decision makers.

### 1.2.2 Necessity for Decisions

Whether an engineer is designing a cable, runs contingency screening, builds up a load forecast or computes network usage costs, he or she has to make a decision. What shall the conductor cross section for a given load be? Is the system secure under given contingency? What are the electrical loads in the new industrial district? What are the losses created by the particular consumer? The game theory provides tools to formalize such decision problems in a mathematical framework and is concerned with identifying and quantifying the issues relevant for a general decision.
In power system industry, frequently decisions are evaluated intuitively, partially due to the multi-dimensional complexity of the problems and difficulties to find particular quantification indices. However in the last decades with the development of the computational technology and the game theory itself, many works, whether or not these are formulated in decision theory terms, stress the beneficial use of the game theory [10] and stochastic decision support indices in addition to classical deterministic criteria.

1.2.3 Uncertainty and Risk

Statistics and decision theory, distinguishes between risk and uncertainty [74]. If the probability of nature (or system) states can be quantified, then the decision is to be made in risk conditions. Otherwise, if the conditions are unknown and there is only partial statistical information available to describe possible states, then it is about decisions under uncertainty. An ignorance denotes complete lack of information on the nature states.

Power systems involve very complex technical and economical interactions of the players, who are exposed to different types of risks and uncertainties. Consumers are exposed, for example, to electricity price risks and regulatory uncertainty. Producers do not posses exact knowledge on the costs structure and offers of other companies, technical condition of the power plant, power system development plans, prices for the fuels, emissions, regulations. Transmission systems operator does not know exactly evolution of the electricity demand, technical conditions of power plants and their profits, new players, changes in regulations and even presents physical conditions of the system\textsuperscript{3}. The regulator has to consider the risk or uncertainty of the economical and technological development, response of the market actors to regulations and policies etc.

The decision support in power systems is even more complicated, since some of the considerations are very subjective and are problematic to quantify. Perhaps, one of the most classical examples is how to valuate the security of supply. Speaking in terms of game theory, it is difficult to formulate state space and utility, loss, regret loss, risk or other decision

\textsuperscript{3}in power systems operation and planning it is more common to talk about uncertainty or risk conditions using complementary term 'security'.
functions for the game outcomes. Hence, in order to make a decision, some state space, decision space and requirements must be formulated.

1.2.4 Optimality and Risk Management

The optimal strategy can vary depending on the decision-maker preferences - the considerations that can be formulated into particular optimality criteria.

Let us define the decisions $a$ of the player on the decision space $A$ and the natures’ states $w$ on the state space $\Omega$, with some probability distribution $p(w)$. The function $L$ mapping $A$ and $\Omega$ to the corresponding loss values $L(w,a)$ is the loss function:

$$L : \Omega \times A \rightarrow \bar{\mathbb{P}},$$

(1.1)

where $\bar{\mathbb{P}} = [0, \infty]$ set of nonnegative extended real numbers, $\Omega$ also corresponds to the space of strategies of an opponent in two-players game.

If $L_a$ is a function on $A$, as follows: $L_a(w) = L(w, a) \forall w \in \Omega$, $a$ shall be preferred to $a'$, if $L_a < L'_a$. On the contrary, utility function denotes satisfaction of the player with the decision outcome:

$$U : \Omega \times A \rightarrow \bar{\mathbb{P}}$$

(1.2)

and is complementary to the loss function, if $U_a \leq U'_a$ then $a'$ shall be preferred to $a$.

We can formulate a decision game [69], as follows:

$$G = (\Omega, A, q),$$

(1.3)

where $q$ is some optimality criterion, for example minimal loss.

The solution of the decision problem is then:

$$\min_a q(a, w).$$

(1.4)

Decision theory formalizes the requirements to optimal decision in criteria.

Today, the advantages of the risk considerations in decision are obvious, though might be difficult to implement in practice. Once risks have been identified and assessed, all techniques to manage the risk fall into one or more of these four major categories [31]:
1.3. Objective of the Work

Main objective of the given work is enhancement of the methods and algorithms in power systems by stochastic approach, application of decision and game theory. This way the influence of the random and uncertain factors is taken into account in decision making and power systems security and economy is improved.

In a modern power system environment one should clearly identify a user of the proposed method, thus a decision maker. This work argues for the advantageous use of the statistical approach, game theory and decision support tools in several areas of power systems, as follows:

- In the first part of the thesis power system state estimation is extensively discussed. The designed algorithms shall lead to increased reliability of the topology determination and state estimation. Thus, the probability of taking the wrong decision is decreased - the cause of the wide emergencies and blackouts, technical and economic losses. This falls under the responsibility and, thus decisions of a TSO.

This problem corresponds to the class of games with experiments - a statistician is trying to learn about nature’s state from experiments. The outcomes $z$ of the experiment are available, as well as the some knowledge on probabilities $p(z \mid w)$ of the outcomes of the experiments under the state $w$. The operation with the a posterior probabilities $p(z \mid w)$ allows to estimate the state with the
maximum likelihood principle, i.e. the estimated state is the most likely according to the outcome of the experiment. This principle is the basis for the power system state estimation;

- The second part of thesis discusses two applications of the cooperative games theory:
  
  - A new method is justified for allocation of the electric loss in the transmission lines to network users. This shall long term contribute to the increase of the network operation efficiency. The decision makers and users of the algorithm in this case are the Regulator and the TSO.
  
  - A new strategy for the efficient coordinated operation of the hydro and wind production is developed, which shall be used by Producers or BG responsible.

In contrast to the non-cooperative games discussed earlier, the cooperative games theory studies outcomes of the game, if the players form different coalitions, as well as loss (or profit) allocations among them. Two applications of the Shapley value, a well known concept in the game theory, are presented in this work.

Besides, I was involved previously in the work on statistical approach to power system protection algorithms [17]. In that work, several distance protection and fault location algorithms for high voltage transmission lines were developed, which determine and operate in addition to the classical expectation of the distance to the fault, with the probability distribution of the distance to the fault. Both algorithm design [15], [13], [110] and equipment testing stages [109] were dealt with.

I would like to mention this work, since the ideas and results fit very well with the current objective, namely improvement of power systems security and economy by application of stochastic approach and the game theory.
Chapter 2

Contributions

The main contributions of the presented work to decision support in real time operation include:

- A systematic summary of the sources of the uncertainty associated with the real time model of power system;

- A new method for topology error detection and topology identification;

  The method satisfies the requirement of performance even in case, when state estimation is not converging. The proposed method is based on network search techniques, uses statistical methods to evaluate measurement error propagation and benefits from, but not necessarily requires, phasor measurements.

- A new approach to the reduction of the system model uncertainty used for the state estimation. This approach involves correction of the overhead transmission line resistance using meteorological data and information on the operating conditions;

- Proposal for systematic analysis of the performance of traditional state estimator, which is based on the static model, during system dynamics; In addition to the general concept, an approach based on trajectory sensitivities is proposed to efficiently analyze the influence of parameter changes on the state estimator performance.
We believe that assessment of dynamic performance of a state estimator should be considered and even become a standard procedure in the stage of engineering and parametrization of the state estimator.

- An approach for improvement of state estimation performance during dynamic conditions by upgrading the SCADA infrastructure;

Contributions to development of the decision support tools in off-line analysis are:

- A new allocation method of electric loss in transmission lines to the network users, supported by the implications from the game theory;
  The proposed loss allocation method can also be used to justify fairness of the locational marginal pricing. The method is based on the Shapley value that considers incremental impact of the individual members of the coalition on the total profit/loss.

- A new operation planning and bidding scheme for the coalition of wind-hydro producers.
  The coordination scheme considers wind uncertainty and employs stochastic optimization to maximize total expected profit including the imbalance penalties.

- A proposal for splitting of the profit from coordinated operation of hydro and wind producers with the Shapley value, i.e a fair and transparent method justified by coalitional game theory.

All the proposed methods and concepts are verified by simulations using realistic power system models and operating conditions. The proposed methods are suitable for practical implementation using technology available today.
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Chapter 4

Dissertation Outline

This thesis deals with several aspects related to power systems state estimation, loss allocation and profit allocation.

The Introduction part provides general overview of the power system environment, shows necessity and challenges with decisions and positions the proposed contributions in the power systems context.

Part I of the thesis comprises proposals to reduce uncertainty associated with the real time model, explicitly enhancements of state estimation. This part directly targets at improvements of security and indirectly also the economy, since many settlements are based on the information from the real time model.

Chapter 5 reviews the problems in real time modeling. Chapter 6 proposes a new method to identify power system topology. Chapter 7 evaluates the impact and accounts for slow variations of one model parameter, namely the transmission line resistance. Chapter 8 studies performance of the state estimator during dynamic conditions, and proposes a method for the evaluation of the impact of measurement chain upgrade on dynamic performance.

Part II applies the Shapley value, a well known concept in game theory for profit allocation, to two cases in power system: electric loss allocation in transmission systems to network users and profit allocation among collaborating hydro and wind producers in the area with limited transmission capacity.
Chapter 9 reviews the Shapley value concept. Chapter 10 discusses allocation by existing methods and the proposed method of the electric loss in the transmission system to the users. Chapter 11 describes a possible organizational framework of the hydro-wind producers’ collaboration, quantifies advantages of the collaboration and applies the Shapley value to profit sharing.

The Closure summarizes the work presented in the thesis and outlines further research directions.
Part I

Real Time Operation: State and Topology Estimation
Chapter 5

Problem Formulation

This chapter discusses the role and necessity of a real time model of power system. The uncertainties associated with the measurements and the model are briefly described, as well as their causes. Further, the methods to reduce uncertainty, namely state estimation and technological developments are reviewed. A summary of the problems to be addressed in the thesis finalizes this chapter.

5.1 Real Time Model

Reliable electric power supply is a result of a careful design and control of the power system. The power system is a highly complex dynamic system experiencing both continuous and discrete changes of the loads, generation, structure (switching of the lines). The system states or voltages are determined by these quantities via nonlinear equations.

State control objectives must be continuously satisfied: states determined power flows have to be within allowable ranges [71]. To maintain this objective a number of sensors and actuators were designed during the evolution of power systems that can be classified based on the time constants of the controlled process. Figure 5.1 shows the processes in power system, time constants and the devoted controls [32].

Nowadays, thanks to the availability of powerful computers and broadband communications many of the control algorithms are being reviewed to insure optimal performance under uncertainty. In the previous work
[112], [110], [13], [14] we proposed novel algorithms of the transmission line protection for fault location and distance protection, which evaluate an impact of measurement and parameters errors. Thus, based on the determined probability distribution of the distance or impedance to the fault, more efficient decisions can be taken.

The scope of this part is focused on manual (operation range) controls or, more precisely, on obtaining the necessary information in order to perform these controls. The manual or dispatcher control is normally accomplished at the power system control center, based on the data that the control center application, such as Supervisory Control and Data Acquisition System (SCADA), receive via the communication channels.
5.1. Real Time Model

from the remote sensors - measurements of the processes and statuses of the switches determining the system structure, as in Fig. 5.2.

These observations are excessive but are subjected to uncertainty in both measurements and power system model. Therefore, the application of the state estimation theory to determine most likely system state from redundant measurements [119], [118], [115] is beneficial. State estimators shall improve quality of real time system model on which basis system operator may decide on preventive or corrective actions [2].

The role of real time model in modern control center is not limited, nevertheless, to more accurate monitoring. All the analysis activities both in real time and pre/post operation are based on these models. Security, settlements, network usage billing, load forecasting, models verification etc, all use real time model as an input. Thus, development of robust and accurate real time model is of great importance [2].
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5.2 Uncertainties in Measurements

The centralized supervision and control of power system is possible due to a number of the measurements performed in the substations and transferred through the communication channels to the control center, Fig. 5.2. However, each of the stages of the measurement acquisition introduces an error. In the following, we briefly review the causes of errors in the substation measurement chain equipment, centralized acquisition and various modeling discrepancies.

5.2.1 Substation Measurement Infrastructure

Measurements of the electrical quantities at the substation pass through several stages, as shown in Fig. 5.3. The evaluation of the introduced inaccuracies at each stage at nominal system frequency (50 or 60 Hz) is provided in Table 5.3.

CT / VT measurements The measurements are performed at the process level of the substation. The instrument current and voltage transformers transform high voltage and current values to low power values, typically 1A, 5A, 100V, 200V that can be measured without inducing high losses and are safe for humans.

The accuracy of instrument transformers is standardized by the ANSI and IEEE accuracy classes [52]. For current transformers,
5.2. Uncertainties in Measurements

Table 5.1: Maximum Magnitude and Phase Error for ANSI class type current transformers

<table>
<thead>
<tr>
<th>ANSI CT Type</th>
<th>Type</th>
<th>Max Magnitude Error, $\sigma$ in pu</th>
<th>Max Phase Error, $\sigma$ in degrees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metering</td>
<td>1.2</td>
<td>0.024</td>
<td>2.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.012</td>
<td>1.04</td>
</tr>
<tr>
<td>Metering</td>
<td>0.6</td>
<td>0.012</td>
<td>1.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.006</td>
<td>0.52</td>
</tr>
<tr>
<td>Metering</td>
<td>0.3</td>
<td>0.006</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.003</td>
<td>0.26</td>
</tr>
</tbody>
</table>

the allowable error range is given at 10% and 100% of the rated primary current, where both the magnitude and the angle errors are specified. For the voltage transformers, the specified accuracy will be kept, when the voltage at primary side is being within ±10% of the rated voltage.

Such a performance should be guaranteed at specified conditions, namely, frequency, altitude, ambient temperature and burden, i.e. equivalent impedance of the secondary circuit that is mostly determined by the resistance of the conductors connected to the transformer at the process level and the meter at the bay level. Table 5.1 and 5.2 list ANSI standard values for metering instrument transformers.

Some manufacturers pursue a philosophy of remote input-output terminals, which are placed in a marshaling kiosk - can be imagined as a small box next to the switchyard and are hardwired to sensors and actuators and connected via fibre optics to the bay level, in order to minimize potential electromagnetic compatibility problems. However, recent trends supported by the introduction of the communication standard IEC 61850, aims at the introduction of sensors possessing a transducer and a direct communication interface. An example of new technology is optical metering unit (OMU) [120] providing combined optical current and voltage measurements with increased accuracy. These units contain magneto optic current transducer and electro optic voltage transducer (might include analog-digital converter, digital filtering) and can directly communicate with the bay level electronic devices.
Table 5.2: Maximum Magnitude and Phase Error for ANSI class type potential transformers

<table>
<thead>
<tr>
<th>ANSI PT Type</th>
<th>Type</th>
<th>Max Magnitude Error, $\sigma$ in pu</th>
<th>Max Phase Error, $\sigma$ in degrees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metering</td>
<td>1.2</td>
<td>0.012</td>
<td>2.08</td>
</tr>
<tr>
<td>Metering</td>
<td>0.6</td>
<td>0.006</td>
<td>1.04</td>
</tr>
<tr>
<td>Metering</td>
<td>0.3</td>
<td>0.003</td>
<td>0.52</td>
</tr>
</tbody>
</table>

**Transducer** is sometimes used for the control systems. Dedicated transducer preprocess and convert the sinusoidal signal into RMS values of voltage, current and power and deliver these quantities via serial link of as mA or V signals.

**Interposing signal transformer** provides galvanic isolation between process level and the electronic equipment to protect electronics from electromagnetic disturbances and transforms the signal to mA and V range.

**Filtering** The signals are passed trough anti-aliasing filter.

**A/D conversion** Signal is converted to digital form by means of an analog-digital (A/D) converter. A/D converter shall be characterized by the bit number and the clock that determines sampling frequency. After this conversion the digital filtering may be performed.

**Scaling** Measurand from A/D are integers that must be converted to engineering units. Phasors of the signals shall be formed and might be compared with values at other phase. This requires the synchronization accuracy in the order of some microseconds.

**Data Transfer** The measurements are transferred from the control unit to substation level upon the request by the Remote Terminal Unit (RTU). More novel substation design implies that substation automation receives the measurements at the bay level as well transmits the measurements to the control center [21]. Lastly, the data from RTU is collected by the central unit.

Filtering, A/D conversion and scaling are usually performed by a microprocessor based device at bay level - protection or control unit. It
Figure 5.4: Phasor measurement unit structure [93]

may include an additional input from GPS receiver as shown in Fig. 5.4. Such a device called phasor measurement unit (PMU) allows signal sampling and stamping with a highly precise GPS time reference, thus, it allows the comparison of the signal phases at distant locations of power system. PMUs have a separate high speed communication link going directly to the Control center.

GPS devices are also common in substation automation, but only to tag discrete states - events. Besides, a new generation of RTU may have GPS input to time stamp collected measurands [101].

5.2.2 Centralized Data Acquisition

Most of the SCADA systems acquire data on the polled basis [40] - RTU transmits data upon the request from the master station. RTU may respond to the request in two ways:

- by sending the actual values or statuses
- by sending only the changed values or exceeding certain pre-defined value since the last request - reporting by exception to avoid unnecessary communication overload. Compared with the data transmission to higher level, RTU scans the measurements at higher rates, therefore the transfer may be processed directly from RTU memory.
Table 5.3: Table I. Measurement acquisition stages [21].

<table>
<thead>
<tr>
<th>Function / Device</th>
<th>Accuracy</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instrument Transformer: from $kV$ to $+/-200V$</td>
<td>Relative accuracy at nominal value 0.5% (IEC standard 0.5, ANSI standard 0.6)</td>
<td></td>
</tr>
<tr>
<td>Interposing Transformer from $200V$ to $10V$</td>
<td>Relative accuracy at nominal value 0.1%</td>
<td>Barrier against disturbances as well</td>
</tr>
<tr>
<td>Filter</td>
<td>Influences frequency range only; no influence on RMS value</td>
<td></td>
</tr>
<tr>
<td>A / D converter (16 bit)</td>
<td>Conversion inaccuracy can normally be neglected. The inaccuracy depends on the bit range that is used for the measurand range (e.g. full 16 bit signed used for needed range → accuracy is $2^{-14} \rightarrow 0.006%$)</td>
<td>An 8 bit measurand for transmission, or from A/D conversion leads to an accuracy of 2.5%, a 12 bit measurand (11 bit and sign) to 0.25 %</td>
</tr>
<tr>
<td>Scaling</td>
<td>Can be neglected, if the result is a 32 bit floating point (accuracy better then 16 bit integer )</td>
<td>32 bit floating point has a mantissa of 24 bit</td>
</tr>
<tr>
<td>Communication Oscillation suppression delta (deadband)</td>
<td>Depending on the delta: to get a sufficient communication load reduction, often around 0.1 % of the measurand normal/nominal value is needed</td>
<td>[72] suggests that dead bands may reach $3\sigma$</td>
</tr>
</tbody>
</table>
5.2. Uncertainties in Measurements

There are two common ways of polling the data: fixed period polling and round robin approach. With fixed period polling the information is transmitted at certain time intervals, implemented taking into account necessity for the information update frequency. In the round robin approach the RTU message contains end of message (EOM) indicator - as soon as the EOM is received, the next RTU on the same communication channel is polled.

[40] provides a extensive overview on SCADA structure and details of technical functionalities.

The error introduced by the centralized data acquisition may vary significantly depending on the available communication infrastructure. Modern fiber optic communication links have a high bandwidth for the data transfer, on the other hand the size of the system is growing as well as the amount of information exchanged between the substations and the control center. In [21] a frequent value given for the deadband is 0.1% of measurand.

5.2.3 Further Measurement Errors

Besides the causes mentioned in table 5.3, degradation of the measurement quality may occur [144] due to:

- age, temperature and other ambient effects related to drift and deterioration of the instrument over the time
- changes in gains, zero offsets and nonlinear characteristics of the instruments involved in the measurement process
- inadvertently introduced gross errors due to wrong modeling and scaling used at the control center, such as wrong point of reference (in the database measurement is assigned to a different location than in reality) and sign errors [124].
- errors in transducer parameters, instrument transformer ratios transformer ratings and scaling coefficients.

Measurement calibration in field conditions is a very expensive task. Several publication suggest remote measurement calibration [144]. However, [72] emphasizes the difficulty of such calibration due the several factors such as time skews, deadbands and the varying accuracy of the
measurement equipment with the value of the measured signal, for exam-
ple the accuracy of the current transformer is higher around its nom-
inal value and decreases for smaller currents or deteriorates at high
currents.

5.3 Uncertainties in the Network Model

Many types of system studies rely on known model parameters. Usually, 
the parameters can be specified with good accuracy: as the length of 
the transmission lines is known quite accurately together with the line 
design, type and characteristics of conductors one can determine the 
line parameters. Transformer data is provided by the manufacturer, 
parameters of generators are accurately known as well.

However, parameters are varying during the operation of power system 
due to the loading, for example changes in position of tap changers 
of the transformers, resistance of the line and position of switches to 
modify the topology. Weather conditions impact susceptance and series 
impedance of the lines. Data may be incorrectly provided in the man-
ufacturer data sheets or not updated in the system database. Other 
impacts, such as aging may contribute to deviations of the parameters 
in the long term.

Several approaches have been developed addressing the parameter esti-
mation of transmission lines and transformers, such as inclusion of the 
relevant parameter in the state estimation, sensitivity analysis and use 
of Kalman filter. An overview of the methods is provided in [141].

Assumptions and viable simplifications in modeling of the physical pro-
cesses are necessary when addressing such complex systems as power 
networks, yet these may also result in inaccuracies. Examples of such 
assumptions are symmetrical and steady state conditions in power flow 
and state estimation, neglecting the load current in short circuit analysis 
etc.

Naturally, the impacts mentioned above are evaluated by the engineer 
to conclude on the validity of the results in particular studies.
5.4 Uncertainty Reduction with State Estimation

Determination of the real time model of the power system usually includes several stages [2]:

**Topology processor** determines the structure of power system and connectivity of the parts of the system from the logical statuses of the switches.

**Observability analysis** determines whether the system state can be determined from the obtained analog measurement set.

**State estimation** solution determines the most likely state of the system, composed of complex bus voltages in the entire power system as well as best estimates for line flows, loads, generation outputs. It is based on the system model and the measurements.

**Bad data processing** Detects presence of the gross measurement errors and compensates for them.

**Parameter and structural error processing** estimates network parameters and structure, and eliminates the errors.

If the knowledge about system parameters and the measurements would be complete and perfect, bad data and parameter error processing would be unnecessary activities. Yet, state estimation, or in that case solution of the set of power flow equations, still would be necessary to reconstruct the unmeasured values.

State estimation is an efficient technique that reduces the influence of uncertainty. This section provides brief classification and overview of the state estimation methods, following the structure in figure 5.5. The topology processing and topology errors are in focus of Chapter 6. Discussion of other techniques for this purpose can be found in [89], [2] including references to the recent research papers.

5.4.1 Static State estimation

State estimation in power systems was first formulated by F. Schweppe [119], [118], [115], in the early 70-ties. It involves several assumptions
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Concerning steady state balanced conditions, namely that loads and powers flows are three phase and balanced, transmission lines are fully transposed and other devices are symmetrical. Thus, the power system is modeled with single phase positive sequence representation. Ref. [72] suggests use of the positive sequence instead of phase voltages for better accuracy and robustness in case of unbalanced operation. Ref. [84] argues for three phase state estimation. However, nowadays a majority of the SE are based on the single phase modeling.

**Weighted Least Square formulation**

Vector $x$ of bus voltage magnitudes and voltage angles:

$$x^T = (\theta_1 \ldots \theta_N, V_1 V_2 \ldots V_N)$$  \hspace{1cm} (5.1)

uniquely determines the state of the power system [119], [2]. However, mapping the states $x$ to measurements $z$ or vice versa is biased by the
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measurement errors $e$:

$$z - h(x) = e,$$

(5.2)

where $h(x)$, known as measurement function, relates the system state vector $x$ to the measured quantities, such as voltage magnitudes $V$, bus power injections $P, Q$, branch power flows $P_f, Q_f$, see Appendix B.

The errors in (5.2) are modeled as stochastic and are assumed to have the following properties:

- expectation value of the measurement error is zero:
  $$E(e_i) = \mu_i = 0, \forall i = 1 \ldots M.$$

- Gaussian probability distribution $N(\mu, \sigma)$ with the mean value $\mu$ and the standard deviation $\sigma$:
  $$f(e) = \frac{1}{\sigma \sqrt{2\pi}} \exp(-\frac{1}{2} \frac{z - \mu}{\sigma}).$$

  Standard deviation $\sigma_i$ refers to the complete measurement signal chain accuracy of the measurement $z_i$, e.g. CT and VT, amplifier, RTU.

- measurement errors are independent, i.e.
  $$E[e_i e_j] = 0,$$
  thus $\text{Cov}(e) = E[e e^T] = R = \text{diag}\{\sigma_1^2, \sigma_2^2 \ldots \sigma_M^2\}$.

The equation (5.2) involves stochastic variables, therefore the most likely rather than exact values of the state variables can be determined. The joint probability density function of obtaining the set of $m$ measurements with the particular independent errors, can be written as:

$$f_m(e) = f(e_1) \cdot f(e_2) \cdots f(e_m).$$

(5.3)

By maximizing the value of this function, called joint maximum likelihood function, or its logarithm, we say that the obtained set of measurements should have the most likely errors:

$$\max \log f_m(e) = \sum_{i=1}^{m} \log f(e_i) =$$

$$= - \frac{1}{2} \sum_{i=1}^{m} \left( \frac{e_i}{\sigma_i} \right)^2 - \frac{m}{2} \log 2\pi - \sum_{i=1}^{m} \log \sigma_i,$$

(5.4)

or sequentially:

$$\min \sum_{i=1}^{m} \left( \frac{e_i}{\sigma_i} \right)^2.$$

(5.5)
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Figure 5.6: Formulation of the state estimation problem.

\[
\min \sum_{i=1}^{m} \left( \frac{z_i - h_i(x)}{\sigma_i} \right)^2
\]
In accordance with (5.2) it can be rewritten:

$$\min \sum_{i=1}^{m} \left( \frac{z_i - h_i(\hat{x})}{\sigma_i} \right)^2,$$

where $\hat{x}$ is the estimated state vector.

Introducing residuals, $r_i = \Delta z_i = z_i - h_i(\hat{x})$, and choosing the weights (assigned to the square of the residuals $r_i^2$) as $W_{ii} = \frac{1}{\sigma_i^2}$, the residual formulation Weighted Least Square estimator (WLS) for $\hat{x}$ becomes:

$$\min \sum_{i=1}^{m} W_{ii} \cdot r_i^2 \quad \text{s.t.} \quad z_i = h_i(\hat{x}) + r_i, \quad i = 1 \ldots M.$$  \hspace{1cm} (5.8)

The solution of this optimization problem is the weighted least squares estimation. Figure 5.6 shows the principle of the most likely state estimation.

In formulation (5.8) the measurement function $h(x)$ is nonlinear which, however, can be simplified by the following assumptions at the initialization stage: $\theta_i - \theta_j \approx 0$ and $V_i \approx 1$. Thus, $P = h(\theta)$ and $Q = h(V)$ leads to decoupled estimator. This usually allows to preserve high degree of accuracy and to increase performance, i.e. computational speed, significantly. This type of estimator is most widely used in practice. Further simplification leading to linear or DC estimator is achieved by neglecting line resistances and shunts.

**Normal Equations and Solution of WLS**

The WLS estimator will, thus, minimize the following objective function $J(x)$:

$$J(x) = [z - h(x)]^T \cdot W \cdot [z - h(x)].$$  \hspace{1cm} (5.9)

As a minimum the first order optimality conditions should be met:

$$g(x) = \frac{\partial J(x)}{\partial x} = -H^T(x) \cdot W \cdot [z - h(x)] = 0,$$

where $H(x) = \frac{\partial h(x)}{\partial x}$ is the measurement Jacobian.
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Expanding the non-linear function \( g(x) \) in Taylor series around state vector \( x^k \), and neglecting second and higher order terms:

\[
g(x^k) + \frac{\partial g(x^k)}{\partial x}(x - x^k) = 0, \quad (5.11)
\]

where \( \frac{\partial g(x^k)}{\partial x} \) is called the gain matrix \( G(x^k) = H^T(x^k) \cdot W \cdot H(x^k) \).

This leads to an iterative solution scheme known as Gauss-Newton method, with the updates of \( \Delta x^{k+1} = x^{k+1} - x^k \) for the next iteration \( k + 1 \) being obtained as following:

\[
G(x^k)\Delta x^{k+1} = -g(x^k). \quad (5.12)
\]

Transforming (5.12) and substituting \( g(x^k) \) in (5.10) the following equations are obtained known as Normal equations:

\[
G(x^k)\Delta x^{k+1} = H^T(x^k) \cdot W \cdot [z - h(x^k)]. \quad (5.13)
\]

Solving this equation for the updates \( \Delta x^{k+1} \) and iterating until the required accuracy \( \varepsilon \) is reached, i.e. \( \Delta x < \varepsilon \), will provide the solution of SE.

Usually, for the solution of (5.13) the gain matrix \( G(x^k) \) is not inverted, as it is very sparse and frequently, ill-conditioned due to near zero impedance branches, high number of injection measurements and highly different weights [90]. Instead matrix decomposition techniques are used, followed by the back/forward substitution.

Some of the methods avoiding numerical difficulties are summarized in Table 5.4, where:

- \( \Delta \tilde{z} = W^{1/2} \Delta z \), \( z \) is residual vector \( \Delta z = z - h(x) \)

- \( \tilde{H} = W^{1/2}H \)

- \( \tilde{H} = QR = [ Q_n \quad Q_0 ] \begin{bmatrix} U \\ 0 \end{bmatrix} \), such as \( R \) is an \( m \cdot n \) upper trapezoidal matrix, \( Q \) is \( m \cdot m \) orthogonal matrix \( (Q^T = Q^{-1}) \), \( U \) is \( n \cdot n \) triangular matrix. For the efficient QR decomposition the Givens rotations can be applied [133].

- \( \tilde{H} = LU \), \( L \) is lower trapezoidal matrix and \( U \) is upper triangular

All these methods will result in triangular matrices and thus, forward/back substitution methods can be used to obtain the solution.
Table 5.4: Solution methods for Normal equations

<table>
<thead>
<tr>
<th>Method</th>
<th>Basis Equation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal Equation</td>
<td>$G \Delta x_{k+1} = H^T W \Delta z$</td>
<td>inversion of matrix $G$</td>
</tr>
<tr>
<td>Cholesky decomposition</td>
<td>$L^T L \Delta x_{k+1} = H^T W \Delta z$</td>
<td>solving first for $L \Delta x_{k+1}$ then for $\Delta x_{k+1}$</td>
</tr>
<tr>
<td>Orthogonal factorization</td>
<td>$U \Delta x_{k+1} = Q_n^T \Delta \tilde{z}$</td>
<td>$Qn, U$ obtained by QR decomposition</td>
</tr>
<tr>
<td>Hybrid method</td>
<td>$U^T \Delta x = \tilde{H}^T \Delta \tilde{z}$</td>
<td>instead of Cholesky QR decomposition</td>
</tr>
<tr>
<td>Peters and Wilkinson</td>
<td>$(L^T L) \Delta y = L^T \Delta \tilde{z}$</td>
<td>$LU$ decomposition, Cholesky of $(L^T L)$ to solve for $\Delta y$, then for $\Delta x$</td>
</tr>
</tbody>
</table>

Constrained WLS

Formulation (5.8) may include additional equality and inequality constraints representing for example target values and operating limits in unobservable part of the network:

$$
\begin{align*}
\min \sum_{i=1}^{m} W_{ii} \cdot r_i^2 \\
\text{s.t. } c_i(x) = 0, \quad i = 1 \ldots n_c, \\
q_i(x) \leq 0, \quad i = 1 \ldots n_q.
\end{align*}
$$

(5.14)

Besides, the equality constraints may be used to model zero or small injections and impedance branches, to which branch equations cannot be applied.

The equality constrains may be treated explicitly - the optimization problem is expressed by a Lagrangian function. Karush-Kuhn-Tucker first order necessary conditions are formulated and the Gauss-Newton method is used to solve the equations.

Thus,

$$
\begin{pmatrix}
\tilde{H}' \tilde{H} & -C' \\
-C & 0
\end{pmatrix}
\begin{pmatrix}
\Delta x' \\
\Lambda'^{+1}
\end{pmatrix}
= 
\begin{pmatrix}
\tilde{H}' \tilde{r}(x') \\
C(x')
\end{pmatrix},
$$

(5.15)
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where

- \( \Lambda \) is the Lagrangian multiplier
- \( C(x) = \partial c/\partial x \) is the partial derivative of the constraints
- \( \tilde{H} = W \cdot \partial h/\partial x \) is the weighted partial derivative of the measurement function.

The coefficient matrix in (5.15) is indefinite and special sparse factorization is required, due to occurrence of zero pivots. Delayed pivoting, blocked sparse matrices and mixed pivoting have been used [90]. Another approach is to include constraints in the objective function - pseudomeasurements with relatively high weights, which requires numerically robust state estimation.

Inequality constraints can be initially relaxed, while approaching the solution, the violated ones are enforced on the corresponding limits by one of the methods above. Ref. [27] suggests to apply the interior point algorithm.

**Hachtel** state estimator solves the equality constrained state estimation, when the regular measurements are included in the constraints. **Blocked sparse tableau** method improves sparsity of factors in Hachtel tableau [90].

**Alternative Formulations**

In contrast to quadratic objective function used in (5.8), in the optimization problem of state estimation, alternative formulations may be used:

- **Non-quadratic** optimizes some nonquadratic scalar function of the weighted residual.
- **Least Absolute Value (LAV)** minimizes absolute value of the weighted residuals. This formulation has been applied to topology estimation [129].
- **Least Median of Squares (LMS)** minimizes median of the squared residual.

LAV estimator is considered to give an advantage in estimation robustness in the presence of leverage points. However, it has been shown in [90] that it is not always the case. LMS provides less accurate results but more robust towards leverage points.
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5.4.2 Dynamic State estimation

Several papers have been published introducing what is called dynamic state estimation, where however, due to historic evolution, the term dynamic was used in different contexts. Before proceeding, we find it appropriate to review the use of this term.

- dynamic in sense of being fast static state estimation;
  Several publications refer to static state estimation algorithm that solves the problem in a shorter computational time as dynamic.

- Multi-snapshot recursive processing of the measurements with no dynamics in the states - tracking SE [117];

- Multi-snapshot SE of slow dynamics due to load variations;
  These methods process sequential measurement snapshots and are combined [107], [122] with various short-term, in the order of several minutes, load forecasting techniques to consider slow algebraic states variation. An extensive review of the multi-snapshot state estimation techniques based mostly on the Kalman filter is provided in [107]. Hierarchical decomposition of the estimation problem is proposed to ensure performance in real time applications.

- Very few works can be found that are dealing with estimation of power system dynamics - state estimators for the swing states estimation, which involve observer-based techniques [88], [25], [114].
  The objective of the dynamic state estimation is to determine the state from few non-redundant measurements and predict system evolution several seconds ahead. In [113] a model based filter application for detection of the disturbance and estimation of the voltage phases is presented.

In this thesis dynamic state estimation is defined according to the last item above. In recent discussions and publications dynamic state estimation gains more and more attention of the research community, largely encouraged by the availability of the phasor measurement units (PMUs) [96], [18], [97]. Furthermore, there is a growing need for the fast flexible control systems.
However, to our knowledge no dynamic state estimators have been implemented in real power systems. Despite new attractive features, dynamic state estimators are associated with high computational complexity and necessity of adequate dynamic models of the power system.

5.4.3 Results Evaluation and Visualization

The accuracy evaluation of the SE results is an important aspect. Even though the provided results are rarely inaccurate, control center engineer may loose trust in SE if too large inaccuracies occur. Particularly, unusual and, thus, most dangerous situations may be perceived by the dispatcher rather as SE failure. Providing additional indications and criteria on the algorithm performance are, thus very helpful.

One such performance index could be $J(\hat{x})$ originating from the bad data detection. It can be shown [90] that sum of $m$ normally distributed squared independent random variables $N(0, \sigma^2_i)$ results in a chi-square distribution with $m$ degrees of freedom $\chi^2_m$. Then, hypothesis testing can be applied to verify if the random variable follows chi-square distribution with different levels of significance. Another class of approaches would be based in the analysis of residuals. In [59], [22] various performance metrics are summarized and the Shannon entropy of estimated states has been proposed as an uncertainty measure for the evaluation of PMU impact on SE performance.

Sensitivity analysis of SE objective function and estimates to model inaccuracies, measurements and other parameters were proposed in [86]. These sensitivities can indicate credibility and stability of the results.

An interesting concept of bus credibility index was introduced in [3]. It is defined as a probability measure that quantifies estimation reliability or ability to detect bad data on the particular bus within specific system taking into account probability of bad data in the measurement. Although it has been proposed for the measurement system evaluation for the distributed SE, it is rather a local indication. Similar ideas can be applied to SE evaluation.

Good visualization techniques of the system state as well as reliability of the estimates that could be easily perceived by the power system operator is another important development direction. Some approaches to state estimation visualization are presented in [85], [138]. An extensive report on general power system visualization techniques is provided in [94].
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5.4.4 Experience with SE

Historical Development

State estimation has found an interest and recognition among utilities almost from the very beginning. The formulations and solution techniques of the core algorithm have developed with the growing expectations from the users.

Several development stages can be observed:

- 70ties: the normal equations
- 80ties: the fast decoupled formulation
- 90ties: extended plausibility checks for topology processing, matrix pivoting, orthogonal transformations to improve speed and robustness of SE. First installation of estimator using PMU measurements.
- 2000: visualization, constrained estimators, measurement quality statistics, multi-area SE with the PMU.

Despite all the improvements achieved, power industry has still growing expectations, prompted partially by the market conditions.

Surveys

An extensive bibliography on power systems state estimation literature (1968 - 1989) can be found in [35]. Several surveys were conducted starting from 70ties on various aspects of state estimation and the associated algorithms.

1974 The pioneering set of papers by Schweppe established the basis of several aspects of SE [119], [118], [115]. It was followed soon by the first overview of the alternatives and developments by Schweppe and Handschin [116].

1983 Van Cutsem and Pavella presented a critical survey of hierarchical methods for state estimation of electric power systems [29].

1987 Bose and Clements published a summary on real time modelling [20].
Comparison of methods for state estimation was provided by Holten et al [47].

CIGRE Task Force on analytical topics of power system and analysis committee published results of the conducted questionnaire that included SE [36].

A survey on static state estimation was conducted by Wu [137].

Comprehensive discussion of state estimation techniques that are based on several sequential snapshots was provided by Rosseaux, Van Cutsem and Dy Liacco in "Whither dynamic state estimation" [107].

A survey on parameter estimation Zarco and Exposito [141].

The latest detailed review by Monticelli, which includes generalized state estimation, was published [90].

A book covering main aspects of SE and including expensive references to the recent papers published by Abur and Exposito [2].

Utility Survey by CIGRE

In 1985 the CIGRE task Force conducted a questionnaire on analytical techniques in power systems including SE [36]. SE was indicated to be of strong interest for almost all the utilities that were participating in the questionnaire. At that moment weighted least square SE was the dominating technique in operation. Motivation for existing or planned installations was a need for more consistent and reliable basis for the real time operating, post incidence and predictive analysis, defined as activities related to short term operation planning, i.e. economic dispatch, interactive load flow, contingency analysis.

Improvements were suggested in the methodology and schemes. The main proposed R&D areas:

- Increase of the solution speed and computational stability, particularly for large systems
- Improve methods of detecting/rejecting bad data, including differentiation between metering, structural and parameter errors
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- Improve modeling of external systems, including definition and interchange of related essential data
- Use of dynamic methods during changes in network topology and if the metering failures occur.

One participant mentioned that SE should indicate a confidence error in each measurement based on historical and present data. Others mention necessity for developments in measurement placement algorithms.

Industrial Experience

1972-2006 One of the first implementations was conducted in Switzerland [125] by Elektrizitaets-Gesellschaft Laufenburg (EGL) in 1972. In 1978 it was upgraded first time and [8] describes the implementation of a third generation that uses plausibility checks, limit verification after SE execution. Topology processor run only in the tracking mode using graph techniques. Decoupled Newtop-Raphson SE algorithm was implemented with the small $R/X$, $G/B$ ratios correction of line impedance to prevent the divergence. Later overview of the problems experienced with SE is provided in [124]. It is mentioned that SE involves a significant effort for the initial installation and a permanent maintenance.

1983 In 1983 Harris corporation and Atlantic Electric reported an installation of the new control center required to operate as a satellite control area of the PJM power pool [78]. Topology processor, which is referred in publication as network configurator, was based on the status information from real time database. Tag and quality information was summarized for the dispatcher in order to ensure the data quality awareness. Topology processor provided a model for the online load flow and contingency analysis. Fast Decoupled weighted least square SE was used together with the residual or normalized residual analysis for bad data identification. Observability analysis identified observable regions and splits. For unobservable islands, online load flow (LF) program used results of state estimation, generator schedules and load distributions to provide a complete solution consistent with SE. Jacobian formed by the SE and LF was used to calculate penalty factors that account for transmission losses caused by the generation units. Another installation in Ohio Edisson is described in [79].
1983 TRW Controls reports on five installation of SE in SEGBA Argentina, E de C Venezuela, AyEE Argentina, Iberduero Spain, ENDESA Chile [53]. At the moment of publication three installations were operating successfully: SEGBA, E de C, Iberduero. An example of Iberduero is discussed. Details on the SE algorithm are not provided. Aspects of the external system modeling are addressed as system has many interconnections. Slow SE convergence was experienced in the areas with high line impedance and simultaneously low measurement redundancy. Another cause of disturbance in SE operation was the presence of non-conforming loads, in this example a 35MW load was fluctuating every minute. The installation and tuning took approximately two month and the measurement error was improved by a factor of three during the tuning.

1983 A PJM implementation of advanced monitoring project driven by the voltage stability is described in [38]. The network connectivity was determined by the algorithm in [42]. Observability analysis of the subnetworks and fast decoupled formulation of SE was used.

1983 An practical work targeting at measurement placement optimization is provided in [1]. State estimation algorithm used in this paper was based on normal equations and the transformations of normal equations.

1983 Westinghouse Electric has developed a WLS based SE installed at Orange and Rockland Utilities [132]. Normalized residual test was used for bad data identification. The results of SE were used for online load flow and contingency analysis. Common sources of errors discovered during the installation in measurements and model, were summarized.

1991 An installation of the Westinghouse Electric SCADA and AGC software in Northeast China power system was reported in [143]. The software was accomplished with the in house SE. Fast Decoupled method with sparsity based ordering of Gain matrix was used. Topology preprocessor and plausibility checks were implemented. A linearized bad data identification method is proposed for multiple interacting bad data processing [142].

1994 Pacific Gas and electricity company shares the experience with an SE installation from EMPROS systems in [9]. Symbolic observability routine [126] was used. State estimation was formulated as the equality constrained problem [47]. Since the changes in substation topology were frequently not reported by personnel this resulted in weakened SE performance, the plausibility checks were implemented in a topology
processor. This measure helped to resolve status errors in substations. Bad data identification used Chi-squared and the normalized residual techniques. The results were used for penalty factor calculation, security analysis and transmission constrained economic dispatch. The sources of inaccuracies were described in this publication.

1995 First phasor measurement implementation in industrial state estimation is presented in [128]. SE used enhanced Givens method [133] for SE and partial or full system solution. Partial solution was used to increase the update rate of results. Bad data identification was based on linear residual calculation and measurement compensation, thereof it is able to identify multiple interacting and conforming bad data [127]. Besides, a "hot-start" feature that uses predicted states, is introduced. Observability analysis is conducted by symbolic Jacobian reduction [126]. Tests showed a significant positive impact of PMU on the SE performance.

2006 Some of Siemens SE capabilities are presented in [41]. A Huber M-estimator for topology error identification is applied, enhanced Givens state estimation method, linear residual calculation for bad data analysis are mentioned. Emphasis is put on the remote calibration technique that estimates calibration parameters for the RTUs using pre-calibrated ones. An experience with SE enhancement by PMUs in NYPA is reported. Further work is targeting the use of PMU to identify the abrupt change in system state and to block SE till reaching steady state conditions, when RTUs provide consistent measurements.

2006 Areva reported in [77] on the ongoing project with one of the largest utilities in North America on evaluation of the new approach to topology error problem. Presumably, combinatorial solutions were investigated. The publication also provides a general overview of trends with SE, among the other the importance of metrics is emphasized.

2006 WLS SE used in Sweden and Finland is described in [43]. These form the basis for grid loss computation and verification of the planned outages, as well as for voltage level optimization and contingency screening in Finland and voltage collapse supervision system in Sweden. Both systems were initially from GE Network Solutions (ex. Harris Controls) and were later upgraded. It is not clear, however, if the upgraded solution comes from the same vendor. Finland used SE as a source for corona losses estimation, but the technique seems to be vulnerable: it seems to incorrectly identify corona losses as measurement errors. The correction of the line resistances to the ambient temperature to be im-
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implemented is mentioned. Thus, a more accurate resistive loss determination is targeted. Further plans on PMU measurements installations are mentioned as well.

2006 The work sponsored by the Brazilian South State Electric Utility on the implementation of Schweppe type Huber Givens estimator is presented in [98]. An iterative weights refining method is chosen to handle the equality constraints. Examples from real operation are provided.

2006 Transenergie [72] reports on its experience with decoupled WLS estimator with equality constraints to model zero injections. In-house software for the preprocessing of branch topology errors is added based on the similar techniques as [19]. No further details are provided on the developed algorithm. SE results are used for online contingency screening and for off-line dynamic security assessment. Measurement bias statistics and load distribution factors are calculated and updated through exponential filtering. An interesting and important observation is made that the standard deviation of the measurement error is nearly linearly dependent on the measured value.

5.5 Technological Developments and Standards

An alternative or additional approach to reduce uncertainty of the power system model is to use new devices, e.g. sensors, which provide more accurate information.

Indeed, optical measurement units have higher accuracy and provide immediate transformation of the signal into digital form, so it is not further distorted by electromagnetic interference. Yet, installations of such sensors are still relatively rare.

The introduction of semiconductor devices in 20th century and subsequent development of computers had major impact in many industrial areas. It brought control and protection devices based on microprocessors, intelligent electronic devices, substation automation systems in power systems. Besides, creation of the global positioning system (GPS) led to development of PMUs and RTUs with accurate time stamp. Many developments were achieved also on the primary equipment side, for example HVDC, FACTS, gas isolated substations etc.
Trends in control system development go along with standardization, integration and interoperability. Thus, IEC 61850 standard “Communication networks and systems in substations” was adopted by a majority of the equipment manufacturers. This standard guarantees the devices from the different suppliers and substation automation system will have possibility for the data exchange.

With the Common Information Model (CIM) a standard of data representation has been developed by the industry. The goal of CIM is to let all EMS applications refer to a common (same) model. This way discrepancies can be avoided and the robustness of data should be improved.

Also, communication networks are increasingly based on fiber-optic cables, having much higher bandwidth and the costs for the information transfer have significantly decreased.

Undoubtedly, in the future these technologies will contribute to the improvements of the accuracy and robustness of real time models. New technologies will appear and even replace some functions in power systems control. Could in the future state estimation become an obsolete technique? Probably not, since it not only reduces the uncertainty but also enables such features as estimation of the non-measured quantities and bad data filtering.

Moreover, introduction of almost all new technologies in power system operation is associated with a high inertia. Replacement of equipment or software involves intensive work, is time consuming and expensive. Besides, it may require extensive testing. The number of devices to be replaced is huge. Therefore, for the next few decades, one can hardly foresee such changes that would make state estimation obsolete. On the contrary, new methods shall directly use advantages offered by, for example, PMU devices, while other technologies, such as common information model, can be explored and applied with respect to the proposed methods in the course of industrial development.

5.6 Summary

The real time model is essential for the actions of the TSO. The reliability of this model affects decisions concerning both security and economy of the power systems operation.
Uncertainties associated with both model and measurements cannot and will not be fully eliminated by advances of the metering and communication technology.

Since the very first installations the benefits of using state estimators were undisputable and significant progress has been achieved over the last decades. Still improvements in robustness and accuracy of the estimators are expected, such as operability in rapidly changing conditions, they are still prone to fail due to topology errors - a problem particularly difficult if the SE does not converge, discrepancies due to time skews in measurements etc. Some of these issues can be improved with the computational power available nowadays and further enhanced in the future, PMUs and communication systems. The following chapters give contributions to several aspects related to reliability of real time system model.
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Influence of Topology

This chapter discusses problem of erroneous topology in state estimation. If the errors stay uncorrected, operators’ decisions will be based on wrong information and may endanger power system security. A brief overview of the existing approaches to topology error identification is provided. A new method is proposed and illustrated by a numerical example.

6.1 Introduction

6.1.1 Topology Processor

Power system structure is far more complicated than the model used for power flow calculation or state estimation studies. It contains busbars, switching devices and circuit breakers and switching the latter might change the status of the particular equipment and the topology of the entire system.

A network topology processor analyzes the status of the switching devices and determines interconnections of the physical nodes and transmission elements. It reduces the number of nodes in the model by transforming the bus-section/switch model into a bus/branch model and assigns the measurements to branches and busses, a simple example is shown in Fig. 6.2. It also identifies energized, de-energized and grounded parts of the network.
The steps of the network topology processor can be summarized, as follows:

1. Converting raw measurements in appropriate units and verify operating limits, rate of change of operating variables, the zero flows in opened switches, zero voltage difference across closed switches;

2. Processing the bus sections to determine connectivity in bus groups and form the network busses;

3. Building the data structures (pointers and links) to associate busses with branch and shunt devices: transmission lines, phase shifters, capacitors, reactors etc, as well as measurement devices;


The location of the switching and metering devices is assumed to be available from the database (static data). Conventional SE rely only on the logical signals about the switch position (dynamic data).

A rule based power system topology processing algorithm is described [108]. In [20] it is pointed out that [108] is basically the only algorithm
used in practice. Several sources mention simple tree search being applied to substation graph for bus section connectivity construction. Similarly, the network connectivity is determined by a simple tree search algorithm [108] and depth first search method [11], [105].

The border between topology processing and topology errors identification is vague in some methods, such as plausibility checks - the error identification is a natural feature of the processing algorithm. In [123] a plausibility check method was developed - an expert system was created that verifies breaker status information with the analog measurements creating rules to topology detection. Practical experience with such a detector is described in [125].

In the tracking mode only the changes of the status are considered and the corresponding parts of the network are updated [100]. Then, plausibility checks are performed using the Kirchhoff’s laws.

One may notice that topology processing is in a way close to the observability determination. In fact, a class of methods for observability determination is referred to as topological observability. Similarly for both tasks, the topology of the network is traced by some method. The difference is in the objective, namely, in topology processing the mea-
measurements are used only for plausibility checks or confirmation of the correct switch status signal, while observability follows the topological tree to check the sufficiency of the available measurements.

Network connectivity determination for islands by the local updates was addressed in [140]. An elegant solution to island and connectivity detection can be found in [42]. The bus incident matrix is boolean, and when boolean multiplied by itself a second degree (two nodes away) incident matrix being obtained. Repeating the multiplication procedure for the connected network would eventually result in a matrix of ones\(^1\). Thus, network islands and corresponding buses can be determined easily. Besides, a decomposition of the systems is suggested: the connectivity is determined within each part and later, the connectivity between the parts. Another attractive algorithm presented in [102] also involves incident matrix and sequential trace and elimination of the incident entries. The algorithm stops, if all the entries were covered or no more eliminations are possible. Both these methods operate with the already obtained incident matrix.

### 6.1.2 Approaches to Topology Error Identification

If the status of the circuit breaker(s) is determined incorrectly, it results in locally incorrect bus/branch model giving a topological error. It usually causes SE to be significantly biased and the bad data processing would eliminate several measurements, consequently resulting in convergence problems or in an unacceptable state. Thus, detection of topology errors is an important problem in state estimation.

Topology errors identification methods can be classified in two categories: \textbf{a priori} processing - plausibility checks as discussed before and \textbf{a posteriori} processing - as the SE has converged, an analysis of the identification of topology errors can be performed.

Besides, different approaches are required for two types of topology errors:

**Branch** status error - error in status of the network branch, non-zero impedance element.

\(^1\)It seems to the author of this thesis that boolean addition of the original matrix to the result is necessary at each step. This description is missing in the referenced paper.
The approaches to overcome this type of error are similar to parameter estimation techniques. The impedances of the branches are explicitly presented in SE, therefore there is no need for a special model. Essentially, two posteriori methods are used for the branch status errors identification: by the means of normalized residuals or state vector augmentation of the suspected branch status.

**Substation** configuration error - errors affecting circuit breakers that link busbars, zero impedance elements. Two types of errors may be encountered: error in the static model of the substation - configuration of the substation and interconnection between the elements or the dynamic status determined by the status of the switches.

This error type requires a specific procedure, when the affected CB appear explicitly in SE model.

The most outstanding techniques, according to the opinion of the author of this thesis, can be listed, as follows:

- Network search techniques;
- Mini-network;
- Generalized SE;
- Implicit SE;
- Two stage SE techniques.

Substation data validation based on linear programming state estimator was first proposed in [54]. Besides, one should mention branch and bound, tabu search algorithms, which were applied to topology error identification [89]. ANN application was suggested in [131]. Some of these techniques are discussed in more details below.

**Network search**

A graph search based algorithm for network state estimation verification was developed in [19]. This work addresses state verification and assigns bad data labels to contradicting values in accordance with Kirchhoff’s
laws. Although, the authors mention that in case of discrepancy in bus flows, one should suspect a topological error the primarily focus is the state and bad data.

Other works [146] and [104] were addressing state estimation and verification with network search and the use of PMUs.

I mention these work here, since similar ideas were used as a basis for the topological error method development to be proposed.

**Mini-network**

In [65], [64] developed method for suspicious substation identification based on ordered list ”black marks” assigned to bad measurements measurements as identified by state estimation and applies $\chi^2$-test to confirm the error in substation. Then, substation topology variants are evaluated based on a mini-network - the substation and the neighboring bus estimates, which were obtained from the ”remaining network”. A method to disregard a-priori some topologies is described as well. The main disadvantage of the approach is relying that an SE solution must be available.

**Generalized State estimation**

Conventional SE techniques are based on the branch-bus model of power system and corresponding analogous measurements. The topology of the branch-bus model is determined from the received logical status signals.

In [89] the concept of generalized state estimation is proposed - estimation of states, network topology and parameters that may partially include physical level models, i.e bus-section/switching device. This formulation allows the inclusion of measurements on zero-impedance branches and switching devices, which is advantageous for the topology errors identification.

Specific types of pseudomeasurements are included in state estimation, for example for zero impedance branches, voltage drop and angle differences between the busses equal to zero:

$$V_k - V_m = 0 \text{ and } \theta_{km} = \theta_k - \theta_m = 0.$$  \hspace{1cm} (6.1)

and the actual flow measurements $P_f, Q_f$ are added as state variables.
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Figure 6.3: Hierarchical Separation of Information (monitoring, control, and protection) [62].

Implicit Substation model

The generalized formulation [89] was a step forward in SE. However, the proposed formulation was suffering from drastically increasing dimensionality of the problem.

First, the suspected substation was identified and the second stage estimation carried out. The development of this method by considering Kirchhoff’s laws and topological constraints decreases the substation model. As a result, an implicit substation model [33] is obtained that is insignificantly larger than the classical branch/bus model. Thus, the entire system can be modeled providing advantages in bad data and topology error analysis.

Two-Stage State estimation

Two-stage state estimation concept was proposed by Abur [5]. First, WLAV estimation is performed for the considered power system and the suspected substation is identified. Then, full bus section / switch representation is modeled for this substation. Next, the second stage
SE is performed involving additional information from the substation. The detailed study results are covered in a PSERC report [4]. Concept of close monitoring of the circuit breaker to avoid topology errors is proposed in [60], as well as topology consistency check based on the measurements from intelligent electronic devices in the substation as in Fig. 6.3 [61], [62].

6.1.3 Rationale for the Chosen Direction

The algorithm developed in this thesis shall fulfill several requirement stated by the project partner: it should be feasible even if SE does not converge and not rely on the availability of the physical level model, i.e. explicit substation layout may be unavailable. Limited number of PMUs might be installed in the network and the measurements available on the common platform with SE.

Substation topology error was a primary focus of the thesis, since it is the most challenging one, although the proposed method can be applied to other types of errors as well.

The chosen approach, therefore, involves network search techniques, uses bus-branch model and, optionally, measurements from PMUs. The proposed algorithm can be used in the cases, when SE does not converge at all. Besides, network search based techniques are transparent and intuitive methods, which can be easily distributed and scaled.

6.2 Topological Error Location

6.2.1 Definitions

The following section of the chapter uses some terms, which are defined below:

**Node** - a busbar or several busbars directly connected by zero impedance lines and, thus, having the same voltage, magnitude and phase.

**Neighbor** - a node being directly connected by a transmission line or a transformer to the considered node.

**Visitor** - a neighbor that was used to compute the voltage on the node under consideration.
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**Walk** - a sequence of the connected nodes.

**Path** - a sequence of the connected nodes, where no nodes and connections are repeated.

**Cycle** - a walk that starts and ends at the same node(s), but otherwise has no repeated nodes or connections.

**Conflict node** - a node, in which the difference of the voltages determined by two different visitors exceeds given threshold.

**Erroneous path** - (shortest) path that contains nodes leading to voltage discrepancy in conflict node.

**Erroneous node** - any node on the erroneous path.

**PMU path** - a path between two installed in the system PMU confirmed by the PMU measurements.

**Alternative path** - (shortest) path between two nodes on erroneous path or between node on erroneous path and PMU path.

6.2.2 Outline of the Proposed Method

The proposed algorithm for the topological error location shall determine the node or possible minimal set of nodes, which contain topological error. It consists of two major stages:

- Detection of the discrepancy in computed voltage
- Localization of the topology error

Proposed algorithm is based on bus-branch model of the network and sequential or chain computation of the node voltages. The first reference bus is an arbitrary PMU node (or if no PMU is installed, an arbitrary node). At every step, the proposed algorithm determines first degree neighbors with breadth-first search and computes voltage in those. To compute the voltage algorithm requires a pair of the line flow measurements at the current bus or local line end or remote end measurements. The standard mathematical models for the transmission branch and expression for the voltage computation are provided in Appendix B. In addition, if the measurements are available at both branch ends, one
could perform local SE for just two buses and one branch system. That should further contribute to the accuracy improvements.

For each node, all the visitors of the node and the values of the computed voltage are recorded. As the search progresses, each node will be visited as many times as there are connected branches. In a case of a topological error in the network, at some node there will be encountered a mismatch between two voltage values determined by two different visitors of the node. Using the information on visitors and the voltage records for each node, an erroneous path can be identified. This path will contain a node with a topological error that led to voltage discrepancy. Fig. 6.4 illustrates these steps of the algorithm.

The discrepancy in voltage must exceed measurement noise level, i.e. certain detection threshold shall be employed. This threshold should be sufficiently high to ensure that measurement noise is not mistaken for topology error - detection security requirement. Simultaneously, it should provide sufficient dependability for the error detection. The approach to evaluation of proper threshold value is further discussed in Section 6.2.5.

Once the error has been detected and the erroneous path identified, it is necessary to identify the node or possibly minimal set of nodes that resulted in the discrepancy. This principle is outlined in Fig. 6.5. The voltage in the erroneous nodes is consequently verified through
the alternative paths. Once there is a confirmation of the voltage value, the node can be discriminated from the erroneous path. This localization routine stops, if no more alternative paths can be found or the erroneous path contains only two nodes.

These algorithms are discussed in details in the following Sections 6.2.3 - 6.2.4. The details on the network search algorithms to determine in which sequence the node voltages have to be computed, as well as how to find the alternative path are provided in Appendix D.2.2.

To speed up the matrix operations and reduce dimensionality of the problem, the network can be split into several overlapping regions. In addition, all the radially connected nodes can be eliminated from the considered network, since it will not be possible to distinguish between bad data and topological errors for such nodes.

### 6.2.3 Error Detection and Localization on the PMU Path

PMUs provide both voltage magnitude and, perhaps, more importantly for the topological error detection, the voltage angle measurements. Thus, if two or more PMUs are installed in the network, we can recompute voltages along the PMU path $P_{PMU}(N_{PMU}, E_{PMU})$ and compare it with the measurements $V_{Nf}^{PMU}$. The shortest path between
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PMUs $P_{PMU}$ is found employing breadth-first search algorithm Appendix D.2.2. The flow chart of the algorithm is shown in Fig. 6.6.

The discrepancy between the phasor measurement and computed value exceeding the defined threshold $\epsilon$, indicates presence of a topological error on the considered path. Should an error have been detected, it has to be localized. Here for every non-terminal node, i.e $\forall N \in (\mathcal{N}_{PMU} \setminus \mathcal{N}_{PMU,T})$, the following routine is performed:

1. Set $j = 0$ ;
2. Set $j = j + 1$ ;
3. Modify network topology: erase adjacent branches of the current node $N_{PMU,j}$ from the network graph:
   \[
   G^{(j)}(\mathcal{N}^{(j)}, \mathcal{E}^{(j)}) = G^{(j-1)}(\mathcal{N}^{(j-1)} \setminus N_{PMU,j}, \mathcal{E}^{(j-1)} \setminus A(N_{PMU,j}));
   \]
4. Find the shortest path between the PMUs $P_{a,PMU}(G^{(j)})$ for the modified network topology;
5. Verify voltage along the new PMU path $P_{a,PMU}$ ;
6. If $V_{Nf}(P_{a,PMU}) \neq V_{Nf}^{PMU}$ the voltage discrepancy is preserved between measured and computed values, go to the step 2. Otherwise assign error nodes $N_e = N_{G1}[N_{PMU,j}] \cap \mathcal{N}_{PMU}$ - current node and its first-degree neighbors on the original PMU path and stop.

In case, when an error could not be assigned to the any of the nodes between PMUs, it should be concluded that one of PMUs nodes has an error. If three or more PMUs are available, the set of erroneous nodes can be narrowed down to one by the algorithm analogous to the one described above.

If the difference between computed voltage value $V_{Nf}(P_{PMU})$ and the measurement $V_{Nf}^{PMU}$ was within expected limits, all the nodes $\mathcal{N}_{PMU}$ on the PMU path are considered verified reference nodes. The algorithm for error detection outside the PMU path is then initiated.
System data, Analog measurements, PMU location

Finding shortest path $P_{PMU}$ between PMUs, as in Appendix 3.

Compute voltage along $P_{PMU}$

Compute voltage on PMU nodes

$P_{PMU}$ is confirmed (start Detection outside PMU path)

$|V_{NT(P_{PMU})} - V_{PMU}^{P_{PMU}}| > \epsilon$

Yes

Modify initial network graph: remove next node from initial $P_{PMU}$

No

Figure 6.6: Algorithm of the topological error identification on the PMU path.
Figure 6.7: Algorithm of the topological error detection outside of the PMU path.
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6.2.4 Error Detection and Localization Outside of the PMU Path

Error Detection

If no error has been detected on the PMU path, we propose to proceed with the search till the discrepancy is encountered, as follows. These steps of the error detection are also depicted in the diagram in Fig. 6.6:

1. \( k = 0 \) - a degree of neighborhood from the PMU path;
2. Set \( \mathcal{M}^0 = \mathcal{N}_{PMU} \) a set of PMU path nodes;
3. Determine set \( \mathcal{M}^{(k+1)} = N_{G1}(\mathcal{M}^{(k)}) \) - as first degree neighbors by the breadth-first search algorithm, Appendix D.2.2;
4. If \( \mathcal{M}^{(k+1)} = \emptyset \) is empty, stop;
5. For each node \( \forall M \in \mathcal{M}^{(k)} \) and \( \forall L \in \mathcal{L}^{(k+1)} \), where \( \mathcal{L}^{(k+1)} = N_{G1}(M) \) a first degree neighbors of \( M \):
   - Compute voltage \( V_L(M) \). Use branch model, branch flow measurements as in Appendix B.3 and \( V_{M,1} \) - the first value of the voltage assigned to \( M \);
   - Store computation results \( V_L = V_L \cup \{V_L(M), M\} \) a pair of voltage value and a visitor (variable NODE);
   - Compare determined voltage value \( V_L(M) \) to a previously computed voltages in this node \( V_{L,1} \);
   - If voltage difference exceed threshold \( \epsilon \) or voltage value is not within physically feasible range - assign conflict node \( N_c = L \), stop;
6. Set \( k = k + 1 \) and go to step 3.

If the exit from the computation loop was at step 5, the discrepancy was detected at \( N_c \) and the error back-tracking is initiated to establish the erroneous walk \( W_e(N_c, \mathcal{E}_c) \). Proposed back-tracking algorithm, which is inspired by breadth-first search, is described in Appendix D.2.1.

Determined erroneous walk can be a cycle. The cycle should then be transformed into a simple cycle, i.e. all the common nodes but one shall be disregarded. Indeed, if an error would be on common walk segment, the voltage mismatch would be detected earlier instead of the conflict node \( N_c \).
Error Localization: Preprocessing

When a cardinality of the erroneous nodes set $|\mathcal{N}_e| > 2$, analysis is continued further to narrow down the number of possibly erroneous nodes.

First, the erroneous walk $W_e(\mathcal{N}_e, \mathcal{E}_e)$ is subtracted from the network graph $G \setminus W_e = G \setminus W_e$, and subsequently all the isolated nodes are deleted as these cannot contribute to the verification of the node voltages. For the same reason all the radial connections are removed to decrease dimensionality of the problem.

Assign voltage value $V_{F\mathcal{N}_e,1} = V_{Ns(W_e)}$ for the start node $N_s \in \mathcal{N}_e$, a voltage profile $V_{F\mathcal{N}_e}$ is recomputed along the erroneous walk - a ”forward” profile. Then, in the opposite direction a ”backward” profile $V_{B\mathcal{N}_e}$ is computed from the end node $N_f \in \mathcal{N}_e$ towards the start node, $V_{B\mathcal{N}_e,1} = V_{Nf(W_e)}$. These operations are further clarified in Fig. 6.8.

If any of the voltages $V \in V_{F\mathcal{N}_e}$ is out of the feasibility range $\{V_m, V_M\}$ implied by the physical properties of power systems, the subsequent nodes can be excluded from the erroneous set:

$$
\forall V_j \in V_{F\mathcal{N}_e}, \quad \text{if } \exists \ |V_j|_1 < V_m \text{ or } |V_j|_1 > V_M \quad \text{then } \mathcal{N}_e = \mathcal{N}_e \setminus \left( \bigcup_{l>j} N_l \right) , \quad (6.2)
$$

Similarly, for the $V_{B\mathcal{N}_e}$ :

$$
\forall V_j \in V_{B\mathcal{N}_e}, \quad \text{if } \exists \ |V_j|_1 < V_m \text{ or } |V_j|_1 > V_M \quad \text{then } \mathcal{N}_e = \mathcal{N}_e \setminus \left( \bigcup_{l<j} N_l \right) , \quad (6.5)
$$

where $||_1$ is a first norm.

Thus, pre-processing help to reduce erroneous path.

Error Localization: Core Algorithm

Proceeding with the error localization, initialize withhold path $P_W = \emptyset$ as empty (variable WithholdPath). Besides, initialize $e$ as zero vector
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\( e \in \mathbb{R}^{\lvert \mathcal{N}_e \rvert - 1} \) (variable \textbf{Edges}). In the following iterations, \( e \) shall contain 0 if an edge was not verified by the checks. A numeric value is assigned to \( e_j \), if it was verified that the corresponding segment does contain an error. Different numeric values (or labels) will identify particular checked segments. This approach is similar to coloring in graph theory.

Performing the following steps shall determine possibly minimal set of the nodes, including one containing topological error:

1. Iteration number \( k = 0 \);

2. Iteration number \( k = k + 1 \);

\[
\begin{align*}
\text{Figure 6.8: Computation of the forward and backward profile and discrimination of the erroneous path.}
\end{align*}
\]
3. Find alternative paths $P_a^{(k)} \supset P_{a,j}^{(k)}$ of next minimal distance, according to algorithm in Appendix D.2.2. Here $P_{a,j}^{(k)}(N_{a,j}^{(k)}, E_{a,j}^{(k)}) \subset G_{\setminus W_e}$ is a subgraph of a network graph after erroneous path was excluded;

4. Analyze obtained $P_{a,j}^{(k)} \subset P_a^{(k)}$, as shown in diagram 6.7:

If erroneous walk $W_e^{(k)}$ is a cycle:
- If $P_a^{(k)} = \emptyset$ and withheld path $P_W \neq \emptyset$, then set $P_a^{(k)} = P_W$.
- If $P_a^{(k)} \neq \emptyset$, withhold all alternative paths, which include terminal nodes: for all $P_{a,j}^{(k)} \in P_a^{(k)}$, $\forall j \in J$, such that terminal nodes are superset to the start node of erroneous path $N_T(P_{a,j}^{(k)}) \supset N_s(W_e)$, assign $P_W = P_W \cup (\bigcup_j P_{a,j}^{(k)})$;

else (when $W_e^{(k)}$ is not a cycle), when $P_W \neq \emptyset$, add withhold pathes $P_W$ to the set of new alternative pathes $P_a^{(k)} = P_a^{(k)} \cup P_W$, and erase withhold pathes $P_W = \emptyset$.

This part of code helps to prevent misclassification of the erroneous nodes, in case when erroneous walk is a cycle and error is in a terminal node.

5. If $P_a^{(k)} \neq \emptyset$, start the verification algorithm for each alternative path in $\forall P_{a,j}^{(k)} \in P_a^{(k)}$:
Verify if the next path to be checked is internal, i.e. connecting two nodes from the current erroneous path $N_T(P_{a,j}^{(k)}) \subset N_e^{(k+)}$, or external, i.e. connecting a node on the erroneous path and a previously verified node such as a PMU path node $N_T(P_{a,j}^{(k)}) \cap N_{PMU} \neq \emptyset$;

If considered path is external, check that the erroneous walk still contains this node $N_T(P_{a,j}^{(k)}) \cap N_e^{(k+)} \neq \emptyset$, which is not a terminal node $N_T(P_{a,j}^{(k)}) \cap N_T(W_e^{(k+)} = \emptyset$ as such verification is not informative. Start procedure "Verification by the external nodes" as described in the following subsection;

else (if considered path is internal), check that terminals of internal path to verify are not the erroneous terminal nodes
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\[ N_T(P_{a,j}^{(k)}) \neq N_T(W_e^{(k+)}) \] as such verification is not informative. Start procedure "Verification by internal nodes" as described in the following subsection.

6. If a degree for all non-terminal nodes:

\[
\deg |N| \leq 2, \quad \forall N \in (\mathcal{N}_e^{(k+)} \setminus N_T(W_e^{(k+)})], \quad (6.8)
\]

or \(|\mathcal{N}_e^{(k+)}| < 2\), or \(P_a^{(k)} = \emptyset\) and \(P_W = \emptyset\) - stop, otherwise go to step 2.

In the end, erroneous nodes having adjacent edges with the same label (color) can be excluded from the erroneous path.

Shortest path and computational efficiency is guaranteed by the use of breadth-first inspired algorithms as in Appendix D.2.2. The following two subsection provide more detail on verification algorithms.

Error Localization: Verification by external nodes

This procedure shall recompute the voltage \(V_{a,N_e}\) on the erroneous node \(N_{e,n}\) along the alternative path from the external node with the reference voltage. Depending on the result, i.e whether or not the erroneous node voltage is confirmed, the erroneous walk can be reduced differently. Thus, verification procedure is as follows:

1. Recompute voltage \(V_{N_e,n}\) through \(P_{a,j}\);

2. If \(|V_{N_e,n} - V_{F,N_e,n}|_1 \leq \epsilon\) computed voltage differs from the corresponding one in a "forward" profile \(V_{F,N_e,n} \in \mathcal{V}_{FN_e}\) by less than expected noise impact, proceed as in Fig. 6.9:

   - If, as shown in Fig. 6.9d, the edge \(E\) preceding the verified node \(N_{e,j}\) was already marked "safe" by the internal checks, i.e. \(e_{j-1} > 0\), remove all edges having the same "safe" mark \(e_l = \emptyset\ \forall l \in L\), such that \(e_l = e_{j-1}\) and remove corresponding nodes \(\mathcal{N}_e = \mathcal{N}_e \setminus (\bigcup L N_l)\) as in Fig. 6.9e;

   - Remove all nodes preceding the verified node from the erroneous path \(\mathcal{N}_e = \mathcal{N}_e \setminus (\bigcup_{l<j} N_l)\), remove corresponding edges \(e_l = \emptyset\ \forall l < j\), as shown in Fig. 6.9c;
Figure 6.9: Verification of the erroneous path by the external reference nodes and discrimination of the erroneous path in case of positive check.
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Figure 6.10: Verification of the erroneous path by the external reference nodes and discrimination of the erroneous path in case of check failure.
3. else $|V_{N_{e,j}} - V_{F,N_{e,j}}|_1 > \epsilon$ computed voltage difference exceeds the expected noise impact, see Fig. 6.10:

If considered erroneous node is not a start node $N_{e,j} \neq N_s(W_e)$ and both edges connected to this node are marked "safe" $e(A(N_e, n) \cap \mathcal{E}_e) > 0$, then

$$\forall l \in L, \text{ such that } e_l = e(A(N_e) \cap \mathcal{E}_e)$$

and $\forall i \in I, i > j$, remove all the nodes $N_e = N_e \setminus (\bigcup_L N_e, l) \setminus (\bigcup_I N_e, i)$ and erase corresponding edges from $\mathcal{E}_e$ and $e_{L \cup I} = \emptyset$, see Fig. 6.10d - Fig. 6.10e;

otherwise remove all the nodes following the considered $N_{e,j}$:

$N_e = N_e \setminus (\bigcup_I N_i) \forall i \in I, i > j$ and the corresponding edges from $\mathcal{E}_e$, $e_I = \emptyset$, see Fig. 6.10c.

After verification, return values $e$ and $W_e(N_e, \mathcal{E}_e)$ to main error localization loop.

Error Localization: Verification by Internal Nodes

The following verification procedure is performed with alternative path $P_{a,j}(N_{a,j}, \mathcal{E}_{a,j})$, unless same segment has already been confirmed according to information in $e$ (variable Edges):

1. Recompute voltage $V_{Nf(P_{a,j})}$ starting with the node $V_{Ns(P_a)}$ along $P_{a,j}$. An index $n$ is such that $N_{e,n} = N_{as}$ and $i$ is such that $N_{e,i} = N_f(P_{a,j})$;

If during computations in step 1, voltage exceeds feasible range it is considered to be equivalent to exceeding tolerance $\epsilon -$ step 3.

2. If $|V_{Nf(P_{a,j})} - V_{F,N_{e,i}}|_1 \leq \epsilon$, as in Fig. 6.11:

If any edges were labeled on the current segment

$\exists e_l > 0, \forall l \in L, \text{s.t. } n \leq l < i$, find $s = \max(e_l)$, then:

- if $e_n > 0$ the first edge on considered segment is "safe", assign

  $$e_k = s \ \forall k, \text{ s.t. } e_k = e_n,$$

  to all the edges with same label a new label $s$.  
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- if \(e_{i-1} > 0\) the last edge of the considered segment is "safe", assign

\[ e_k = s \quad \forall k, \text{ s.t. } e_k = e_{i-1}, \]

to all the edges with the same label a new label \(s\).

- assign \(s\) to all the edges on the considered segment

\[ e_k = s \quad \forall n < k < i. \]

else (if none of the edges on this segment has been verified), mark edges of the current segment "safe" by assigning a higher value than on any other edge:

\[ e_l = \max(e) + 1 \quad \forall l \in L, \text{s.t.} \quad n \leq l \leq i; \]

3. else, when \(|V_{N_f(Pa,j)} - V_{F_N,e,i}| > \epsilon\), proceed with current erroneous walk \(W_{e}^{(k+)}\) as in Fig. 6.12.

- if the edges adjacent to the first considered node had the same label, remove all the edges with that label:

\[ N_e^{(k+)} = N_e^{(k+)} \setminus (\bigcup_l N_l) \quad \forall l \in L, \text{s.t.} \quad e_l = e_{j-1} = e_j; \]

\[ E_e^{(k+)} = E_e^{(k+)} \setminus (\bigcup_l E_l) \quad \forall l \in L, \text{s.t.} \quad e_l = e_{j-1} = e_j; \]

- if the edges adjacent to the last considered node had the same label, remove all the edges with that label:

\[ N_e^{(k+)} = N_e^{(k+)} \setminus (\bigcup_l N_l) \quad \forall l \in L, \text{s.t.} \quad e_l = e_{i-1} = e_i; \]

\[ E_e^{(k+)} = E_e^{(k+)} \setminus (\bigcup_l E_l) \quad \forall l \in L, \text{s.t.} \quad e_l = e_{i-1} = e_i; \]

- remove from erroneous nodes all the nodes except considered segment

\[ N_e^{(k+)} = \bigcup_L N_l \quad \forall l \in L, \text{s.t.} \quad n \leq l \leq i; \]

\[ E_e^{(k+)} = \bigcup_L E_l \quad \forall l \in L, \text{s.t.} \quad n \leq l < i; \]

After verification, return \(e\) and \(W_{e}^{(k+)}\) to the main error localization loop.

Several supplementary algorithms inspired by breadth-first search from the graph theory was developed and tuned to the specifics of the addressed problem, namely fast identification of the shortest alternative
Figure 6.11: Successful verification of the segments by the internal alternative paths and discrimination of the erroneous nodes.
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Figure 6.12: Failed verification of the segments by the internal alternative pathes and discrimination of the erroneous nodes.
paths among erroneous nodes or between an erroneous and a verified node, as described in D.2.2.

It naturally follows that expected noise propagation $\epsilon$ is a very important criterion for the classification of erroneous or safe nodes. Therefore, the following section focuses on the evaluation of justified and the suitable for the particular conditions $\epsilon$.

### 6.2.5 Criterion for the Error Detection

#### Measurement Noise Propagation

Previous sections discussed an approach to detection and localization of the topological error based on the comparison of the computed voltages. A discrepancy detected between two voltage evaluations is indicating an error. Let us focus now on this discrepancy or how large should it be to indicate an error - criterion for the error detection.

Measurements of electric parameters, as discussed in Section 5.2, are not exact - they contain noise, which can be described by the probability distributions, and measurement errors, which are disregarded here. Therefore, proposed sequential computation of the busbar voltages along the network will cause noise propagation in the computed values. We can, however quantify this noise and obtain voltage probability distributions, which gives us indication of the possible error margin.

Consider a Π-model of the transmission branch, single line diagram and detailed derivation is shown in Appendix B and in Fig. B.1. Given the voltage and the flows\(^2\) in the beginning of the line, voltage in the end of the line can be computed as [2]:

$$U_2 = -AU_1 - B \frac{S_1^*}{U_1^*} \quad (6.9)$$

where $A$, $B$ are complex numbers depending on the parameters of the transmission branch.

Voltage and flows in (6.9) are random variables (rv). Since both the first and the second term in (6.9) contain voltage $U_1$, resulting terms in (6.9) are not independent and the standard method of cross-variance [66], Appendix C.1.2 cannot be applied directly to subtract these. However, \(^2\)if measurements of current, including the angle between current and voltage are available in SCADA, the analysis can be simplified.
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numerical characteristics of the pdf and, thus, tolerance range for the
determined voltage values can be easily obtained applying a well-known
Monte-Carlo method [66].

It is assumed that measurement errors of the angle and magnitude are
independent normally distributed, although this assumption could be
easily abandoned if more information is available. Let us notice that
the second term in (6.9) follows Cauchy distribution Appendix C.1,
[66], however, we assume that $U_2$ is bivariate nrv, since in the parameter
region compliant with the physical properties of power systems the
obtained Cauchy distribution is close to normal. Neglecting dependency
of the terms, we can also support the assumption on resulting $U_2$ being
nrv by the central limit theorem implications [66].

On the implementation side, Monte-Carlo method involves performing
given number of trials and storing those results, thus, for the large net-
works its application can be restricted by computer memory size. In this
case, once computed, set of random voltage values can be described by
the numerical characteristics of multivariate normal pdf, i.e. expectation
and covariance matrix. This would allow to significantly reduce
demands on memory. A method for rv simulation from the distribution
parameters is described in Appendix C.3, [66].

Perhaps, analytical expressions for the voltage pdf could also be derived
when introducing feasible simplifications, this, however, is outside of the
focus of the present thesis.

Comparison of the Voltage

In order to compare stochastic evaluations of two voltages, first we sub-
tract them. Assuming that the voltage evaluations are independent,
we can apply cross-correlation (also refereed as cross-variance) to pdfs
$V^{(1)}$, $V^{(2)}$ to determine pdf of their difference:

$$f(V_1 - V_2)(z) = (f_{V1} \ast f_{V2})(z) = \int_C f_{V1}^*(\tau) f_{V2}(z + \tau) d\tau \quad (6.10)$$

where $\ast$ is a cross-correlation function, $f$ is a probability density function
of a complex random variable, $f^*$ is the complex conjugate of a pdf, $z, \tau$
are complex variables, $C$ is the complex number space. An illustration
on this method is provided in Appendix C.2. It is also applicable to
independent non-gaussian distributions. If independence of voltages
\( V^{(1)}, V^{(2)} \) cannot be assumed, analytical derivations lead to complicated expressions, instead one can apply numerical simulation to obtain pdf of the voltage difference.

Secondly, having pdf \( f(V_1 - V_2) \) we can compute probability that voltage difference does not exceed some value value \( \vartheta \):

\[
P(|v_1 - v_2| < \vartheta) = \int_{|z| < \vartheta} f(V_1 - V_2) \, dz
\]

where \( v_1, v_2 \) are the values of random voltages, \( \vartheta \) is a user-defined tolerance for voltage difference, which can be derived from experience with the particular network, measurement infrastructure and variance of voltage.

Simplification of the integration intervals, leads to an approximate expression:

\[
P(|v_1 - v_2| < \vartheta) \approx \int_{-\vartheta_r}^{\vartheta_r} \int_{-\vartheta_i}^{\vartheta_i} f(V_1 - V_2) \, dz_r \, dz_i
\]

where \( z_r \) and \( z_i \) are the real and imaginary parts of \( z \) and \( \vartheta_r \) and \( \vartheta_i \) are the real and imaginary parts of \( \vartheta \), respectively.

This indicator \( P(|v_1 - v_2| < \vartheta) \) can be used to define a criterion, whether two voltage evaluations indeed represent the same voltage. User can specify strictness of the criterion by choosing combination of \( \vartheta \) and the acceptable probability threshold.

This indicator describes well the behavior of random variables, however, it is computationally demanding. In the context of the proposed algorithm, it even becomes impractical at the presently available computing power as computations shall be performed for every branch. Therefore, we seek for simplifications of this criteria.

**Simplified Approach**

To reduce computational burden, the following simplified error detection criterion is proposed. The difference between obtained expectations of the voltage is compared with maximal standard deviation of the two obtained voltages:

\[
|V_{1r} - V_{2r}|_1 < 3 \times \sigma_r, \quad (6.13)
\]

\[
|V_{1i} - V_{2i}|_1 < 3 \times \sigma_i, \quad (6.14)
\]
where $\sigma_r$, $\sigma_i$ are maximal standard deviations of the real and imaginary parts of two compared voltages, respectively.

### 6.3 Topology Identification

#### 6.3.1 Outline of the Algorithm

Once the substations that possibly have topological error have been localized, we can proceed with the identification of the substation topology, i.e. to find matching busbars for each branch - lines and transformers connected to the substation. This is done based on the analysis of the voltages in the end of each branch and the assumption that similar voltages occur on connected ends. Several variations of topology identification algorithm are possible, but the general approach can be summarized as follows:

1. Save initial network model;
2. For each node $N_{e,j}$ from the set of erroneous node $N_e$, repeat:
   
   (a) Restore initial network model;
   
   (b) Select next node $N_{e,j}$ from $N_E$, modify network topology to exclude influence of the current erroneous node;
   
   (c) Estimate the state of the network, unless the errors are detected in determined state to go the next step, otherwise considered node $N_{e,j}$ does not have a topological error, hence, go to step 2 - test next node;
   
   (d) Compute voltage probability density function at the end of all the branches connected to erroneous node $N_{e,j}$ (substation);
   
   (e) If all the nodes in $N_e$ have been considered go to step 3, otherwise go to the step 2.

3. Determine branch-busbar connections;
4. Verify obtained topology with state estimation.

If the network contains one busbar configuration error, then the correct state can be obtained once the influence of the error is excluded. This
Figure 6.13: Modification of the network model to exclude influence of the topological error on the determined state.

can be done by ”splitting” erroneous node into as many nodes as as there are connected branches to it, as shown in Fig. 6.13 with substation 5. Besides, all the injection measurements in substation 5 shall be removed from the measurement set or constraints, so that SE algorithm would be flexible to ”push” flows caused by the topological error as injections. If there are multiple nonconforming errors, the analysis can be repeated for each of them. It is impossible to identify multiple conforming errors without additional information.

Such model modification ensures that the network state is not affected by the error, if the topology error was in the current erroneous node. The state can be computed with two approaches:

- State estimation;
- Network search.

State estimation should generally provide more accurate estimates than the network search. Due to the uncertainties such as measurement inaccuracy, the estimates of the voltage will not be exactly matching even for the branches connected to the same busbar. Therefore, we introduce a statistical criterion for identification of the connections based on
the voltage probability density. An approach using voltage probability density computation is discussed in details in the following subsection. Both methods support error detection in the computed results. Therefore, if after the model modifications an error is still detected in the determined state (or SE does not converge), then the error is not in the currently considered substation and it can be disregarded in the further analysis. Other possibility is that there are multiple errors, which can be addressed with few modifications of the proposed approach, but a deeper discussion is out of the scope of this thesis.

Once the voltage pdf is obtained, the branch-busbar connections can be determined as described in the following subsections.

The topology should be verified with state estimation and full corrected system model. If verification fails, complete enumeration of the topologies is considered with local mini network state estimation, which implies a decreased computational burden. The best candidate topology or, possibly, several candidate topologies are used for the final verification with the full system model. It may turn out that still several candidate topologies are possible. In this case, a notification to the operator shall be provided and the topology shall be again verified in a more conclusive state of the power system - when it is possible to uniquely identify correct topology.

### 6.3.2 Computing Busbar Voltage pdfs

Voltage probability density computation is a necessary step in the proposed topology identification. Figure 6.14a shows the voltage probability density of a connection as a surface plot in 3D, while Fig. 6.14b shows the same data as a contour plot in 2D projection of the several chosen probability levels onto complex voltage plane.

Proposed computation algorithm slightly differs for two cases, when the branches connected to the erroneous substation are:

- Branches with known parameters;
- Branches with uncertain parameters, such as transformer tap position.

Let us first consider the case with known branch parameters. From the state estimation results we can obtain expected value of the voltage angle and magnitude as well as those variances as corresponding
diagonal entries in the gain matrix $G^{-1}$ at the convergence point [90], [93]. Covariances between the states of the different substation are also determined by the gain matrix, but we neglect those in the further analysis due to increased computational complexity. On the implementation side, multivariate normal pdf have analytical expressions and are either available in programming environment or can be easily programmed. The parameters of the probability density can also be obtained directly from the results of network search, which also gives correlation between voltage angle and voltage magnitude. However, if (in order to save memory) random values of voltage were described by numerical characteristics of pdf, the correlation of the the states at the different substations will be lost.

Figure 6.15a shows an example of voltage pdfs at the connections of erroneous substation, i.e. voltages in the connected transmission lines or transformers with known tap changer position. The black squares show true location of the busbar voltages computed with power flow.

A weak point of the suggested scheme is the dependency on the accuracy of the parameters of connected branches. If inaccuracies in branch parameters are suspected, it is necessary to introduce slight modifications of the algorithm.

By removing the erroneous substation and connected to it branches with possibly erroneous parameters from the network model, we can obtain correct state estimates for the remaining busses of the network (similarly to as described above, injection measurements from the first degree neighbors of the erroneous substation shall be excluded from the measurement set). From the distributions of voltages in neighboring
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Figure 6.15: Voltage pdf for several substation connections.

substations, branch models and flow measurements, we can obtain pdfs of voltage in the erroneous node by applying Monte-Carlo method to simulate uncertainties (simulation method of a bivariate normal distribution is described in Appendix C.3).

Small uncertainties can easily be added by Monte-Carlo method to SE results, without influencing the topology identification algorithm. A large error in branch parameters could shift the location of the expected value and, possibly, influence the shape of the pdf. In this case the identification of the topology may become complicated. However, it should be possible to detect it by comparing obtained voltage pdfs graphically with each other. This is an additional valuable input for resolving the problems in SE.

Unknown tap position of the transformers imposes similar problems as large error presence in the branch parameters. Simultaneously, the information about possible tap positions is available from the transformer data sheet and, therefore, a set of possible transformer models is known. Assuming that a typical transformer is equipped with tap changers in the range of 10 % and the regulation step is 1.25 %, we can obtain voltage distributions as in Figure 6.15b. In this figure, the probability levels corresponding to several off-nominal tap positions are shown by the blue lines (same levels as magenta for the rest of the branches). In this case, the unknown taps position does not influence conclusion on the substation topology. It is clear that transformers are connected to different busbars, in addition most likely tap changers position can be identified. In other cases, the algorithm may detect several possible topologies depending on the tap position. If such a situation occurs,
perhaps, all the possibilities shall be evaluated by running the SE on full or local area network.

### 6.3.3 Determining Busbar Connections

Voltage pdf plots can be analyzed by the operator; however, with the growing number of connected branches it might become complex, not obvious and not adequate for real-time operation. Thus, a recognition algorithm is required.

The busbar voltages corresponding to several connections are random variables. Assuming that SE errors in the determined voltages are independent, we apply cross-variance as discussed in Section 6.2.5 to compare mutually these voltages. For the substation topology identification, the total number of voltage to be compared is much smaller than for the voltage error localizations and is feasible in the real-time application. In the result of computations, we obtain a matrix of probabilities $P \in \mathbb{R}^{n \times n}$ of the voltage differences not exceeding the threshold $\epsilon$:

\[
P = \begin{bmatrix}
P(|v_1 - v_1| < \vartheta) & \cdots & P(|v_1 - v_n| < \vartheta) \\
P(|v_2 - v_1| < \vartheta) & \cdots & P(|v_2 - v_n| < \vartheta) \\
\vdots & \ddots & \vdots \\
P(|v_n - v_1| < \vartheta) & \cdots & P(|v_n - v_n| < \vartheta)
\end{bmatrix}
\]  

(6.15)

This matrix is symmetric, thus $\frac{1}{2}n^2$ computations are needed.

The values of the probabilities depend on several empirically chosen parameters; yet we are not specifically interested in the probability level itself but rather in relative values of these probabilities. To reduce the subjective factor, we can ”normalize” probabilities of cross-variances to average value of auto-variances and define the connection matrix $P_c$:

\[
P_c = \begin{bmatrix}
\frac{P_{11}}{P_{11}} & \cdots & \frac{P_{1n}}{0.5(P_{11} + P_{nn})} \\
\frac{P_{21}}{0.5(P_{11} + P_{22})} & \cdots & \frac{P_{2n}}{0.5(P_{22} + P_{nn})} \\
\vdots & \ddots & \vdots \\
\frac{P_{n1}}{0.5(P_{11} + P_{nn})} & \cdots & \frac{P_{nn}}{P_{nn}}
\end{bmatrix},
\]  

(6.16)

where $P_{c,ij} = \frac{P_{ij}}{0.5(P_{ii} + P_{jj})}$, $P_{ij}$ are the probabilities - matrix entries in the previous Expression 6.15.
Entries in matrix $P_c$ corresponding to connected elements are much higher than disconnected ones. Applying some discretization step, for example 0.8, the connection matrix transforms into a binary matrix, then subtracting identity matrix, we obtain the adjacency matrix of the substation:

$$A_s = P_{c, \text{bin}} - I. \quad (6.17)$$

Finally, grouping of the connections can be done applying iteratively, for example, a breadth-first search algorithm as in Appendix D.1.

One should not exclude the possibility that the results of the connection identification might be not completely clear due to specific conditions in the network and associated uncertainty. In this case, the problematic bus together with the connected equipment are extracted to form a mini network and state estimation to a number of most likely topologies is applied, to determine best fit. For such small network, computation will be much faster than for the whole network. Alternatively, if the security of the system is not violated operator can wait for several snapshots, when identification results will be clear.

### 6.4 Illustrative Example

#### 6.4.1 Test System

Performance of the proposed algorithms is studied on the example of IEEE 300 bus test system Fig. 6.16 [26]. Furthermore,

- The data for the electrical parameters is provided in Appendix A;
- Availability of the active and reactive power flow measurements on one end of each branch is assumed;
- Voltage magnitude measurements are installed at each substation;
- PMU measurements are installed at substation 4 and 216;
- The accuracy class of CT and VT is 0.6, as in Tables 5.1, 5.2. Resulting accuracy of the measurement chain for power flow measurement is assumed to be $\sigma_f = 1.5\%$ and for the voltage measurement $\sigma_V = 1.0\%$. 

The system has 411 branches and 4 transmission and subtransmission voltage levels - 345, 230, 138, 115 kV and below. The analysis will be focused on the transmission level - 380 and 220 kV, since proposed algorithms were primarily designed for transmission network.

The results summarized below either capture algorithm performance statistics or, when particular conditions are simulated, represent typical case, which was confirmed in other simulations not included in the thesis.
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6.4.2 Analysis of the Network

Flows and Network Connectivity

The proposed algorithm uses voltage difference in both magnitude and the angle to detect substation busbar connection error. It raises an immediate question, if the difference of the voltages on the disconnected busbars is sufficiently large not to be mistaken to a measurement noise. In real operation the number of the substations with regularly changing topology is limited and such analysis can be performed by power flow computations. Of course, power system experiences a large variety of operating conditions, in which the flows and voltage angles will change significantly. To keep confidence in the algorithm feasibility and awareness of the limitations, one can run combination of the off-line power flow analysis for the "typical" situations with an on-line power flow for the current operation point and set of potential topologies.

![Distribution of the busbar voltage difference.](image)

(a) Voltage magnitude difference  
(b) Voltage angle difference in degrees.

Figure 6.17: Distribution of the busbar voltage difference.

Power flow results for the studied network are summarized in Fig. 6.17 - 6.18. Here probability distributions are shown for the voltage magnitude and voltage angle differences at two disconnected substation busbars, applying brute-force analysis for all the substations, all possible topologies for which power flow has converged, splitting total substation load equally between two busbars and neglecting whether particular topology modification is meaningful for the system operation. It can be observed that voltage magnitude difference is smaller than 0.018 pu in approximately 42% of the cases, while voltage angle difference does not exceed 3.12 deg in about 61% of the cases. These limits correspond to 3σ of
the voltage measurement transformer of accuracy class 0.6. Both limits simultaneously are not exceeded in 35\% of cases.

Analyzing in the similar way results of the power flow computations for the real and imaginary parts of the voltage, we obtain that for the real part in 70\% of cases the difference does not reach 0.045 pu. For the imaginary part in 31\% of cases the difference is smaller than 0.018 pu. Combination of both limits is not restrictive in 30\% of cases.

The sequential computations in the proposed algorithm raise concern, whether the noise propagation will endanger error detection capability. Let us determine what is the distance between the nodes or what is the number of necessary sequential voltage computations for the sample network. In case of the error presence on the PMU path, the maximal distance equals to the length of the path. In the addressed system, this distance is 8 nodes. If the topological error is not on the shortest PMU path, the number of sequential computations depends on the error location - distance till the PMU path.

Figure 6.19 shows characteristics of the network. If computations of the voltage start from an arbitrary node in the network and continue in accordance with breadth-first search, then depending on the initial node every \(k\)-neighborhood will contain different number of nodes. An average number of nodes depending on \(k\)-th degree of neighborhood is shown in Fig. 6.19a. It can be concluded that in average, 20-th degree neighborhood will contain almost entire network, while 25-th degree is enough to cover whole network. Fig. 6.19b shows distribution of the distance from the initial node, which allows to cover the entire network.
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For example, there are 10 nodes in the network that would lead to full coverage in 14 steps and 40 initial nodes that would cover entire network in 16 steps. It shows again that for the majority of the cases 20 steps will be sufficient to reach most distant node.

Naturally, these numerical characteristics will change for larger transmission networks. On the other hand, one can expect larger number of PMU installations and possibility to separate network in several regions. The distance from a path (PMU path) is shorter than from analyzed single node. Besides, it can be noticed that the analyzed network has relatively many radial connections, which is disadvantageous for the connectivity characteristics and for the proposed algorithm. Such structure of the networks is more typical for distribution networks, therefore the performance of the algorithm on realistic network will most probably be better.

Measurement Error Propagation

Theoretical measurement noise propagation is studied in Figures 6.20-6.25. First we analyze the shape of voltage distribution and possible changes with the distance. Then, we consider whether the chosen distribution modeling approximations are viable and simulations are accurate. Having the confidence in these results, we study noise influence and propagation with the distance from initial path.

Figure 6.20 shows voltage distribution results of $10^4$ Monte-Carlo trials, applying random measurements errors from the given distribution for
(a) First substation, st.4

(b) Second substation, st.16

(c) Eighths substation, st.216

Figure 6.20: Voltage distribution at increasing distance from the initial node.
Figure 6.21: Voltage distributions along the path of substations 4, 16, 36, 40, 68, 173, 198, 216 respectively from left to right and top to down.
Figure 6.22: Comparison of the modeled and the real distribution.

Each sensor along the path of substations 4, 16, 36, 40, 68, 173, 198, 216 respectively. The scaling of ordinates and abscissas is kept the same for all the plots for easier comparison of the results. The ordinate axis is shifted with the expectation of the distribution.

One can notice an increase of the correlation between the terms in the Expression (6.9) with the distance, whereas the increase of the standard deviation is not very significant. From the statistical point of view, the random variable computed in the chain with the input of independent normally distributed random variables shall sustain properties of normally distributed variable, i.e. it should be possible to determine voltage error margins with some level of confidence. Another visualization of the same study is provided in Figure 6.21. The scaling of axes is kept the same for all the plots.

Figure 6.22 shows real voltage distribution and the modeled normal distribution for the real and imaginary projections of the voltage at bus 216. A simplified analysis of the modeling can be performed visually comparing the histograms. The approximation is quite accurate.
Deviation from the shape of the normal distribution can be explained by the non-gaussian (Cauchy) distribution of the second term in (6.9). Figure 6.23 shows a good approximation of the covariances of the real distribution and its model.

The analysis above demonstrated that chosen modeling and simulation approach and assumptions are feasible. Thus, we can use numerical characteristics of the distribution, i.e. standard deviation to study how the error propagates from the initial node throughout the network and indirectly to study the performance of the algorithm.

Figures 6.24 -6.25 show standard deviation of the voltage real and imaginary part depending on the distance from the PMU path by Box-and-whiskers plots. Here median, lower quartile and upper quartile (0.25 and 0.75 quantiles, or simplistically, intervals containing 25% and 75% of the values) are shown by the horizontal line and the box, correspondingly. Whiskers extend from the end of the box to the most extreme values within 1.5 interval of the interquartile range. Outliers are data with values outside the ends of the whiskers.

Figure 6.24 addresses noise propagation in the network, when all the
Figure 6.24: Box-and-whiskers plot of standard deviations of voltage pdf (dots) - real (top) and imaginary (bottom) part vs degree of neighborhood from PMU path. Noise at PMU path is same as at the initial node.
Figure 6.25: Box-and-whiskers plot of standard deviations of voltage pdf (dots) - real (top) and imaginary (bottom) part vs degree of neighborhood from PMU path. Noise at PMU path is computed from the initial node.
nodes at PMU path are treated as initial, i.e. standard deviation of the voltage magnitude is $\sigma_v = 0.01$ and standard deviation of the angle is close to zero $\sigma_\theta \approx 0$. This is to obtain ”clean” result in terms of distance from the initial nodes. One can observe that for the real voltage part standard deviation does not increase very significantly and stays below 0.013, although the spread of the standard deviations increases. This can be explained by the contribution of several factors: the networks at higher distance have smaller flows with smaller absolute measurement errors and, possibly, increase of the voltage angle, turning the phasor with changing its’ projections. For the imaginary part the steady trend of increasing standard deviation can be observed, although the increase is not dramatic - it does not exceed $\sigma < 0.006$.

Figure 6.25 shows the same type of study, when the standard deviations of the voltage at PMU path were not set as the same for the initial node, but instead the values are used, as obtained at the first walk along the PMU path. In the real part we observe an increase of the spread of the standard deviations with the distance, but hardly an increase of the median values. In the imaginary part the standard deviations are somewhat steady - they do not increase with the distance.

These results also suggest that noise propagation may vary and shall be studied for the particular network and operating conditions.

It should be noticed that the best accuracy and avoidance of the voltage expectation drift due to repetitive computations was improved by taking always the first computed value for the following computations.

### 6.4.3 Detection and Location of the Error

In the first simulation scenario, substation 3 has a topological error: busbars are split and branches connecting substation 1, 4 and 129 are at busbar A, while branches to 2, 7, 18, 249 are at busbar B. Then network model used for state estimation was not corrected and assumes substation 3 with merged busbars.

Figure 6.26 shows distance of the nodes from the initial PMU path. Considered substation 3 is a fist degree neighbor. Figure 6.27 shows voltage difference between two computed voltage values, real and imaginary part for each node visited twice before detection of the error. The error is detected at substation 5, when difference between two values in imaginary part reaches almost 0.25 p.u.
Figure 6.26: Coverage of the nodes at 1-10 step. Black line shows PMU path, dark blue corresponds to most distant lines.
Figure 6.27: Discrepancy in computed voltage.

Figure 6.28: Identified Bad path
Table 6.1: Values of the voltage standard deviation

<table>
<thead>
<tr>
<th>Node</th>
<th>Angle</th>
<th>Magnitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>0.00114</td>
<td>0.000380</td>
</tr>
<tr>
<td>18</td>
<td>0.00137</td>
<td>0.000473</td>
</tr>
<tr>
<td>129</td>
<td>0.00133</td>
<td>0.000398</td>
</tr>
<tr>
<td>1</td>
<td>0.00139</td>
<td>0.000437</td>
</tr>
<tr>
<td>2</td>
<td>0.00113</td>
<td>0.000417</td>
</tr>
<tr>
<td>4</td>
<td>0.00011</td>
<td>0.000375</td>
</tr>
</tbody>
</table>

Established bad path is shown in Figure 6.28. It comprises nodes 4-3-7-5-1-3-4 and after pre-processing reduction limits to 3-7-5-1-3.

Next, the error location algorithm is applied. The first detected pair to be verified is 5-7 with the path 7-12-10-11-9-5, which checks. The next pair 5-16 fails with path 5-9-11-8-14-15-16. The erroneous path is reduced to nodes 3-7-5. The next check of 7-16 fails and the erroneous path becomes 3-7, in which the error cannot be localized further. Thus, these nodes are to be checked by the topology identification algorithm.

### 6.4.4 Topology Identification

Having two suspected substations, we remove first one of them and run state estimation, then restore initial model and repeat the procedure for the other substation. In both cases SE algorithm converges. When substation 3 is removed from the model, value of the SE objective function is 5451, while removing substation 7 gives much higher value 121908. It becomes clear that substation 3 has a problem.

The values of the standard deviation of the voltage estimates at the substation 3 busbars are provided in Table 6.1 obtained from the results of state estimation. These results can be transformed into rectangular coordinates as described in Appendix C.3. Thus, numerical characteristics of the voltage pdf are obtained. Figure 6.29 shows contour plots of the voltage pdf in rectangular coordinates. From this figure one could derive the preliminary conclusion that line connection groups 2, 7, 18 and 1, 4, 129 belong to different busbars. Connection of the line towards bus 249 to busbars cannot be determined at this stage, as 249 is isolated from the rest of the network.

We compute cross-variance for each combination of the voltage pdfs.
Two results are shown in 6.30a and 6.30b for the lines connected to the same busbar - 2-7 and different busbars 2-4.

We choose criterion $P(|v_i - v_j| < 0.01)$ and integrate cross-variance in the interval $[-0.01, 0.01]$ for both real and imaginary part, i.e. $\vartheta_i = \vartheta_r = 0.01$. The resulting probability matrix for the same sequence of the lines as in Table 6.1 is as follows:

$$
\mathbf{P} = \begin{bmatrix}
0.3591 & 0.3141 & 0.2775 & 0.2666 & 0.3500 & 0.3219 \\
... & 0.2794 & 0.2413 & 0.2337 & 0.3076 & 0.2706 \\
... & ... & 0.3942 & 0.3738 & 0.2559 & 0.4394 \\
... & ... & ... & 0.3560 & 0.2465 & 0.4171 \\
... & ... & ... & ... & 0.3416 & 0.3128 \\
... & ... & ... & ... & ... & 0.4613
\end{bmatrix}
$$

Applying normalization, i.e. dividing each entry by the average of the
6.4. Illustrative Example

![Figure 6.30: Cross-variance of the voltage pdfs.](image)

(a) Lines to substation 2 and 7  
(b) Lines to substation 2 and 4

Corresponding diagonal values, we get normalized matrix:

$$P_c = \begin{bmatrix}
1.0000 & 0.9839 & 0.7368 & 0.7455 & 0.9991 & 0.7849 \\
\ldots & 1.0000 & 0.7163 & 0.7355 & 0.9908 & 0.7307 \\
\ldots & \ldots & 1.0000 & 0.9967 & 0.6955 & 1.0272 \\
\ldots & \ldots & \ldots & 1.0000 & 0.7069 & 1.0208 \\
\ldots & \ldots & \ldots & \ldots & 1.0000 & 0.7793 \\
\ldots & \ldots & \ldots & \ldots & \ldots & 1.0000 
\end{bmatrix} \quad (6.19)$$

Applying discretization criterion 0.8, we get substation adjacency matrix:

$$\begin{bmatrix}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 
\end{bmatrix} \quad (6.20)$$

Processing the connections we obtain connection encoding 001101 for lines to 7, 18, 129, 1, 2, 4, i.e. two groups 7, 18, 2 and 129, 1, 4. The identified substation topology is correct.

Similar analysis was applied to topological error at substation 190 and several others, randomly selected. The proposed algorithms succeeded in identifying the correct topology in all studied cases.
6.5 Concluding Remarks

The proposed algorithms for the identification of the node with a topological error and identification of the correct topology shows good performance.

The algorithms impose higher requirements on measurement infrastructure compared with classical state estimation, explicitly in measurement redundancy. However, it is realistic even in the present power systems. Bad data could be confused as a topology error at the first stage of the error localization. But once the identification is performed, it is rather easy to recognize bad data impact.

The difficulty for the topology identification may arise for the cases, when voltages on disconnected busbars are very similar, both in magnitude and angle. In this case, it is impossible to identify or detect topology error by the discussed algorithms or any other, without obtaining information. First, perhaps, that is not a very common system state in the real operation. Second, for such conditions state estimation should not be "confused" by the impact of topological error and the state provided by it shall be very close to the actual. Therefore, the impact of the topological error is diminished.

Two other limitations, which are less relevant for large meshed networks, are the radial connections and islands. If removal of the problematic substation breaks the system into two islands SE produces an arbitrary shift in the voltage angles between these networks and the application of the method is limited in its present form. Similarly, it is not straightforward how to identify an error in the radial connection, yet some heuristic methods can be applied.

The indicated limitations do not appear to be critical for the practical implementation. Besides, the algorithms are transparent and intuitive for the operator, are easily scalable and parallelized for distributed computations. Therefore, the proposed algorithms could contribute to the improvement of the topological models in practice.
Chapter 7

Slow Model Variations

If the accuracy of the state estimation is increased it means that a more reliable representation of the power system is obtained. Thus, the operation and control functions can make better decisions. This chapter studies the influence of changes of the transmission lines’ resistance due to temperature variations on state estimation performance. The possibility to account for this effect in state estimation is shown by the use of Line Heat Balance equation and weather data.

7.1 Introduction

The performance and reliability of SE is strongly dependent on the accuracy of the defined power system model.

A number of methods has been developed for model parameter verification and estimation, as summarized in [141], [2]. State vector augmentation and the residual analysis methods are addressing estimation of rather limited number of selected parameters, while processing of several sequential snapshots either by the enlarged conventional SE or Kalman filter is more suitable for the multiple erroneous parameter identification. The usefulness and importance of these methods are indisputable. Particularly, efficient application of these methods should be expected in case of relatively large parameter errors and its impact on SE in systems with high measurement redundancy. However, less
significant deviations may be difficult to distinguish from the impact of measurement errors.

Besides the initial errors in databases, some parameters may vary because of different operating conditions. Changes in line capacitance due to different line sags are small. The resistance of the transmission lines changes significantly with temperature, however it does not invalidate state estimation performance [141] and have not previously been considered in the models. We believe that further enhancements of SE accuracy, particularly important for the correct transmission losses allocation in nodal pricing markets, can be achieved nowadays when powerful computational capabilities and communication links are available.

This chapter addresses the impact of transmission lines’ resistance changes due to line currents and ambient weather conditions on the state estimation accuracy, as well as the possibility to account for these changes.

\section{Mathematical Model}

\subsection{Resistance Dependence on the Temperature}

In practice, the conductor temperature varies in the range \(0^\circ\text{C}\) to \(60^\circ\text{C}\) or even larger, resulting in changes of the line resistance.

Since the stranding of the conductor has a negligible effect on the DC resistance [73] and the conductor operates in the temperature range far from the melting point, temperature dependence can be determined as:

\[
R_{T1} = R_{T0}[1 + \alpha_a(T_1 - T_0)]
\]  
(7.1)

where \(\alpha_a = 0.0039 \ [C^{-1}]\) is the temperature coefficient for aluminium, \(R_{T0}\) and \(R_{T1}\) are the resistances at temperatures \(T_0\) and \(T_1\), respectively.

The AC resistance increases due to the skin effect. For even number layered ACSR conductors it can be determined with a good accuracy either by the analytical expressions or through precomputed \(R_{ac}/R_{dc}\) curves [73]. For the conductors with odd number of layers, the additional influence of the eddy currents and hysteresis losses in the steel core cannot be neglected and the AC resistance depends on both temperature and the current.
7.2. Mathematical Model

In the following computations, we assume even number layered conductors and linear dependence of AC resistance only on the conductor temperature, although nonlinear dependence could be accounted for in the similar manner.

7.2.2 Current-Temperature Relationship of a Conductor

The current-temperature relationship of a bare overhead conductor is addressed by IEEE standard [51], which is essentially based on the House and Tuttle method [48]. The overhead line temperature depends on the following conditions:

- Conductor material properties
- Conductor electrical current
- Conductor diameter and surface conditions
- Ambient weather conditions: wind, solar radiation, air conditions.

Assuming that changes of the power system state are relatively slow, we employ the steady-state models suggested in [51] for the transmission line resistance correction. The contribution of the mentioned above factors in steady state can be summarized by the Heat Balance equation [48], as follows:

\[
I^2 R_{Tc} + q_s = q_c + q_r \tag{7.2}
\]

where \( I \) is the conductor current, \( R_{Tc} \) is resistance at the conductor temperature \( T_c \), \( q_c \) and \( q_r \) are the heat losses due to convection and radiation, respectively, \( q_s \) is the solar heat gain.

The expressions below determine heat losses and gain, while the input parameters are summarized in table 7.1. The units of measurements indicated in the table correspond to the coefficients in (7.3) - (7.5) and adopted from [51].

- The solar heat gain can be computed in W/ft, as:

\[
q_s = \alpha Q_s A' \sin \theta \tag{7.3}
\]

where \( \theta = \cos^{-1}[\cos(H_c) \cos(Z_c - Z_l)] \). Solar absorptivity \( \alpha \) increases with the conductor age depending on the atmospheric pollution and line operating voltage. A value \( \alpha = 0.7 \) can typically be used, if the exact value is unknown.
### Table 7.1: Input parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Weather</strong></td>
<td></td>
</tr>
<tr>
<td>$V_w$</td>
<td>velocity of the air stream, $ft/h$</td>
</tr>
<tr>
<td>$\phi$</td>
<td>angle between conductor axis and the air stream, $deg$</td>
</tr>
<tr>
<td>$T_a$</td>
<td>ambient temperature, °C</td>
</tr>
<tr>
<td>$Q_s(H_c, H_e)$</td>
<td>total solar and sky radiated heat flux, $W/ft^2$</td>
</tr>
<tr>
<td><strong>Atmosphere - weather dependent</strong></td>
<td></td>
</tr>
<tr>
<td>$\rho_f(H_e, T_{film})$</td>
<td>air density, $lb/ft^3$</td>
</tr>
<tr>
<td>$\mu_f(T_{film})$</td>
<td>absolute viscosity of air, $lb/(ft \cdot h)$</td>
</tr>
<tr>
<td>$k_f(T_{film})$</td>
<td>air thermal conductivity coefficient, $W/ft$</td>
</tr>
<tr>
<td><strong>Line-Sun layout - location and time dependent</strong></td>
<td></td>
</tr>
<tr>
<td>$Z_c$</td>
<td>azimuth of sun, $deg$</td>
</tr>
<tr>
<td>$Z_l$</td>
<td>azimuth of line, $deg$</td>
</tr>
<tr>
<td>$H_c$</td>
<td>altitude of the sun, $deg$</td>
</tr>
<tr>
<td>$H_e$</td>
<td>elevation of conductor above the sea level, $ft$</td>
</tr>
<tr>
<td><strong>Conductor</strong></td>
<td></td>
</tr>
<tr>
<td>$D$</td>
<td>conductor diameter, $in$</td>
</tr>
<tr>
<td>$A'$</td>
<td>projected area of conductor, $ft^2$ per lineal $ft$</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>emissivity</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>solar absorptivity</td>
</tr>
<tr>
<td>$R_{T_c}$</td>
<td>resistance per lineal foot of conductor at $T_c$, $\Omega/ft$</td>
</tr>
<tr>
<td><strong>SCADA/EMS output</strong></td>
<td></td>
</tr>
<tr>
<td>$I$</td>
<td>line currents, $A$</td>
</tr>
</tbody>
</table>

1 Azimuth is a the horizontal component of a direction - the angle along the horizon, with zero degrees corresponding to North, and increasing in a clockwise fashion [99].
7.2. Mathematical Model

• The radiated heat loss is in $W/ft$:

$$q_r = 0.138 D \epsilon \frac{(T_c + 273)^4 - (T_a + 273)^4}{100^4}$$

(7.4)

where $T_c$ is conductor temperature. Similarly to solar absorptivity, emissivity $\epsilon$ also increases over the years: $\epsilon = 0.5$ is the approximate value to be used.

• Forced convection heat loss at low wind speed is in $W/ft$:

$$q_c = K_\phi k_f (T_c - T_a) \left[ 1.01 + 0.371 \left( \frac{D \rho_f V_w}{\mu_f} \right)^{0.52} \right]$$

(7.5)

where $K_\phi = 1.194 - \cos(\phi) + 0.194 \cos(2\phi) + 0.368 \sin(2\phi)$ is a term that accounts for the angle $\phi$ between the wind direction and conductor axis, $k_f$, $\rho_f$, $\mu_f$ depend on air film temperature $T_{film} = (T_a + T_c)/2$.

After a more careful consideration of the required parameters one can conclude that input of just four direct measurements is necessary for the application of the method: wind, air temperature, heat flux and the conductor current.

Let us consider possible variations of the conductor temperature by changing a single parameter in the base scenario determined by the following conditions:

• wind: north-east, $V_w = 2$ ft/s;

• ambient temperature: $T_a = 10^\circ C$;

• sun: $H_c = 49.0^\circ$, $Z_c = 172.5^\circ$, $Q_s = 91.93$ $W/ft^2$;

• current: 300 A;

• conductor: 397.500 ACSR 30/7, $D = 0.806$ in, $R_{25^\circ C} = 0.235$ ohm/mile, $\epsilon = 0.5$, $\alpha = 0.7$, $H_e = 850$ ft, $Z_l = 90^\circ$ west-east direction.

Atmospheric parameters, such as air density are calculated by the approximation formulas provided in [51].
Figure 7.1: Influence of the single parameter variation on the conductor temperature
Fig. 7.1 shows the resulting conductor temperature variations. The upper plot addresses conductor temperature dependence on line azimuth $Z_l$, which indirectly impacts both the convected heat loss $q_c$ and the solar heat gain $q_s$. Green and orange curves provided for a comparison evaluate these impacts separately: only angle $\phi$ changes at no sun conditions and only angle $\theta$ changes at no wind conditions. While the wind direction has slightly stronger influence than the sun, the combined impact of both parameters may result in approximately $20^\circ C$ variations of the conductor temperature.

The bottom plots in Fig. 7.1 demonstrate the influence of the conducted current, ambient temperature, wind speed and direction on the wire temperature. One of the parameters is varied, while the others are kept constant as in the base scenario. The ambient temperature and the conducted current have a significant impact on the conductor temperature: for realistic ambient temperature variations in the range $[-20, 40]^\circ C$ the conductor temperature varies in the chosen conditions from 0 to $60^\circ C$. The conductor current was simulated from 0 to maximal conductor current carrying capacity limit of 600 A causing $50^\circ C$ increase. Wind blowing in perpendicular to the transmission line would produce $10^\circ C$ cooling in comparison to wind blowing in parallel with the conductor. Realistic variation of conductor emissivity and absorptivity have little impact on the final evaluation of the conductor temperature.

The analysis of the temperature variations depending on the operating conditions shows that the variation range can easily exceed $50^\circ C$ resulting in more than 20% changes of the conductor resistance, according to (7.1).

The measurements of the weather conditions may contain some error. Fig. 7.2 considers the influence of these uncertainties by Monte-Carlo simulations for the base scenario above and the increased wind speed $V_w = 5 \text{ ft/s}$. In addition, it was assumed that the errors are normally distributed $N(\mu, \sigma^2)$, specifically:

- wind speed: $V_w \sim (5, 1), \text{ ft/s}$;
- ambient temperature: $T_a \sim N(10, 1), ^\circ C$;
- sun flux: $Q_s \sim N(92, 5^2), \text{ W/ft}^2$;
- current: $I \sim N(300, 3^2), \text{ A}$;
- line: $Z_l \sim N(90, 5^2), \text{ deg, } H_e \sim N(850, 50^2), \text{ ft}$;
Figure 7.2: Probability distribution of the conductor temperature in presence of the parameters uncertainty.

Such combinations of uncertainties produce a standard error of 2°C (68.2% confidence interval). Thus, the described method of the conductor temperature calculation results in satisfactory accuracy in presence of realistic parameter uncertainty.

### 7.3 Proposed Modifications of SE Algorithm

The classical SE procedure can be modified to account for the discussed effect of the conductor heating in particular loading and weather conditions.

Fig. 7.3 shows the flow chart of the suggested algorithm. Analog measurements obtained by SCADA are processed by the 1\textsuperscript{st} stage SE, followed by the resistance correction in accordance with estimated current and the weather conditions. The updated power system model is used then at the second stage SE. The system state is not expected to change drastically and the states obtained at the 1\textsuperscript{st} stage seem to be a logical choice for the initial values of the 2\textsuperscript{nd} stage SE. The following step is the decision about necessity to repeat resistance correction for all, or part of the lines. A small number of iterations is sufficient. The resistance correction may also be performed based on the measured current recomputed from the flow measurements values. However, one SE run may be suggested - at least due to possible lack of the necessary measurements in the system.

As an alternative to the algorithm in Fig. 7.3 that uses inputs for implicit conductor temperature calculations, the conductor temperature
measurement can be applied. For example, as discussed in [91] line thermal monitoring method based on PMU can be used.

The method described in subsection 7.2.2 was preferred for the discussion, as it is suitable for the simulation of thermal processes and is standardized. An additional advantage of this method is that it does not require installation of additional hardware: the weather conditions data can easily be obtained from the meteorological institutions usually having measurement stations at different locations around the country.

![Flowchart](image)

**Figure 7.3:** Proposed state estimation algorithm.

### 7.4 Illustrative Example

#### 7.4.1 Test System

The study of the model inaccuracies impact on the SE results was conducted for the IEEE 14-bus test system [26]. The single line diagram of the system is shown in Fig. A.2.
The system consists of two voltage levels: busses 1-5 are operated at 132 kV and busses 6-14 at 33 kV. For the higher voltage lines 397.500 ACSR 30/7 conductor is assumed, as for the example in subsection 7.2.2, with 26 ft conductor spacing. For the lower voltage level 266.80 ACSR 26/7 conductor at 10 ft spacing is assumed having \( R_{25^\circ C} = 0.350 \text{ ohm/mile} \) and \( D = 0.642 \text{ in} \). Line azimuths are:

\[
Z_l = [90, 170, 160, 70, 160, 10, 60, ... \\
140, 10, 20, 30, 40, 100, 50, 80]
\]

Since the selected test system represents a portion of the real power system in the Midwestern US (in February, 1962), the assumed location is Ohio and the geographical parameters are chosen accordingly: latitude \( 39^\circ 08'N \), longitude \( 84^\circ 31'W \), \( H_e = 850 \) ft, and the sun position can, thus, be calculated [99].

State estimation includes measurements of all the voltage magnitudes, all active and reactive power injections, as well as all active and reactive power flows. Assumed standard deviation of the measurements errors is \( \sigma_U = 1\% \) for the voltage measurements and \( \sigma_{pq} = 1.5\% \) for the power flow and injection measurements.

### 7.4.2 Temperature Impact on SE Accuracy

The impact of a resistance increase by 20% was studied. It corresponds to realistic conductor temperature increase from the regular \( 20^\circ C \) design temperature to allowable \( 70^\circ C \).

In Fig. 7.4 the actual values of the voltage magnitudes (computed by power flow) are compared with the output of two state estimators: using power system model for standard design conditions and model adjusted to the actual operating conditions. It can be concluded that in case when the conductor temperatures increase, the use of the uncorrected model would result in higher voltage profile than in reality. In case of state estimator based on the model adjusted to the corrected conductor temperature, the errors appear due to noise in measurements of electrical parameters.

Fig. 7.5 shows the residuals of active power flows on the transmission lines. The residuals are the difference between power measurements and the estimated values. In the case of uncorrected system model, the
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Figure 7.4: Voltage magnitudes computed by power flow and estimated.

Figure 7.5: Residuals of the determined flows.

Figure 7.6: Relative errors of the determined flows in percents to actual values.
residuals are higher due to combined effect of both electrical measurement errors and the additional inaccuracy introduced by the uncorrected values of the line resistances. The latter is at least comparable to the measurement noise impact. Although in some cases, the resistance error "corrects" the measurement noise impact, in the overall the residuals are considerably smaller for corrected transmission model providing higher confidence in the obtained results.

Relative errors of the estimated active power flows compared to the true values (determined by power flow) are shown in Fig. 7.6:

\[
\text{error} = \frac{\text{true} - \text{estimate}}{\text{true}} \cdot 100\%.
\]

The overestimation of the conducted flows may reach almost 10% due to neglected temperature impact. In power market conditions, this might represent financial implications, particularly in presence of congestion.

Moreover, the active power losses are estimated inaccurately in case of the uncorrected line resistance, as shown in Fig. 7.7. Here, Monte-Carlo simulations were applied to determine the distribution of the error in estimated losses: 100 trials of random electrical measurement errors followed by state estimation were conducted and the results were summarized. The expected value of the error and the standard deviation interval are shown. In case of the corrected model, the expected error in determined losses is zero. In case of use of uncorrected resistances, the underestimated losses may reach 20% for some transmission lines. The total value for the whole system approaches 15%, resulting in incorrect budgeting of the losses to ancillary services instead of being charged to producing companies.
7.4.3 SE Accuracy Variation during 24-hour Period

The impact of the conductor heating on SE accuracy may vary for different systems, topologies and states. As an example, we observe the SE accuracy during a 24 hour period, for an arbitrarily chosen day - October, 1st.

Two accuracy metrics were adopted from [59] to evaluate the performance of SE for both uncorrected and corrected power system models:

- Metric for complex power flow estimation accuracy, as follows:

\[
M_{\text{Sflow}} = \sqrt{\sum_j \frac{|\tilde{S}_{\text{true},j,\text{from}} - \tilde{S}_{\text{est},j,\text{from}}|^2 + |\tilde{S}_{\text{true},j,\text{to}} - \tilde{S}_{\text{est},j,\text{to}}|^2}{MVA_j^2}},
\]

where \( \tilde{S} \) is complex power in the line \( j \), \( MVA \) is the maximum capacity of the line;

- and the voltage accuracy metric:

\[
M_V = \|\tilde{V}_{\text{error}}\|_2 = \sqrt{\sum_j |\tilde{V}_{\text{true}} - \tilde{V}_{\text{est}}|^2},
\]

where \( \tilde{V} \) is complex voltage in the bus \( j \).

Constant northern wind \( V_w = 2 \text{ ft/s} \) and following temperature conditions are assumed:

\[
\text{hour} = [0, 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22] \\
T_a = [20, 20, 20, 22, 25, 26, 28, 30, 30, 28, 26, 22].
\]

Loads changes are balanced by the slack generator at bus 1. Ratio of bus load to the total the system loading is normally distributed around the value obtained from the initial state [26] with 5 % standard deviation. The total system load is shown in Fig. 7.8, as well as sun flux and temperature variations normalized to peak values.

The results of the simulations in Fig. 7.8 show the expected values of the metric during the day at the simulated voltage and power measurement errors. For the comparison, the metric values for more detailed study
of 20 % resistance increase (as in subsection 7.4.2) are shown in Table 7.2.

It can be noted that values of these accuracy indices are close to ones at the loading peak in Fig. 7.8 and the observations from the previous subsection are applicable to both cases.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Correct Resistance</th>
<th>Uncorrected Resistance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{S\text{flow}}$</td>
<td>0.0099</td>
<td>0.0538</td>
</tr>
<tr>
<td>$M_V$</td>
<td>0.0053</td>
<td>0.0459</td>
</tr>
</tbody>
</table>

For the chosen day the highest deterioration of the estimation accuracy $M_{S\text{flow}}$ due to temperature impact on the conductor resistances approximately coincide with the loading peak. Metrics of the SE with corrected line resistances are almost constant in the studied conditions. Thus, significant gain in SE accuracy can be achieved by correcting the transmission system model to actual conductor temperature.

Figure 7.8: SE metric variations during 24 hour time period
7.5 Concluding Remarks

Changes of transmission line resistances due to temperature variations have non negligible impact on state estimation accuracy;

The accuracy of the state estimation results can be improved if resistance of power transmission grid model is corrected to particular weather and loading conditions by the methods discussed in the thesis;

Practical implementation of the proposed approach is possible and justifiable as it allows more accurate allocation of the transmission losses, determines more accurately power flows and the network voltage profile.
Chapter 8

Performance during Transient Conditions

This chapter proposes an approach to the state estimator performance monitoring and evaluation during transient conditions. Trajectory sensitivities are employed to determine efficiently the influence of the measurement chain components on the proposed performance index. Based on that we propose a method, which can be used to guide upgrading of a state estimation infrastructure to improve the state estimator performance during dynamic conditions. Using these results an approach to SCADA infrastructure enhancement is formulated.

8.1 Introduction

An accurate and reliable performance of a state estimation under all network conditions is crucial for the monitoring of power systems and thus their secure operation.

Standard state estimators nowadays employ algorithms using static system modeling, first proposed by Schweppe et al [118], [119], [115]. These methods based on static models assume that the system is in quasi steady state, which is necessary mostly due to the technological limitations of the measurement collection chain. However, underlying power system is in a permanent dynamic evolution of various time scales. The
most critical operation conditions occur when power system is in dynamic transition from one state to another. In this context, static state estimators shall determine instantaneous algebraic states of the power system. Yet, the discrepancy between the results of state estimation and the underlying actual system state is strongly influenced by the quality/accuracy of the measurement chain (discussed in Section 5.2), perhaps mostly by the so called time skew of measurements.

The term time skew refers to the state estimator processing in a single snapshot measurements taken at different time instants. This phenomenon has two major sources:

- differing communication delays,
- the deadbands - thresholds of the signal changes being reported by the Remote Terminal Units (RTUs).

The measurement infrastructure can vary within the same power system. The secondary technology used for the data collection differs from substation to substation as a consequence of many factors, equipment from different manufacturers, various equipment generations etc. Besides, the communication infrastructure between substations and the network control centre usually also vary. If the time skew and measurement inaccuracy are very significant, it may lead to the inability of the state estimation to converge and thus the inability to estimate the system state at all. This could leave system operators "blind", without appropriate system information exactly at the moment when this information is critical e.g. when the system undergoes dynamic changes, either these are caused by disturbances or just due to rapid changes implied by new schedule settings [124].

The problem of time skews could be solved with technology available today, explicitly with the total replacement of the RTUs by the Phasor Measurement Units (PMUs) [96], [18], [97], which were discussed in Chapter 5. These devices provide synchronous sampling with clock based on GPS signals. This would imply very high accuracy measurements, whose time stamp information would eliminate the problem with a different transmission time delay to the processing location (presumably state estimator in a control center). However, only few PMUs are installed in the systems. Despite obvious advantages, this technology is still far from massive deployment due to natural inertia for the replacement of the assets as well as measurement and control infrastructure.
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It is also associated with high manpower and financial investments, requires high bandwidth communications and very powerful computers capable to process such large amount of data.

Therefore, necessity for the evaluation of the dynamic performance of SE and the effect of the time skews is actual. The different use of terminology with respect to dynamic SE was discussed in Section 5.4.2. In this thesis, the dynamic performance of the traditional state estimator is referred to as the performance during electromechanical transient conditions, i.e. during power swings. Furthermore, the measurement chain model proposed in this chapter can also be applied in steady or quasi steady-state conditions.

There has been a lot of innovative work reported in the literature, dealing with state estimation e.g. [89], [2]. In context of the present chapter, we would like especially to mention two publications, i.e. [87] and [23]. The ideas expressed in these papers, are in our view an additional confirmation of the necessity of the presented work. In [87] sensitivity of the estimation error and voltage estimates with respect to voltage, injection and flow measurements, line parameters and measurement weights, in addition the statistics of the sensitivities are determined for a number of static snapshots. The necessity to address dynamic response, both in the measurement and in the communication chain, is emphasized in [23]. The authors of [23] use constant time sampling of 20/200 ms and assume stochastic time delays with mean values of 0.0019 s in the 10-Mb/s Ethernet communication network. The system dynamics and the measurement chain noise are modelled by stochastic differential equations.

However, the performance of a traditional state estimator based on a static model during system dynamics has not been studied in depth and a systematic analysis approach has not been proposed in the literature to our knowledge.

This chapter targets two contributions to this topic by:

1. A concept for analysis of dynamic performance of state estimation;

2. An approach to improve state estimation performance during dynamic conditions by upgrading the SCADA infrastructure.

We believe that assessment of dynamic performance of a state estimator should be considered and even become a standard procedure in the
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engineering and parameterization of the state estimator. The methods for the suggested steps of the analysis are proposed in this thesis, i.e. modeling of the SCADA for the state estimation purpose, evaluation of the dynamic performance and how to practically use these results in SCADA upgrades.

8.2 Proposed Dynamic Analysis

8.2.1 Dynamic Power System Model

An efficient framework for modeling of nonlinear systems featuring discrete states has been presented in [45]. Its application on power systems modeling has been further shown in [46] and [44], where a natural flexible modular structure following power systems components classification has been introduced.

Applying the original formulation from [45], we can write a model of the power system dynamics in a compact form:

\begin{align}
\dot{x} &= f(x, y, z, \lambda) \quad (8.1) \\
0 &= g^0(x, y, z, \lambda) \quad (8.2)
\end{align}

with the changes in $g^0$ due to the structural change of the power system, defined by:

\begin{align}
0 &= \begin{cases} 
    g^{-i}(x, y, z, \lambda) & y_{d,i} < 0 \\
    g^{+i}(x, y, z, \lambda) & y_{d,i} > 0 
\end{cases} \quad i = 1, \cdots, d \quad (8.3)
\end{align}

and the discrete variable switchings:

\begin{align}
z^+ &= h_j(x^-, y^-, z^-, \lambda) \quad y_{e,j} = 0 \quad j \in \{1, \cdots, e\} \quad (8.4) \\
\dot{z} &= 0 \quad y_{e,j} \neq 0 \quad j \in \{1, \cdots, e\} \quad (8.5)
\end{align}

where

\begin{align}
y_d &= Dy \quad x \in X \subseteq \mathbb{R}^n \quad y \in Y \subseteq \mathbb{R}^m \\
y_e &= Ey \quad z \in Z \subseteq \mathbb{R}^k \quad \lambda \in L \subseteq \mathbb{R}^l.
\end{align} \quad (8.6)

Dynamic states are denoted $x$, algebraic states $y$ and discrete state variables $z$. Switching of the status of discrete variables is governed by the equation (8.4) when the corresponding auxiliary variables of $y_e$ are equal to zero. Auxiliary variables $y_d$ determine the region of validity.
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of the equations (8.3). In power systems this may be explained by the example of a line, which changes its status. When the line is in service, equations linking the current through the line and voltages at both ends of the line as well as line parameters, namely line impedance and shunt admittance, are valid. When the line is out of service, i.e. disconnected, current flowing through it is zero. The auxiliary variable is in that case the difference between the time and the instant when the line was tripped. Matrices $D$ and $E$ are normally very sparse and their non-zero elements are equal to one on the positions corresponding to the auxiliary variables.

The above equations are solved numerically by employing e.g. trapezoidal integration.

8.2.2 Proposed Measurement Chain Models

In this chapter SCADA chain from the measurement up to the state estimation is addressed consisting of the following components:

- instrument transformer(s)
- transducer (active and reactive power computation)
- RTU

Adopting a convenient modular structure [46] for the framework of (8.1) - (8.6), each of the above listed components can be modeled as a module with internal variables and set of equations linked to other modules via external variables and coupling algebraic equations.

This flexible structure allows an individual choice of the model complexity for various components. For example, different types of RTUs with different sampling principles can be studied. Thus also communication delays can be included in the modeling if desired. Our objective is to present an analysis method, therefore the focus is put on other properties of the SCADA infrastructure, such as deadbands of RTUs etc. and the topic of time delay is neglected in the present work.

The above modular modeling approach is demonstrated on an example of a current measurement transformer - CT. Accuracy classes of current measurement transformers are derived from their multiplicative error at the nominal value of the measured current. Their measurement error is higher for lower values of the measured current. However, in a simplified
form it can be assumed that the error of the measured current is constant for the entire measurement range. Further, if per-unit system is applied for the computations, the measured current on the secondary side equals the measured current on the primary side of the transformer in the absence of an error. If the measurement is biased by an error, the current on the secondary side of the CT is distorted proportionally to the error. Similar to [46] in our modeling we adopted convention of expressing currents and voltages in complex plane by their rectangular real and imaginary part coordinates. In accordance with (8.1) - (8.6) CT quantities are defined as algebraic variables and the parameter:

\[
\lambda : \epsilon \quad (8.7)
\]

\[
y_1 : I'_{Re}
\]

\[
y_2 : I'_{Im}
\]

\[
y_3 : I'
\]

\[
y_4 : I''_{Re}
\]

\[
y_5 : I''_{Im}
\]

\[
y_6 : I''
\]

where superscript ' refers to the primary and '' to the secondary transformer’s side quantities, i.e. sampled measurement. The parameter \( \lambda \) corresponds to the multiplicative error \( \epsilon \). Then it can be written:

\[
\lambda : \epsilon \quad (8.8)
\]

\[
g_1 : 0 = y_1^2 + y_2^2 - y_3^2
\]

\[
g_2 : 0 = y_1 \cdot (1 + \lambda) - y_4
\]

\[
g_3 : 0 = y_2 \cdot (1 + \lambda) - y_5
\]

\[
g_4 : 0 = y_3 \cdot (1 + \lambda) - y_6
\]

The expressions \( g_2 \ldots g_4 \) in (8.8) describe in terms of algebraic variables how the measured current on the primary side of the CT is biased by the measurement error and the expression \( g_1 \) how the RMS value of the primary side current is linked to its real and imaginary coordinates.

Two additional equations are necessary to link the above module or description to the corresponding primary equipment component, whose current is measured, in other words how \( y_1 \) and \( y_2 \) are equal to the respective real and imaginary part of the current of a component (e.g. a line) whose current this CT measures.
8.2. Proposed Dynamic Analysis

Any dynamic simulator of power systems can be augmented by introducing new models reproducing the measurement and data collection chains, i.e. the components directly giving input to the state estimation. Thus, the measurements \( o \) can be extracted from power system states available in the simulation model.

8.2.3 Evaluation of State Estimator Performance

The objective of a traditional state estimation \([118],[119],[115]\) is to find the vector of states \( \hat{v} \) minimizing the value of the function \( J_{SE} \), i.e. minimizing the deviation between observations and the estimated values:

\[
J_{SE} = S \sum_{s=1}^{S} J_{SE,s} = S \sum_{s=1}^{S} W_s \{ o_s - h_s(\hat{v}) \}^2,
\]

(8.9)

where \( o \) is a measurement vector and \( \hat{v} \) is an estimated state vector.

The underlying assumption is, that the system model (i.e. the structure of the functions \( h_s(\cdot) \)) as well as measurements \( o \) are known. In power system state estimation \( o \) and \( v \) are commonly denoted as \( z \) and \( x \), respectively. The new notations are introduced for consistency with the dynamic model (8.1) - (8.6). Note that the algebraic states \( v \) used in the state estimator (8.9) are a subset of \( Y \).

The value of the \( J_{SE} \) indirectly expresses how good the solution of the state estimation is, i.e. the fit between the measurements and linking of system states. This widely accepted index does not fully serve our purpose. Indeed it shows how well the determined state fits to the observations but it does not reflect how far from the reality the estimate is.

Contrary to that, we propose to quantify the performance of a state estimator during dynamic conditions with the index expressing a weighted deviation of the measurements from the actual conditions:

\[
J_p = \sum_{s=1}^{S} W_s (h_s(v) - o_s)^2.
\]

(8.10)

By actual conditions we mean the values which can not be obtained in reality, i.e. known to the actual state estimator running on-line. But they are available in the simulation environment, therefore they can
be utilized for the analysis of the performance of a state estimator in dynamic conditions.

In other words, this index expresses how the system states, if they would be perfectly known or estimated, would map into measurements’ equivalents via measurement functions.

The example in the next subsection demonstrates that $J_{SE}$ is not a reliable indicator for the evaluation of the accuracy of a state estimator when a power system is subjected to dynamically changing conditions. However the proposed index $J_p$ gives a better indication of this accuracy.

The above introduced index $J_p$ can be obtained in the simulation environment by expanding the model introduced in the subsection 8.2.2 by two other types of modules:

- module for the computation of an individual residual
- final module collecting all residuals

The overall setup is shown in the Fig. 8.1.

### 8.2.4 Illustrative Example

The nine bus test system is described in Appendix A.1. As a benchmark scenario the trip of the line ($C$) is chosen 5.3 seconds after the beginning of the simulation, due to a fault or switching. It is assumed that the topology change is instantaneously corrected in the model. It is crucial that state estimation would provide a correct result as soon as possible, since especially in the case of such an event the risk of an subsequent component outage due to an overload is higher.

The active and reactive power measurement errors induced by measurement chain are shown in Fig. 8.2, both the true value of the measured signal and the RTU output are shown for the line flow as well as squared residuals in the bottom plot, i.e. squared difference between the actual signal and the output of the RTU.

Along with the system dynamic simulation, the simulated measurements $o_s$ are collected. Then, the proposed index $J_p$ is computed. The simulated measurements $o_s$ are also used as an input to a traditional static WLS state estimation involving orthogonal factorization [2] yielding $\hat{v}$. The evolution of the objective function value of the state estimator and
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Figure 8.1: The measurement infrastructure and performance index calculation proposed for the state estimation performance evaluation in dynamic conditions. TR denotes transducer, Vm, Pm, Qm are the measurements. Residual calculation module uses simulated ideal measurements. The weighted sum (WSum) is a module collecting all residuals.

The proposed measure is shown in Fig. 8.3. Number of iterations needed for SE to converge has increased from 25 prior to the disturbance to 55 at the peak of the transients and about 35 in the end of the simulation. A strict convergence criterion was applied: a first norm of the states updates $|\Delta v| < 10^{-6}$.

To demonstrate the applicability of the proposed index $J_p$, in this example an additional measure $J_r$ is shown accounting for the weighted deviation of the estimates from the actual conditions:

$$J_r = \sum_{s=1}^{S} W_s(h_s(v) - h_s(\hat{v}))^2. \quad (8.11)$$

For comparison, several further indicators are shown. The expectation of (8.9) for the normally distributed measurements $N(0,1\%)$ with the standard deviation of the error $\sigma = 1\%$ is shown by $J_{SEnormal}$. The presence of the bad data in the sample shall be detected by the $\chi^2$ tests. Since there are 17 states and 29 measurements, 12 degrees of
Figure 8.2: The top part of the figure shows how the active and reactive power flows are reproduced by the part of the measurement chain consisting of the CT, VT, transducer and RTU. The residuals are shown in the bottom plot.
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Figure 8.3: Behaviour of the state estimation during transient conditions: comparison of the objective functions of the state estimation and the proposed measure.
freedom are allowed. The interpretation of, for example, 90% confidence interval is following: objective function \( J > \chi^2_{90\%} \) suggests that with 90% probability test sample contains bad data.

Even under assumption that the topology change is instantaneously corrected in the model, all the indices show higher values due to the transients and errors introduced by the measurement chain. It can be concluded that there is a small difference between \( J_r \) showing bad estimates and the computationally less intensive \( J_p \). However, \( J_{SE} \) does not reflect fully the decrease of the estimator quality. In contrast to the proposed measure for the performance evaluation in dynamic conditions, \( J_{SE} \) does not exhibit very high values, since it ”misses” to capture transients and operates with step-wise increasing values. In fact, \( J_{SE} \) would pass even such low as 50% confidence test for the bad data detection, while \( \chi^2 \) test on \( J_p \) indicates that the measurement sample contains bad data with 90% confidence in the seconds following the disturbance. That may lead to the situation when SE fails to show that the obtained estimates are not reliable. In the addressed example, SE converged, yet in a large system convergence might be an issue.

Thus, the necessity to simulate SE performance in dynamic conditions and suitability of the proposed evaluation index is demonstrated.

### 8.3 Trajectory Sensitivities Analysis

Employing the modeling framework described in the previous section, the performance of state estimation can be investigated including the impact of the supervisory and monitoring infrastructure. To assess more efficiently the impact of various parameter changes, the trajectory sensitivities approach is used [45], [46], [44]. These sensitivities will suggest, which parameters shall be changed to achieve better performance of the state estimator.

Flow (i.e., time evolution) of the system from its initial point can be characterized by the time evolution of its variables [45], e.g. for algebraic variables we can write:

\[
\phi_y(y_0, t) = y(t).
\]  

Trajectory sensitivities, i.e. Taylor expansion of (8.12), determine the impact of small changes in initial conditions and system parameters on
the system flow. When neglecting higher order terms the time evolution of the algebraic states can be written as:

\[ \Delta y(t) = \frac{\partial y(t)}{\partial \lambda_0} \Delta \lambda_0. \]  

(8.13)

The trajectory sensitivities, \( \frac{\partial y(t)}{\partial \lambda} \) are generally time varying quantities. A numerical approximation of trajectory sensitivities can be computed by solving (8.1) - (8.6) for an incremental change of each parameter. However, that would represent a significant computational effort if many parameters are considered. The methodology for computation of trajectory sensitivities described for example in [45] involves only a minimal amount of additional computations, since it uses parts of the Jacobian evaluated when solving (8.1) - (8.6). Thus, the impact of the parameter changes on the state estimator performance can be computed efficiently.

![Figure 8.4: Accuracy of the reproduction of the system dynamics by means of trajectory sensitivities.](image)

In Fig. 8.4 feasibility of a very accurate approximation using trajec-
tory sensitivities is demonstrated. Let us emphasize once again that an influence of a parameter change on the dynamic processes can be studied by running another full dynamic simulation, while trajectory sensitivity approach will provide an approximation yet requires negligible computational effort in addition to simulation of the nominal dynamic conditions.

The upper plot shows nominal trajectory with red dash-dot line, it was obtained with full dynamic time domain simulations for the reference system. Then, we study how the dynamic evolution of the current at the secondary side of CT would change if CT error is changed from 0 to a high value 0.02, what would correspond to a CT error class 2. The result obtained with trajectory sensitivity is compared to the exact computation of the dynamics with the new parameter. The upper plot shows both almost coinciding curves, while the bottom plot shows the difference between those. During the first 9 seconds of the simulation the error of approximation is close to zero. It slightly increases afterwards.

It should be noticed that as it is a numerical simulation, the result is a set of discrete point not a continuous curve. In this case two dynamic simulations produced vector of values at slightly differing time references. That is due to slightly different instances of the discrete events, such as reaching the limits of the generators excitation system. The trajectory sensitivity vector is produced at the time instance of the nominal case. To compare the results interpolation of the obtained values is necessary. In this case linear interpolation was applied, which could introduce an additional error. Therefore, in the bottom plot rather the magnitude of the error is importance than the particular shape of the error.

The results of computation of the sensitivities to the different components’ influences are shown in Fig. 8.5-8.6. Here the sensitivity is studied on the example of line (A) flows from node 5 to node 7. Several measurement chain stages are analyzed.

Figure 8.5 shows from top to bottom: trajectory sensitivities of the transducer, of the RTU outputs and of measurements residuals with respect to the CT accuracy. The sensitivities of the transducer towards CT accuracy are continuous and somewhat constant at pre- and post-disturbance intervals.

The step-wise increase of the sensitivities in the middle plot can be explained by the deadband impact, which was shown in Fig. 8.2. If there was an error in the CT, RTU does not ”notice” a change that
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Figure 8.5: The effect of the measurement error of the CT. The top picture shows the impact on the transducer, the middle picture on the RTU and the bottom picture on the residuals of the corresponding active and reactive power flows.

should be reported and "delays" transmission of the new value. This effect accumulates in time and the sensitivity increases step-wise, as the new update is "missed".

The sensitivity of the residual of the active and reactive power flow measurements is shown in the bottom plot. Recalling the residuals presented in Fig. 8.2, we observe again some step-wise changes of sensitivities due to the deadbands. Sensitivity is varying as the true signal oscillates, but the value is not yet transmitted by the RTU. In addition, sensitivity increases significantly as the true signal deviates from the last transferred value.

The sensitivity of the objective function $J_p$ to the CT error, deadband and the weight of the current measurement is shown in Fig. 8.6.
Figure 8.6: The impact of various parameters of the measurement chain on the cost function $J_p$. Top plot - sensitivity of the $J_p$ to the accuracy of CT, middle - sensitivity to the RTU deadband, bottom - sensitivity to the residual weight.

The CT error seems to have the largest influence along the major part of the trajectory, while the measurement weight is playing a large role at the disturbance instant with the step change of the variables. Note that the feasible change of the parameters might be different for the different components, therefore both the sensitivity and span of the feasible improvement of the parameter must be taken into account.

For example for this current measurement, if replacing a CT of the class 2, with a CT of the class 0.1, the maximum parameter change, which can be considered, equals to the difference of maximal error in these accuracy classes, thus, $\Delta \epsilon$ of 0.019.
8.4 Guiding the Upgrade of the SCADA Infrastructure

Assume there is a given limited budget, which a TSO may dedicate to upgrade of the SCADA infrastructure. The objective may be to minimize the error of the state estimator during dynamic conditions by investing the upgrade budget into new RTUs. Below the procedure is outlined, how the locations and the types of upgrades can be efficiently determined.

1. A set of representative system conditions together with dynamic scenarios or contingencies with corresponding weighting factors is chosen. The number of scenarios may be denoted $A_{sc}$ and the weighting factors $W_{sc}$.

2. Scenario $a$ is simulated for a chosen time horizon. The nominal (i.e. pre-upgrade) evolution of the corresponding index $J_{p,na}(t)$ is stored as well as the vector of trajectory sensitivities $\frac{\partial J_{p,na}(t)}{\partial \lambda}$. Simulations are repeated for each scenario $a \in \{1, \cdots, A_{sc}\}$.

3. A candidate $b \in B$ from the set of possible SCADA upgrades can be expressed as an adjustment $\Delta \lambda_b$ of the corresponding parameter $\lambda_b \in L$, thus $\Delta \lambda_b \in \Delta L$. For example, if a RTU with a smaller deadband is considered for installation, then the corresponding change of the deadband parameter is negative $\Delta \lambda_b < 0$.

Costs of individual upgrades $\Delta L$ are summarized in the vector $C$, whereas the budget for the overall upgrade would be $C_{budget}$.

4. The objective can be then expressed as:

$$\min \sum_{a=1}^{A_{sc}} W_{sc,a} \int_0^T J_{p,a}(t) \, dt, \quad (8.14)$$

subject to constraints:

$$J_{p,a}(t) = J_{p,na}(t) + \frac{\partial J_{p,na}(t)}{\partial \lambda} \cdot \Delta L \cdot U \quad (8.15)$$

$$\forall a \in \{1, \cdots, A_{sc}\}$$

$$C \cdot U \leq C_{budget}, \quad (8.16)$$
where the solution vector $U$ contains binary variables with entries equal to 1 for the determined upgrades and entries equal to 0 for upgrades not to be implemented, i.e. $u_b \in \{0, 1\}$, $\forall b \in B$.

Thus, proceeding in accordance with the described algorithm TSO can determine optimal set of the RTUs to be upgraded to improve the performance of the state estimator during the transient conditions.

### 8.5 Concluding Remarks

The chapter discusses how the performance of a traditional static state estimation observing the system undergoing dynamic changes can be measured and how this information can be utilized for the improvement of the state estimation.

The necessity of such an analysis was demonstrated in the thesis. For this purpose utilization of common dynamic simulation solvers are proposed with an extension by models of the SCADA components and incorporation of additional computations of trajectory sensitivities. The discussed approach is shown to be feasible.

The performance of static estimation during the slower system transients is crucial, even critical, for a secure operation of stressed power systems. Thus, we suggest that the proposed approaches, or similar ones, shall become an integral part of engineering processes related to the commissioning and regular maintenance of the state estimation.
Part II

Offline Analysis: Fair Allocation of Profit and Losses
Chapter 9

Fair Allocation in Game Theory

This chapter briefly reviews profit or cost allocation according to Shapley value - a well known concept in Game Theory, which will be applied in the following two chapters.

In many economic tasks the question of fair division of the profits or costs arises as soon as there are more than one entity or player involved. In the context of liberalized power systems, the cost allocation for using common resources directly impacts competitiveness and profits of the market participants.

A simple way of sharing the costs or revenues $c$ would be an incremental method, when each next player $l$ joining the coalition $C$ is allocated an additional profit [92]:

$$\Delta c(C, l) = c(C \cup \{l\}) - c(C).$$

The problem with such an approach is that it is not anonymous, i.e. the shares depend on the existing coalition and order in which the players join the coalition.

The Shapley value addresses and expresses a fairness of the cost allocation problem by taking a random ordering and charging the expected incremental cost to each player. Employing this idea one can proceed as follows:
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- For the set $\mathcal{A}$ of $n_A$ players, there is $n_A!$ possible orderings.
- Define $C \subseteq \mathcal{A} \setminus \{l\}$ as any subset of $\mathcal{A}$ excluding player $l$ and with the cardinality $|C| = n_C$.
- The probability that precisely set $C$ comes before $l$ in a random ordering is:
  \[ \frac{n_C!(n_A - 1 - n_C)!}{n_A!} \]  
  \[ (9.2) \]
- The Shapley value determining the profit share of the entity $l \in \mathcal{A}$ can then be defined as follows [92]:
  \[ \phi_l(c) = \sum_{n_C=0}^{n_A-1} \left[ \frac{n_C!(n_A - 1 - n_C)!}{n_A!} \sum_{C \subseteq \mathcal{A} \setminus \{l\}} \Delta c(C, l) \right], \]  
  \[ (9.3) \]
  where $\phi_l(c)$ is a profit share, $c$ is the profit in the coalition.

Naturally, the profit shares of all the entities add up to the total profit of the coalition:
  \[ \sum_{l \in \mathcal{A}} \phi_l(c) = c. \]  
  \[ (9.4) \]

Let us consider a simple yet illustrative example of cost sharing according to Shapley value. Three players Anna, Bill and Cecil can get involved in some activity and need to cover the start-up costs. They can act independently or form a coalition. All three have different skills and considerations for the activity to get involved to. Anna would start $\alpha$, Bill prefers $\beta$, Cecil considers $\gamma$.

However, there is an option to form coalition of two or three players. All activities have different utility or costs, but with the increase of coalition the relative cost decreases. It appears an attractive option for them to collaborate and share the costs. Players may find the compromise activity for each of them. For example, Anna and Bill would collaborate in $\iota$, Bill and Cecil would choose $\kappa$, Anna and Cecil prefer $\lambda$, while all the players together would collaborate in $\mu$. The results of their discussions are summarized in Table 9.1.

Assuming that nobody extra benefits or looses from switching to another type of activity and thus, equal sharing of the costs would not be fair,
Table 9.1: Shapley method example: Coalitions

<table>
<thead>
<tr>
<th>player</th>
<th>Anna</th>
<th>Bill</th>
<th>Cecil</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>9 k€</td>
<td>6 k€</td>
<td>8 k€</td>
</tr>
<tr>
<td>β</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>γ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decision</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>λ / 2</td>
<td></td>
<td>12 k€</td>
<td></td>
</tr>
<tr>
<td>τ</td>
<td>14 k€</td>
<td></td>
<td></td>
</tr>
<tr>
<td>κ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>μ</td>
<td></td>
<td>20 k€</td>
<td></td>
</tr>
</tbody>
</table>

we can apply the Shapley value to this problem. The cost shares can be computed as follows:

$$
\phi_A(20) = \sum_{n_C=0}^{2} \left[ \frac{n_C!(2-n_C)!}{3!} \sum_{C \subseteq A \setminus \{l\}} \frac{\Delta c(C, l)}{|C|=n_C} \right] = \\
= \left[ \frac{0!(2-0)!}{3!} \sum_{C=\{\}, |C|=0} (9-0) \right] + \left[ \frac{1!(2-1)!}{3!} \sum_{C=\{Bill\}, |C|=1} \sum_{C=\{Cecil\}, |C|=1} \Delta c(C, l) \right] + \\
+ \left[ \frac{2!(2-2)!}{3!} \sum_{C=\{Bill,Cecil\}, |C|=2} (20-12) \right] = \\
= \frac{2}{6} \times 9 + \frac{1}{6} \times [(14 - 6) + (15 - 8)] + \frac{2}{6} \times (20 - 12) = 8 \frac{1}{6}.
$$
Similarly, for other players:

\[
\phi_A = \frac{1}{3} \times 9 + \frac{1}{3} \times \left( \frac{14 - 6}{2} + \frac{15 - 8}{2} \right) + \frac{1}{3} \times (20 - 12) = \frac{8}{6} \approx 8.17
\]

\[
\phi_B = \frac{1}{3} \times 6 + \frac{1}{3} \times \left( \frac{14 - 9}{2} + \frac{12 - 8}{2} \right) + \frac{1}{3} \times (20 - 15) = \frac{5}{6} \approx 5.17
\]

\[
\phi_C = \frac{1}{3} \times 8 + \frac{1}{3} \times \left( \frac{15 - 9}{2} + \frac{12 - 6}{2} \right) + \frac{1}{3} \times (20 - 14) = \frac{2}{3} \approx 6.67,
\]

the shares sum up to 20.0 k\(\€\), where the surplus of 10 \(\€\) is due to the numerical rounding error.

Several papers suggest application of the Shapley value and the similar Aumann-Shapley value to cost and/or profit allocation problems in power systems, including firm-energy rights allocation among hydro power plants [34], expansion planning [111], congestion management [10], inter-TSO compensations [58], ancillary services [75], fixed asset costs [56] and loss allocation [16], [130].

The following chapters propose two applications of Shapley value to power systems: a new method to transmission loss allocation and an new scheme for profit sharing from the coordinated bidding and operation planning of wind and hydro producers.
Chapter 10

Allocation of Transmission Network Losses

This chapter describes the problem of loss allocation together with an overview of existing loss allocation methods. Some properties of loss allocation mechanism are studied and a new method based on game theory is proposed. The chapter closes with conclusions and outlines the future perspectives.

10.1 Introduction

One of the key elements of liberalized markets being faced by consumers and producers is a transparent cost structure of electricity supply. In most systems TSO covers the costs associated with the acquisition of ancillary services by allocating these costs on consumers in form of ancillary services charges. Naturally, it brings up many disputes on what a fair cost allocation among the market participants is, since it directly affects their profits and competitiveness.

Criteria judging the suitability of an allocation mechanism for these costs shall primarily target the objectives common to all free markets, namely:
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- fairness or nondiscrimination
- transparency.

These objectives may be translated and extended into the following criteria [28]:

1. simple implementation
2. easy understanding
3. relation to the consumed energy and/or power
4. relation to the underlying physical properties of the ancillary service
5. providing appropriate economical signals
6. avoidance of volatility.

One of the costs associated with power system operation are resistive losses in the transmission network. This chapter proposes a feasible and fair method allocating costs for the loss coverage to consumers.

It should be noted that throughout the chapter we talk about allocation of power losses rather than the costs.

10.2 Loss Allocation Methods

The term losses refers to the difference between the produced and consumed energy. In practice the amount of losses is determined for a billing period, i.e. as energy. However, it is common in the literature to adopt the notion of losses per unit of time, i.e. in terms of power.

The difference between the total power injected into and withdrawn from the network is:

$$P_{loss} = \sum_{g=1}^{N_G} P_{Gg} - \sum_{d=1}^{N_D} P_{Dd},$$

(10.1)

where $P_{Gg}$ is power injection in the generation bus $g$ out of the total number of generation busses $N_G$ and $P_{Dd}$ is power injection in the demand bus $d$ out of the total number of demand busses $N_D$. 
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Physical origin of losses is resistance of the conductor and flowing through it current $RI^2$, which causes heating of the conductors and corona.

Ex-ante, TSO tries to predict amount of losses and acquire power to cover them, either by tender or on a spot market. However, as the actual system state deviates from the predicted one, so do losses. The difference between the prediction and actual losses is covered similarly to load deviations by balancing power, i.e. secondary and tertiary frequency control reserves.

Ex-post, TSO determines an actual amount of losses and computes associated costs, i.e. the predicted/scheduled power and the corresponding portion of balancing power. To determine the contribution to be paid by each consumer TSO uses loss allocation methods.

We chose three out of several allocation methods used in practice and proposed by research community, which we briefly review in the next subsections using the criteria mentioned in the section 10.1.

10.2.1 Pro Rata: Proportionally to the Consumed Power

This allocation method is most common in practice, for example in England, Spain, Brazil etc. and the loss allocated to a consumer $l$ is:

$$
\phi_l(c) = P_{loss} \cdot P_{Di}/\sum_{d=1}^{N_D} P_{Dd}.
$$

Advantages of this method are its simplicity both in implementation as well as principle, and avoidance of volatility. Only measurements and minimal computations are involved, not requiring any system model. Therefore, this method does not depend on the selection of a slack bus. On the other hand, this method fails to provide any indication how the particular load and its location in the system affects total amount of losses, thus it does not give a price signal for the more efficient network use.

10.2.2 Incremental Transmission Loss

This method considers that load or generator contributes to the losses in accordance with the sensitivities of system losses to active power
injection in that node. This method shall provide price signals for more efficient load or generation location. Norway, PJM are examples of the systems, where it was applied.

The sensitivities or incremental transmission loss coefficients (ITL) can be determined numerically, analytically or as a by-result of optimal power flow [80]. Obtained coefficients are used as weighting factors, defining the share of the total transmission system losses to be allocated to the particular load or, depending on the rules in the system, also generator. Here considering only loads:

\[
\phi_l(c) = P_{loss} \cdot P_{Dl} \frac{\partial P_{loss}}{\partial P_{Dl}} \sum_{d=1}^{N_D} \left( P_{Dd} \frac{\partial P_{loss}}{\partial P_{Dd}} \right)
\] (10.3)

Besides, some TSOs, for example PJM, use loss penalty factors rather than ITL to include the loss consideration already in the market clearing process, e.g. for the load at bus \( l \):

\[
P_{f l} = 1 / \left( 1 - \frac{\partial P_{loss}}{\partial P_l} \right).
\] (10.4)

The penalty factors are used to adjust the incremental cost of each generator so as to include effect of losses in the dispatch and are applied to each and every location of generation, load or virtual transaction. The loads are then paying locational marginal price that includes loss component.

The further differences in ITL interpretation are, as follows:

- If the normalization [28] to match the total system losses is not used in (10.3), the participants charges result in ”overpayment” for the losses, since the sum of sensitivity factors is larger, in fact almost twice as large as the losses. Alternatively, overpayment is shared among the participant proportionally [80] to consumed power and stored as the credit for the next hour loss distribution.

- The calculation of values of the ITL coefficients appear to be sensitive to the chosen slack bus. Several approaches has been proposed in the literature that shall decrease or avoid such an influence. The concept of center of electrical losses or distributed slack bus is used in [80], [30], [39], [76].
• Since in some conditions ITL may obtain negative values, which could be interpreted as a cross subsidy, an unsubsidized ITL allocation method has been implemented. Ref. [28] provides more detailed discussion on this subject.

As the above discussion suggests, the advantage of this method is its direct consideration of the cause of the losses and provision of the economical signals. On the other hand, certain volatility may be experienced and the necessity of the system modeling makes it less simple to follow.

Should losses be paid by the loads or the generation or rather shared? The implementation differs from system to system, as mentioned earlier, in this thesis we adopt the philosophy that these costs shall be charged to loads as it is usually implemented in Europe.

10.2.3 Proposed Allocation of Losses

Several authors have approached the loss allocation problem by the means of methods using the Shapley value. Tracing electricity principle [12] based loss allocation was rationalized by Shapley value in [58] and proposed for the inter-area pricing. In these works, the contribution from each power source or load to the line flow is determined and the losses allocated correspondingly. Ref. [49] and [50] investigate the contribution of loads and generation represented by equivalent current injection to every line loss and applies Shapley to fair allocation. Ref. [95] derives expressions for the allocation of currents in branches to loads and generation avoiding the use of Shapley value, but preserving the fairness. In [139] allocation proportionally to the injected currents and uses loss sensitivity to generation current injections for Aumann-Shapley application is suggested. Loss allocation method for bilateral markets is described in [130].

These methods, except [56] address loss allocation problem by approximations at the system operational point, such as it is defined by all the consumers demands at the particular time instant.

We propose to consider the total load connected to a particular system node, as a selfish player that could use the network for its own purposes, but is forced to cope with the other players using the common network, while these players having the same rights. Thus, the loads connected to the network are forming a coalition. The loads prefer to join the
coalition and to bear some operational costs, since it allows them to get access to power supply. A load that does not participate in a coalition has no costs, but also no power supply. The allocation of fixed costs for network use is not considered in this approach.

In this way, one could study the incremental amount of losses produced by the nodal loads, when participating in different coalitions. What would be the additional impact, as an example, on the losses of the load # 2, if initially only load # 3 is using the network, and what if only load # 3 and # 7? Thus, we take into account the lost opportunity costs or what could have been, if there would not be a forced operation point determined together with the other loads. The generation is varied proportionally to base case at all the power plants to match the demand. Fig. 10.1 shows the algorithm for the Shapley value computation for such conditions. According to the algorithm, we compute incremental impact on the system losses of each load, if it joins the system in various sequences with the other loads. Then, we apply the Shapley value to compute loss share of this load.

### Computational Complexity

Noteworthy, the depicted algorithm has a transparent, easy to understand structure, but it is not optimal from the computational point of view. A large number of load coalitions $C$ is common for all the loads $l$ and there is no need for recomputing the power flow each time. Instead, in real implementation, the results of power flow computations should be stored in a convenient form and properly indexed to be later accessed for the Shapley value computation.

For the general case, containing $n_A$ loads the number of computed power flows shall be the sum of all the combinations of loads $n_C$ selected from loads $n_A$, which can be computed with the corresponding formula from the combinatorics:

$$\#PFs = \sum_{n_C=1}^{n_A-1} \binom{n_A}{n_C} = \sum_{n_C=1}^{n_A-1} \frac{n_A!}{n_C!(n_A-n_C)!}.$$  \hspace{1cm} (10.5)

It should be noted that evaluation of the Shapley value is computationally hard [92], in general. However, random sampling may be used to approximate the Shapley value with the desired accuracy [92]. Then, instead of running a large number of computations of the power flows
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Figure 10.1: Algorithm for the proposed loss allocation.
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for all possible combinations of the loads as in Fig. 10.1, one could compute an incremental impact \( \Delta c_l \) of the considered load for a limited number of randomly chosen combinations for each \( n_C \), then compute the expectation of incremental costs \( E[\Delta c_l] \) for each \( n_C \) and, finally, determine the Shapley value as \( \sum_{n_C=0}^{n_A-1} E[\Delta c_l]/n_A \).

10.3 Illustrative Example

10.3.1 Test System

The comparison of the loss allocation methods was conducted for the IEEE 14-bus test system [26]. The system contains eleven consumers, which are supplied by two generators at two voltage levels: busses 1-5 are operated at 132 kV and busses 6-14 at 33 kV. The single line diagram of the system is shown in Fig. A.2.

The production of both generators is adjusted proportionally to match the varying demand for the proposed method simulations. The slack bus of the system is bus number one that covers the system losses. Three scenarios were simulated:

- Base case - IEEE 14 bus system;
- Different generation pattern: an additional 1 pu generation is introduced at the Bus \# 8. The generation in Bus \# 1 is decreased correspondingly;
- Total loading is increased by arbitrarily chosen 50% : proportional increase at all the system busses.

Both active and reactive power are considered to be inseparable parts of consumption, therefore, for the Shapley value computations the status of the full load is changed. The total number of the simulated power flows for the proposed method is 2048 per scenario. The computational time per scenario is about 30 sec on the PIV, 3.8 GHz, 2 Gb RAM system using Matlab environment. Loss allocation in accordance with pro rata method was computed using (10.2) and the ITL were computed numerically, using one slack bus system, normalization and potentially subsidized formulation (10.3).
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Figure 10.2: Comparison of the loss share among the consumers: Base Case

10.3.2 Results

Loss allocation according to three discussed methods is presented in Fig. 10.2 - 10.4. There, the amount of the losses that each of the loads is responsible for or the loss share is shown in percentage of the total system losses. In overall, the proposed method gives similar although not the same allocation with the incremental transmission loss method. This is not a very surprising result since both methods represent an incremental influence of the load on the system losses. While ITL considers the influences around given system operation point, the proposed method evaluates all the possible combinations and, thus, the span of possible operation points. However, the major influence is still given by the last steps, when the considered load is one of the last ones in the ordering, thus, approaching the operation point as considered by the ITL.

Comparing the performance of the ITL and the proposed method to pro rata, the major differences can be noticed for Bus # 2 and # 3, indeed, since Bus # 2 has a large consumption and local generation, incremental methods shall result in a lower loss allocation than pro rata that neglects generation presence. The inverse situation can be
Figure 10.3: Comparison of the loss share among the consumers: adjusted generation pattern

Figure 10.4: Comparison of the loss share among the consumers: increased system loading
observed for Bus # 3 while it has a large consumption, in addition, it is electrically distant from the two generators, thus, the loss share shall be further increased. Another intuitive observation can be made for the Busses #13-14. These are distant busses and the incremental methods give higher loss allocation than pro rata, while for the Bus # 10-12 the shares are almost the same and for the closer Busses # 4-9 pro rata gives higher values.

Adding a generation in Bus # 8 shall decrease the shares of the neighboring loads in total system losses as it can be seen in Fig. 10.3. The loss share of Bus # 3 reaches 55%. It should be noted that the total system losses are almost half as compared with the base case.

The increase of the total system loading by 50% emphasizes conclusions made for the base case, ITL and the proposed method show slight differences in sensitivity to load increase.

Fig. 10.5 shows loss share for several representative busses, when the total system load is proportionally varied in the range 0.5 – 1.5 of the base case. It can be concluded that ITL has, generally, more constant values in this study, while the proposed method shows changing contribution of the loads.
Figure 10.6: Comparison of the loss share among the consumers: Bus # 4 loading variations. The results for the same bus are shown by the same line color, (*) for the ITL and as (o) for the proposed method. Pro rata method is shown by dashed line with squares.

Fig. 10.6 shows changes in the loss share of the bus loads, if one of the loads is varying. The loss share is shown in the absolute values per MW of load. In the depicted case, Bus # 4 has a varying load, which however, affects the shares of the other loads. Pro rata is drawn by the single line, since for this method the loss share is same for any MW of load, irrespectively of the location in the network.

10.4 Concluding Remarks

The chapter discusses aspects of the loss allocation in power system transmission network and presents a new method for the loss allocation to consumers in electricity market. The fairness of the method is justified by the implications from the game theory.

The results of the loss allocation according to the proposed method exhibit similarities with the incremental transmission loss method. Although, the proposal introduces computational complexity, it however can be overcome by the approximations and modern computers. Pre-
liminary studies in this area show promising results that might decrease
the number of necessary computations by several orders of magnitude. On the other hand, the reported results might be seen as a support of
the incremental transmission loss allocation by the game theory. How-
ever, further insights and verifications of the general validity of this
statement are needed.

It should be pointed out that this method can also be considered for
fair cost allocation of other types of the ancillary services.
Chapter 11

Operation Planning and Bidding

Depending on market rules, particularly congestion management and balancing management rules, coordination between wind and hydro producers may be mutually beneficial. In this chapter we propose a new collaboration scheme and a fair and transparent method for splitting the extra profit caused by a coordinated bidding and operation strategy based on the Shapley value. Uncertainties in wind forecast and energy price evolution are accounted for.

11.1 Introduction

The most significant challenge of wind production compared with traditional resources is its variable nature, making accurate planning or scheduling of its energy production difficult and the significant volatility of its power production. From the perspective of a TSO, these disadvantages result in a higher demand for control reserves to balance deviations between production and consumption in the power system.

The amount of balancing energy required from a wind power plant can be minimized by creating a coordination scheme in conjunction with an easily dispatchable type of power plant, for example a hydro power plant (HPP). If power plants are geographically (and electrically) close,
sharing a connection to a bulk transmission system, coordination becomes even more of interest, particularly when connection to the power system is congested.

The coordination of wind power and hydro power has been studied earlier in connection with several different problems. Ref. [82] provides a comprehensive literature review on wind-hydro coordination. In [70] the coordination of wind farms with hydro power plants is considered in generation expansion planning. Two investment possibilities are compared in [70]: a new hydro power plant versus a new wind farm. In [134] and [135] the effect of wind power on market prices is analyzed. The research in [134] and [135] is directed towards assisting utilities with existing hydro power plants when considering investments in wind power. In [67] the coordinated operation of several geographically distributed wind farms (WFs) and HPP sharing the same transmission capacity is simulated over a period of several years, considering wind and water inflow uncertainty.

In [68] a dynamic programming algorithm is presented for daily planning of coordinated operation of wind farms and a generic energy storage in areas with limited export capability. In [24] the optimization problem is formulated for daily production planning of wind farms and pumped storage hydro power plants, but transmission bottlenecks are not considered.

One of the most recent publications on coordinated planning of wind and hydro power plants is [7], where the coordination is applied in order to minimize imbalance costs of the WF.

In [81] a daily planning algorithm is developed for the coordinated bidding on the spot market and operation of the a multi-reservoir hydro power plant with a wind farm in a network with limited transmission capacity pre-allocated to the hydro producer. A similar system is shown in Fig. 11.1. The algorithm employs a coordination strategy proposed in [55] and stochastic optimization [57].

According to [81], the HPP shall determine its optimal production for the given price scenarios. Simultaneously, assuming uncongested transmission, the WF determines its production in the planning day for each of the wind scenarios. Since the HPP has priority on transmission, the WF would need to cut its production if the total scheduled production of both producers implies congestion. Instead, they coordinate before submitting the bids to the spot market, i.e. the HPP agrees to adjust, to some extent, its production to that of the WF. For this service, the
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WF pays the HPP a pre-agreed price per MW of the obtained transmission capacity in the hours of potential congestion. In the simulations it was assumed that this price was equal to the average spot market price determined from the data of the previous year. Thereafter, the HPP determines its optimal production to bid on the spot market and the remaining transmission capacity is allocated to the WF.

In [83] this work is extended to account for the wind imbalance payments. Additionally, if transmission capacity is available, the HPP can bid on the intra-day regulating market. These papers contained neither a discussion how the price shall be determined, nor the maximization of the common profit of the coalition.

In none of the above mentioned publications or in any other ones to our knowledge, a fair systematic splitting scheme for the profit obtained by wind-hydro coordination has been proposed.

The following sections describe:

- A new coordination scheme employing stochastic optimization to maximize total profit, including the imbalance penalties, of the wind-hydro coalition.

- A new proposal for splitting the extra profit gained by a coordinated bidding and operation strategy with the fair and transparent method justified by coalitional game theory. The method is based on the Shapley value that considers incremental impact of the individual members of the coalition on the total profit [92], see Chapter 9.
11.2 Proposed Scheme Outline

11.2.1 Problem Formulation

The problem we address is inspired by an actual case occurring in Sweden. The main electricity consumption centers are located in the southern part of Sweden, while on the other hand, convenient and economically attractive conditions for hydro and wind power production are available in the northern part of Sweden. Rivers flowing through long valleys have given rise to many hydro power plants with several hydraulically coupled reservoirs. However, the transmission system bringing power from the northern part to the south is frequently congested. The local lines of the river cascades could be congested as well. This restricts the otherwise promising potential for installation of wind power plants in the north.

To assure applicability of our approach in a wider scope in various power systems and market conditions, we consider the problem on a higher level of abstraction. Thus, a more general formulation could be described as follows:

- There are two independent generation companies. One possesses a hydro power plant consisting of several reservoirs. The second company operates a wind power plant. Both power plants are located in geographical proximity to each other and are feeding power into the same substation, which is connected via a line or a group of lines to the rest of the power system as shown in Fig. 11.1.

- In the assumed market, electricity is traded only via a day-ahead market. Imbalances are penalized.

- We assume that the new power plant has the right (an additional options to reinforcement or installed capacity reduction, as discussed in Section 1.1) to use the existing infrastructure provided that it reduces its production in the congestion hours upon a day-ahead request of the existing power plant. In some circumstances/markets, such coordination may need an additional regulatory support. We demonstrate that it can be advantageous for all the involved sides, without harming free competition. Therefore, this is a justified option.

In the example, the existing transmission capacity is allocated to the HPP. The WF is allowed to connect to the network, if it
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accepts HPP’s priority in nominating and allocating the transmission capacity.

Individual uncoordinated planning of production and bidding yield a suboptimal situation for all involved parties. Producers may suffer from a lower economic efficiency (e.g. wind power production can be curtailed) and frequent TSO interference in the congestion management may be necessary. This drawback could be overcome by a planning and operation coordination scheme. A necessary characteristic of such a scheme is that it provides an incentive for all involved parties to cooperate. In a market environment this can be achieved only by a fair sharing of the profit resulting from the coordination.

11.2.2 Coordinated Operation

Our proposal is to coordinate (as far as legislation allows) planning and bidding strategy of the wind and hydro power producers. In many systems, a shared bidding strategy by two or more market participants could be perceived to have cartel agreement elements, typically not allowed by law. On the other hand, legislation allows mergers of power production companies, unless the resulting market share exceeds a certain value. Therefore we make the assumption that there is a legal framework enabling coordinated planning and bidding by power producers. The details of such a framework are outside the scope of this thesis and would likely be country specific.

Coordinated planning and bidding would yield a benefit on the side of power producers, allowing them to optimize their profits by means of optimal utilization of their production facilities with respect to external conditions, in this case transmission restriction, and their technical properties, in this case storage capability of the hydro power plant and low operation costs of the wind power plant.

Besides power producers, TSOs may also benefit from the coordination of the producers, as this would create a self-regulating effect on producers, which should be a desired property of transmission system operation [136]. Benefits for TSOs would be twofold: a high utilization of transmission assets and a minimal need for TSO involvement in the congestion management. In other words, the TSO does not have to initiate any congestion relief actions, as the concerned market participants initiate them themselves.
11.2.3 Sharing of Profit Between Producers

To provide an incentive for producers to coordinate their planning and operation a scheme for sharing either production costs or resulting profit has to be introduced. This scheme has to be transparent and fair, in other words the additional benefit brought by the participation of each producer has to be evaluated and allocated. According to game theory, these properties are guaranteed by the Shapley value [92], [34].

In this case, we treat profit sharing from a coordinated use of the transmission capacity. This transmission capacity has been allocated to the hydro power plant since the newly built wind producer wanted to avoid the costs for the necessary grid expansion. Thus, we compute how the aggregated profit of these two entities changes when they form a coalition. To guarantee transparency we suggest that the following procedure would take place in the planning and operation horizon, i.e. in this case of short-term day-ahead planning. Thus, every day an ex-post calculation is done:

1. The data for the previous day is collected. This data includes input parameters, e.g. wind speeds, water inflows, spot prices, as well as profit data resulting from the coordinated planning and operation: revenues from the sale of the energy and the balancing energy costs.

2. Profits for the hypothetical individual (uncoordinated) operation of producers are computed.

3. The profit figures for coordinated and uncoordinated strategy are inserted into Shapley expression (9.3), determining the profit share of the entity $l \in \mathcal{A}$:

$$
\phi_l(c) = \sum_{n_C=0}^{n_A-1} \left[ \frac{n_C!(n_A - 1 - n_C)!}{n_A!} \sum_{C \subseteq \mathcal{A} \setminus \{l\}, |C| = n_C} \Delta c(C, l) \right],
$$

where $\phi_l(c)$ is a profit share, $c$ is the profit in the coalition. Thus, the profit share for the previous planning and operation day is determined.

Simulations demonstrating the advantage of the coordinated planning and operation versus uncoordinated strategy are described in the next sections.
11.3 Mathematical Formulation

Let us first consider the deterministic problem formulation, i.e. both the price and wind forecasts are perfect and available before the spot market closure. First, as the result of the optimization to be run prior to bidding on the spot market, we determine the (expected) profit of the producers and optimal decisions concerning:

1. Production to be submitted to the spot market for each hour of the next operation day;

2. Optimal actual water discharges, spillages and thus the reservoir content for each generating unit and each hour of the planning horizon;

3. Optimal actual wind production for each hour of the planning horizon.

These decisions are based on a given hydro cascade model, WF model, water inflows and forecasts of the wind and price. The hydro cascade model describes discharge production equivalents, couplings between reservoirs etc. The problem is constrained by the physics of the hydraulical system, discharge and reservoir limitations, targets of the hydro reservoirs’ content, wind farm physics and transmission capacity constraints. Next, the spot market is cleared. During the operation day producers just have to follow their decisions concerning actual production and spillages.

Stochastic formulation allows one to consider uncertainties defined by scenarios with assigned probabilities, in our case price and wind scenarios, and to optimize expectation of some quantity, in our case profit. The water inflows are here considered as deterministic. The decision variables can be structured in a tree in accordance with the decision stages and time evolution, as in Fig. 11.2. Here, each branch of the tree corresponds to one scenario with a particular wind speed profile, a spot price profile and is given a probability of occurrence. A tree representing three price and three wind scenarios is shown. These scenarios should be available at least 13 hours prior to the operation day, i.e. at least one hour before the spot market clearing and should cover the entire operation day, thus 37 hours ahead. Then the variables for the entire tree are computed.
From the problem formulation side, for the hydro planning only price uncertainty is relevant and the tree contains $N$ branches, corresponding to the number of price scenarios. For the coordinated decisions, the tree contains $N \times M$ branches, where $M$ is a number of wind scenarios. As the first stage decisions optimization shall find, for each price level $n$, a single spot production which maximizes expected profit, i.e. a compromise between $M$ wind profiles weighted by their probabilities. Simultaneously, optimization determines the decisions on actual production in the operation day, which are different for each price and wind scenario - second stage recourse decisions. Thus, decisions taken in uncertainty are adjusted in the operation stage to the actual conditions, i.e. the realized scenario.

In contrast to determining the bid, we determine optimal production to bid on the spot market at the defined clearing price level. We do not address structuring of the bids, but assume that it is possible to submit price dependent bids. This means that we determine that, at price $A \text{ €/MWh}$, the accepted production on the spot shall be optimally $B \text{ MWh}$. In the simple case the production amount corresponding to the lowest price scenario coincides with the bid, however bids corresponding to higher prices will contain only the increment from the next lower price bid. The probability of the price scenario affects only expected profit prior to the spot market, but not the decisions.
Figure 11.3: Wind (top) and price (bottom) scenarios considered for the planning of the first day in the week. Wind scenarios have the probability from top to bottom: 0.38, 0.223, 0.397. The price scenarios have the probabilities from top to bottom: 0.037, 0.866, 0.097.

Thus this is a two stage stochastic programming with recourse. The non-anticipativity constraints, which impose the requirement that solutions shall be based only on information known at the time of decisions, are satisfied.

Considering Fig. 11.2 from the user perspective we conclude that the expected profit is linked to the root node together with optimal spot productions at each price level. As soon as the market is cleared, the price is known. The expected value of the profit can be updated. Then, based on the observations of the actual wind conditions, the producer determines which wind profile scenario has been realized. At the beginning of the operation day, both realized price and wind scenarios are known. The producer shall then operate power plants in accordance with pre-computed decision variables at the branch of the tree corresponding to the actual conditions, following the same branch during the entire day. Planning is then repeated daily.

The decision variables for the hours \( k \) of the rest of the ongoing week, i.e. \( K_{\text{last}}^{\text{day}} < k \leq K_{\text{last}} \) are not used, neither in the submission of the
production nor at the operation stage. These must, however, be included into the optimization problem to comply with the target values of the hydro reservoirs content in mid-term hydro planning [37]. For the rest of the current week, the same averaged price profile is assumed for all the price scenarios, for example as in Fig. 11.3. Wind power production is limited by average monthly wind power production based on the historical data, i.e. in all the scenarios $\overline{P}^{sc}(k,m) = P_{av}$.

To consider penalties for the deviations from the schedules, we employ the following balance settlement model, as seen from the producer or generally a balance group.

- The price for the overproduction is:

$$c^{imb}_{pos}(k,n) = k_o \cdot c^s(k,n). \quad (11.1)$$

- The penalty for the underproduction is defined, as follows:

$$c^{imb}_{neg}(k,n) = k_u \cdot c^s(k,n), \quad (11.2)$$

where expected overproduction penalty coefficient $k_o = 0.95$, expected underproduction penalty coefficient $k_u = 1.05$, $c^s(k,n)$ is the spot market price for hour $k$ and price scenario $n$. The values of the coefficients $k_o$ and $k_u$ in the expressions above are obtained as expected values of the imbalance payments from the statistics of Nordel regulation market in January 2004.

This model does not aim at reproducing balancing energy payment rules of a particular market. This model rather represents a general concept of penalizing imbalances so the formulations we further propose could be applied also in other markets.

We introduce planning and bidding strategies in general terms with intuitive interpretations. These general expressions are expanded in Appendix E.

### 11.3.1 Individual Strategies

When power producers do not coordinate their strategies, they plan individually as explained below.
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Hydro Power Plant

It is assumed that the hydro power plant does not cause any imbalance, i.e. it can follow its scheduled production perfectly and thus its objective can be expressed as a pure maximization of the profit from the energy accepted at the spot market $z^s_h$, subject to price uncertainty:

$$\max z^s_h$$ \hspace{1cm} (11.3)

s.t. \hspace{1cm} \begin{align*}
g^{hb}_h &= 0 \hspace{1cm} (11.4) \\
g^{rt}_h &= 0 \hspace{1cm} (11.5) \\
h^{rl}_h &\leq 0 \hspace{1cm} (11.6) \\
h^{dl}_h &\leq 0 \hspace{1cm} (11.7) \\
h^t_h &\leq 0 \hspace{1cm} (11.8)
\end{align*}

The set of constraints from (11.4) to (11.7) describe hydraulic properties of a hydro power plant, explicitly: $g^{hb}_h$ are hydraulic balance constraints, $g^{rt}_h$ are reservoir target values provided by medium-term planning, $h^{rl}_h$ are reservoir limits and $h^{dl}_h$ are discharge limitations.

The hydro power producer has a higher priority for the allocation of the transmission capacity, therefore its planning and operation is completely decoupled from the wind farm producer and thus the constraint (11.8) takes into account only the own production. In other words, this constraint limits the overall production of the hydro power plant to the value given by the rating of the transmission line.

Wind Farm

Due to the stochastic nature of the wind, actual production of the wind farm may deviate from the scheduled production and thus induce an imbalance with respect to its bid on the spot market. This is included in the cost function as well as in the auxiliary constraints (11.10) and (11.11):

$$\max z^s_w + z^{imb}_w \hspace{1cm} (11.9)$$
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\[ s.t. \quad g_w^{imb} = 0 \]  \hspace{1cm} (11.10)
\[ h_w^{imb} \leq 0 \]  \hspace{1cm} (11.11)
\[ h_w^t \leq 0 \]  \hspace{1cm} (11.12)

Here \( z_s^w \) is the profit from wind production accepted at the spot market and \( z_w^{imb} \) is the profit from wind imbalance. The amount of energy which can be injected into the network by the wind farm, equation (11.12), is given as the transmission capacity remaining after the allocation of the hydro power production injection.

11.3.2 Coordinated Strategy

The objective of the coordinated strategy is to maximize the overall profit from the combined production of the hydro power plant and the wind farm:

\[ \max \; z_h^s + z_w^s + z_w^{imb} \]  \hspace{1cm} (11.13)

\[ s.t. \quad g_h^{hb} = 0 \]  \hspace{1cm} (11.14)
\[ g_h^{rt} = 0 \]  \hspace{1cm} (11.15)
\[ h_h^{rl} \leq 0 \]  \hspace{1cm} (11.16)
\[ h_h^{d} \leq 0 \]  \hspace{1cm} (11.17)
\[ g_w^{imb} = 0 \]  \hspace{1cm} (11.18)
\[ h_w^{imb} \leq 0 \]  \hspace{1cm} (11.19)
\[ h_{h+w}^t \leq 0 \]  \hspace{1cm} (11.20)

Both hydraulical and wind imbalance constraints have to be met. The transmission constraint in this case couples production from both power plants.
11.4 Illustrative Example

11.4.1 Test System

The example we consider has the following characteristics:

- The HPP consists of 5 interconnected reservoirs, as shown in Fig. 11.1. The overall rating of generators of the HPP is 250 MW. The WF has the power rating of 60 MW. There is no local load connected to the common bus.

- The power is injected into the rest of the transmission system via the line with the capacity of 250 MW.

- The inflow data correspond to recordings of Ume river from 2001.

- There are three wind scenarios for each day, derived from real recordings. There are three price scenarios for each day derived from the actual price statistics in Nordel in 2004.
Both for individual and coordinated strategies the same input data are used. An example for the first day of the week and averaged values representing the rest of the week is shown in Fig. 11.3.

For evaluation and comparison of strategies the realization of input scenarios shown in Fig. 11.4 is applied. After determining individual and coordinated strategies this realization is inserted into equations (E.1), (E.2) and (E.3) in the Appendix to obtain financial figures, i.e. $z^h$, $z^w$, $z^{imd}$, $z^{imb}$ allowing comparison of the uncoordinated and coordinated strategy.

The stochastic optimization has been implemented in GAMS [106] to solve this non-linear continuous optimization problem. The total number of variables in 9 blocks is 47008. The number of equation blocks is 17, resulting in 20233 equations. Computation of the optimal production for the next day takes 735 sec on an Intel® Duo Core™2 Duo CPU, 4GB RAM with Windows rating 3.2, Windows Vista system, and the Matlab 2007 interface for the pre-/post-processing of the results.

Figure 11.5: Bids to the spot market and the actual production in the uncoordinated case. The black solid line is hydro power production and the solid gray line wind power production. The bids are expressed by the dashed gray and black lines. The solid thin black line corresponds to available wind power production.
11.4.2 Individual Strategies

Applying individual uncoordinated strategies yields results as shown in Fig. 11.5. The hydro power producer plans its production first and as it has a higher priority regarding transmission capacity, it fully utilizes the transmission capacity during the expected price peak hours. The wind power producer adjusts his bid to this and must go down to zero production even though wind is expected to be available. Besides this, there are several cases when the available wind evolved according to the highest speed forecast and the actual wind production exceeds the bid.

11.4.3 Coordinated Strategy

Results of the coordinated strategy are shown in Fig. 11.6. As expected, the coordinated strategy leads to a full utilization of the transmission capacity, i.e. 250 MW, without a need for spillage of the wind farm.

---

Figure 11.6: Bid to the spot market and the actual production in the coordinated case. The black solid line is hydro power production and the solid gray line wind power production. The common bid is expressed by the dashed-dot black line. The solid dark gray line corresponds to the overall production of the hydro and the wind power.
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production due to the adjustment of the hydro power production.

The reservoirs’ content is fixed at the end of the week in accordance with mid-term planning. The ”extra” water saved due to the high wind shall be used for either overproduction in the operation day or for spot production in the coming days, whatever is optimal. A combination of factors determines that a partial overproduction is more profitable than full adjustment of hydro production. Explicitly: transmission limits the possibility to increase production in the coming days, particularly in the peak hours and, simultaneously, the balance price for overproduction in the high price hours is sometimes higher than the spot price in off-peak hours.

Fig. 11.7 confirms the intuitive expectation that the coordinated strategy leads to an increase of the sum of revenues of both producers, while no significant change in penalties for balancing energy is observed. The loss in the balancing energy in Fig. 11.7 is computed as imbalance energy times the difference between the spot price and the price to be either paid or received by the producer. Positive values correspond to the opportunity loss (penalty for the overproduction) and the negative values are a penalty for the underproduction.

11.4.4 Profit Sharing

The profit of a producer, or producers, is obtained by summing up revenues and balancing payments, which can be either negative or positive depending on the type of imbalance. The comparison of profits for the uncoordinated and coordinated cases is summarized in table 11.1.

Table 11.1: Comparison of the weekly profits of the individual and coordinated strategies.

<table>
<thead>
<tr>
<th>Producer</th>
<th>Individual Strategy, €</th>
<th>Coordinated Strategy, €</th>
<th>Change in the Profit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydro Power Plant</td>
<td>579,956</td>
<td>590,108</td>
<td>+ 1.8%</td>
</tr>
<tr>
<td>Wind Farm</td>
<td>91,332</td>
<td>101,484</td>
<td>+ 11%</td>
</tr>
<tr>
<td>Overall profit</td>
<td>671,288</td>
<td>691,592</td>
<td>+ 2.9%</td>
</tr>
</tbody>
</table>

While the allocation of profits among the producers is straightforward
Figure 11.7: Comparison of the uncoordinated and coordinated strategy. The shaded area represents coordinated strategy, whereas the solid black line expresses the sum of uncoordinated strategies.
in the case of the individual strategies, for the coalition we apply the Shapley value (9.3) to profit allocation.

Both cases hydro is the first member of the coalition and hydro joins the coalition as the second member - have 50% probability. Therefore, for the hydro producer we get:

\[
\phi_h(c) = \frac{1}{2} \times 579,956 + \frac{1}{2} \times (691,592 - 91,332) = 590,108.
\]  

Similarly, profit share of the wind producer is:

\[
\phi_w(c) = \frac{1}{2} \times 91,332 + \frac{1}{2} \times (691,592 - 579,956) = 101,484.
\]

It should be noticed that in this example of just two players, the profit sharing is somewhat trivial - extra profit of the coalition in absolute values is distributed equally between the players. Each player shall receive extra 10,152€. However, in the case of three and more players, profit sharing is not obvious and Shapley value is very helpful.

For this particular example and the particular set of conditions an increase of profit of 11% is achieved for wind producer and 1.8% for the hydro producer if they coordinate their planning and bidding compared with their uncoordinated operation.

### 11.5 Concluding Remarks

This chapter addresses the problem of two producers injecting power into the transmission grid via a line with insufficient capacity to accommodate a peak production from both producers.

We present how these two producers can coordinate their planning and bidding strategies by means of stochastic optimization and by doing so, they may achieve a higher common profit than without coordination. We propose how this profit may be fairly shared by these producers applying the concept of Shapley value from game theory. We use a realistic example to demonstrate applicability of our proposals.

Although we considered a particular example consisting of a wind and hydro producer, the introduced concepts can be applied to various types
of power producers, which could benefit from a coordinated planning and bidding strategy.

It is assumed that coordination takes place only in the day-ahead planning and bidding stage. This has some advantages, as only a limited amount of information has to be exchanged between the producers in a noncritical time. Even stronger coordination and participation in the intra-day market may be implemented. In addition to the maximization of revenues in the planning stage, this would allow further minimization of costs for balancing energy.
Closure
Summary and Conclusions

Modern power system operation, planning and billing are utmost complex tasks involving many uncertainties on one side and subjected to high requirements on the other. Simultaneously, when addressing these tasks we can benefit from technological developments in many areas over the past decades - communications, sensors, primary equipment, computers. New technologies allow the reduction of the influence of uncertainties by providing better and more accurate information or by enabling the use of powerful statistical methods.

Many present works are exploring these possibilities. This thesis is contributing to these developments, particularly, to the development of methods with more extensive quantification of the impacts and uncertainties. This objective cannot be achieved completely in a single thesis and, perhaps, in general. Yet contributions discussed here shall help, according to the author, to make another step towards development, implementation and support of stochastic "thinking" as such. Several examples from different areas were used in the thesis to demonstrate that it has a natural fit applicable to almost every concept in power systems.

Major conclusions can be formulated, as follows:

- Power system efficiency can be improved in both technical as well as economic aspects with an extensive modeling and statistical approach;

- Proposed methods are feasible and advantageous, and are positioned in the context of current practices and systems;
• Implementation of the proposed methods requires development of software tools and shall be associated with minor to moderate investments.

Thus, the practicality of the contribution is demonstrated.

With more detailed consideration, it can be concluded that for the real time algorithms:

• Uncertainties in measurements, model parameters and model topology may endanger secure operation of the power system and influence the economy;

• Proposed modifications and enhancements of the algorithms facilitate identification of the topological errors, thus improving the security and basis for economic decisions;

• Disregarding the temperature dependency of the line conductor resistance may have a non-negligible effect on the performance of the state estimator. Proposed approach to account for the temperature changes is practical and justifiable.

• Simulation and analysis of the performance of steady state estimator during transient conditions will contribute to understanding of the SE results in real operation. Proposed approach shall assist in tuning measurement infrastructure and SE at the engineering, commissioning and maintenance stage.

These problems are examples of areas, where quantification of the uncertainty leads to improvements in the resulting decisions.

For the off-line analysis, it can be concluded that:

• Proposed loss allocation method is similar to incremental transmission loss method and can be seen as a support of the incremental method by game theory implications.

• Proposed application of Shapley value to profit sharing between hydro and wind producers encourages collaboration, efficiency and offers a fair profit splitting scheme.

These improvements in the analysis have a direct impact on the competitiveness of the players and, in overall, on the power system operation efficiency.
Future Research

Further improvements of the proposed algorithms can be done in many aspects, however, this author believes that the general concepts have been demonstrated and proven by the simulations in sufficient level of details.

Directions for the future developments can be split in two categories:

• Identification of further topics in power systems and study benefits of application of statistical methods;

• Precision and further elaboration of the proposed concepts and topics.

The first category is very broad. To mention a few examples that are particularly appealing to me - stochastic power flow, stochastic network planning and cost splitting applications. Already a number of excellent works have addressed this topic. Yet, I believe there is a high potential and importance for further work.

To list some examples of the further work in the second category, I would like to mention:

• Investigation of the possibilities to combine the proposed method for topology error detection with SE and multiple PMUs;

• Derivation of analytical expressions and consideration of further statistical dependencies in topology error detection;

• Advanced models for the measurement chain in the analysis of dynamic performance of state estimation;

• Studies of approximate computational methods in loss allocation.
Future Research

- Inclusion of further markets and conditions in operation planning by a power producer.

The work on these aspects could bring further benefits and support rational and justified decisions.
Appendix A

Test Systems Data

A.1 The 9-Bus Test System

A 9-bus test system is used in Chapter 8 of the thesis. The system data are available under [6] and the system is shown in Figure A.1. All the system parameters are modeled as in the base case, except that a simple AVR model is adopted for G2-G3 as for G1, no PSS. The line \((C)\) parameters were modified as follows: \(Z = 0.003226 + j0.00695\), \(B = 1.449\) pu.

The locations and types of measurements are summarized in the Table A.1. Substation 5-9 are equipped with measurement devices and communication links, voltages are measured at all these substations and active and reactive power at several locations.

A.2 The IEEE 14-Bus Test System

The system is shown in Figure A.2. Data for electrical parameters are available in [26] and were not modified from the source.

A.3 The IEEE 300-Bus Test System

The system is shown in Figure A.3. The electrical parameters are described in [26] and were not modified in the simulations.
Figure A.1: Single line diagram of the 9 bus test system.

Figure A.2: Single line diagram of the IEEE14-bus.
### Table A.1: Measurement Infrastructure

<table>
<thead>
<tr>
<th>Bus</th>
<th>Location</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>A, B, T1</td>
<td>PQ, V</td>
</tr>
<tr>
<td>6</td>
<td>T2, Load</td>
<td>PQ, V</td>
</tr>
<tr>
<td>7</td>
<td>D, E</td>
<td>PQ, V</td>
</tr>
<tr>
<td>8</td>
<td>F, G, T3</td>
<td>PQ, V</td>
</tr>
<tr>
<td>9</td>
<td>T4, Load</td>
<td>PQ, V</td>
</tr>
</tbody>
</table>

---

Figure A.3: Single line diagram of the IEEE300-bus.
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Modeling of the Electric Parameters of the Transmission Branch

B.1 Transmission Line

Consider the model of the line as shown in Fig. B.1. Current flowing in the conductor creates thermal losses that are dependent on the resistance $r$ of the line and the current. The parameter $jx$ is a representation of the reactance that creates an electromagnetic field around the line.

In addition, as the line operates under certain voltage, there is a difference of the potentials between the different phases and the ground creating a capacitive element - susceptance $jb$. Moreover, small parts of current are being lost in the isolators of the line and due to ionization of the air around the conductor causing corona phenomenon. This is modeled by the conductance $g$, which also gives rise to losses.

The currents $I_{ij}$ in the beginning and $I_{ji}$ in the end of the line can be expressed through the voltages at the line ends (see Fig. B.1):

$$I_{ij} = y_{ij} (V_i - V_j) + y^{sh}_{ij} V_i$$  \hspace{1cm} (B.1)

$$I_{ji} = y_{ij} (V_j - V_i) + y^{sh}_{ji} V_j$$  \hspace{1cm} (B.2)
where
\( y_{ij} = \frac{1}{r_{ij} + jx_{ij}} \) is the series admittance of the line.
\( y_{ij}^{sh} = y_{ji}^{sh} = g_{ij} + jb_{ij} = g_{ji} + jb_{ji} \) is the shunt admittance of the line connected at the busses \( i, j \);

### B.2 Transformer

Due to the losses it is profitable to operate transmission lines at high voltage. However, generators and loads are designed for lower voltages. The transformation of the power to higher/lower voltage level is made by the transformers.

Voltage \( e_1 \) applied to primary winding of the transformer results in terminal current \( i_1 \) that creates magnetizing flux \( \phi_m \) and leakage flux \( \phi_1 \). The magnetizing flux \( \phi_m \) induces current in the secondary winding, that creates leakage flux \( \phi_2 \). To summarize:

\[
\phi_1 = k_1 n_1 i_1 \quad \text{(B.3)}
\]
\[
\phi_2 = -k_2 n_2 i_2 \quad \text{(B.4)}
\]
\[
\phi_m = k_m (n_1 i_1 - n_2 i_2) \quad \text{(B.5)}
\]

where \( k_1, k_2 \) and \( k_m \) are the permeance of the corresponding flux pathes.
Taking into account (B.3) and expressing $e_1$:

$$e_1 = \omega n_1 (k_1 n_1 i_1 + k_m (n_1 i_1 - n_2 i_2)) = \omega ([k_1 + k_m] n_1^2 i_1 - k_m n_1 n_2 i_2) = ([x_1 + x_m] i_1 - x_m \frac{n_2}{n_1} i_2) \quad (B.6)$$

where $x_1 = k_1 n_1^2$ - is the leakage inductance of the winding 1 and $x_m = k_m n_1^2$ is the magnetizing inductance;

Similarly $e_2$ can be expressed. This leads to transformer equivalent circuit, as depicted in Fig. B.2.

As the reactance $x_m$ is very large in contrast to $x_1$ and $x_2$ it is frequently ignored, resulting in open circuit.

**Equivalent Impedance of the Transformer**

Let us examine the ideal transformer in Fig. B.2. If the leakage fluxes are ignored, then it can be written:

$$\frac{v_1'}{v_2'} = \frac{n_1}{n_2} \quad (B.7)$$

Moreover taking into account power equality $v_1' i_1^* = v_2' i_2^*$:

$$\frac{i_1}{i_2} = \frac{n_2}{n_1} \quad (B.8)$$

If voltage drop across the leakage reactance of primary winding is $x_1 i_1$, transforming it to the secondary side (fig.B.3) we obtain:

$$x_1 i_1 \frac{n_1}{n_2} = x_1 i_2 \left( \frac{n_1}{n_2} \right)^2 \quad (B.9)$$
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Therefore equivalent transformer impedance can be obtained:

\[ x_{eq} = x_1 \left( \frac{n_1}{n_2} \right)^2 + x_2. \]  \hspace{1cm} (B.10)

**Off-nominal Tap Ratio**

The overall voltage profile in the transmission network may vary within certain limits. One of the means to keep the voltage in the distribution and sub-transmission network at permissible level and to provide reactive power support to transmission network is changing the turns ratio of the transformers. For this purpose frequently transformers supplying consumers are equipped with tap-changers.

To transform the equivalent representation of the transformer to off-nominal tap ratio, the similar approach can be applied as for the primary to secondary side transformation.

In case of the off-nominal tap ratio, the additional ”ideal-transformer” is modeled and the reactance becomes:

\[ x'_{eq} = a^2 x_{eq}. \]  \hspace{1cm} (B.11)

In similar manner one could derive expressions for the transformer equivalent impedance, taking into account resistive losses in the windings.
B.3 Two Port Equivalent

Formula (B.1) gives the current values at the ends of the line depending on the connected bus voltages. Rearranging the terms, we get:

\[ I_{ij} = y_{ij} V_i + y_{ij}^{sh} V_i - y_{ij} V_j \]  \hspace{1cm} (B.12)
\[ I_{ji} = -y_{ij} V_i + y_{ij} V_j + y_{ji}^{sh} V_j. \]  \hspace{1cm} (B.13)

Similarly for the transformer, one can obtain [90]:

\[ I_{ij} = a^2 y_{ij} V_i - y_{ij} V_j \]  \hspace{1cm} (B.14)
\[ I_{ji} = -y_{ij} V_i + y_{ij} V_j. \]  \hspace{1cm} (B.15)

This derivation leads us to general branch model, as follows;

\[
\begin{bmatrix}
I_{ij} \\
I_{ji}
\end{bmatrix} =
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
\begin{bmatrix}
V_i \\
V_j
\end{bmatrix}
\]  \hspace{1cm} (B.16)

where \( A, B, C, D \) are complex parameters corresponding to transmission line or transformer.

The power flow thought the line can be obtained, as :

\[
S_{ij} = V_i I_{ij}^* = V_i [y_{ij} (V_i - V_j) + y_{ij}^{sh} V_i]^* = V_i^2 (y_{ij}^* + y_{ij}^{sh*}) - y_{ij} V_i V_j^* =
\]
\[
= V_i^2 [g_{ij} + g_{ij}^{sh} - j(b_{ij} + b_{ij}^{sh})] - (g_{ij} - jb_{ij}) V_i V_j e^{j(\theta_i - \theta_j)} \]  \hspace{1cm} (B.17)

Introducing notation \( \theta_{ij} = \theta_i - \theta_j \) and separating the real and imaginary part, it can be obtained:

\[
P_{ij} = V_i^2 [g_{ij} + g_{ij}^{sh}] - V_i V_j (g_{ij} \cos \theta_{ij} + b_{ij} \sin \theta_{ij}) \]  \hspace{1cm} (B.18)
\[
Q_{ij} = -V_i^2 [b_{ij} + b_{ij}^{sh}] - V_i V_j (g_{ij} \sin \theta_{ij} - b_{ij} \cos \theta_{ij}). \]  \hspace{1cm} (B.19)

Continuing with the analysis in the similar way for the transformer we can obtain the following:

\[
P_{ij} = a^2 V_i^2 g_{ij} - a V_i V_j (g_{ij} \cos \theta_{ij} + b_{ij} \sin \theta_{ij}) \]  \hspace{1cm} (B.20)
\[
Q_{ij} = -a^2 V_i^2 b_{ij} - a V_i V_j (g_{ij} \sin \theta_{ij} - b_{ij} \cos \theta_{ij}). \]  \hspace{1cm} (B.21)
Appendix C

Statistical Properties of Random Variables

This appendix reviews some operations with random variables, which were used in Chapter 6.

C.1 Some Properties of Random Variables

C.1.1 Normal Random Variables

The numerical characteristics of the random variable obtained as the result of operations with independent normally distributed variable $X$ and $Y$, can easily be obtained analytically recalling statistical properties of the normal distribution, as follows [66]:

- If $X \sim N(\mu_X, \sigma^2_X)$ and $a$ and $b$ are real numbers, then:
  \[ aX + b \sim N(a\mu_X + b, (a\sigma_X)^2); \quad (C.1) \]

- If $X \sim N(\mu_X, \sigma^2_X)$ and $Y \sim N(\mu_Y, \sigma^2_Y)$ are independent normal random variables, then their sum is normally distributed with:
  \[ U = X + Y \sim N(\mu_X + \mu_Y, (\sigma_X)^2 + (\sigma_Y)^2); \quad (C.2) \]
• If $X \sim N(0, \sigma_X^2)$ and $Y \sim N(0, \sigma_Y^2)$ are independent normal random variables, then:

**their product** follows a distribution with density $p$

$$p(z) = \frac{1}{\pi \sigma_X \sigma_Y} K_0 \left( \frac{|z|}{\sigma_X \sigma_Y} \right), \quad (C.3)$$

where $K_0$ is a modified Bessel function of the second kind [66].

**their ratio** follows Cauchy distribution

$$X/Y \sim \text{Cauchy}(0, \sigma_X/\sigma_Y). \quad (C.4)$$

If the standard deviation of Cauchy distribution is relatively small, it can be approximated by the normal distribution without significant loss in the accuracy. Fig. C.1 shows comparison of pdfs with average standards deviation values.

Figure C.1: Comparison of the true distribution of the i.n.r.v. ratio $X/Y$ and the normal distribution with same standard deviation
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C.1.2 Independent Random Variables

To obtain the sum or difference of the independent random variables $X, Y$ with arbitrary probability distribution, one can apply convolution and cross-variance methods as shown for the two dimensional case in Fig. C.2 and in Fig. C.3 correspondingly.

Thus, probability density of $(X + Y)$ is a convolution of their probability densities $f, g$:

$$ (f * g)(t) = \int_{-\infty}^{\infty} f(\tau)g(t - \tau)d\tau. \quad (C.5) $$

Probability density of $(X - Y)$ is a cross-variance of the probability densities:

$$ (f \star g)(t) = \int_{-\infty}^{\infty} f^*(\tau)g(t + \tau)d\tau. \quad (C.6) $$

An analytical derivation and computation of the integral can be performed in simple cases. In a three dimensional cases, it would require
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computation of the joint probabilities and becomes complex. In the general case, we apply numerical methods and approximate each distribution with discrete representation and apply computation procedure for the discrete functions. For example, for the convolution we proceed:

\[(f \ast g)(n) = \sum_{m=-\infty}^{\infty} f(m)g(n-m).\]  \hspace{1cm} (C.7)

Expression for the cross-variance can be obtained in a similar manner.

C.2 Transformation of the pdf Parameters

State Estimation computes not only an expectation of the states, but also an associated variance. In several cases in this thesis, for example, when comparing two voltages, the pdf parameters need to be transformed from the polar coordinates to rectangular ones as in [93] or similarly, as follows.
These transformations of the voltage random variable with normally distributed magnitude and angle into the real and imaginary axis is shown in Fig. C.4. In this figure, variation of the random angle and the magnitude are decoupled. The upper picture shows projections of the standard deviation of the random angle, using the linearization and the geometrical projections. We can apply linearization, since standard deviation of the voltage angle is small. The bottom picture derives results for the magnitude variations.

With these observations and using (C.2), we obtain:

$$\Re(X) \sim N\left(E\{X\} \cos(E\{\chi\})\right), $$

$$\left(\frac{\left(E\{X\} \tan(\sigma_{\chi}) \sin(E\{\chi\})\right)^{2}}{2} + \left(\sigma_{X} \cos(E\{\chi\})\right)^{2}\right) \quad (C.8)$$

$$\Im(X) \sim N\left(E\{X\} \sin(E\{\chi\})\right), $$

$$\left(\frac{\left(E\{X\} \tan(\sigma_{\chi}) \cos(E\{\chi\})\right)^{2}}{2} + \left(\sigma_{X} \sin(E\{\chi\})\right)^{2}\right), \quad (C.9)$$

where $E\{.\}$ is the expectation of random variable, $X$ is a random complex variable, with magnitude $X \sim N(E\{X\}, \sigma_{X}^{2})$ and angle $\chi \sim N(E\{\chi\}, \sigma_{\chi}^{2})$.

**C.3 Modeling and Simulation of the Bivariate Normal Distribution**

Probability distributions in Chapter 6 were approximated by the normal bivariate distributions, without significant loss of accuracy. The models were described by the expectation and covariance matrix, i.e $X \sim N(\mu, \Sigma)$. The model parameters were determined with maximum likelihood estimator using standard tools available in Matlab.

Simulation approach to bivariate normal variable, with given model parameters, is well known and can be summarized, as follows:

- Compute Cholesky decomposition of the covariance matrix $\Sigma$, such that $\Sigma = AA^{T}$;
- Create matrix $Z \in \mathbb{R}^{2 \times n}$ of the instance of independent standard variables;
- Targeted variable is $X = \mu + A^{T}Z$

This simulation method was used in the thesis.
Figure C.4: Derivation of the distributions of the real and imaginary components.
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Graph Algorithms

This appendix describes some of the auxiliary algorithms, which were used in Chapter 6.

D.1 Breadth-first search

Breadth first search algorithm [121] was employed to determine $k$-degree neighborhood of the reference node. In accordance to this algorithm, the adjacency matrix is multiplied by the vector of $k$-degree neighbors to obtain neighbor vertices of the next step as shown in Fig. D.1.

Figure D.1: Principle of the breadth first search algorithm [121]
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D.2 Proposed Shortest Path Algorithms

In the scope of this work the distance is a number of edges between considered nodes. The algorithms below are implemented with bit-wise operations rather than set operation, since this is faster for the computer implementation.

D.2.1 Back-tracking algorithm

Once a discrepancy in the network is detected, a back-tracking algorithm shall be initiated from the erroneous path. The following algorithm was developed and applied to the test cases. The principle is shown in Fig. D.2.

In the first stage a breadth-first search is run starting from the last visitor of a conflict node till any node from the PMU path is detected:

1. Form a column vector neighbors $n^0 \in \mathbb{R}^{|\mathcal{N}|}$:

$$n^0_j = \begin{cases} 
1 & \text{if } j \text{ matches conflict node visitor } I(n^0_j, \mathcal{N}) = N_{Vc}, \\
0 & \text{if otherwise}
\end{cases} \quad (D.1)$$

where $I(n^0_j, \mathcal{N})$ is an operator that performs from a nonzero entry in $n^0$ a corresponding node $N_{Vc} \in \mathcal{N}$.

2. Set iteration number $k = k + 1$

3. Set

$$n^k = n^{k-1} \oplus (A_N \otimes n^{k-1}), \quad (D.2)$$

where $A_N$ is a network adjacency matrix.

Thus, $I(n^k, \mathcal{N}) = N_{Gk}[I(n^0, \mathcal{N})]$ contains all neighbors of $I(n^0, \mathcal{N})$ with degree not more than $k$.

4. If $I(n^k, \mathcal{N}) \cap \mathcal{N}_{PMU} \neq \emptyset$ - a PMU node was detected, assign $k_{last} = k$ and stop, otherwise go to step 2.

At the second stage, all vectors $n$ are analyzed to distinguish only $k^{th}$ degree neighbors for each $k$. Thus,

1. $k = k_{last}$
2. $n^k = n^k \ominus n^{k-1}$

3. Set iteration number $k = k - 1$;

4. If $k = 0$ stop, otherwise go to step 1.

Then, find $(k_{last} - k)$ neighbors of the detected PMU path node, which are an intersection with corresponding $n^k$, as follows:

1. $k = k_{last}$

2. Set $m^k \in \mathbb{R}^{|\mathcal{N}|}$ as:

\[
m^k_j = \begin{cases} 
1 & \text{if } j \text{ matches PMU node, s.t. } I(n^k_j, \mathcal{N}) = I(m^k_j, \mathcal{N}) = \mathcal{N}_{PMU}, \\
0 & \text{if otherwise.}
\end{cases}
\]

3. $m^{k-1} = n^k \otimes (A_N \otimes m^k)$, find $(k_{last} - k)$ neighbors of PMU node and $k$ neighbors of the conflict $\mathcal{N}_c$;

4. Keep just one non-zero entry in $m^{k-1}$;

5. Set iteration number $k = k - 1$;

6. If $k = 0$ stop, otherwise go to step 3.

Vectors $m^k$ contain entries corresponding to the shortest paths between conflict node and a PMU path node. Alternatively one could develop an algorithm based on the information $\mathcal{V}_j(\mathcal{V}^{(\mathcal{N}_V), \mathcal{N}_V})$ in $\mathcal{V}$ (structured variable NODE) about all the visitors of each node.

Note that there might be multiple options for the path, yet all the paths have the same length $k_{last}$. This is valid since every edge of the network graph has the same weight. In other words, accuracy of the equipment installed in the network was assumed to be the same for each branch, as well as the increase of the possible error that will be introduced by the computations. Therefore, just a single entry is preserved in $m^k$ for each $k$.

A second "half" of the erroneous path shall be determined analogically, starting from the second last visitor of the conflict node. Thus, erroneous path nodes $\mathcal{N}_e$ are found.
\[ n^0 = \begin{bmatrix}
0 & \ldots & \frac{1}{k^0} & \ldots & 0
\end{bmatrix} \]

Conflicting node

\[ n^{k \text{, last}} = \begin{bmatrix}
0 & \ldots & \frac{1}{k^k} & \ldots & 0
\end{bmatrix} \]

PMU node entry

\[ m^{k = k \text{, last}} = \begin{bmatrix}
0 & \ldots & \frac{0}{m^k} & \ldots & 0
\end{bmatrix} \]

\[ m^k = \begin{bmatrix}
0 & \ldots & \frac{0}{m^k} & \ldots & 0
\end{bmatrix} \]

Non-viable entry

First viable entry

Second viable entry

\[ m^0 = \begin{bmatrix}
0 & \ldots & \frac{1}{m^0} & \ldots & 0
\end{bmatrix} \]

Conflict node entry

Figure D.2: Back-tracking algorithm, forward and back tracking vectors
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D.2.2 Finding an alternative path

The following three algorithms shall find the shortest internal connections of the erroneous path and the external connections to the erroneous nodes $P_a(N_a, E_a)$:

- Finding terminals of new $P_a$;
- Finding external pathes from erroneous path to PMU;
- Finding internal pathes between two erroneous nodes.

For the computer implementation two variables $\text{Roots}$ and $\text{Internal interconnections}$ are defined and contain the most important the information to determine $P_a$.

Finding new $P_a$ terminals

1. Set iteration $k = 0$;
2. Form a column vector of neighbors $n^0 \in \mathbb{R}^{CN}$ with $|N_e|$ nonzero entries:

$$n^0_j = \begin{cases} 
1 & \text{if } j \text{ corresponds to erroneous node } I(n^0, N) = N_e, \\
0 & \text{if otherwise.}
\end{cases}$$

3. Initialize $R \in \mathbb{R}^{|N_e| \times |N|}$ sparse matrix $\text{Roots}$ with dimensions of erroneous nodes times number of nodes in the network. $R(\cdot, 1) = N_e$, as in Fig. D.3.
4. Set $n^{k+1} = A_N \otimes n^k$, where $A_N$ is a network adjacency matrix.
5. Define $N_{NGk} = N_{Gk}(N_e) = I(n^k, N)$, then, sort newly discovered nodes $I(n^{k+1}, N)$ by the "originating" node.

For each $\forall N_{NGk} \in N_{NGk}$,

- find indexes $L$ of rows in matrix $R$ containing node $N_{NGk}$;
  - for each $l \in L$:
    - find 1-st degree neighbors of $N_{NGk}$, such that:
      $$M = N_{G1}(N_{NGk}) \not\subseteq R(l, \cdot). \quad \text{(D.4)}$$
Appendix D. Graph Algorithms

– add $\mathcal{M}$ as new entries to $R(l, \cdot)$.

6. Construct interconnection matrix $C \in \mathbb{R}^{|\mathcal{N}_e| \times |\mathcal{N}_e|}$, for that find set $\mathcal{N}_r$ of non-unique or repeating entries in matrix $R$. For each $N_r \in \mathcal{N}_r$:

   a. Find $M$ - indexes of rows in matrix $R$ containing node $N_r$, then

   $$C(M \setminus m_r, m_r) = N_r; \quad (D.5)$$
   $$C(m_r, M \setminus m_r) = N_r;$$

   b. Erase from matrix $C$ the entries corresponding to known pairs of nodes:

   - find entries $\mathcal{X} = \{X \in \mathbb{R}^2 \mid \exists j \quad R(X, 1) = N_T(\mathcal{N}_{a,j})\}$,

   - erase known alternative pathes $C(\mathcal{X}) = 0$.

   - reset $N_r = \{c \in C \mid c > 0\}$.

7. If $I(n^{(k+1)}) \cap \mathcal{N}_{PMU} \neq \emptyset$ contains any verified reference nodes $\mathcal{N}_{PMU}$, initiate algorithm “External path”, as described below. Then, if returned result is not empty, stop.

8. If $I(n^{(k+1)}) = \emptyset$ or there are non-zero entries $c > 0$ - stop, otherwise set iteration number $k = k + 1$ and go to the step 3.

Should any repeating entries be detected after the exit from this loop, an ”Internal Pathes” algorithm will find internal pathes $P_a$ as described below.
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(a) Root matrix $R$

$$R = \begin{bmatrix}
N_{e_1} & N_{NG1,1} & N_{NG1,2} & N_{NG1,3} & \cdots & \cdots & \cdots & \frac{N}{NG2(N_{e_1})} \\
N_{e_2} & N_{NG1,1} & N_{NG1,4} & \cdots & \cdots & \cdots & \cdots \\
N_{e_j} & N_{NG1,5} & N_{NG1,6} & N_{NG1,7} & \cdots & \cdots & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
N_{e|Ne|} & N_{NG1,8} & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{bmatrix}$$

$N_e$ are the row indexes

(b) Interconnection matrix $C$

$$C = \begin{bmatrix}
0 & N_{NG1,1} & c_j = 0 & \cdots & \cdots & \cdots & 0 \\
N_{NG1,1} & 0 & 0 & \cdots & \cdots & \cdots & 0 \\
0 & 0 & 0 & \cdots & \cdots & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \cdots & \cdots & 0 \\
\end{bmatrix}$$

Figure D.3: Structure of the Root $R$ and Interconnection $C$ matrices.
Finding External Paths

If $I(n^{(k+1)}) \cap \mathcal{N}_{PMU} \neq \varnothing$ contains any verified reference nodes $\mathcal{N}_{PMU}$, external paths shall be found between $\mathcal{N}_e$ and $\mathcal{N}_{PMU}$, as described below. For clarification, these steps are shown in Fig. D.4. Thus,

1. If a found reference node $N_{PMU}$ is a terminal of erroneous path - **stop**, otherwise continue.

2. Find indexes $L$ of rows in matrix $R$ containing node $N_{PMU}$; For each $l \in L$ build a tree structure that includes path from the reference node $N_{PMU}$ to erroneous node $R(l, 1)$:
   
   (a) Set iteration $k = 0$, $\mathcal{N}^{(0)} = N_{PMU}$, $t \in \mathbb{R}^{|\mathcal{N}_e|}$;
   
   (b) For each $N^{(k)} \in \mathcal{N}^{(k)}$:
      
      - find neighbors $\mathcal{M}^{(k+1)} = G_1(N^{(k)})$, such that:
        
        - $\mathcal{M}^{(k+1)} \subseteq R(l, \cdot)$ are in root matrix;
        
        - $\mathcal{M}^{(k+1)} \not\subseteq \mathcal{N}^{(m)} \quad \forall m < k$ were not assigned to the tree previously;
        
        - $\mathcal{M}^{(k+1)} \not\subseteq (\mathcal{N}_e \setminus \mathcal{N}_r)$ are not erroneous nodes, except for the searched one;
      
      - Assign $t(\mathcal{M}^{(k+1)}) = N^{(k)}$ connection tree entries a parent node $N^{(k)}$;
      
      - Set $\mathcal{N}^{(k+1)} = \mathcal{N}^{(k+1)} \cup \mathcal{M}^{(k+1)}$;
   
   (c) If $\mathcal{N}^{(k+1)} \supseteq N_{PMU}$ erroneous node detected - **stop**, otherwise set iteration $k = k + 1$ and go to the step 2(b).

Upon the finalization of these steps, return to the main loop described in D.2.2, finding $P_a$ terminals.

Finding Internal Paths

Should any repeating nodes have been detected after exit from finding $P_a$ terminals in D.2.2 the following procedure is initiated to find corresponding internal pathes $P_a$.

For each repeating entry $N_r \in \mathcal{N}_r$:

1. Find indexes $\mathcal{M}_r$ in the interconnection matrix $C(\mathcal{M}_r) = N_r$;
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2. Assign \( M_c = 2C_{Mr} \) - all combination of 2 from the unique row
   and column indexes to determine all connected with \( N_r \) pairs;
   discriminate from \( M_c \) already known pairs to obtain \( M_n \).

3. If \( M_n = \emptyset \) - go to step 1, otherwise - continue;
   for each found pair \( \{M_{n,1},M_{n,2}\} \in M_n \) build connection tree, as
   it was described in step 2(a)-(c) of the previous subsection finding external pathes.

   (a) Start from a node in \( M_{n,1}^{(0)} \in M_n \) and continue \( k \) iterations
       till a repeating entry \( N_r \) is found or a PMU node \( N_{PMU} \):
       
       If \( M_{n}^{(k)} \supseteq N_{PMU} \) and a pair \( \{M_{n,1}^{(0)}N_{PMU}\} \) is known, set
       \( M_{n,2}^{(0)} \) as a starting node and go to step 3(a).
       otherwise, this pair has not been yet verified, thus assign
       \( N_a = \{M_{n,1}^{(0)}N_{PMU}\} \) and go to step 3.

       elseif \( M_{n}^{(k)} \supseteq N_r \) and \( N_r \in N_e \) common node is erroneous
       node, set \( N_a = \{M_{n,1}^{(0)}N_r\} \) and go to the step 3.

       elseif \( M_{n}^{(k)} \supseteq N_r \) and \( N_r \notin N_e \), go to step (b).

   (b) Assign \( M_{n}^{(k)} = N_r \) a repeating node and build a tree for \( m \)
       iterations till the second node of \( M_{n,2}^{(0)} \) is found or a PMU
       node \( N_{PMU} \):
       
       If \( M_{n}^{(k+m)} \supseteq N_{PMU} \):
         if \( \{M_{n,1}^{(0)}N_{PMU}\} \) has not been previously verified, set
         \( N_a = \{M_{n,1}^{(0)}N_{PMU}\} \).
         set replaced pair \( N_s = N_s \cup \{M_{n,1}^{(0)},M_{n,2}^{(0)}\} \).

       else \( M_{n}^{(k+m)} \supseteq N_e \), set \( N_a = \{M_{n,1}^{(0)},M_{n,2}^{(0)}\} \).

4. Go to the step 3.

These steps are similar to the ones shown in Fig. D.4, in case of internal
paths, however, first a part of the tree till a repeating node shall be
formed and then, proceeding similarly till the second terminal node of
\( P_a \).

All the replaced pairs \( N_s \) shall be used in the further iterations to pre-
vent the alternative path searching algorithm from the preliminary exit,
similarly as the information about verified pairs.
(a) Constructing the tree.

\[ t = \begin{bmatrix} 0 & \ldots & 0 & N_{PMU} & \ldots & N_1^{(1)} & \ldots & N_{PMU} \end{bmatrix} \]

(b) Tree structure.

Figure D.4: Forming the tree \( P_\alpha \) and the corresponding \( t \) vector
Appendix E

Hydro Wind system modeling

The equations provided below are used in modeling hydro and wind power production systems connected to a transmission network by several lines with limited capacity as described in Chapter 11.

Objective function term $z_h^s$

$$z_h^s = \sum_{k \in K} \sum_{n \in N} c^s(k, n)p(k, n) \sum_{i \in I} \sum_{s \in S_i} P_{is}^s(k, n) \tag{E.1}$$

Objective function term $z_w^s$

$$z_w^s = \sum_{k \in K} \sum_{n \in N} c^s(k, n)p(k, n)P_w^s(k, n) \tag{E.2}$$
Objective function terms $z^{imb}$ and $z^{imb}_w$

$$z^{imb} = \sum_{k \in K^{day}} \sum_{n \in N} \sum_{m \in M} \left\{c^{imb}_{pos}(k, n) \cdot p(k, n) \cdot q(k, m) \cdot (1 - b(k, n, m)) \cdot (P^s_w(k, n, m) - P^s_w(k, n)) + \sum_{i \in I} \sum_{s \in S_i} [P^{sc}_{is}(k, n, m) - P^{sc}_{is}(k, n)]\right\}$$

$$-c^{imb}_{neg}(k, n) \cdot p(k, n) \cdot q(k, m) \cdot b(k, n, m) \cdot (-P^s_w(k, n, m) + P^s_w(k, n) - \sum_{i \in I} \sum_{s \in S_i} [P^{sc}_{is}(k, n, m) - P^{sc}_{is}(k, n)])}$$

The objective function term (E.3) is valid for the coordinated study. For the uncoordinated case it naturally follows that $z^{imb}_w$ does not contain any hydro related terms.

Complementarity constraints

The constraints below encode conditions for the charges for the imbalance of the producers and allow only either positive or negative imbalance.

The use of continuous variable for $b$ - a switch of one or the other imbalance term, is allowed by introducing the complementarity constraint:

$$b(k, n, m)(1 - b(k, n, m)) = 0,$$

$$\forall k \in K, \forall n \in N, \forall m \in M.$$

The objective function (E.3) specifies that the overproduction of the coalition corresponds to the $b = 0$ condition, while the underproduction corresponds to the $b = 1$.

Thus if $b = 1$ the following constraint becomes active and enforces underproduction:

$$D(1 - b(k, n, m)) \geq P^{sc}_w(k, n, m) - P^{s}_w(k, n) + \sum_{i \in I} \sum_{s \in S_i} [P^{sc}_{is}(k, n, m) - P^{sc}_{is}(k, n)],$$

$$\forall k \in K^{day}, \forall n \in N, \forall m \in M,$$
while \( b = 0 \) activates the following constraint and ensures overproduction:

\[
Db(k, n, m) \geq -P_{sc}^{w}(k, n, m) + P_{w}^{s}(k, n) - \sum_{i \in I} \sum_{s \in S_i} [P_{is}^{sc}(k, n, m) - P_{is}^{s}(k, n)]
\]

\( \forall k \in K_{day}, \forall n \in N, \forall m \in M; \)

here \( D \) is a large positive number that exceeds any maximum feasible value of the imbalance.

**Imbalance equality constraints** \( g_{imb}^{w} \)

Since all the variables after the next planning day and for the rest of the planning period are deterministic, the imbalance shall be zero:

\[
P_{w}^{sc}(k, n, m) - P_{w}^{s}(k, n) = 0
\]

\( \forall k > K_{last}, \forall n \in N, \forall m \in M, \)

and

\[
P_{is}^{sc}(k, n, m) - P_{is}^{s}(k, n) = 0,
\]

\( \forall k > K_{\text{day}}^{\text{last}}, \forall i \in I, \forall s \in S_i, \forall n \in N, \forall m \in M. \)

**Hydraulical balance constraints** \( g_{hb}^{h} \)

The actual hydro unit production is defined by the production equivalent and the water discharge:

\[
P_{is}^{sc}(k, n, m) = \mu_{is} u_{is}(k, n, m)
\]

\( \forall i \in I, \forall s \in S_i, \forall k \in K, \forall n \in N, \forall m \in M. \)

Reservoir content results from the discharges of the power plant, the inflows of hydro systems and the delayed discharges of upstream HPPs:

\[
x_{i}(k + 1, n, m) = x_{i}(k, n, m) +
\]

\[
 w_{i}(k) - y_{i}(k, n) - \sum_{s \in S_i} \frac{P_{is}^{sc}(k, n, m)}{\mu_{is}} + \sum_{j \in \Omega_i} y_{j}(k - \tau_{ij}, n_{\tau_{ij}}) + \sum_{j \in \Omega_i} \sum_{s \in S_j} \frac{P_{js}^{sc}(k - \tau_{ij}, n_{\tau_{ij}}, m_{\tau_{ij}})}{\mu_{js}}
\]

\( \forall i \in I, \forall k \in K, \forall n \in N, \forall m \in M. \)
Reservoir target constraints $g_{ht}^{rt}$

Initial reservoir content is assumed known and reservoir content at the end of the planning period is fixed in accordance with mid-term production planning:

\[ x_i(0, n, m) = x_i^0, \quad \forall i \in I, \forall n \in N, \forall m \in M. \] (E.11)

\[ x_i(K_{last}, n, m) = x_i^{last}, \quad \forall i \in I, \forall n \in N, \forall m \in M. \] (E.12)

Reservoir limits constraints $h_{ht}^{rl}$

There are also reservoir content limitations.

\[ 0 \leq x_i(k, n, m) \leq \bar{x}_i, \quad \forall i \in I, \forall k \in K, \forall n \in N, \forall m \in M \] (E.13)

Hydro production inequality constraints $h_{ht}^d$

The bid on the spot market shall not exceed the installed capacity.

\[ 0 \leq P_{is}^s(k, n) \leq \mu_{is}\bar{u}_{is}, \quad \forall i \in I, \forall s \in S_i, \forall k \in K, \forall n \in N \] (E.14)

Further the hydro production is limited by the technical water discharge constraints:

\[ 0 \leq P_{is}^{sc}(k, n, m) \leq \mu_{is}\bar{u}_{is}, \quad \forall i \in I, \forall s \in S_i, \forall k \in K, \forall n \in N, \forall m \in M \] (E.15)

Wind production inequality constraints $h_{hw}^{imb}$

The wind power bid to the spot market is defined in the following interval:

\[ 0 \leq P_w^s(k, n) \leq \bar{P}_w, \quad \forall k \in K, \forall n \in N, \] (E.16)
Note that actual wind power production is limited by the available wind:

\[
0 \leq P^{sc}(k, n, m) \leq \bar{P}^{sc}(k, m) \tag{E.17}
\]
\[\forall k \in K, \forall n \in N, \forall m \in M\]

**Transmission constraints** \(h^{t}_{h+w}, h^{t}_{h}\) and \(h^{t}_{w}\)

The transmission constraints \(h^{t}_{h+w}\) valid for the coordinated study are:

\[
P^{sc}(k, n, m) + \sum_{i \in I_c} \sum_{s \in S_i} P^{sc}_{is}(k, n, m) \leq \bar{P}_{12} \tag{E.18}
\]
\[\forall k \in K, \forall n \in N, \forall m \in M\]

In the uncoordinated case, the wind term shall be omitted in the constraints \(h^{t}_{h}\) for the hydro planning. Whereas, in the planning of the individual strategy of the wind producer the hydro term is still preserved in the \(h^{t}_{w}\) constraint. Thus, it defines that wind is allocated transmission capacity unused by the hydro.
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