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Abstract

In the past, common energy infrastructures such as electricity and natural gas systems were mostly planned and operated independently. Motivated by different reasons, a number of recent publications suggests an integrated view of energy systems including multiple energy carriers, instead of focusing on a single energy carrier. One incentive for that is given by the increasing utilization of gas-fired distributed generation, especially co- and trigeneration. The conversion of energy between different carriers establishes a coupling of the corresponding power flows resulting in system interactions. The investigation of such phenomena requires the development of tools for an integrated analysis of multiple energy carrier systems, which has become a recent field of research.

This thesis presents a generic framework for steady-state modeling and optimization of energy systems including multiple energy carriers. The general system model includes conversion, storage, and transmission of various energy carriers. The couplings between the different infrastructures are explicitly taken into account based on the concept of “energy hubs”. Using this model, various integrated optimization problems are defined. For determining the optimal system operation, multi-carrier optimal dispatch and optimal power flow approaches are developed. A general optimality condition for optimal dispatch of multiple energy carriers is derived and compared with the standard approach for electricity networks. Besides operational optimization, two approaches for the structural optimization of multi-carrier energy systems are presented, which enable to estimate the optimal coupling of energy infrastructures. The models are demonstrated in a number of application examples, showing their basic characteristics and usefulness.
Kurzfassung


mierung vorgeschlagen. Im ersten Ansatz geht es um die Bestimmung eines theoretischen, mathematischen Optimums, welches als Grundlage für einen Systementwurf dienen kann. Im zweiten Ansatz wird aus einer gegebenen Menge von Energiekonvertoren und -speichern eine konkrete, optimale Struktur gebildet. Einige Anwendungsbeispiele zeigen grundlegende Eigenschaften sowie mögliche Einsatzgebiete der verschiedenen Modelle.
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Notation

Some of the symbols and acronyms that occur frequently in this thesis are listed below.

Scalars

\( N_H \)  Number of hubs
\( N_N \)  Number of nodes
\( N_C \)  Number of converters
\( L \)  Hub output power
\( P \)  Hub input power
\( c \)  Converter coupling factor
\( \nu \)  Dispatch factor
\( \eta \)  Energy efficiency
\( Q \)  Storage power exchange
\( \tilde{Q} \)  Internal storage power
\( e \)  Storage energy efficiency
\( E \)  Storage energy
\( \dot{E} \)  Storage energy derivative
\( t \)  Time (continuous or discrete)
\( \tilde{L} \)  Modified hub output power
\( \tilde{P} \)  Modified hub input power
\( Q \)  Input-side storage power
\( M \)  Output-side storage power
\( M^{eq} \) Equivalent output-side storage power
\( s \) Storage coupling factor
\( F \) Link power flow
\( \Delta F \) Link power losses
\( V \) Nodal voltage (complex)
\( Z \) Series impedance
\( \tilde{Z} \) Short circuit impedance
\( Y \) Shunt reactance
\( k \) Flow constant
\( \delta \) Direction of flow
\( p \) Hydraulic pressure
\( k_{\text{com}} \) Compressor constant
\( F_{\text{com}} \) Compressor power consumption
\( x \) Optimization variable (continuous, real number)
\( y \) Optimization variable (discrete, integer)
\( \Psi \) System marginal objective
\( \Lambda \) Hub marginal objective
\( \lambda \) Marginal cost of electricity generator
\( a, b, c \) Function coefficients
\( u \) Number of optimization variables
\( v \) Number of equality constraints
\( w \) Number of inequality constraints
\( I \) Decision variable for converter element
\( J \) Decision variable for storage element

Vectors and Matrices

\( \mathbf{P} \) Powers input vector
\( \mathbf{L} \) Power output vector
\( \mathbf{C} \) Converter coupling matrix
\( \mathbf{E} \) Vector of storage energies
The notation does not distinguish between row and column vectors.

**Sets**

\( \mathcal{A} \)  Network arcs
\( \mathcal{C} \)  Converter elements
\( \mathcal{D} \)  Storage elements
\( \mathcal{E} \)  Energy carriers
\( \mathcal{H} \)  Energy hubs
\( \mathcal{N} \)  Network nodes
\( \mathcal{S} \)  Energy sources
\( \mathbb{I} \)  Non-negative integers
\( \mathbb{R} \)  Real numbers

**Functions and Operators**

\( f \)  General function
\( \mathcal{F} \)  Objective function
\( g, g \)  Equality constraint functions
\( h, h \) Inequality constraint functions
\( G \) Set of network equations
\( \text{tr} \) Trace of matrix
\( * \) Conjugation of complex number
\( T \) Transposition of vector/matrix

**Miscellaneous**

The following indices are used for the above quantities:

- \( i, j \in \mathcal{H} \) Energy hubs
- \( m, n \in \mathcal{N} \) Network nodes
- \( \alpha, \beta, \omega \in \mathcal{E} \) Energy carriers
- \( k \in \mathcal{C} \) Converter elements
- \( h \in \mathcal{D} \) Storage elements

The symbol “◊” is used to indicate the end of examples, remarks, and definitions.

**Acronyms**

- AC Alternating current
- CHP Combined heat and power
- ED Economic dispatch
- GT Gas turbine
- HMC Hub marginal cost
- KKT Karush, Kuhn, and Tucker
- LMC Locational marginal cost
- MC Multi-carrier
- MCOPF Multi-carrier optimal power flow
- MINLP Mixed-integer nonlinear programming
- MP Multi-period
- NLP Nonlinear programming
- OPF Optimal power flow
SNG  Synthetic natural gas
UC   Unit commitment

mu   Monetary units
pu   Per unit
Chapter 1

Introduction

1.1 Background and Motivation

Over the past decade, two major developments could be observed in most of the industrialized countries’ utility industries:

a) Restructuring of monopolistic frameworks towards liberalized markets providing open access for various (new) participants [1].

b) Increasing utilization of small distributed energy resources for generation of electricity and heat [2].

In this respect, a transition from “vertically” to “horizontally” integrated energy systems is discussed intensively. However, at the same time energy utilities are faced with other critical issues:

c) Steadily increasing demand of energy [3].

d) Dependability on aging and congested infrastructures whose replacement and/or expansion is, due to various reasons, difficult and capital intensive [4].

e) The global political aims of reducing greenhouse gas emissions and exploiting more environmentally-friendly and sustainable energy sources [5].
Besides these challenges, promising developments can be observed in the area of energy technologies. Power plants are nowadays more efficient and no longer subjected to strong economies of scale. Small-scaled co- and trigeneration plants, for example, show total efficiencies up to 85%, and their investment costs are competitive compared with large units [6–9]. Furthermore, modern information technology is now available which can be utilized to improve the system operation. Advanced supervisory control and data acquisition systems and wide area protection and control technology are examples for that [10, 11].

Against this background, the following conclusions seem to be reasonable for the future:

1. Existing infrastructures should be used as much and as long as possible.

2. New technologies should be introduced taking advantage of their technical, economic, and environmental characteristics.

*Ad 1.* One way of utilizing the existing infrastructures more efficiently is to consider them as one integrated system in planning and operation. If the infrastructures are integrated properly, i.e., if energy can be exchanged among them, integrated operation, in particular congestion management, could be implemented. For example, burden on a specific congested transmission path could be reduced by shifting part of the energy flow to another network and re-injecting it at less critical points in the system. But this would require appropriate tools incorporating all energy carriers.

*Ad 2.* Customer-side co- and trigeneration technology enables flexible utilization of electricity, natural gas, and other energy carriers. Thereby a diversity of supply is established which shows a number of potential benefits compared with conventional supply. However, the conversion of power between different energy carriers establishes a coupling of the corresponding power flows resulting in technical and economic system interactions. For example, a gas turbine can be used for simultaneous production of electricity and heat from natural gas; such a device would then affect natural gas and electricity power flow as well as the heat supply of the load. Related energy cost and prices would be influenced as well. Therefore investigations concerning technical and economic system implications of co- and trigeneration should cover all involved energy carriers.
A variety of modeling and analysis tools is available for energy infrastructures commonly installed in the industrialized part of the world, in particular for electricity, natural gas, and district heating systems. Economic and physical performances of these systems are well understood, but global features of integrated systems have not been investigated intensively yet, and there are only a few established tools available for this kind of analysis. Therefore the development of an integrated modeling and analysis framework for multi-carrier energy systems represents an essential need for future research. The questions of optimal system structure and operation are of particular interest.

1.2 Previous and Related Work

In the past, optimization efforts focused on systems employing only one form of energy. Methods have been developed in particular for electricity [12–15], natural gas [16–18], and district heating [19–21] networks.

More recently, the combined modeling and analysis of energy systems including multiple energy carriers have been addressed in a number of publications, e.g., [22–33]. In particular, system interactions and the integrated planning of natural gas, electricity, and other networks have been investigated, see, e.g., [34–39]. Different approaches have been developed and used for different purposes. While approximate flow models are used for instance in [26] for optimizing the flows through an energy supply chain, [28] and others employ detailed steady-state power flow equations for natural gas and electricity, appropriate for dispatching a real system. Also the couplings between the energy carriers are described in different ways.

The terms “multiple energy carrier systems” [24] and “hybrid energy systems” [40] have become accepted when referring to systems including various forms of energy, and they will be used throughout this thesis, as well as the slightly shorter term “multi-carrier systems”.

1.3 Main Contributions

This dissertation introduces a general steady-state modeling and optimization framework for energy systems including multiple energy carriers. The main contributions can be summarized as follows:
• A model for describing steady-state power flow couplings between different energy infrastructures and/or network participants is developed.

• Using this model, an approach for optimizing energy flows through converters and storage elements is formulated.

• A general marginal cost based optimality condition for optimal operation of energy converters is derived and discussed.

• An integrated optimal power flow problem is formulated including transmission, conversion, and storage of multiple energy carriers.

• Two approaches for determining the optimal coupling between energy infrastructures and network participants are developed. The first approach enables to find a theoretical optimum, whereas in the second approach the best-fitting converter and storage elements are selected from a given set of elements by means of optimization.

• Several basic examples are conducted in order to demonstrate the use of the presented optimization approaches. Implementation of the problems as well as some experiences with numerical solvers are reported and discussed.

• Based on the optimization approaches, a method for evaluating investment in converter and storage technologies is proposed.

The approaches presented in this thesis differ from other published material in the following way:

• The proposed modeling framework enables integration of an arbitrary number of energy carriers as well as chemical reactants and products.

• Any technology for transmission, conversion, and storage of energy can be considered.

• The general formulation ensures high flexibility in terms of modeling detail and accuracy. More approximate flow models can be used as well as detailed steady-state power flow equations.
1.4 List of Publications

The work reported in this thesis is basically covered by the following publications:


Besides that, some other publications related to this dissertation are available:


1.5 Thesis Outline

The remainder of this thesis is organized as follows.

Chapter 2: Energy Hubs presents the conceptual approach of hybrid energy hubs. After the basic concept is introduced, some applications and potential benefits are discussed. System considerations conclude this chapter.

Chapter 3: Modeling deals with steady-state models for conversion, storage, and transmission of multiple energy carriers based on the energy hub concept. The models are merged yielding an integrated system description including all energy carriers.

Chapter 4: Optimization formulates various optimization problems related to multi-carrier energy systems. Optimization of the system structure is addressed as well as the optimal utilization of given structures. Some fundamental properties of the approaches and general results are discussed.

Chapter 5: Application elaborates various application examples in order to demonstrate possible applications and basic features of the optimization approaches. Specific implementation issues and some experience with numerical solvers are discussed.

Chapter 6: Closure concludes the thesis by summarizing and discussing the most important achievements, and suggesting possible future work.
Chapter 2

Energy Hubs

Several conceptual approaches for an integrated view of transmission and distribution systems with distributed energy resources have been published. Besides “energy-services supply systems” [23], “basic units” [26], and “micro grids” [41], so-called “hybrid energy hubs” [42] are proposed, where the term “hybrid” indicates the use of multiple energy carriers. In the following sections, the concept is elaborated on a qualitative level focusing on system aspects.

2.1 Basic Concept

Reference [42] introduces hybrid energy hubs as interfaces between energy producers, consumers, and the transportation infrastructure. From a system point of view, an energy hub can be identified as a unit that provides the basic features

- in- and output,
- conversion, and
- storage

of multiple energy carriers. Energy hubs can serve as interfaces between energy infrastructures and network participants (producers, consumers),
or between different energy infrastructures, coupling for example electricity and natural gas systems without connecting sources and/or loads. Thus the energy hub represents a generalization or extension of a network node in an electrical system. Figure 2.1 shows a simple example of a hybrid energy hub.

An energy hub exchanges energy with the surrounding systems via hybrid ports. A hybrid port is established by a bundle of single carrier ports. The example hub shown in Figure 2.1 has two hybrid ports. At the input port, electricity, natural gas, and district heat are demanded from the corresponding infrastructures. The output port provides (transformed) electricity, heating, and cooling.

Typically, energy hubs consume common grid-bound energy carriers such as electricity, natural gas, and district heat which are converted and/or conditioned within the hub. Also other fossil fuels, e.g., coal and petroleum products, can be inputs. Hydrogen (or hydrogen-based products, respectively), biomass/biogas, geothermal heat, municipal waste, landfill gas, and other carriers could be an option in the future. Different energy carriers are also provided at the output. Basically, all mentioned input carriers can be transmitted to the output without converting them into other forms. In addition, energy can be converted for the purpose of cooling, production of compressed air, or steam. Besides the mentioned energy carriers one could also consider in- and output of chemical reactants and products such as water, air, emissions, lubricants, and waste.

The energy hub approach is not restricted to any size of the modeled system. It enables the integration of an arbitrary number of energy carriers and products, and thus provides high flexibility in system modeling.
2.2 Hub Elements

In terms of functionality, energy hubs contain three basic elements:

- direct connections,
- converters, and
- storage.

Direct connections are used to deliver an input carrier to the output without converting it into another form or significantly changing its quality (e.g., electric voltage, hydraulic pressure). Electric cables, overhead lines, and pipelines are examples for this type of element. Besides that, converter elements are used to transform power into other forms or qualities. Examples are steam and gas turbines, reciprocating internal combustion engines, Stirling engines, electric machines, fuel cells, electrolyzers, thermoelectric converters, etc. Compressors, pumps, pressure control valves, transformers, power-electronic inverters, filters, heat exchangers and other devices are commonly used for conditioning, i.e., converting power into desirable quantities and/or qualities to be consumed by loads. The third type of element, energy storage, can also be realized with different technologies. Solid, liquid, and gaseous energy carriers can be stored in tanks and containers employing comparably simple technology. Note that gaseous energy carriers can also be stored in the network itself (i.e., in the pipelines) by increasing the pressure in the system; this technique is commonly referred to as “line packing” [43]. Electricity can be stored directly (e.g., supercaps, superconducting devices) or indirectly (e.g., batteries, hydro reservoirs, flywheels, compressed air storage, reversible fuel cells).

2.3 Applications

Figure 2.1 outlines a simple example of an energy hub. There are a number of real facilities that can be modeled as energy hubs, for instance

- power plants (co- and trigeneration),
- industrial plants (steel works, paper mills, refineries),
• big buildings (airports, hospitals, shopping malls),
• bounded geographical areas (rural and urban districts, towns, cities), and
• island power systems (trains, ships, aircrafts).

Originally, the energy hub approach was developed for greenfield design studies [44, 45]. However, in the meantime the concept has been taken over for other purposes. Corresponding to the first item in the above list, application of the energy hub concept for the characterization of trigeneration devices is reported in [46]. Another application example is the conception of fuel cell systems, which is exemplified in [47]. Models for integrated analysis of energy and transportation systems employing the energy hub concept are presented in [48].

The energy hub idea was also picked up by a municipal utility in Switzerland, the Regionalwerke AG Baden, which plans to build an energy hub containing wood chip gasification and methanation, and a cogeneration plant [49]. Figure 2.2 sketches the basic layout of this hub. The idea is to generate synthetic natural gas (SNG) and heat from wood chips, a resource which is available in the company’s supply region. The produced SNG can then either be directly injected in the utility’s natural gas system, or converted into electricity via a cogeneration unit and fed into the electric distribution network. Waste heat, which accrues in both cases, can be absorbed by the local district heating network. The whole system can be seen as an energy hub processing different energy carriers—wood chips, electricity, heat, and SNG. In addition to these energy carriers, the gasification process requires nitrogen and steam, which have to be provided at the hub input. Figure 6 gives an overview of the hub layout. Not the technology used, but its integrated planning and operation, which is believed to enable better overall system performance, represents an innovation.

### 2.4 Potential Benefits

From a system point of view, combining and coupling different energy carriers in energy hubs keeps a number of potential advantages over conventional, decoupled energy supply. The diversity of supply results in the following potential benefits.
2.4. Potential Benefits

Increased Reliability: Considering multiple inputs of an energy hub which can be used to meet the output demand makes clear that the hub generally increases availability of energy for the load, because it is no longer dependent on a single infrastructure [50,51]. In practice, this effect is slightly limited since certain infrastructures are dependent on others, i.e., the different hub inputs are not completely redundant. Besides that, almost all modern infrastructures are dependent on certain information technology, for example supervisory control and data acquisition systems, which are in turn dependent on electricity supply.

Increased Load Flexibility: Redundant paths within the hub offer a certain degree of freedom in supplying the loads. Consider for example the electricity load in Figure 2.1. It can be supplied by consuming electricity directly from the corresponding input or by generating part (or all) of the load power using the gas turbine. The hub can thereby substitute for an unattractive energy carrier, for example high-tariff electricity. Thus, from a system point of view, the load appears to be more elastic in terms of its price and demand behavior, even if the actual load at the hub output remains constant.

Optimization Potential: The fact that various inputs and different combinations of them can be used to meet the output requirement

![Figure 2.2: Sketch of the energy hub to be realized by Regionalwerke AG Baden, Switzerland.](image)
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yields to the question of optimal supply. The different inputs can be characterized by different cost, related emissions, availability, and other criteria. Then the input of the hub can be optimized using the additional degree of freedom established by redundant connections.

**Synergy Effects:** The energy hub processes different energy carriers, each of which showing specific characteristics. Electricity, for example, can be transmitted over long distances with comparably low losses. Chemical energy carriers can be stored employing relatively simple and cheap technology. Gaseous energy carriers can—to some extent—be stored in the network by using line pack capabilities. Transmission and storage characteristics as well as other specific virtues of the different energy carriers can be combined synergetically.

### 2.5 Energy Hub Systems

In the context of energy hubs, the whole energy supply infrastructure can be considered as a system of interconnected energy hubs. Figure 2.3 shows three energy hubs interconnected by electricity and natural gas networks. This is an example for the supply of a town that is roughly divided into three areas: industrial, commercial, and private/residential. Each area is interfaced with natural gas and electricity distribution networks via an energy hub. The internal layout of the hubs is adapted to the specific load requirements. The system is supplied via adjacent networks, a photovoltaic plant connected to hub H3, and wind and hydro plants connected to the electricity network via node N4. This node could represent a more remote station outside the town where hydro reservoirs are available.

Concerning energy transmission between the hubs, it should be noted that the combination of different energy carriers in integrated transmission devices is subject to research \[52,53\].

This general system view—hubs interconnected by networks—is also reflected in the system model derived in Chapter 3.
Figure 2.3: Sketch of a system of interconnected energy hubs.
Chapter 3

Modeling

In this chapter, models are elaborated for describing steady-state flows in multiple energy carrier systems. First, a model for conversion of multiple energy carriers is developed based on the energy hub concept. Then energy storage is included in the equations. After that, models for energy transmission are discussed focusing on two of the most common energy infrastructures—electricity and pipeline systems. Finally, it is outlined how the flows in a system of interconnected energy hubs can be described.

3.1 Basic Modeling Concept

The multi-carrier energy system is considered as a system of energy hubs interconnected by different networks. Energy is transmitted via the networks and converted and stored within the energy hubs. Accordingly, the system model is stated in two parts: power flow within and between hubs. The model is based on the following assumptions and simplifications:

- The system is considered to be in steady-state, which is reached after all transients or fluctuating conditions have damped out, and all quantities remain essentially constant, or oscillate uniformly.
• Within energy hubs, losses occur only in converter and storage elements.

• If not mentioned explicitly, unidirectional power flow from the inputs to the outputs of the converters is assumed.

• Power flow through converter devices is characterized through power and energy efficiency only, no other quantities are used.

The following definitions and notations will be used in the development of the model:

• A set of energy carriers $\mathcal{E}$ is considered whose members are denoted by small Greek letters:

$$\alpha, \beta, \ldots, \omega \in \mathcal{E} = \{\text{electricity, natural gas, hydrogen, \ldots}\}$$

• Furthermore, a set of hubs $\mathcal{H}$ is introduced; small Roman letters are used to denote its members:

$$i, j \in \mathcal{H} = \{1, 2, \ldots, N_H\}$$

where $N_H$ is the number of energy hubs considered.

• Each hub $i$ contains a set of converters $\mathcal{C}_i$; the subset $\mathcal{C}_{i\alpha} \subseteq \mathcal{C}_i$ contains all elements of hub $i$ which convert $\alpha$ into another carrier:

$$k \in \mathcal{C}_{i\alpha} = \{1, 2, \ldots, N_{\mathcal{C}_{i\alpha}}\}$$

where $N_{\mathcal{C}_{i\alpha}}$ is the number of converters in hub $i$, and $N_{\mathcal{C}_{i\alpha}}$ is the number of converters in hub $i$ processing $\alpha$.

• Besides converters, the hubs contain storage elements summarized in a set $\mathcal{D}_i$:

$$h \in \mathcal{D}_i = \{1, 2, \ldots, N_{\mathcal{D}_i}\}$$

where $N_{\mathcal{D}_i}$ is the number of storage elements in hub $i$.

• All network nodes are collected in a set $\mathcal{N}$:

$$m, n \in \mathcal{N} = \{1, 2, \ldots, N_{\mathcal{N}}\}$$

where $N_{\mathcal{N}}$ is the number of network nodes in the system. The subset $\mathcal{N}_{\alpha} \subseteq \mathcal{N}$ includes all nodes of the $\alpha$-system.
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- All network branches (arcs, links) are collected in a set \( \mathcal{A} \):

\[(m, n) \in \mathcal{A} = \{(1, 2), (1, 3), \ldots, (N_N - 1, N_N)\}\]

The subset \( \mathcal{A}_\alpha \subseteq \mathcal{A} \) contains all branches transmitting the energy carrier \( \alpha \).

- The symbols \( P \) and \( L \) refer to the hubs’ steady-state power in- and outputs, respectively. Flows on links between the hubs are generally denoted with \( F \), storage power is denoted \( Q \) and \( M \).

### 3.2 Energy Conversion

A generic model for energy converters can be developed focusing on their in- and output power flows while considering the device as a black box characterized by its energy efficiency. Converter elements or combinations of different converters (converter clusters) may have multiple in- and outputs. Four types of conversions can be classified according to the number of in- and outputs:

- single input and single output (e.g., gas furnace converting natural gas to heat);
- single input and multiple outputs (e.g., trigeneration plant converting natural gas in order to provide heating, cooling, and electricity);
- multiple inputs and single output (e.g., heat pump, converting low temperature heat and electricity into high temperature heat);
- multiple inputs and multiple outputs (e.g., reversible fuel cell system with hydrogen and water input, electricity and heat output).

The converter model is developed in two steps. First, a converter with single input and single output is considered. This model is then generalized for conversions with multiple in- and outputs.
Figure 3.1: Converter with single input and output. Steady-state input power $P_\alpha$, output power $L_\beta$.

Table 3.1: Conversion Types.

<table>
<thead>
<tr>
<th>Type of coupling</th>
<th>Coupling factor</th>
<th>Energy carriers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lossless transmission</td>
<td>$c_{\alpha\beta} = 1$</td>
<td>$\alpha = \beta$</td>
</tr>
<tr>
<td>Lossy transmission</td>
<td>$0 &lt; c_{\alpha\beta} \leq 1$</td>
<td>$\alpha = \beta$</td>
</tr>
<tr>
<td>Lossless conversion</td>
<td>$c_{\alpha\beta} = 1$</td>
<td>$\alpha \neq \beta$</td>
</tr>
<tr>
<td>Lossy conversion</td>
<td>$0 &lt; c_{\alpha\beta} \leq 1$</td>
<td>$\alpha \neq \beta$</td>
</tr>
<tr>
<td>No coupling</td>
<td>$c_{\alpha\beta} = 0$</td>
<td>any $\alpha, \beta$</td>
</tr>
</tbody>
</table>

3.2.1 Single Input and Single Output

Consider a converter device as indicated in Figure 3.1 that converts an input energy carrier $\alpha$ into $\beta$, where $\alpha, \beta \in \mathcal{E}$. Input and output power flows are not independent, we consider them to be coupled:

$$L_\beta = c_{\alpha\beta} P_\alpha$$ (3.1)

where $P_\alpha$ and $L_\beta$ are the steady-state input and output powers, respectively. The coupling factor $c_{\alpha\beta}$ defines the coupling between input and output power flow. For a simple converter device with one input and one output, the coupling factor corresponds to the converter’s steady-state energy efficiency.

Due to conservation of power, the output of the converter device must be lower than or equal to the input. Accordingly, the coupling factor is limited:

$$L_\beta \leq P_\alpha \implies 0 \leq c_{\alpha\beta} \leq 1$$ (3.2)

Common converter devices show non-constant efficiencies varying with the converted power level. The dependency can be included in (3.1) by expressing the coupling factor as a function of the converted power, i.e., $c_{\alpha\beta} = f_\beta(P_\alpha)$.

Table 3.1 outlines the meaning of coupling factors with respect to physical processes.
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Figure 3.2: Converter arrangement with inputs $P_\alpha, P_\beta, \ldots, P_\omega$ and outputs $L_\alpha, L_\beta, \ldots, L_\omega$.

**Remark 3.1** This general modeling concept enables the description of power transmission in the same way as conversion. As shown in Table 3.1, transmission of power can be seen as a special case of a conversion. ◇

### 3.2.2 Multiple Inputs and Multiple Outputs

A general model covering couplings with multiple in- and outputs can be created according to Figure 3.2. We consider a unit where multiple inputs are converted into multiple outputs. This conversion can either be established by a single device or by a combination of multiple converters. However, we consider this as one unit with dedicated inputs and outputs, i.e., as an energy hub. Since only one hub is considered in the following derivations, the hub index $i$ is omitted.

Stating all power inputs $P_\alpha, P_\beta, \ldots, P_\omega$ and outputs $L_\alpha, L_\beta, \ldots, L_\omega$ in vectors $\mathbf{P}$ and $\mathbf{L}$, respectively, enables the formulation of multi-input multi-output power conversion analogous to (3.1):

$$
\begin{bmatrix}
L_\alpha \\
L_\beta \\
\vdots \\
L_\omega \\
\end{bmatrix} =
\begin{bmatrix}
c_{\alpha\alpha} & c_{\beta\alpha} & \cdots & c_{\omega\alpha} \\
c_{\alpha\beta} & c_{\beta\beta} & \cdots & c_{\omega\beta} \\
\vdots & \vdots & \ddots & \vdots \\
c_{\alpha\omega} & c_{\beta\omega} & \cdots & c_{\omega\omega} \\
\end{bmatrix}
\begin{bmatrix}
P_\alpha \\
P_\beta \\
\vdots \\
P_\omega \\
\end{bmatrix}
$$

(3.3)

The matrix $\mathbf{C}$ is called *converter coupling matrix*. Mathematically speaking, this matrix describes the mapping of the powers from the input to
the output of the converter arrangement. The entries of the converter coupling matrix are coupling factors as defined in (3.1). Each coupling factor relates one particular input to a certain output.

**Remark 3.2** As long as coupling factors are assumed constant, (3.1) and (3.3) represent linear transformations. Including power dependencies such as $c_{\alpha\beta} = f_\beta(P_\alpha)$ or $C = f(P)$ yields nonlinear relations. ◊

**Remark 3.3** Note that $C$ is generally not invertible, i.e., (3.3) represents an underdetermined system of equations. This is an important property of many realistic coupling matrices. It reflects the degrees of freedom in supply which can be used for optimization. If $C$ is regular, then (3.3) describes a one-to-one mapping and there is only one solution $P$ for given loads $L$, hence no potential for optimization, unless $C$ is not constant. ◊

**Remark 3.4** As indicated in Figures 3.1 and 3.2, the underlying causality for (3.1) and (3.3) is that power flows from the input to the output of the converters, i.e., $P_\alpha, L_\beta \geq 0$ and $P, L \geq 0$. Nevertheless, reverse power flow is possible as long as the corresponding coupling is realized by technology which enables bidirectional flows. An electrical transformer for instance allows power flow in both directions, whereas a gas turbine does not provide this feature. Reverse power flow has to be considered in the converter coupling matrix whenever the corresponding coupling factor differs from one. ◊

Two important characteristics of the converter coupling matrix are obvious:

- Since no power can be gained by converting one form of energy into another one, all matrix entries are limited according to minimal and maximal energy efficiency, respectively:

  $$0 \leq c_{\alpha\beta} \leq 1 \quad \forall \alpha, \beta \in \mathcal{E}$$

  (3.4)

- The sum of all outputs converted from a single input has to be lower than or equal to the input. Thus each column-sum is limited:

  $$0 \leq \sum_{\beta \in \mathcal{E}} c_{\alpha\beta} \leq 1 \quad \forall \alpha \in \mathcal{E}$$

  (3.5)

In contrast to converters with one input and one output, the coupling factors are in general no longer equal to converter efficiencies when
considering multiple inputs and outputs. Since the total input of one energy carrier may split up to several converters (at input junctions), so-called dispatch factors have to be introduced that define the dispatch of the total input to the devices converting this carrier.

Figure 3.3 outlines this concept. The total input flow $P_\alpha$ splits up to $N_{C\alpha}$ converters. The dispatch factors $\nu_{\alpha k}$ specify how much of the total input power $P_\alpha$ flows into converter $k$:

$$P_{\alpha k} = \nu_{\alpha k} P_\alpha$$

where $k \in C_\alpha = \{1, 2, \ldots, N_{C\alpha}\}$. Considering conservation of power at the input junction yields two straightforward requirements for the dispatch factors:

- Since every branch carries only a part of the total input flow, all dispatch factors must be lower than or equal to one:

$$0 \leq \nu_{\alpha k} \leq 1 \quad \forall \alpha \in \mathcal{E}, \forall k \in C_\alpha$$

- The sum of all dispatch factors related to a junction is equal to one:

$$\sum_{k \in C_\alpha} \nu_{\alpha k} = 1 \quad \forall \alpha \in \mathcal{E}$$

From this property it can be seen that for a junction where the total input splits up to $N_{C\alpha}$ branches, $(N_{C\alpha} - 1)$ dispatch factors have to be introduced.
Junctions may also appear at the output side of the converters. The total output of a certain energy carrier is then equal to the sum of all individual converter outputs. Output junctions do not require to introduce additional variables such as dispatch factors.

**Remark 3.5** An alternative way of dealing with input junctions is to treat each converter input as a separate hub input by including the individual power inputs $P_{\alpha k}$ in the hub’s power input vector $\mathbf{P}$. ◊

For a given converter arrangement, the converter coupling matrix can be derived in the following manner:

1. Define input and output power vectors.
2. Introduce dispatch factors at junctions where converter inputs are connected.
3. Express converter outputs as functions of the inputs.
4. State nodal power balance at converter output junctions.
5. Formulate the results according to (3.3).

The procedure is demonstrated in the following example.

**Example 3.1** We will now derive the converter coupling matrix for the energy hub shown in Figure 3.4, which consumes electricity, natural gas, and district heat, and delivers transformed electricity and heat. We assign the electricity, natural gas, and district heat input powers as $P_e$, $P_g$, and $P_h$, and the electricity and heat output powers as $L_e$.
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and $L_h$, respectively. These are the entries of input and output vectors. According to the second item in the aforementioned procedure, we have to introduce a dispatch factor $\nu$ at the natural gas input junction:

- $P_{g1} = \nu P_g$ is fed into the gas turbine, and
- $P_{g2} = (1 - \nu) P_g$ flows into the furnace,

where $0 \leq \nu \leq 1$. Next we have to express all converter outputs as the products of their inputs and efficiencies. For the sake of simplicity, we assume constant efficiencies of the converter devices: $\eta_{tec}^T$ for the transformer, $\eta_{ge}^{GT}$ and $\eta_{gh}^{GT}$ for the gas turbine, $\eta_{gh}^F$ for the furnace and $\eta_{hh}^{HE}$ for the heat exchanger. The power output of the hub results in

\[
L_e = \eta_{tec}^T P_e + \nu \eta_{ge}^{GT} P_g \tag{3.9a}
\]
\[
L_h = \nu \eta_{gh}^{GT} P_g + (1 - \nu) \eta_{gh}^F P_g + \eta_{hh}^{HE} P_h \tag{3.9b}
\]

Finally, we can write (3.9) in matrix notation:

\[
\begin{bmatrix}
L_e \\
L_h
\end{bmatrix} =
\begin{bmatrix}
\eta_{tec}^T & \nu \eta_{ge}^{GT} & 0 \\
0 & \nu \eta_{gh}^{GT} + (1 - \nu) \eta_{gh}^F & \eta_{hh}^{HE}
\end{bmatrix}
\begin{bmatrix}
P_e \\
P_g \\
P_h
\end{bmatrix} \tag{3.10}
\]

According to Remark 3.5, an alternative formulation without dispatch factors can be achieved by considering the individual converter inputs $P_{g1}$ and $P_{g2}$ as separate hub inputs:

\[
\begin{bmatrix}
L_e \\
L_h
\end{bmatrix} =
\begin{bmatrix}
\eta_{tec}^T & \eta_{ge}^{GT} & 0 & 0 \\
0 & \eta_{gh}^{GT} & \eta_{gh}^F & \eta_{hh}^{HE}
\end{bmatrix}
\begin{bmatrix}
P_e \\
P_{g1} \\
P_{g2} \\
P_h
\end{bmatrix} \tag{3.11}
\]

Clearly, (3.10) and (3.11) are underdetermined, hence several input vectors can be found that satisfy (3.10) for given loads. ◇

3.3 Energy Storage

In this section, a generic model for energy storage is developed. First, a single storage device is considered and equations describing its energy
3.3.1 Storage Element

A general model for energy storage devices is developed based on Figure 3.5. The storage devices is considered to consist of an interface and an internal (ideal) storage. Through the interface, power may be conditioned and/or converted into another energy carrier, which is then stored. For example, pressurized air storage plants exchange electrical power, but internally pressurized air is stored. However, when a storage device exchanges an energy carrier $\alpha$, then it is reasonable to consider it as a storage of $\alpha$, even if $\beta \neq \alpha$ is stored internally. Therefore, in the following considerations, storage content and power exchanged are considered to be of the same form.

The storage interface can be modeled similar to a converter device. The steady-state input and output power values can be related to each other by

$$\bar{Q}_\alpha = e_\alpha Q_\alpha$$

where $e_\alpha$ describes how much the power exchanged with the system affects the energy stored. This factor generally depends on the direction of power flow, i.e., if the storage is charged or discharged:

$$e_\alpha = \begin{cases} e^+_\alpha & \text{if } Q_\alpha \geq 0 \quad \text{(charging/standby)} \\ 1/e^-_\alpha & \text{else} \quad \text{(discharging)} \end{cases}$$
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Here \( e^+_{\alpha} \) and \( e^-_{\alpha} \) can be understood as forward and reverse energy efficiencies of the interface, respectively. These values can also be considered as the storage’s charging and discharging efficiencies, respectively.

**Remark 3.6** Taking a closer look on storage technology makes clear that storage performance, such as charging and discharging efficiencies, generally depends on the energy stored and its time derivative [55]. Power and energy dependent efficiencies \( e^+_{\alpha}, e^-_{\alpha} = f(Q_\alpha, E_\alpha) \) can be included in the equations above, but in order to keep the complexity of the optimization problems reasonably low, they are assumed to be constant throughout this thesis.

The stored energy after a certain operating period \( T \) equals the initial storage content plus the time integral of the power:

\[
E_{\alpha}(T) = E_{\alpha}(0) + \int_0^T \tilde{Q}_\alpha(t) \, dt
\]  

(3.14)

The internal power flow \( \tilde{Q}_\alpha \) corresponds to the time derivative of the stored energy. For steady-state considerations, power is approximated by the change in energy \( \Delta E \) during a time period \( \Delta t \); the slope \( dE_{\alpha}/dt \) is assumed to be constant during \( \Delta t \), what corresponds to constant power \( \tilde{Q}_\alpha \):

\[
\tilde{Q}_\alpha = \frac{dE_{\alpha}}{dt} \approx \frac{\Delta E_{\alpha}}{\Delta t} \triangleq \dot{E}_{\alpha}
\]  

(3.15)

### 3.3.2 Storage in Energy Hubs

Energy hubs may contain multiple storage elements. In principle, storage can be connected to the hub inputs, the hub outputs, or between converters connecting inputs and outputs. It will be shown that the corresponding storage power flow can be transformed to either side of the hub, independently where the storage device is connected physically.

Consider the energy hub in Figure 3.6 which contains storage at the input and output side. The power flowing into the converter equals the total hub input minus the storage power:

\[
\tilde{P}_\alpha = P_\alpha - Q_\alpha
\]  

(3.16)

The corresponding equation for output side storage is

\[
\tilde{L}_\beta = L_\beta + M_\beta
\]  

(3.17)
Figure 3.6: Storage elements in energy hubs. Hub input and output powers $P_\alpha$ and $L_\beta$, respectively; input and output side storage flows $Q_\alpha$ and $M_\beta$, respectively; converter input and output flows $\tilde{P}_\alpha$ and $\tilde{L}_\beta$, respectively.

The shaded area in Figure 3.6 represents a converter cluster without storage elements. For this part of the hub, power transformation can be expressed according to (3.3). Stating all inputs and outputs of this converter cluster in vectors $\tilde{P}$ and $\tilde{L}$, respectively, yields

$$\tilde{L} = C \tilde{P}$$

(3.18)

With (3.16) and (3.17) the storage flows can be included explicitly:

$$L + M = C \left[ P - Q \right]$$

(3.19)

where $M$ keeps all output side storage powers, and $Q$ contains the input side storage flows. All storage influence can be summarized in an equivalent storage flow vector $M^{eq}$:

$$L = C \left[ P - Q \right] - M = C P - M^{eq}$$

(3.20)

Assuming a constant coupling matrix $C$, superposition can be applied and the equivalent storage flows can be stated as

$$M^{eq} = C Q + M$$

(3.21)

In general, each element of $M^{eq}$ has two components:

$$M^{eq}_\beta = c_{\alpha\beta} Q_\alpha + M_\beta = \frac{c_{\alpha\beta}}{e_\alpha} \dot{E}_\alpha + \frac{1}{e_\beta} \dot{E}_\beta$$

(3.22)

The term $c_{\alpha\beta} Q_\alpha$ corresponds to the input-side storage power apparent at the hub output, and $M_\beta$ corresponds to the output-side storage power. Equation (3.22) enables the transformation of storage power...
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flows between inputs and outputs of converters. If a storage device is connected between two converters connecting hub inputs and outputs (i.e., not directly at an input or output), the corresponding power exchange can be transformed either to the input or to the output side of the hub. Equation (3.22) can be written in matrix form:

\[
\begin{bmatrix}
M_{eq}^\alpha \\
M_{eq}^\beta \\
\vdots \\
M_{eq}^\omega
\end{bmatrix}
= 
\begin{bmatrix}
s_{\alpha\alpha} & s_{\beta\alpha} & \cdots & s_{\omega\alpha} \\
s_{\alpha\beta} & s_{\beta\beta} & \cdots & s_{\omega\beta} \\
\vdots & \vdots & \ddots & \vdots \\
s_{\alpha\omega} & s_{\beta\omega} & \cdots & s_{\omega\omega}
\end{bmatrix}
\begin{bmatrix}
\dot{E}_\alpha \\
\dot{E}_\beta \\
\vdots \\
\dot{E}_\omega
\end{bmatrix}
\] (3.23)

The matrix \( S \) is denoted storage coupling matrix. It describes how changes of the storage energies affect the hub output flows. In other words, it maps all storage energy derivatives into equivalent output-side flows. The entries \( s_{\alpha\beta} \) are derived according to (3.22). Finally, a relation including hub input and output flows as well as the storage energy derivatives can be achieved by including (3.23) in (3.20):

\[
L = CP - S \dot{E} = \begin{bmatrix} C & -S \end{bmatrix} \begin{bmatrix} P \\ \dot{E} \end{bmatrix}
\] (3.24)

This relation represents a complete model of an energy hub including converter and storage elements. The following example outlines the derivation of (3.24) for a given hub layout.

**Example 3.2** In this example, derivation of (3.18) and (3.24) is outlined using a simple energy hub. Consider the hub shown in Figure 3.7 which contains two converters and two storage devices: gas turbine and heat exchanger, and gas tank and hot water storage, respectively. The gas turbine is characterized by its gas-electric and gas-heat efficiencies \( \eta_{ge}^{GT} \) and \( \eta_{gh}^{GT} \), respectively. The heat exchanger operates with an efficiency \( \eta_{hh}^{HE} \). Efficiencies of the storage devices are \( e_g \) and \( e_h \), for the gas tank and the heat storage, respectively. The electrical connection between input and output is assumed to be lossless. The converters are described by the following coupling matrix:

\[
C = \begin{bmatrix}
1 & \eta_{ge}^{GT} & 0 \\
0 & \eta_{gh}^{GT} & \eta_{hh}^{HE}
\end{bmatrix}
\] (3.25)
Figure 3.7: Example hub with gas turbine, heat exchanger, gas tank, and heat storage.

The storage devices exchange the powers

\[
Q_g = \frac{1}{e_g} \cdot \dot{E}_g \\
M_h = \frac{1}{e_h} \cdot \dot{E}_h
\]  

(3.26a)  

(3.26b)

Now (3.18) can be formulated:

\[
\begin{bmatrix}
L_e \\
L_h + \frac{1}{e_h} \cdot \dot{E}_h
\end{bmatrix}
= \begin{bmatrix}
1 & \eta_{ge}^{GT} & 0 \\
0 & \eta_{gh}^{GT} & \eta_{hh}^{HE}
\end{bmatrix}
\begin{bmatrix}
P_e \\
\frac{P_g - \frac{1}{e_g} \cdot \dot{E}_g}{P_h}
\end{bmatrix}
\]

(3.27)

Alternatively, the hub can be described according to (3.24). Therefore input-side and output-side storage flow have to be transformed to equivalent output-side flows:

\[
M_{eq}^e = \frac{\eta_{ge}^{GT}}{e_g} \dot{E}_g
\]  

(3.28a)

\[
M_{eq}^h = \frac{\eta_{gh}^{GT}}{e_g} \dot{E}_g + \frac{1}{e_h} \dot{E}_h
\]  

(3.28b)

From these equations, the storage coupling matrix can be extracted:

\[
\mathbf{S} = \begin{bmatrix}
\frac{\eta_{ge}^{GT}}{e_g} & 0 \\
\frac{\eta_{gh}^{GT}}{e_g} & \frac{1}{e_h}
\end{bmatrix}
\]  

(3.29)
Finally, the flows through the energy hub can be formulated as (3.24):

\[
\begin{bmatrix}
L_e \\
L_h
\end{bmatrix} =
\begin{bmatrix}
1 & \eta_{ge} & 0 & -\frac{\eta_{ge}}{e_g} & 0 \\
0 & \eta_{gh} & \eta_{HE} & -\frac{\eta_{gh}}{e_g} & -\frac{1}{e_n}
\end{bmatrix}
\begin{bmatrix}
P_e \\
P_g \\
P_h \\
\dot{E}_g \\
\dot{E}_h
\end{bmatrix}
\] (3.30)

From this formulation it is obvious that energy storage present in the hub results in additional degrees of freedom in its operation.

### 3.4 Energy Transmission

In this section, models for energy transmission via networks are elaborated. Different levels of abstraction are considered according to the following classification.

**Network Flow Models (Type I):** Energy flows in the networks are described by conservation laws only, physical losses are usually not considered in the equations. Commonly, the network links are characterized by specific transmission costs (e.g., € per transmitted MWh) in order to get a criterion for optimization. This value includes all transmission-related efforts, such as maintenance cost, operating cost, and losses. Such models are commonly used for more general investigations in the system behavior as reported in [30, 56].

**Network Flow Models (Type II):** In contrast to Type I network flow models, link losses are directly incorporated in the equations by expressing them as functions of the corresponding flow. Compared with the aforementioned models, these models represent the network flows more accurately. Applications can be found in [26, 57].

**Power Flow Models:** Besides conservation of flow, these models are based on constitutional laws linking for example electrical voltage and current, hydraulic pressure and mass flow etc. These models
deliver the most accurate results for steady-state analysis. Steady-state power flow models for electricity and natural gas networks are used for example in [28, 58].

Networks are generally modeled as graphs consisting of a set of nodes \( \mathcal{N} \) and a set of branches (arcs, links) \( \mathcal{A} \) which connect the nodes [59]. An individual network transporting \( \alpha \in \mathcal{E} \) is defined by a set of nodes \( \mathcal{N}_\alpha \subseteq \mathcal{N} \) and branches \( \mathcal{A}_\alpha \subseteq \mathcal{A} \). In the following considerations, the index \( \alpha \) is omitted in order to improve legibility.

### 3.4.1 Network Flow Models

Network flow models are generally based on conservation laws. For any node \( m \in \mathcal{N} \) in the network, the sum of all branch flows must be equal to the power injection:

\[
F_m - \sum_{n \in \mathcal{N}_m} F_{mn} = 0 \quad (3.31)
\]

where \( \mathcal{N}_m \subseteq \mathcal{N} \setminus m \) is the set of nodes connected node \( m \), and \( F_m \) is the net power injection\(^1\) at \( m \). Describing a system of \( N_\mathcal{N} \) nodes requires \( N_\mathcal{N} \) nodal equations of the form (3.31).

#### Type I

When network links are assumed to transmit energy without losses, flows are equal on either side (see Figure 3.8):

\[
F_{mn} = -F_{nm} \quad (3.32)
\]

For optimization purposes, links can be characterized by penalties expressed as functions of the flows. For example, each link can be characterized by its transportation cost including cost of investment, capital, maintenance, operation, etc.

---

\(^1\)Multiple sources and sinks may be connected to a node. The net power injection is the total difference between infeeds and loads.
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![Diagram of a branch connecting nodes $m$ and $n$](image)

Figure 3.8: General model of a branch $(m, n)$ connecting nodes $m$ and $n$. Terminal power flows $F_{mn}$ and $F_{nm}$, losses $\Delta F_{mn}$.

Type II

Losses on links can be considered as the difference between input and output power flow (see Figure 3.8):

$$F_{mn} = -F_{nm} + \Delta F_{mn}$$  \hfill (3.33)

The losses $\Delta F_{mn}$ can be derived as functions of the corresponding flows. Losses on an electricity line, for example, can be modeled as quadratic functions of the transmitted power. Pipeline losses can be approximated with cubic functions of the flow [26].

3.4.2 Power Flow Models

In contrast to network flow models, classical steady-state power flow models incorporate constitutional physical laws, such as the relation between electric voltage and current, hydraulic pressure and flow, etc. Since these relations are specific for the individual systems, no general model covering all types of energy flow is available. In the following paragraphs, steady-state power flow models for two of the most common energy infrastructures—AC electricity and pipeline networks—are shortly reviewed based on References [60–64].

AC Electricity Networks

Power flow in an electricity network can be formulated based on nodal power balance and line equations. The power balance at node $m$ in an AC electricity network can be stated according to (3.31). For alternating current, nodal injections and branch flows are complex quantities. Each node $m$ is characterized by four real variables: voltage magnitude $|V_m|$
Figure 3.9: Pi-section equivalent of an AC transmission line. Series impedance $Z_{mn}$, shunt admittance $Y_{mn}$, nodal voltages $V_m$ and $V_n$ at nodes $m$ and $n$, respectively.

and phase angle $\theta_m$,\(^2\) and net power injections $P_m$ (active) and $Q_m$ (reactive).\(^3\) Two of these variables are specified, the remaining two have to be determined. Depending upon which variables are specified and which are unknown, the nodes can be divided into three groups.

- **PQ node**: active and reactive net power injections $P_m$ and $Q_m$, respectively, are specified, voltage magnitude $|V_m|$ and angle $\theta_m$ have to be determined.

- **PV node**: active power injection $P_m$ and voltage magnitude $|V_m|$ are specified, the voltage angle $\theta_m$ and the reactive net injection $Q_m$ are unknown.

- **V$\theta$/slack node**: voltage magnitude $|V_m|$ and angle $\theta_m$ are defined, net power injections $P_m$ and $Q_m$ are unknown.

Besides nodal power injection, Equation (3.31) includes also branch flows to other nodes. The complex branch power flows $F_{mn}$ are functions of the complex nodal voltages $V_m$ and $V_n$, respectively, and parameters of the connecting lines:

$$F_{mn} = |V_m|^2 \tilde{Z}_{mn} - \frac{V_m V_n^*}{Z_{mn}^*}$$

where

$$\tilde{Z}_{mn} = \left( \frac{1}{Z_{mn}} + \frac{Y_{mn}}{2} \right)^{-1}$$

\(^2\)\(V_m = |V_m| e^{j\theta_m}\)

\(^3\)In this notation, the net injection at node $m$ is $F_m = P_m + jQ_m$.\)
As shown in Figure 3.9, $Z_{mn}$ is the series impedance and $Y_{mn}$ is the shunt admittance of the section’s Pi-equivalent, with $Y_{mn}/2$ at each end. The determination of the lumped circuit elements from the distributed line parameters (or the line’s geometry and materials, respectively) is outlined in [60]. Active and reactive link flows can be calculated as the real and imaginary parts of the complex flows, respectively. Depending on the purpose of the investigation, certain approximations of (3.34) and (3.35) can be used, e.g., $Y_{mn} \approx 0$ for short overhead lines.

**Pipeline Networks**

Power flow through a pipeline network can also be described by stating nodal power balance and line equations. The flow balance for an arbitrary node $m$ can be stated as (3.31). This equation includes the net injection $F_m$ and flows to other nodes $F_{mn}$. Each node is characterized by its nodal pressure $p_m$ and net injection $F_m$. According to which quantity is specified and which one is to be determined, the nodes can be categorized into:

- **Known-injection node**: the net injection $F_m$ is known, the pressure $p_m$ is to be determined.
- **Known-pressure/slack node**: the nodal pressure $p_m$ is specified, the net injection $F_m$ is unknown.

Flows between nodes can be expressed as functions of the upstream and downstream pressures $p_m$ and $p_n$, respectively, and properties of the pipeline and the fluid represented by the flow constant $k_{mn}$:

$$F_{mn} = k_{mn} \delta_{mn} \sqrt{\delta_{mn} (p_m^2 - p_n^2)} \quad (3.36)$$

where

$$\delta_{mn} = \begin{cases} +1 & \text{if } p_m \geq p_n \\ -1 & \text{else} \end{cases} \quad (3.37)$$

Appendix A gives details on the flow constant $k_{mn}$. The pipeline flow equation (3.36) is generally valid for all types of isothermal pipeline flow (liquid and gaseous). However, a number of modified equations are available delivering more precise results for specific fluids and flow conditions. An additional term accounting for elevation can be included in (3.36), see [61–63].
Remark 3.7 Note that (3.36) is a continuous function even if (3.37) is discontinuous (see Figure 3.10). An important but unfavorable characteristic of (3.36) is that the slope of $F_{mn}$ goes to infinity at the origin, since $\lim_{x \to 0} \frac{d}{dx} \sqrt{x} = \infty$. Besides infinite derivatives, the case $p_m = p_n$ represents a problem, because then $\sqrt{0}$ has to be solved, and computer programs may malfunction. However, using (3.36) for numerical computation, particularly optimization, may cause problems. Therefore it is recommended to use the quadratic form $F_{2mn}^2 = k_{2mn}^2 (p_m^2 - p_n^2)$, which is constantly sloped. After this equation is solved for $F_{2mn}^2$, an appropriate function may be used to calculate $F_{mn}$. Formulations such as $\delta_{mn} = \frac{p_m - p_n}{|p_m - p_n|}$ should be avoided since they may cause divisions by zero if $p_m = p_n$. 

In contrast to electricity networks, where theoretically no active power is necessary to maintain a certain voltage, generation of pressure via compressors or pumps needs power. If the compressor is driven by a gas turbine, the corresponding power consumption can be considered as additional power flowing into the pipeline section, as shown in Figure 3.11. The amount of power consumed by a compressor basically depends on the pressure added to the fluid and the volume flow rate through it. Using the nomenclature of Figure 3.11, the compressor demand can be approximated with

$$F_{com} = k_{com} F_{mn} (p_m - p_k)$$

(3.38)

where $k_{com}$ is a constant characterizing the compressor unit; $p_k$ and $p_m$ are the suction and discharge pressures, respectively. More advanced
compressor equations that take into account changing fluid properties are given in [63].

### 3.5 System of Interconnected Energy Hubs

The equations derived in the preceding sections can be used to model transmission, conversion, and storage of energy in a system of interconnected energy hubs. Figure 3.12 outlines the basic model.

Energy conversion and storage is defined by the converter and storage coupling matrices $C_i$ and $S_i$ of all hubs $i \in \mathcal{H}$, respectively. All hub flows are then described according to (3.24):

$$L_i = \begin{bmatrix} C_i & -S_i \end{bmatrix} \begin{bmatrix} P_i \\ \dot{E}_i \end{bmatrix} \quad \forall i \in \mathcal{H} \quad (3.39)$$

The network flows are covered by nodal equations such as (3.31) and line equations such as (3.32), (3.33), (3.34), (3.36), and others. Nodal and line equations generally represent a system of nonlinear equations which will be denoted $G_\alpha (F_\alpha, P_i)$ for further investigations. All network flows are then described by

$$G_\alpha (F_\alpha, P_i) = 0 \quad \forall \alpha \in \mathcal{E} \quad (3.40)$$

The connection between energy hubs and networks is established by considering hub in- and outputs as nodal injections. Hence, the information how energy hubs are connected with the networks is included in $G_\alpha$. 
Figure 3.12: Integrated modeling concept. The multi-carrier energy system is considered as a system of interconnected energy hubs. Hubs $i, j$, nodes $m, n$, branch $(m\omega, n\omega)$, link flows $F_{m\alpha}$ and $F_{n\alpha}$, power input vectors $\mathbf{P}_i$ and $\mathbf{P}_j$, output vector $\mathbf{L}_i$, storage energy contents $\mathbf{E}_i$ and $\mathbf{E}_j$. 
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Optimization

Based on the models presented in the preceding chapter, several integrated optimization problems are formulated in this chapter addressing optimal conversion, storage, and transportation of energy in multi-carrier systems as well as the optimal system structure and layout. Some of the problems correspond in their nature to standard problems known from electrical and chemical process engineering, such as “economic dispatch” (ED), “optimal power flow” (OPF), “hydrothermal scheduling”, and “optimal plant layout” [65–67].

4.1 Problem Outline

Considering systems of interconnected energy hubs as shown in Figure 2.3 raises questions of optimal system structure and operation. With different energy carriers available at the hub inputs and the possibility of internal conversion and storage, the hubs get more flexible in supply. Also the power flows through the interconnecting networks can be controlled with a certain degree of freedom. In the planning phase, the following questions might be of interest:

- To which infrastructures should the hubs be connected?
- Which elements should the hubs contain?
For operating an existing, given structure, questions to be answered are:

- How much of which energy carriers should the hubs consume?
- How should the energy carriers be converted within the hubs?
- How should power flow between the hubs be controlled?

After some general assumptions and definitions are made, possible optimization objectives and general mathematical problem classes are discussed in the next sections. This is the basis for different types of multi-carrier optimization problems addressed in this thesis. Firstly, optimization of the flows through a single energy hub is addressed. We call this problem *multi-carrier optimal dispatch*. Secondly, power flow optimization in a system of interconnected energy hubs is investigated. Since this approach generally covers power demand, conversion, and transmission, it is denoted *multi-carrier optimal power flow* problem. Thirdly, approaches are presented which enable the determination of optimal hub structures defined as *optimal hub coupling* and *optimal hub layout*.

### 4.2 Assumptions and Definitions

If not mentioned otherwise, the optimization problems are based on the following assumptions and simplifications:

- The loads at the hub outputs are inelastic, i.e., they consume constant power within the considered time period.
- Penalties, such as cost, related to the individual energy carriers and/or system components, are independent of and separable from each other.
- Optimization is generally performed for a single snapshot of the system. An extended approach for multi-period optimization is discussed in Section 4.6.5.
- Storage elements are not included at first, since it is pointless to consider storage operation at a single time instant. The inclusion of storage devices in a multi-period approach is discussed in Section 4.6.5.
• All problems are formulated as minimization problems. Maximization problems can be simply transformed into minimization problems [68]: 
\[ \max_x f(x) = -\min_x -f(x). \]

Throughout this thesis, \( \mathcal{F} \) generally refers to a scalar-valued objective function.

## 4.3 Optimization Objectives

There are a number of reasonable objectives that can be used for optimizing energy systems. This work mainly focuses on minimization of operational energy cost and gaseous emissions.

### 4.3.1 Energy Cost

Energy cost is probably the most common criterion employed in the operational optimization of energy systems. The classical approach for optimal dispatch of thermal units, for example, targets minimal fuel cost for the plants, which are modeled as quadratic functions of the plants’ power outputs [65]. The cost of energy consumed at a certain node in a network can be modeled in a similar way, although they involve certain transmission-related premiums besides generation cost [69]. In this work, the cost of energy are generally stated as polynomial functions of the average power provided by the source during a unit of time.

### 4.3.2 Emissions

Besides cost, minimization of gaseous plant emissions accruing in the operation of energy systems is a reasonable objective. Analog to economic dispatch and optimal power flow, “minimum emission dispatch” [70] and “minimum emission power flow” [71] have been developed. Emission models and typical numbers, in particular for thermal power plants, are collected in [72,73]. The common approach is to model gaseous emissions as polynomial or exponential functions of the source’s power output.
4.3.3 Composite Objectives

Optimization with multiple objectives can be performed by stating a composite objective function as a weighted linear combination of individual objectives. An example for bi-objective optimization is “economic-environmental dispatch” [74] of electricity generators. An overview of multi-criteria optimization approaches applied to energy planning is provided by [75].

4.3.4 Marginal Objectives

When optimization is performed, the sensitivity of the objective function with respect to the optimization candidates is of interest. When energy cost is minimized, this sensitivity is commonly denoted “incremental cost” or “marginal cost” [65, 76, 77]. For a general objective reflected by a function $\mathcal{F}$, the marginal objective can be calculated as the partial derivative of the objective function with respect to the optimization variable:

$$\frac{\partial \mathcal{F}}{\partial x_i}$$

(4.1)

where $x_i$ is an optimization variable. Accordingly, it will be referred to as marginal cost, marginal emissions, etc. throughout this thesis.

If $x_i$ is the quantity exchanged at node $i$ of a network and $\mathcal{F}$ reflects the related cost, then the derivative in (4.1) is commonly termed “bus incremental cost” or “locational marginal cost” (LMC) at node $i$.

4.4 Mathematical Problem Formulation

In the following, different classes of mathematical optimization problems are shortly reviewed based on References [66, 68, 78]. The general problem structures will then be used for formulating applied problems related to multi-carrier energy systems.

In this thesis, optimization problems generally aim at minimizing a nonlinear objective function while fulfilling various nonlinear constraints. Thus, nonlinear constrained optimization is the basic mathematical issue to be addressed.
4.4. Mathematical Problem Formulation

4.4.1 Continuous Nonlinear Problems

Nonlinear programming (NLP) problems with continuous optimization variables $x_i \in \mathbb{R}$ are mathematically stated in the following way:

\[
\begin{align*}
\text{Minimize} & \quad \mathcal{F}(x) \quad (4.2a) \\
\text{subject to} & \quad g(x) = 0 \quad (4.2b) \\
& \quad h(x) \leq 0 \quad (4.2c)
\end{align*}
\]

where

- $x \in \mathbb{R}^u$ is the $u \times 1$ vector of continuous optimization variables;
- $\mathcal{F}(x) : \mathbb{R}^u \mapsto \mathbb{R}$ is a scalar-valued objective function;
- $g(x) : \mathbb{R}^u \mapsto \mathbb{R}^v$ is the $v \times 1$ vector of equality constraints;
- $h(x) : \mathbb{R}^u \mapsto \mathbb{R}^w$ is the $w \times 1$ vector if inequality constraints.

A typical power system application of continuous NLP is economic dispatch of thermal power plants [65]. For this problem, the objective function in (4.2a) reflects the cost of the generators in the system (commonly modeled as quadratic polynomials of the power outputs). Conservation of power results in an equality constraint (4.2b); power limitations of the generators are covered by an inequality constraint of the form (4.2c).

4.4.2 Mixed-Integer Nonlinear Problems

Besides continuous variables $x_i \in \mathbb{R}$, mixed-integer nonlinear programming (MINLP) problems include also integer variables $y_i \in \mathbb{I}$, where $\mathbb{I} = \{0, 1, 2, \ldots\}$ is the set of non-negative integers. Similar to (4.2), the problem is formulated as:

\[
\begin{align*}
\text{Minimize} & \quad \mathcal{F}(x, y) \quad (4.3a) \\
\text{subject to} & \quad g(x, y) = 0 \quad (4.3b) \\
& \quad h(x, y) \leq 0 \quad (4.3c)
\end{align*}
\]

where

- $x \in \mathbb{R}^u \mathbb{R}$ is the $u \mathbb{R} \times 1$ vector of continuous optimization variables;
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- \( y \in \mathbb{I}^{u_l} \) is the \( u_l \times 1 \) vector of integer optimization variables;
- \( \mathcal{F}(x, y) : \{\mathbb{R}^{u_R}, \mathbb{I}^{u_l}\} \mapsto \mathbb{R} \) is a scalar-valued objective function;
- \( g(x, y) : \{\mathbb{R}^{u_R}, \mathbb{I}^{u_l}\} \mapsto \mathbb{R}^v \) is the \( v \times 1 \) vector of equality constraints;
- \( h(x, y) : \{\mathbb{R}^{u_R}, \mathbb{I}^{u_l}\} \mapsto \mathbb{R}^w \) is the \( w \times 1 \) vector of inequality constraints.

Unit commitment (UC) problems are common MINLP problems in the area of power system optimization [65]. From a mathematical point of view, the basic difference between UC and ED is that UC involves on/off-type variables besides continuous quantities.

### 4.4.3 Multi-Period Problems

Considering not only a single snapshot of the system but multiple time periods \( t \in \{1, 2, \ldots, N_t\} \) results in multi-period (MP) optimization problems, which can be continuous or mixed-integer problems. However, in the continuous case, multi-period problems are generally stated as:

\[
\text{Minimize} \quad \sum_{t=1}^{N_t} \mathcal{F}^t(x) \quad (4.4a)
\]

subject to
\[
\begin{align*}
g^t(x) &= 0 \quad \forall t \quad (4.4b) \\
h^t(x) &\leq 0 \quad \forall t \quad (4.4c)
\end{align*}
\]

where

- \( x \in \mathbb{R}^{(N_t \cdot u)} \) is the \( (N_t \cdot u) \times 1 \) vector of continuous optimization variables, i.e., the total number of variables is \( N_t \cdot u \);
- \( t \in \{1, 2, \ldots, N_t\} \) is the time period;
- \( \mathcal{F}^t(x) : \mathbb{R}^{(N_t \cdot u)} \mapsto \mathbb{R} \) is a scalar-valued objective function reflecting the penalty for time period \( t \);
- \( g^t(x) : \mathbb{R}^{(N_t \cdot u)} \mapsto \mathbb{R}^v \) is the \( v \times 1 \) vector of equality constraints at period \( t \);
- \( h^t(x) : \mathbb{R}^{(N_t \cdot u)} \mapsto \mathbb{R}^w \) is the \( w \times 1 \) vector of inequality constraints at period \( t \).
4.5. Multi-Carrier Optimal Dispatch

Note that MP formulations allow to consider couplings between different time periods. For example, the change of a certain quantity between two time periods can be limited and/or penalized. This is commonly done when introducing e.g. power ramping limits and/or minimum up-/down-times of thermal units [79].

A classical application of MP optimization is the hydrothermal scheduling problem [65]. Other typical applications in the field of power systems are model predictive control applications and multi-period auctioning in electricity markets [80, 81].

4.5 Multi-Carrier Optimal Dispatch

In this section, an optimization problem related to the power flows through a single energy hub is stated and discussed. Verbally, the problem is defined as follows.

Definition 1 Multi-carrier optimal dispatch is the determination of an optimal operation policy for a number of converter units processing multiple energy carriers. ◦

The converters processing multiple energy carriers are considered as an energy hub, which is characterized by a coupling matrix $C$. For specified hub loads $L$, the optimal input power vector $P$ and dispatch factors $\nu_{\alpha k}$ can be determined according to a certain objective.

4.5.1 Objective

Considering a single energy hub, the objectives discussed in Section 4.3 may depend on the input powers as well as on the hub-internal power dispatch on the individual elements. Therefore the objective function is stated as a function of the input power vector $P$ and the dispatch factors $\nu_{\alpha k}$.

4.5.2 Constraints

The feasible region of the optimization problem is defined by different constraints. An equality constraint is given by the equation which describes the power flow through the hub (3.3). Inequalities arise from
limitations of the hub’s input power vector \( P \) and the power inputs to the individual converters \( P_{\alpha k} \). Lower and upper limits of \( P \) and \( P_{\alpha k} \) are defined in vectors \( P, \overline{P}, \underline{P_{\alpha}}, \) and \( \overline{P_{\alpha}} \), respectively. Limitation of the dispatch factors \( \nu_{\alpha k} \) by zero and one has to be regarded as well.

### 4.5.3 Problem Statement

According to the general form (4.2), multi-carrier optimal dispatch is formulated in the following way:

\[
\begin{align*}
\text{Minimize} & \quad \mathcal{F}(P, \nu_{\alpha k}) \\
\text{subject to} & \quad L - C \, P = 0 \\
& \quad P \leq P \leq \overline{P} \\
& \quad P_{\alpha k} \leq \nu_{\alpha k} P_{\alpha} \leq \overline{P_{\alpha k}} \quad \forall \alpha \in \mathcal{E}, \forall k \in \mathcal{C}_\alpha \\
& \quad 0 \leq \nu_{\alpha k} \leq 1 \quad \forall \alpha \in \mathcal{E}, \forall k \in \mathcal{C}_\alpha
\end{align*}
\]

**Remark 4.1** Note that the constraints (4.5c)–(4.5e) can be written in the form (4.2c):

\[
h \leq h(x) \leq \overline{h} \iff \begin{cases} 
h(x) - \overline{h} \leq 0 \\
\overline{h} - h(x) \leq 0
\end{cases}
\]

where \( h \) is a function of the optimization variable \( x \). This form is more suitable when investigating the Lagrange function and optimality conditions. ◊

**Remark 4.2** The requirement (3.8) does not have to be included in (4.5) explicitly if one of the dispatch factors is expressed by the others, which is generally assumed: \( \nu_{\alpha h} = 1 - \sum_{k \in \mathcal{C}_a \setminus h} \nu_{\alpha k} \). ◊

### 4.5.4 Type of Problem and Solution

In general, the problem (4.5) represents a nonlinear constrained optimization problem [68]. With nonlinear constraints (4.5b)–(4.5d), the solution space is not convex, thus finding the global optimum cannot be ensured by using numerical methods.

Using a convex objective function (4.5a) and linear(ized) constraints (4.5b)–(4.5d) yields a convex solution space, and the global optimum
can be determined using numerical methods. This latter case should be discussed more extensively in the following section.

### 4.5.5 Convex Case

We now consider optimal dispatch of an energy hub characterized by a constant coupling matrix $C$, what results in a linear transformation of power, thus a linear constraint (4.5b). Accordingly, we denote such a hub *linear energy hub*. Furthermore, we assume the objective function $\mathcal{F}$ in (4.5a) to be convex. Under these conditions, (4.5e) can be ignored because the dispatch factors $\nu_{\alpha k}$ are constant and predefined. Also (4.5d) drops out since it is redundantly covered by (4.5c). The remaining equations (4.5a), (4.5b), and (4.5c) form a problem with convex solution space.

For this type of problem, optimality conditions due to Karush, Kuhn, and Tucker (KKT) are both necessary and sufficient for a global solution point [68,78]. The derivation of these conditions for convex multi-carrier optimal dispatch is given in Appendix B.1. As a result, a general optimality condition for linear hubs can be written as

$$\Psi = \Lambda C$$

where $\Psi$ and $\Lambda$ are vectors that contain the marginal objectives at the input and the output side of the hub, respectively. Accordingly, we denote

- $\Psi$ the vector of *system marginal objectives* and
- $\Lambda$ the vector of *hub marginal objectives*.

$C$ is the constant coupling matrix of the hub as defined in (3.3).

Equations (3.3) and (4.7) show that conversion of power in an energy hub results in a conversion of marginal cost. If the input power is just passed through the hub without being changed, then the coupling is described by a unity matrix. In this case power as well as marginal costs are equal on all sides of the hub. If conversion takes place in the hub, then the coupling matrix differs from a unity matrix, and power as well as marginal costs are related in a similar way:

\[
\text{no conversion: } L = P \iff \Psi = \Lambda \\
\text{conversion: } L = CP \iff \Psi = \Lambda C
\]
Table 4.1: Electricity and Multi-Carrier Optimal Dispatch.

<table>
<thead>
<tr>
<th>Electricity optimal dispatch</th>
<th>Multi-carrier optimal dispatch</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>$P_\alpha$</td>
</tr>
<tr>
<td>$P_2$</td>
<td>$P_\beta$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$P_N$</td>
<td>$P_\omega$</td>
</tr>
<tr>
<td><strong>Constraint:</strong></td>
<td><strong>Constraint:</strong></td>
</tr>
<tr>
<td>$P_1 + P_2 + \ldots + P_N = P_L$</td>
<td>$L = C P$</td>
</tr>
<tr>
<td><strong>Optimality condition:</strong></td>
<td><strong>Optimality condition:</strong></td>
</tr>
<tr>
<td>$\lambda_1 = \lambda_2 = \ldots = \lambda_N = \lambda_L$</td>
<td>$\Psi = \Lambda C$</td>
</tr>
</tbody>
</table>

Similar to the well-known economic dispatch rule for generators in an electrical system, the “equal incremental cost” rule [60, 65], Equation (4.7) represents a general condition for optimally dispatching the supply of linear energy hubs. Table 4.1 compares the classical approach for electricity with the multi-carrier approach. In the simplest case, only conservation of power has to be regarded as a constraint. The resulting optimality condition concerns the marginal cost of generators ($\lambda_1, \lambda_2, \ldots, \lambda_N$), or, in the multi-carrier approach, the marginal cost of the energy carriers at the hub inputs and outputs ($\Psi$ and $\Lambda$, respectively).

Equation (4.7) represents also a new principle for optimally dispatching co- and trigeneration systems. In contrast to other models such as presented in [82], (4.7) provides a general marginal cost based optimization rule which can be applied to any converter configuration described by $L = C P$, independent of technological details. However, restrictions arising from technological characteristics can be considered if wanted. The application of the dispatch rule (4.7) for determining the optimal operation of a cogeneration plant is demonstrated in Section 5.1.1.
4.6 Multi-Carrier Optimal Power Flow

In this section optimization of energy flows in a system of interconnected energy hubs is investigated. Since the problem covers power transmission and conversion, it comes down to an optimal power flow problem. Carpentier defined electricity optimal power flow as “the determination of the complete state of a power system corresponding to the best operation within security constraints” [14]. This definition is slightly modified for the multi-carrier case.

Definition 2 Multi-carrier optimal power flow is the determination of an optimal operating policy of an energy system and its complete state, including transmission and conversion of multiple energy carriers within security constraints.

The energy system is characterized by the hubs’ coupling matrices $C_i$ and network parameters and topologies. For specified hub loads $L_i$, the optimal hub inputs $P_i$, dispatch factors $\nu_{iak}$, and network power flows $F_\alpha$ can be determined. Here $i$ indicates the hub, $\alpha$ the energy carrier, and $k$ the converter, respectively.

Mathematically, multi-carrier optimal power flow is stated as a nonlinear constrained optimization problem according to the general form (4.2). Therefore an objective and constraint functions have to be formulated.

4.6.1 Objective

Considering a system of interconnected energy hubs, an objective function as discussed in Section 4.3 may depend the consumption of the energy hubs $P_i$, the dispatch factors $\nu_{iak}$, and the network flows $F_\alpha$, where $i \in \mathcal{H}$, $\alpha \in \mathcal{E}$, and $k \in \mathcal{C}_{i\alpha}$.

4.6.2 Constraints

The feasible region of the optimization problem is defined by a number of constraint functions. Equality constraints are given by the power flow equations of the hubs (3.39) and the networks (3.40). Inequality constraints arise from power limitations of the hub inputs $P_i$ and network flows $F_\alpha$. The corresponding lower and upper limits are defined in
vectors $\mathbf{P}_i$, $\mathbf{P}_i^*$, $\mathbf{F}_\alpha$, and $\mathbf{F}_\alpha^*$, respectively. Not only the hub inputs but also the individual converter inputs $P_{iak}$ can be limited ($i$ indicates the hub, $\alpha$ the energy carrier, and $k$ the converter, respectively). Lower and upper limits of $P_{iak}$ are defined as $P_{iak}$ and $\overline{P}_{iak}$, respectively. Finally it has to be regarded that all dispatch factors $\nu_{iak}$ are limited by zero and one.

Other restrictions specific for certain system components are not considered in the following general problem statement, but can be included in a straightforward manner. Examples of further constraints which are commonly taken into account are

- voltage and pressure limits,
- real and reactive power limits of generators, and
- compression ratio and flow limits of gas compressors.

Such limits are considered in the example in Section 5.2.

### 4.6.3 Problem Statement

The multi-carrier optimal power flow problem is formulated according to the general NLP structure (4.2):

$$\begin{align*}
\text{Minimize} & \quad \mathcal{F} (\mathbf{P}_i, \nu_{iak}, \mathbf{F}_\alpha) \\
\text{subject to} & \quad L_i - C_i \mathbf{P}_i = 0 \quad \forall i \in \mathcal{H} \\
& \quad G_\alpha = 0 \quad \forall \alpha \in \mathcal{E} \\
& \quad P_i \leq \mathbf{P}_i \leq \overline{P}_i \quad \forall i \in \mathcal{H} \\
& \quad \mathbf{F}_\alpha \leq \mathbf{F}_\alpha \leq \overline{F}_\alpha \quad \forall \alpha \in \mathcal{E} \\
& \quad P_{iak} \leq \nu_{iak} P_{iak} \leq \overline{P}_{iak} \quad \forall i \in \mathcal{H}, \forall \alpha \in \mathcal{E}, \forall k \in \mathcal{C}_{i\alpha} \\
& \quad 0 \leq \nu_{iak} \leq 1 \quad \forall i \in \mathcal{H}, \forall \alpha \in \mathcal{E}, \forall k \in \mathcal{C}_{i\alpha}
\end{align*}$$

Note that the remarks from Section 4.5.3 apply here as well.

### 4.6.4 Type of Problem and Solution

In general, the problem (4.9) represents a nonlinear constrained optimization problem. The solvability of this problem depends on the actual
system description used. When the objective function is convex and all constraints are expressed as linear equations, then the solution space is convex and the global optimum can be determined using numerical methods. In this case, the KKT optimality conditions apply, which are derived in Appendix B.2.

With a concave objective function and/or nonlinear constraints such as (3.34), the solution space is no longer convex [83]. Numerical methods can be used in this case as well, but it cannot be ensured that the global optimum is achieved.

When an overall penalty such as total energy cost is minimized, the resulting marginal objectives related to the optimization variables are of interest. Considering not only a single hub but a system of interconnected energy hubs, we end up with different marginal objective vectors $\Psi_i$ and $\Lambda_i$ at different hubs $i$. Then $\Psi_i$ is a vector of locational marginal objectives (e.g., locational marginal prices), i.e., marginal objectives related to the nodes which connect hub $i$ with the networks [69]. The vector $\Lambda_i$ contains hub marginal objectives related to the outputs of hub $i$.

In Section 5.2, the multi-carrier optimal power flow approach is applied to a system of three energy hubs interconnected by electricity and natural gas networks.

### 4.6.5 Inclusion of Storage

It was mentioned before that investigating optimal storage utilization requires to consider multiple time periods. Multi-period multi-carrier optimal dispatch and power flow can be stated based on the problem definitions (4.5) and (4.9), respectively, which can be extended to multi-period approaches according to (4.4). Besides the multi-period extension, a few other modifications have to be carried out in order to account for characteristics of the storage elements. The storage elements are modeled as outlined in Section 3.3.

When storage elements are present in the system, the objective function may also depend on the stored energies $E_t^i$, where $i$ indicates the hub, and $t$ denotes the time period. Equivalent storage power flow vectors $M_{i}^{eq}$ have to be considered in the hub flow equations, as done in (3.20). Standby losses can be included in this equation as additional energy to
Figure 4.1: Storage energy $E_{i\alpha}$ at different time periods. $E_{i\alpha}^t$ refers to the energy stored at the end of period $t$.

be recharged in each period:

$$M_{i}^{\text{eq} t} = S_i^t \dot{E}_i^t = S^t \left[ E_i^t - E_i^{(t-1)} + E_i^{\text{stb}} \right]$$ (4.10)

As indicated in Figure 4.1, the vector $E_i^t$ denotes the stored energies at the end of period $t$; $E_i^{\text{stb}}$ represents the standby energy losses per period in hub $i$.

Besides that, additional inequality constraints have to be included in order to account for power and energy limits. Minimal and maximal storage powers have to be regarded. For the sake of simplicity, it is assumed that only one storage element is available in the hub for each energy carrier, which can be connected at any side of the hub. At the input side, where the energy carriers $\rho \in \mathcal{E}$ are stored, lower and upper limits $Q_{i\rho}$ and $\bar{Q}_{i\rho}$ have to be regarded, respectively. At the output side of the hub, where the energy carriers $\sigma \in \mathcal{E}$ are stored, the corresponding limits $M_{i\sigma}$ and $\bar{M}_{i\sigma}$ apply. The power limits corresponds to energy ramping limits, since they determine how much the storage energy can change within one period. Besides power (or energy ramping), the storage energies have to be limited. The limits are stated in vectors $\vec{E}_i$ and $\bar{E}_i$. In order to obtain sustainable storage utilization, the storage contents at the end of the last period $E_i^{N_i}$ should be equal to the contents before the first period, which is denoted $E_i^0$.\footnote{This is an intuitive assumption which could be reconsidered against the background of a liberalized market environment. Under certain circumstances, it could be reasonable to exploit the storage more or less, ending up with lower or higher storage energy at the end of the last period.}
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With these extensions, multi-period multi-carrier optimal power flow can be stated as follows:

Minimize \( \mathcal{F} = \sum_{t=1}^{N_t} \mathcal{F}^t (P_i^t, \nu^t_{i\alpha k}, E_i^t, F^t_\alpha) \) \hspace{1cm} (4.11a)

subject to \( L_i^t - C_i^t P_i^t + M_i^{eq^t} = 0 \) \hspace{1cm} \forall t, \forall i \) \hspace{1cm} (4.11b)
\( G^t_\alpha = 0 \) \hspace{1cm} \forall t, \forall \alpha \) \hspace{1cm} (4.11c)
\( P_i \leq P_i^t \leq \overline{P}_i \) \hspace{1cm} \forall t, \forall i \) \hspace{1cm} (4.11d)
\( Q_{i\rho} \leq Q_{i\rho}^t \leq \overline{Q}_{i\rho} \) \hspace{1cm} \forall t, \forall i, \forall \rho \) \hspace{1cm} (4.11e)
\( M_{i\sigma} \leq M_{i\sigma}^t \leq \overline{M}_{i\sigma} \) \hspace{1cm} \forall t, \forall i, \forall \sigma \) \hspace{1cm} (4.11f)
\( E_i \leq E_i^t \leq \overline{E}_i \) \hspace{1cm} \forall t, \forall i \) \hspace{1cm} (4.11g)
\( E_i^0 - E_i^{N_i} = 0 \) \hspace{1cm} \forall i \) \hspace{1cm} (4.11h)
\( F_\alpha \leq F_\alpha^t \leq \overline{F}_\alpha \) \hspace{1cm} \forall t, \forall \alpha \) \hspace{1cm} (4.11i)
\( P_{i\alpha k} \leq \nu_{i\alpha k}^t P_{i\alpha} \leq \overline{P}_{i\alpha k} \) \hspace{1cm} \forall t, \forall i, \forall \alpha, \forall k \) \hspace{1cm} (4.11j)
\( 0 \leq \nu_{i\alpha k}^t \leq 1 \) \hspace{1cm} \forall t, \forall i, \forall \alpha, \forall k \) \hspace{1cm} (4.11k)

where \( t \in \{1, 2, \ldots, N_t\}; i \in \mathcal{H}; \alpha, \beta \in \mathcal{E}; k \in C_{i\alpha}. \) Energy carriers \( \rho \in \mathcal{E} \) are stored at the input side of the hub, the carriers \( \sigma \in \mathcal{E}, \sigma \neq \rho \) are stored at the output side.

**Remark 4.3** The constraint (4.11h) may be relieved in order to allow exploiting stored energy. A reasonable problem formulation would then penalize the energy mismatch between \( E_i^{N_i} \) and \( E_i^0. \)

**Remark 4.4** Removing the network flows \( F_\alpha \) from (4.11a) and neglecting (4.11c), (4.11i), and the index \( i \) in (4.11) yields the corresponding optimal dispatch approach [84], which is not discussed explicitly.

### 4.7 Optimal Hub Coupling

In this section, a rather theoretical approach is developed for determining the optimal coupling matrix of energy hubs. In contrast to the operational optimization problems discussed in the preceding sections, the structure of the hubs, i.e., their coupling matrices, are now subject to optimization. Even if the approach can and will be applied to systems of interconnected energy hubs, it concerns only the structure of the
hubs, not of the networks connecting the hubs. Parameters and topologies of the networks are assumed to be given. The problem is verbally defined as follows.

**Definition 3**  *Optimal hub coupling* is the determination of optimal coupling matrices describing the conversion of multiple energy carriers in energy hubs.  

Mathematically, the problem is stated as a nonlinear constrained optimization problem according to the general form (4.2). The problem can be formulated for a single energy hub or for a system of multiple, interconnected energy hubs.

### 4.7.1 Single Energy Hub

Consider a single energy hub with power in- and outputs $L$ and $P$, respectively. For given loads $L$, both the optimal input $P$ as well as the optimal coupling matrix $C$ can be determined.

For this problem, an objective function may be stated that includes the power supply of the hub $P$. Besides that, certain criteria which include characteristics of the coupling matrix $C$ could be included in the objective function in order to account for desired technological features of the coupling. The objective function is thus a function of the hub’s power input $P$ and the coupling matrix $C$.

The problem is constrained by the hub flow equation (3.3) and limitations of the input $P$, specified in vectors $P$ and $\bar{P}$. Additional inequalities are given by the characteristics of the coupling matrix (3.4) and (3.5).

Finally, the problem is mathematically stated according to the general NLP structure (4.2):

Minimize $\mathcal{F}(P, C)$  
subject to  
\[ L - C P = 0 \]  
\[ P \leq P \leq \bar{P} \]  
\[ 0 \leq c_{\alpha\beta} \leq 1 \quad \forall \alpha \in \mathcal{E}, \forall \beta \in \mathcal{E} \]  
\[ 0 \leq \sum_{\beta \in \mathcal{E}} c_{\alpha\beta} \leq 1 \quad \forall \alpha \in \mathcal{E} \]
The problem (4.12) represents a nonlinear constrained optimization problem. The constraint (4.12b) contains the product of the optimization variables $C$ and $P$, therefore it represents a nonlinear constraint, and convexity of the feasible region cannot be guaranteed. NLP techniques can be employed to find at least a local solution, but again it cannot be ensured that the global optimum is reached. Two major complications can be expected when using numerical solvers:

1. The problem may have an infinite number of (equally optimal) solutions, whereas not all of them are technically reasonable.

2. The obtained solution may depend on the starting point (initial values) given to the solver.

A simple ad hoc solution to overcome the problem of infinite solutions is to include a proper term related to the coupling matrix in the objective function. The second problem can be eliminated by starting the optimization routine at technically reasonable values, what includes the risk that unexpected, unconventional solutions may remain undiscovered. The following example should demonstrate these problems.

**Example 4.1** Consider a three-dimensional load vector which contains electricity, gas, and heat load powers, respectively:

$$L = \begin{bmatrix} 1 & 1 & 1 \end{bmatrix}^T \text{pu} \quad (4.13)$$

The loads are supplied by three corresponding infrastructures, which connect the loads via an energy hub. The optimal coupling matrix $C$ and power input $P$ of the hub can be determined. The objective function to be minimized is stated as the sum of the squared input powers. According to (4.12), the problem is formulated as follows:

\[
\begin{align*}
\text{Minimize} & \quad P_e^2 + P_g^2 + P_h^2 \\
\text{subject to} & \quad L - CP = 0 \\
& \quad P \geq 0 \\
& \quad 0 \leq c_{\alpha\beta} \leq 1 \\
& \quad 0 \leq \sum_{\beta=e,g,h} c_{\alpha\beta} \leq 1
\end{align*}
\]
The optimal input yielding a minimal objective is evident:

\[
P = \begin{bmatrix} P_e & P_g & P_h \end{bmatrix}^T = \begin{bmatrix} 1 & 1 & 1 \end{bmatrix}^T \text{pu} \quad (4.15)
\]

It can be achieved with different coupling matrices \( C \), for example:

\[
\begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}; \quad \begin{bmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{bmatrix}; \quad \frac{1}{3} \begin{bmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{bmatrix}; \quad \frac{1}{2} \begin{bmatrix} 0 & 1 & 1 \\ 1 & 0 & 1 \\ 1 & 1 & 0 \end{bmatrix} \quad (4.16)
\]

All matrices result in the same optimum, and there is an infinite number of other optimal solutions for \( C \). However, in this case the coupling described by the very left matrix is possibly the most reasonable one to implement, since it corresponds to directly connecting inputs and outputs. Realization of the second matrix for instance would require a thermal-electrical conversion which is usually less efficient and more expensive than a transmission line. The fourth matrix establishes the coupling without any direct connections, all input powers are converted into other forms. \( \Diamond \)

A more extensive application example of this approach is presented in Section 5.4.1.

### 4.7.2 System of Interconnected Energy Hubs

Optimal coupling matrices can also be determined for multiple energy hubs interconnected by different energy infrastructures. For given loads \( L_i \), both the optimal inputs \( P_i \) as well as the optimal coupling matrices \( C_i \) can be determined, where \( i \in \mathcal{H} \).

For this problem, an objective function may be stated that includes the supply of the hubs \( P_i \), the coupling matrices \( C_i \), and the network flows \( F_\alpha \).

Similar to (4.12), the problem is constrained by the hub flow equations (3.39); also the network flow equations (3.40) have to be included. Hub input limitations specified in vectors \( \mathbf{P}_i \) and \( \mathbf{P}_i \) as well as link flow limits defined in \( \mathbf{E}_\alpha \) and \( \mathbf{F}_\alpha \) represent inequality constraints. Characteristics of the coupling matrices (3.4) and (3.5) have to be regarded for all hubs.
Mathematically, the problem is formulated in the following way:

\[
\begin{align*}
\text{Minimize} & \quad F(P_i, C_i, F_\alpha) \quad (4.17a) \\
\text{subject to} & \quad L_i - C_i P_i = 0 \quad \forall i \in \mathcal{H} \quad (4.17b) \\
& \quad G_\alpha = 0 \quad \forall \alpha \in \mathcal{E} \quad (4.17c) \\
& \quad P_i \leq P_i \leq \overline{P}_i \quad \forall i \in \mathcal{H} \quad (4.17d) \\
& \quad F_\alpha \leq F_\alpha \leq \overline{F}_\alpha \quad \forall \alpha \in \mathcal{E} \quad (4.17e) \\
& \quad 0 \leq \sum_{\beta \in \mathcal{E}} c_{i\alpha \beta} \leq 1 \quad \forall i \in \mathcal{H}, \forall \alpha \in \mathcal{E} \quad (4.17f) \\
& \quad 0 \leq c_{i\alpha \beta} \leq 1 \quad \forall i \in \mathcal{H}, \forall \alpha \in \mathcal{E}, \forall \beta \in \mathcal{E} \quad (4.17g)
\end{align*}
\]

Similar to (4.12), the problem (4.17) generally represents a nonlinear and nonconvex constrained optimization problem. However, due to additional nonlinear constraints (4.17c), the discussed issues might even be more severe.

In Section 5.4.2, this approach is applied to a system of two energy hubs interconnected by electricity and natural gas networks.

### 4.8 Optimal Hub Layout

In contrast to the previous section, where mathematical optima are determined, this section investigates the structural problem in a more practical manner.

When designing energy hubs, a limited number of hub elements (converters and storage devices) are available, which may show different technical, environmental, and economic characteristics. Different combinations of the available elements will result in different hub characteristics. In order to obtain the desired performance, optimization can be employed; the corresponding problem is defined as follows.\(^2\)

**Definition 4**  
*Optimal hub layout* is the selection of elements to be placed in an energy hub from a given set of converter and storage elements in order to achieve best overall performance. \(\diamond\)

\(^2\)A similar problem is known in process/manufacturing industry—the “optimal plant layout” problem. Reference [67] defines an optimal plant layout as “the arrangement of machinery and flow of materials from one facility to another, which minimizes material-handling costs while considering any physical restrictions on such arrangements.”
All elements from a given set of converter and storage devices can be characterized consistently by technical, environmental, and economic parameters, for example power and energy ratings, energy efficiencies, standby losses, emissions, operation cost, maintenance cost, and installation cost. The performance of the hub may depend not only on the elements but also on the situation outside of the hub, i.e., the supplying infrastructures and the loads. For example, certain elements will perform well in low load situations, while others may be advantageous when the loads are high. The supply infrastructures may be characterized by (time-dependent) energy prices and availability, which is another aspect to consider. For example, utilization of a certain element may be profitable as long as electricity is cheaper than natural gas. Another example which may influence the value of a converter or storage element significantly is the possibility of selling power to the grids. Also the combination of elements is important. Certain devices may perform well only when they are used together with others. For example, operation of an electricity-controlled CHP device may require a thermal storage when no heat is needed at the same time.

These considerations yield the conclusion that the whole system—supply infrastructures, energy hub, and loads—has to be considered when determining the optimal hub layout. Therefore the optimization model integrates the hub in the supply and load environment/situation in which it has to perform. A multi-period optimization is performed for given (or expected) loads and energy prices. The optimization model comprises on/off-type variables assigned to each element from the set of available elements; this integer variable represents the decision whether an element is used in the hub or not.

4.8.1 Objective

For economic optimization, the objective function should penalize the cost for energy, operation, maintenance and installation. The installation costs are fixed costs which occur if the element is used for the hub, i.e., when the corresponding decision variable is equal to one. Maintenance and operation costs are normally dependent on the operation of the device. The cost for energy depend on the operation of the hub as well, which is determined by the loads. It can be concluded that the objective function generally depends on the decision variables as well as on the energy and power quantities related to the hub and its elements.
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4.8.2 Constraints

Similar to (4.11), constraints are given by the hub and network models. Restrictions related to the individual elements include the integer variables which decide whether an element is used or not. In the latter case, the element’s constraint is multiplied by zero, thereby eliminated. Additional constraints could for example limit the total installation or operating cost for the hub. As mentioned in Section 4.4.3, a multi-period approach could also include constraints related to the change of a quantity between two time periods, such as ramping, minimum up-/downtimes, etc. For the sake of simplicity, such limits are not considered, but can be included in the approach. Furthermore, a single hub is considered only, i.e., network constraints are not included.

4.8.3 Problem Statement

For the problem statement, decision variables have to be introduced that keep the information whether an element is used in the optimal layout or not. For an element A, an integer variable $I_A$ is introduced, which is

$$I_A = \begin{cases} 1 & \text{if element A is part of the optimal layout} \\ 0 & \text{else} \end{cases} \quad (4.18)$$

The problem is basically defined as (4.11), but all elements’ quantities are multiplied with their corresponding decision variables. If $I_A = 1$, then element A is considered in the model equations; if $I_A = 0$, the related quantities, equations, and constraints vanish. This is shown in the following example.

Example 4.2 Consider the energy hub in Figure 4.2, which converts the input carriers $\alpha$ and $\beta$ into $\gamma$ and $\delta$. With decision variables $I_A, I_B, I_C \in \{0, 1\}$ for elements A, B, and C, respectively, the converter coupling matrix can be stated as

$$C = \begin{bmatrix} I_A \eta^A_{\alpha \gamma} & I_B \nu \eta^B_{\beta \gamma} \\ 0 & I_B \nu \eta^B_{\beta \delta} + I_C (1 - I_B \nu) \eta^C_{\beta \delta} \end{bmatrix} \quad (4.19)$$

The variables $I_A, I_B, and I_C$ can be understood as the states of virtual switches connecting elements A, B, and C with the hub inputs. ◊
Chapter 4. Optimization

Figure 4.2: Example hub with optional elements A, B, and C.

Mathematically, the problem is stated as follows:

Minimize \[ \mathcal{F} = \sum_{t=1}^{N_t} \mathcal{F}^t(P^t, \nu_{\alpha k}^t, E^t, I_{\alpha k}, J_{\alpha}) \] (4.20a)

subject to

\[ L^t - C^t P^t + M^{eq t} = 0 \quad \forall t \] (4.20b)

\[ P \leq P^t \leq \bar{P} \quad \forall t \] (4.20c)

\[ J_{\rho} Q^t_{\rho} \leq J_{\rho} Q^t_{\rho} \leq J_{\rho} Q^t_{\bar{\rho}} \quad \forall t, \forall \rho \] (4.20d)

\[ J_{\sigma} M^t_{\sigma} \leq J_{\sigma} M^t_{\sigma} \leq J_{\sigma} \overline{M}_{\sigma} \quad \forall t, \forall \sigma \] (4.20e)

\[ J_{\alpha} E^t_{\alpha} \leq J_{\alpha} E^t_{\alpha} \leq J_{\alpha} \overline{E}_{\alpha} \quad \forall t, \forall \alpha \] (4.20f)

\[ J_{\alpha} (E^0_{\alpha} - E^N_{\alpha}) = 0 \quad \forall \alpha \] (4.20g)

\[ I_{\alpha k} P^t_{\alpha k} \leq I_{\alpha k} \nu^t_{\alpha k} P^t_{\alpha k} \leq I_{\alpha k} \overline{P}_{\alpha k} \quad \forall t, \forall \alpha, \forall k \] (4.20h)

\[ 0 \leq I_{\alpha k} \nu^t_{\alpha k} \leq 1 \quad \forall t, \forall \alpha, \forall k \] (4.20i)

where \( I_{\alpha k}, J_{\alpha} \in \{0, 1\}; \ t \in \{1, 2, \ldots, N_t\}; \ \alpha, \beta \in \mathcal{E}; \ k \in \mathcal{C}_{\alpha}. \) Energy carriers \( \rho \in \mathcal{E} \) are stored at the input side of the hub, the carriers \( \sigma \in \mathcal{E}, \ \sigma \neq \rho \) are stored at the output side.

Note that the converter and storage coupling matrices are functions of the decision variables \( I_{\alpha k} \) and \( J_{\alpha} \), which is not explicitly visible in (4.20b).

**Remark 4.5** Additional constraints related to the decision variables \( I_{\alpha k} \) and \( J_{\alpha} \) can be simply added to (4.20). For example, the number of converter elements can be limited. ◇

**Remark 4.6** For software implementation, a more appropriate con-
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The constraint formulation can be used similar to (4.6):

\[ I_A h \leq I_A h(x_A) \leq I_A \bar{h} \ \iff \ \begin{cases} 
I_A \left[ h(x_A) - \bar{h} \right] \leq 0 \\
I_A \left[ \bar{h} - h(x_A) \right] \leq 0 
\end{cases} \] (4.21)

where \( x_A \) is an optimization variable related to element A, and \( I_A \) is the decision variable for A. ◇

4.8.4 Type of Problem and Solution

The problem (4.20) represents a mixed-integer nonlinear constrained problem. Both the objective function as well as the constraints may include nonlinearities and discontinuities, which results in a nonconvex solution space. Numerical solvers can be used to find a solution, but it cannot be ensured that the global optimum has been achieved.
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Application

The intention of this chapter is to demonstrate possible applications and basic features of the developed optimization models. Based on more or less realistic assumptions, various elementary, rather small-scaled application examples are elaborated. Some experience with numerical solvers is reported and application to realistically-sized problems is discussed.

5.1 Multi-Carrier Optimal Dispatch

In this section, optimal dispatch of a single energy hub is exemplified. First, the solution of convex and nonconvex problems is demonstrated, then two possible extensions are shown: bi-objective optimization considering cost and emissions, and multi-period optimization of an energy hub.

5.1.1 Convex Dispatch

In this example, application of the general optimality condition for convex multi-carrier optimal dispatch (4.7) is demonstrated. We consider a linear energy hub as shown in Figure 5.1. The hub contains a direct connection to the electricity network (assumed lossless), a combined heat and power (CHP) plant, and a heat exchanger (HE) which connects the
load with the heating infrastructure. Electricity and heat loads can be met by directly consuming the required power from the corresponding networks or by generating part (or all) of the load power with the CHP.

The power flows through the hub should be optimized for a specific snapshot of the load aiming at minimal energy cost. Required loads are given with $L_e = 2$ pu and $L_h = 5$ pu. The CHP is assumed to operate with constant efficiencies $\eta_{\text{CHP}}^{ge} = 0.3$ (gas-electricity) and $\eta_{\text{CHP}}^{gh} = 0.4$ (gas-heat). The efficiency of the heat exchanger is $\eta_{\text{HE}}^{hh} = 0.9$. We assume a convex objective function that reflects the total energy cost for the hub in the time period considered in monetary units (mu), where costs of the individual energy carriers are modeled as quadratic functions of the corresponding powers in power units (pu):

$$\text{TC} = \sum_{a=e,g,h} \left( a_\alpha P_\alpha + b_\alpha P_\alpha^2 \right)$$

The coefficients $a_\alpha$ and $b_\alpha$ assumed for this example are given in Table 5.1. Figure 5.2 plots the total cost TC as functions of the hub’s input powers. The minimum of TC can already be identified in the plot, but now application of the general optimality condition should be demonstrated.

The question to be answered is: Which input vector $P$ minimizes the total energy cost TC? Without considering limitations of the power input, we can formulate a convex problem of the structure (4.5a) and (4.5b). The KKT optimality conditions apply and they are now used to solve the problem.

Therefore we have to state and solve (4.5b) (transformation of power) and (4.7) (marginal cost relation). Both equations include the coupling
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Table 5.1: Objective Function Coefficients.

<table>
<thead>
<tr>
<th>Carrier (α)</th>
<th>$a_\alpha$ in mu/pu</th>
<th>$b_\alpha$ in mu/pu$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electricity (e)</td>
<td>12</td>
<td>0.12</td>
</tr>
<tr>
<td>Natural gas (g)</td>
<td>5</td>
<td>0.05</td>
</tr>
<tr>
<td>Heat (h)</td>
<td>4</td>
<td>0.04</td>
</tr>
</tbody>
</table>

mu . . . monetary units; pu . . . per unit

Figure 5.2: Total energy cost TC in monetary units (mu) versus input powers $P_e$, $P_g$, and $P_h$ in power units (pu). Note that $P_e$, $P_g$, and $P_h$ are related to each other by (5.4).
matrix $\mathbf{C}$ which can be derived from the converter efficiencies and the topology of the hub (as outlined in Section 3.2):

$$
\mathbf{C} = \begin{bmatrix}
c_{ee} & c_{ge} & c_{he} \\
c_{eh} & c_{gh} & c_{hh}
\end{bmatrix} = \begin{bmatrix}
1 & 0.3 & 0 \\
0 & 0.4 & 0.9
\end{bmatrix}
$$

(5.2)

The dispatch rule (4.7) includes also the vector of system marginal objectives, in this case system marginal cost (SMC) denoted $\mathbf{\Psi}$. Its elements $\Psi_\alpha$ can be calculated as the partial derivatives of the total cost $\text{TC}$ from (5.1) with respect to the input powers $P_\alpha$:

$$
\Psi_\alpha = \frac{\partial \text{TC}}{\partial P_\alpha} = a_\alpha + 2b_\alpha P_\alpha
$$

(5.3)

where $\alpha = e, g, h$. Now (4.5b) and (4.7) can be formulated for the given problem:

$$
\begin{bmatrix}
2 \\
5
\end{bmatrix}
\mathbf{L} -
\begin{bmatrix}
1 & 0.3 & 0 \\
0 & 0.4 & 0.9
\end{bmatrix}
\begin{bmatrix}
P_e \\
P_g \\
P_h
\end{bmatrix} =
\begin{bmatrix}
0 \\
0
\end{bmatrix}
$$

(5.4)

$$
\begin{bmatrix}
a_e + 2b_e P_e \\
a_g + 2b_g P_g \\
a_h + 2b_h P_h
\end{bmatrix}^T -
\begin{bmatrix}
\Lambda_e \\
\Lambda_g \\
\Lambda_h
\end{bmatrix}^T
\begin{bmatrix}
1 & 0.3 & 0 \\
0 & 0.4 & 0.9
\end{bmatrix} =
\begin{bmatrix}
0 \\
0
\end{bmatrix}^T
$$

(5.5)

Note that (5.4) is underdetermined, which indicates the potential for optimization. Together with (5.5), a system of 5 linear (scalar) equations with 5 unknowns (elements of $\mathbf{P}$ and $\mathbf{\Lambda}$) is achieved, which is straightforward to solve. The unique solution is found at

$$
\mathbf{P} = \begin{bmatrix}
0.430 \\
5.235 \\
3.229
\end{bmatrix} \text{ pu; } \mathbf{\Lambda} = \begin{bmatrix}
12.103 & 4.732
\end{bmatrix} \text{ mu/pu}
$$

(5.6)

For the given situation, the vector $\mathbf{P}$ yields minimal total energy cost $\text{TC} = 46.054 \text{ mu}$. In this optimal operation point, the CHP converts
Figure 5.3: Energy hub with combined heat and power (CHP) plant. Input powers $P_e$, $P_g$, and $P_h$, load powers $L_e$ and $L_h$.

5.235 pu of natural gas into electricity and heat. $\Lambda$ contains the hub marginal cost (HMC) for electricity and heat appearing at the output side of the hub. The marginal cost at the input side of the hub, the system marginal cost (SMC), can be calculated from the results according to (5.3):

$$\Psi = \begin{bmatrix} 12.103 & 5.524 & 4.258 \end{bmatrix} \text{mu/pu} \quad (5.7)$$

It can be observed that the marginal cost of heat increase between the input and the output of the hub from 4.258 to 4.732 mu/pu, which origins from 10% losses in the heat exchanger ($\eta_{HH} = 0.9$). The marginal cost of electricity are equal on both sides of the hub since the connection is assumed to be lossless.

### 5.1.2 Nonconvex Dispatch

In this example, the flows through a nonlinear energy hub characterized by a variable coupling matrix should be dispatched optimally. Figure 5.3 shows the simple hub which basically consists of a combined heat and power (CHP) unit. The hub is supplied with electricity, natural gas, and district heat, and delivers electricity and heat to the loads.

The conversion efficiencies of the CHP are not constant over its operating range (see, e.g., [9, 85]). Assume that the efficiencies have been determined experimentally at four different operating states. Table 5.2 gives the corresponding data.

For the optimization, the energy efficiencies have to be expressed as continuous functions of the gas input, therefore the measured data are
Table 5.2: Measured CHP Efficiencies.

<table>
<thead>
<tr>
<th>Gas input $P_g$ in kW</th>
<th>Gas-electricity $\eta_{ge}$</th>
<th>Gas-heat $\eta_{gh}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.18</td>
<td>0.38</td>
</tr>
<tr>
<td>50</td>
<td>0.32</td>
<td>0.39</td>
</tr>
<tr>
<td>75</td>
<td>0.36</td>
<td>0.37</td>
</tr>
<tr>
<td>100</td>
<td>0.37</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Table 5.3: Parameters of Polynomial Fit.

<table>
<thead>
<tr>
<th>Order $i$</th>
<th>$q_{gei}$</th>
<th>$q_{ghi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$-130 \cdot 10^{-3}$</td>
<td>260 $\cdot 10^{-3}$</td>
</tr>
<tr>
<td>1</td>
<td>167 $\cdot 10^{-4}$</td>
<td>8 $\cdot 10^{-3}$</td>
</tr>
<tr>
<td>2</td>
<td>$-192 \cdot 10^{-6}$</td>
<td>$-152 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>3</td>
<td>747 $\cdot 10^{-9}$</td>
<td>853 $\cdot 10^{-9}$</td>
</tr>
</tbody>
</table>

fitted with the following functions:

$$
\eta_{ge} (P_g) = \sum_{i=0}^{3} q_{gei} P_g^i \tag{5.8a}
$$

$$
\eta_{gh} (P_g) = \sum_{i=0}^{3} q_{ghi} P_g^i \tag{5.8b}
$$

The resulting coefficients $q_{gei}$ and $q_{ghi}$ are given in Table 5.3. Figure 5.4 plots the measured as well as the fitted energy efficiencies of the CHP plant.

For the optimization constraints, the coupling matrix of the hub is needed. It contains the power-dependent efficiencies from (5.8):

$$
C (P) = \begin{bmatrix}
1 & \eta_{ge} (P_g) & 0 \\
0 & \eta_{gh} (P_g) & 1
\end{bmatrix} \tag{5.9}
$$

The flows through the hub should be optimized for a given required output:

$$
L = \begin{bmatrix}
L_e & L_h
\end{bmatrix}^T = \begin{bmatrix}
50 & 100
\end{bmatrix}^T \text{kW} \tag{5.10}
$$
5.1. Multi-Carrier Optimal Dispatch

Figure 5.4: Measured and fitted energy efficiencies for gas-electric ($\eta_{ge}$) and gas-heat ($\eta_{gh}$) conversion, respectively, as functions of the gas input $P_g$ in kW.

Operation of the CHP device is restricted to the range between 25 kW and 100 kW gas input. The other hub inputs have a lower limit of zero (the hub is not allowed to export power), but no upper limit:

$$
\begin{bmatrix}
0 \\
25 \\
0
\end{bmatrix} \text{kW} \leq \begin{bmatrix}
P_e \\
P_g \\
P_h
\end{bmatrix} \leq \begin{bmatrix}
\infty \\
100 \\
\infty
\end{bmatrix} \text{kW} \quad (5.11)
$$

The objective to be minimized is again energy cost as stated in (5.1). Cost parameters used in this example are given in Table 5.4. Figure 5.5 plots the objective $TC$ as functions of the different hub input powers. Clearly, these functions are not convex. Note that the same objective function is used as in Section 5.1.1, but due to the nonlinear structure of Equations (5.8), the functions $TC(\cdot)$ are nonconvex.¹ Consider for example $TC(P_g)$, which shows minima at $P_g = 65$ kW and $P_g = 100$ kW.

¹This originates from the nonlinear relations between $P_e$, $P_g$, and $P_h$. Note that these variables are not independent but related to each other by $L = CP$. For a given gas input, electrical and thermal inputs can be calculated.
Table 5.4: Objective Function Coefficients.

<table>
<thead>
<tr>
<th>Carrier (α)</th>
<th>$a_\alpha$ in €-Cent/kW</th>
<th>$b_\alpha$ in €-Cent/kW²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electricity (e)</td>
<td>10</td>
<td>0.01</td>
</tr>
<tr>
<td>Natural gas (g)</td>
<td>5</td>
<td>0.02</td>
</tr>
<tr>
<td>Heat (h)</td>
<td>5</td>
<td>0.03</td>
</tr>
</tbody>
</table>

The total costs at these points are:

$$\text{TC} (P_g = 65 \text{ kW}) = 12.37 \, \text{€} \quad (5.12a)$$
$$\text{TC} (P_g = 100 \text{ kW}) = 12.40 \, \text{€} \quad (5.12b)$$

Thus, the hub is operated optimally at $P_g = 65 \text{ kW}$.

This example was implemented using commercial software for convex NLP problems (“fmincon.m” from the Matlab Optimization Toolbox [86]). The numerical solver is able to find an optimum, but depending on the initial value, it either converges to (5.12a) or (5.12b).

### 5.1.3 Cost-Emission Dispatch

Besides energy cost, operational system emissions are an important criterion in the operation of energy systems. In order to account for both operational energy cost and emissions, bi-objective optimization can be implemented. A composite objective function can be stated that combines cost and emissions. Commonly, cost and emission terms are multiplied by weighting factors. Variation of the weighting factors enables to study the tradeoff between the individual criteria—in this case energy cost and emissions.²

In the previous examples, energy hubs are considered that are supplied with electricity, natural gas, and district heating. Equation (5.1) models energy cost as quadratic functions of the power consumed:

$$\text{TC} = \sum_{\alpha=e,g,h} \left( a_\alpha P_\alpha + b_\alpha P_\alpha^2 \right)$$

²Alternatively, emissions could be included in the optimization by penalizing related cost, e.g., the cost for emission rights.
Figure 5.5: Total energy cost TC in € versus input powers $P_e$, $P_g$, and $P_h$ in kW. Local minimum at $P_g = 100$ kW ($\circ$), global minimum at at $P_g = 65$ kW ($\square$).

Emissions dedicated to an energy hub can be stated in a similar way. Basically, the hub causes emissions in two ways:

1. **Pre-hub emissions** are inherent to the energy carriers consumed by the hub. These emissions accrue in generation (e.g., electric power plants) and transportation (e.g., gas compressor stations).

2. **Hub-internal emissions** are resulting from the operation of hub elements (for example gas turbines).

In this simple example, a single CHP-equipped energy hub as shown in Figure 5.3 is considered. Emissions caused by the hub are modeled as linear functions of the power consumption. All energy carriers available at the hub input are characterized by pre-hub CO$_2$ emissions $c_\alpha^{\text{pre}}$ expressed in kg CO$_2$ per MW consumed. Natural gas is converted within the hub, therefore every MW of gas consumed by the hub causes additional emissions. These hub-internal emissions are reflected by $c_\alpha^{\text{int}}$ (in kg CO$_2$ per MW converted). The total CO$_2$ emissions of the energy hub
Table 5.5: Objective Function Coefficients.

<table>
<thead>
<tr>
<th>Energy carrier (α)</th>
<th>$a_\alpha$ in €/MW</th>
<th>$b_\alpha$ in €/MW$^2$</th>
<th>$c^\text{pre}<em>\alpha + c^\text{int}</em>\alpha$ in kg/MW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electricity (e)</td>
<td>50</td>
<td>0.05</td>
<td>444 + 0</td>
</tr>
<tr>
<td>Natural gas (g)</td>
<td>25</td>
<td>0.25</td>
<td>50 + 168</td>
</tr>
<tr>
<td>Heat (h)</td>
<td>25</td>
<td>0.50</td>
<td>50 + 0</td>
</tr>
</tbody>
</table>

are reflected by the following function:

$$TE = \sum_{\alpha=e,g,h} (c^\text{pre}_\alpha + c^\text{int}_\alpha) P_\alpha$$ (5.13)

Energy cost and emission coefficients assumed for this example are printed in Table 5.5. The coefficient for pre-hub electricity emissions $c^\text{pre}_e$ is based on the power mix in the European Community [73]. Gas and heat emission coefficients $c^\text{pre}_g$ and $c^\text{pre}_h$, respectively, are assumed according to typical transportation losses in these networks. The value for internal hub emissions resulting from CHP operation is taken from [8], it is typical for a combined cycle gas turbine in the few MW range.

For the optimization, cost and emissions are reflected by the following composite objective function:

$$\mathcal{F} = \xi \cdot TC + (1 - \xi) \cdot TE$$ (5.14)

where $\xi$ is the cost-emission weighting factor. It can be adjusted between 0 and 1:

- $\xi = 1$ yields minimal energy cost,
- $\xi = 0$ yields minimal emissions.

With other factors $0 < \xi < 1$, so-called Pareto optimal solutions are obtained [87,88]. Variation of the factor $\xi$ will always result in an increase of one and a decrease of the other objective function component (TC and TE), which means that the criteria are conflicting.

The flows through the energy hub in Figure 5.3 should be optimized for different weighting factors $\xi$. Equation (5.14) provides the objective
function to be minimized. The equality constraint is given by the hub’s power transformation (3.3) which involves the coupling matrix. With gas-electric and gas-heat efficiencies of 30% and 40%, respectively, the coupling matrix results in

\[
C = \begin{bmatrix}
1 & 0.3 & 0 \\
0 & 0.4 & 1
\end{bmatrix}
\] (5.15)

Electricity and heat loads to be met by the hub are assumed as

\[
L = \begin{bmatrix} L_e & L_h \end{bmatrix}^T = \begin{bmatrix} 2 & 5 \end{bmatrix}^T \text{ MW} \] (5.16)

The problem is further constrained by input power limits:

\[
\begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix} \leq \begin{bmatrix} P_e \\
P_g \\
P_h \end{bmatrix} \] (5.17)

Since the objective function (5.14) is convex and all constraints are linear, global optima can be determined for different \( \xi \) with standard NLP solvers. This example is implemented in Matlab using the solver “fmincon.m” [86]. In order to achieve well distributed solutions among the \( \xi \)-range, an adaptive algorithm from [89] is employed.

Figure 5.6 shows the result of the optimization for different weighting factors \( 0 \leq \xi \leq 1 \). The plot clearly shows that cost and emissions are conflicting criteria. Decreasing emissions (by decreasing \( \xi \)) yields increased cost and vice versa. Table 5.6 prints results for the extreme points of the Pareto curve (\( \xi = 0 \) and \( \xi = 1 \)).

<table>
<thead>
<tr>
<th>Result</th>
<th>( \xi = 1 ) (min. cost)</th>
<th>( \xi = 0 ) (min. emissions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC in ( \€ )</td>
<td>234.53</td>
<td>238.83</td>
</tr>
<tr>
<td>TE in kg</td>
<td>975.60</td>
<td>786.32</td>
</tr>
<tr>
<td>( P_e ) in MW</td>
<td>1.08</td>
<td>0.00</td>
</tr>
<tr>
<td>( P_g ) in MW</td>
<td>3.08</td>
<td>6.67</td>
</tr>
<tr>
<td>( P_h ) in MW</td>
<td>3.77</td>
<td>2.33</td>
</tr>
</tbody>
</table>
Figure 5.6: Pareto front of multi-carrier cost-emission dispatch. $\xi = 1$ yields minimal cost, $\xi = 0$ results in minimal CO$_2$ emissions.

The Pareto front demonstrates the tradeoff between conflicting objectives, in this case energy cost and CO$_2$ emissions. It provides a tool for the decision maker who finally has to find the most suitable solution among the range of $\xi$.

### 5.1.4 Multi-Period Dispatch

In the following, the multi-period optimization approach presented in Section 4.6.5 is applied to the example hub shown in Figure 5.7. The hub contains an electrical transformer, a CHP plant, a gas furnace, and a heat storage. The data of these elements are given in Table 5.7. Electricity can be consumed from the grid or generated with the CHP unit. The heat load can be supplied by converting natural gas with the furnace and/or the CHP, and/or exploiting the heat storage.

According to the general model (3.24), the hub can be described by a converter and a storage coupling matrix, respectively:

$$ C = \begin{bmatrix} \eta_{ee}^T & \nu \eta_{ge}^{\text{CHP}} \\ 0 & \nu \eta_{gh}^{\text{CHP}} + (1 - \nu) \eta_{gh}^F \end{bmatrix} $$

$$ S = \begin{bmatrix} 0 \\ 1/e_h \end{bmatrix} $$

(5.18)
Figure 5.7: Example hub containing a transformer, a CHP unit, a gas furnace, and a heat storage.

where

\[
e_h = \begin{cases} 
  e_h^+ & \text{if } M_h \geq 0 \text{ (charging/standby)} \\
  1/e_h^- & \text{else (discharging)} 
\end{cases} \tag{5.19}
\]

The dispatch factor \( \nu \) in (5.18) describes the dispatch of the total gas input to the CHP and the furnace (see Section 3.2.2).

Figure 5.8 shows the assumed 24 × 1 hour load curves and energy prices. Electricity and heat loads are aggregated for a number of individual consumers which have to be supplied by the hub. The curves represent a typical mixed commercial/residential load on a summer day in central Europe. The tariff system for electricity includes three different prices, whereas the natural gas price is constant over the day.

Operation of the hub is optimized according to the total energy cost accruing in the 24 periods. The function to be minimized is

\[
TC = \sum_{t=1}^{24} \left( a^t_e P^t_e + a^t_g P^t_g \right) \tag{5.20}
\]

where \( P^t_e \) and \( P^t_g \) are the electricity and gas powers consumed by the hub at period \( t \), respectively; \( a^t_e \) and \( a^t_g \) are the cost coefficients (energy prices) for electricity and gas, respectively (see lower plot in Figure 5.8).

The problem is stated according to the general form (4.11). Since we consider a single energy hub only, the network constraints (4.11c) and (4.11i) drop out. For implementation of this example, the Knitro solver is used within the framework of Tomlab and Matlab [86,90,91].
Table 5.7: Data of Hub Elements.

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Transformer</strong></td>
<td><strong>η_{Tee} = 0.98</strong></td>
<td><strong>η_{Tee} = 0.98</strong></td>
<td><strong>η_{Tee} = 0.98</strong></td>
</tr>
<tr>
<td>Efficiency</td>
<td></td>
<td>Min./max. power</td>
<td>0/10 pu</td>
</tr>
<tr>
<td>Min./max. power</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Gas turbine</strong></td>
<td><strong>η_{CHP}^{ge} = 0.35</strong></td>
<td><strong>η_{CHP}^{gh} = 0.45</strong></td>
<td><strong>η_{CHP}^{ge} = 0.35</strong></td>
</tr>
<tr>
<td>Electric efficiency</td>
<td></td>
<td>Thermal efficiency</td>
<td></td>
</tr>
<tr>
<td>Min./max. power</td>
<td></td>
<td></td>
<td>0/5 pu (input)</td>
</tr>
<tr>
<td><strong>Gas furnace</strong></td>
<td><strong>η_{Fgh} = 0.9</strong></td>
<td><strong>η_{Fgh} = 0.9</strong></td>
<td><strong>η_{Fgh} = 0.9</strong></td>
</tr>
<tr>
<td>Efficiency</td>
<td></td>
<td>Min./max. power</td>
<td>0/10 pu</td>
</tr>
<tr>
<td>Min./max. power</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Storage</strong></td>
<td><strong>e_{h}^{+} = 0.9</strong></td>
<td><strong>e_{h}^{-} = 0.9</strong></td>
<td><strong>e_{h}^{+} = 0.9</strong></td>
</tr>
<tr>
<td>Charge efficiency</td>
<td></td>
<td>Discharge efficiency</td>
<td></td>
</tr>
<tr>
<td>Min./max. power</td>
<td></td>
<td>Min./max. energy</td>
<td>−3/3 pu</td>
</tr>
<tr>
<td>Min./max. energy</td>
<td></td>
<td></td>
<td>0.5/3 pu</td>
</tr>
<tr>
<td>Standby losses</td>
<td>0.3 pu</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 5.8: Required load powers and energy prices for 24 hours.
Figure 5.9: Results of multi-period optimal dispatch: hub inputs and storage energy.
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The upper plot in Figure 5.9 shows the resulting optimal hub input powers. The hub’s electricity consumption shows almost the same pattern as the required electricity load. Note that the load peak around noon (periods 11, 12, 13) is significantly reduced. This is reasonable since electricity is expensive at these periods. The second peak in the evening (period 19) is reduced as well. Considering the gas consumption of the hub, it can be observed that it correlates quite well with the heat demand. But gas is also converted at times where no heat is required. For example, at periods 14...17, heat is produced and stored in the heat storage; the stored heat is used in the following periods 18...22, where heat loads are high.

The lower plot in Figure 5.9 shows the stored heat for all 24 periods. Each bar represents the energy stored at the end of the period. The storage is assumed to be half full at the beginning of period 1. Due to the “sustainability constraint” (4.11h), the storage is again half full after period 24. During the first periods, the storage almost keeps its initial energy. Discharging starts as soon as the heat load increases at period 5. After the morning peak, the storage is charged until the evening peak around period 18, where it is discharged again.

The storage is not only important for the heat supply, but—indirectly—also for electricity generation. It enables the CHP to be used for electricity peak shaving around noon. At periods 11 and 13, the CHP generates 2.25 pu of heat, whereas the heat load requires only 1 pu. The difference is compensated by the storage. At period 12, the heat load is 2 pu, and together with the standby losses of 0.3 pu (which have to be compensated each period), the heat production of the CHP (2.25 pu) is exceeded. Consequently, the storage energy slightly decreases in this period. However, without the heat storage it would not be possible to operate the CHP at full power during the periods 11 and 13.

Figure 5.10 shows the optimal conversion of natural gas by the furnace and the CHP unit. Figure 5.11 shows the corresponding dispatch factor \( \nu \) according to (5.18), which defines how much of the total gas input is converted by the CHP. The plots show that most of the gas is converted by the CHP. In this example, the CHP is solely utilized when the electricity price is medium or high (periods 6...22). The general pattern reflects both the high load periods in terms of heat (periods 5...8, 18...22) and the high price period in terms of electricity (periods 11, 12, 13).
Figure 5.10: Results of multi-period optimal dispatch: conversion of natural gas by the CHP and the furnace. CHP input power \( P_{\text{CHP}} \), furnace input power \( P_F \).

Figure 5.11: Results of multi-period optimal dispatch: dispatch factor \( \nu \) according to (5.18).
5.2 Multi-Carrier Optimal Power Flow

In this example, optimal power flow and conversion in a system of interconnected energy hubs will be investigated.

5.2.1 Assumptions

Figure 5.12 shows the structure of the networks and the hubs. System parameters are given in Table 5.8. The system comprises three equal energy hubs which consume electricity and natural gas from the interconnections and provide electricity and heat at their outputs. Each hub is equipped with a gas furnace (F) and a combined heat and power (CHP) plant. The latter element establishes redundancy for the supply of both electricity and heat loads. The electricity network connects generators $G_1$ and $G_2$ with the hub inputs ($P_{1e}$, $P_{2e}$, and $P_{3e}$; note that these are complex apparent power quantities). Natural gas is demanded from an adjacent network N and delivered to the hub inputs ($P_{1g}$, $P_{2g}$, and $P_{3g}$). The gas connections (1, 2) and (1, 3) are equipped with compressors $C_{12}$ and $C_{13}$, respectively.

The energy hubs are characterized by the following coupling matrix:

$$C_i = \begin{bmatrix} 1 & \nu \eta_{ge}^{\text{CHP}} \\ 0 & \nu \eta_{gh}^{\text{CHP}} + (1 - \nu) \eta_{gh}^{\text{F}} \end{bmatrix} \quad i = 1, 2, 3 \quad (5.21)$$

The objective to be minimized is chosen as the total energy cost in the system, which is modeled as quadratic functions of the powers consumed from the sources:

$$TC = \sum_{s=G_1,G_2,N} (a_s + b_s P_s + c_s P_s^2) \quad (5.22)$$

The coefficients $a_s$, $b_s$, and $c_s$ are assumed according to common energy prices in central Europe and given in Table 5.8.

The optimization problem is constrained by the steady-state power flow equations as discussed in Section 3. Further constraints are given by limitations of the nodal voltage magnitudes and pressures, active, reactive, and apparent power output of $G_2$, and compression ratios of $C_{12}$ and
Figure 5.12: Example system of interconnected energy hubs. The network nodes 1, 2, and 3 connect to equal hubs H1, H2, and H3, which contain a combined heat and power (CHP) unit and a gas furnace (F). The system is supplied by the generators G1 and G2, and an adjacent gas network N.
<table>
<thead>
<tr>
<th>Element data</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>El. line (1, 2)</td>
<td>$Z_{12} = 0.3 + j0.9 \text{ pu}, \ Y_{12} = j3.5 \cdot 10^{-6} \text{ pu}$</td>
</tr>
<tr>
<td>El. line (1, 3)</td>
<td>$Z_{13} = 0.2 + j0.6 \text{ pu}, \ Y_{13} = j2.5 \cdot 10^{-6} \text{ pu}$</td>
</tr>
<tr>
<td>El. line (2, 3)</td>
<td>$Z_{23} = 0.1 + j0.4 \text{ pu}, \ Y_{23} = j1.5 \cdot 10^{-6} \text{ pu}$</td>
</tr>
<tr>
<td>$G_1$</td>
<td>slack type, $V_1 = 1\angle0^\circ \text{ pu}, \ a_{G_1} = 0 \text{ mu}, \ b_{G_1} = 10 \text{ mu/pu}, \ c_{G_1} = 0.0010 \text{ mu/pu}^2$</td>
</tr>
<tr>
<td>$G_2$</td>
<td>PQ type, $a_{G_2} = 0 \text{ mu}, \ b_{G_2} = 12 \text{ mu/pu}, \ c_{G_2} = 0.0012 \text{ mu/pu}^2$</td>
</tr>
<tr>
<td>Pipe (1, 2)</td>
<td>$k_{12} = 4.5$</td>
</tr>
<tr>
<td>Pipe (1, 3)</td>
<td>$k_{13} = 3.0$</td>
</tr>
<tr>
<td>Pipe (2, 3)</td>
<td>$k_{23} = 2.0$</td>
</tr>
<tr>
<td>$C_{12}, C_{13}$</td>
<td>$k_{C_{12}} = k_{C_{13}} = 0.5 \text{ pu}^{-1}$</td>
</tr>
<tr>
<td>$N$</td>
<td>slack type, $p_1 = 1 \text{ pu}, \ a_N = 0 \text{ mu}, \ b_N = 5 \text{ mu/pu}, \ c_N = 0 \text{ mu/pu}^2$</td>
</tr>
<tr>
<td>CHP</td>
<td>$\eta_{ge} = 0.30, \ \eta_{gh} = 0.40$</td>
</tr>
<tr>
<td>F</td>
<td>$\eta_{gh} = 0.75$</td>
</tr>
<tr>
<td>Loads</td>
<td>$L_{ie} = 1 + j0.1 \text{ pu}, \ L_{ih} = 2 \text{ pu}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Limitations</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes</td>
<td>$0.9 \leq</td>
</tr>
<tr>
<td>$m = 1, 2, 3$</td>
<td>$0.8 \leq p_m \leq 1.2 \text{ pu}$</td>
</tr>
<tr>
<td>$G_2$</td>
<td>$0 \leq P_{G_2} \leq 4 \text{ pu}, \ 0 \leq</td>
</tr>
<tr>
<td>$C_{12}, C_{13}$</td>
<td>$1.2 \leq \frac{p_m}{p_k} \leq 1.8$</td>
</tr>
</tbody>
</table>
C_{13} (see Table 5.8). The problem is defined according to the general form (4.9).

It was mentioned above that the feasible region of this problem is not convex and thus finding the global optimum cannot be ensured with numerical methods. Nevertheless this example is implemented using commercial NLP software being aware that the result may differ from the global optimum. The solvers used are

1. “fmincon.m” from the Matlab Optimization Toolbox [86], and
2. Knitro within the Ampl environment [90].

With the same initial values, both solvers deliver practically the same results. However, the Knitro solver performs much better, both in terms of computation time and convergence behavior.

Different investigations can be carried out using the presented combined optimal power flow approach. In this example, we focus on the system performance depending on the utilization of the CHP devices within the energy hubs.

### 5.2.2 Cost Reduction and CHP Rating

Figure 5.13 shows the sensitivity of the penalty function (total energy cost TC) with respect to the size of the CHP devices, i.e., their maximal natural gas input. In this particular example, total energy cost decrease with increasing CHP size until a certain point is reached (≈ 5 pu). A further increase of the CHP limit does not yield decreased TC since other restrictions (in this case pressure and generator constraints) limit the operation of the devices. From Figure 5.13 it can be seen that with sufficiently rated and optimally controlled CHP devices, the total energy cost can be reduced by almost 10%. The results in Figure 5.13 could be used as a basis for network planning or investment decisions. In a simple approach, the potential savings of energy cost arising from utilization of the CHP unit can be accumulated over a certain period. Future and present values of the cost savings can be calculated and compared with the investment (and other) cost of a CHP device. The investment could be reasonable if the present value of the savings is higher than the actual cost of the plant. An example for an optimization-based investment evaluation is presented in Section 5.3.
5.2.3 Coupled versus Decoupled Systems

Figure 5.14 compares optimization results with and without CHP devices. In the first case (black bars), no power is converted by the CHP devices, the systems are operated in decoupled mode. Electricity loads are directly supplied from the network interconnections, and all heat is generated by the furnaces. In the second case (grey bars), CHP devices of sufficient rating (6 pu gas input) are installed and the hubs are dispatched optimally. The effects of decentralized CHP generation are obvious:

- Voltages magnitudes are closer to their nominal value (1 pu) without compensating reactive power, and transmission angles are smaller.
- Nodal pressures deviate stronger from their nominal value (1 pu).
- Losses in the electricity system are decreased whereas natural gas losses are increased.
Figure 5.14: Comparison of optimization results.
5.2. Multi-Carrier Optimal Power Flow

- Locational marginal cost (LMC) for electricity are decreased, natural gas LMC are increased.\(^3\)

5.2.4 Operation of Hubs

All hubs are of equal structure, but due to their position in the network, they are dispatched differently. An important factor for the utilization of each CHP unit is the transmission losses caused by the power flow dedicated to the CHP. On the one hand, transmission losses in the gas system and therefore the cost for gas increase with increasing CHP utilization. On the other hand, electricity power flow is reduced when the CHP units are operated, what reduces the electric network losses and electricity cost. Thereby (lower) gas and (higher) electricity marginal cost converge with increasing utilization of the CHP. The optimum depends on the conversion efficiency and the location of the CHP, as well as on constraints such as voltage and pressure limits.

The resulting dispatch factors which specify how much of the total gas input is converted by the CHP are \(\nu_1 = 1\), \(\nu_2 = 0.778\), and \(\nu_3 = 0.425\). The CHP in H1 is fully utilized since the corresponding natural gas input does not cause network losses (directly connected to the slack N). The situation is different for H2 and H3, since related natural gas power flows involve compressor losses. The resulting electricity production in the hubs is 1.5 pu in H1, 0.98 pu in H2, and 0.43 pu in H3. With active power loads of 1 pu, this means that H1 injects 0.5 pu of active power in the electricity network.

5.2.5 Marginal Cost and Hub Elasticity

The final cost per unit of power at inputs and outputs of the hubs are another result of the optimization. Since the system comprises several hubs connected to different network nodes, each hub is subjected to different locational marginal cost (LMC) at the input side, which are transformed into hub marginal cost (HMC) appearing at the output side. For example, LMC at the input of H2 are 11.71 mu/pu for electricity and 7.53 mu/pu for natural gas. Electricity costs are equal at the input and the output since there is a lossless, unlimited connection

\(^3\)Locational marginal costs are the marginal cost of energy at a certain node in the network (see Section 4.3.4).
in between. The cost for heat at the output side of the hub result in 10.04 \( \mu \text{pu} \). Marginal costs are generally slightly higher for H3 since it is located more remote from the slack nodes.

It was mentioned in Chapter 2 that from a system point of view, energy hubs show a certain elastic behavior in terms of price sensitivity due to the possibility of substitution, even if the loads at the output are inelastic. For example, if the electricity LMC are high, an optimally operated hub will substitute with another energy carrier, for example natural gas, if possible. In economics, so-called “elasticity of substitution” is defined as “a measure of the ease with which the varying factor can be substituted for others” [92]. A somewhat different elasticity measure for energy hubs called hub elasticity is defined as the relative change in power consumption divided by the relative change in LMC:

\[
\sigma_{i\alpha\beta} = \frac{\Delta P_{i\alpha}/P_{i\alpha}}{\Delta \Psi_{i\beta}/\Psi_{i\beta}}
\]  

(5.23)

where \( \Delta P_{i\alpha} \) is the absolute change in power consumption due to an absolute change in LMC \( \Delta \Psi_{i\beta} \). Note that power and LMC may have different indices \( \alpha \) and \( \beta \), i.e., they can be related to different energy carriers. This is the case when, for example, the influence of the electric power consumption \( P_{ie} \) on the natural gas LMC \( \Psi_{ig} \) should be investigated.

As an example, elasticity of H2 is now investigated. Therefore LMC are varied and the resulting change in the hub’s electricity consumption is observed. In order to vary the LMC, the cost coefficients \( a_s, b_s, \) and \( c_s \) of generators \( G_1 \) and \( G_2 \) are multiplied with a factor between 0.6 and 1.1. The coefficients related to the gas source N are kept constant.

Figure 5.15 plots the electricity and natural gas powers consumed from the grids \( P_{2e} \) and \( P_{2g} \), respectively, versus the LMC of electricity at node 2. The figure clearly shows that the hub substitutes for electric power when the electricity LMC increases. For LMC below 8.7 \( \mu \text{pu} \), H2 consumes the full electric load power from the electricity grid \( (P_{2e} = L_{2e} = 1 \text{ pu}) \). For higher LMC, H2 starts to substitute for expensive electricity with natural gas: \( P_{2g} \) increases while \( P_{2e} \) decreases.

From the data plotted in Figure 5.15, elasticities can be calculated for H2. For LMC between 8.0 and 8.7 \( \mu \text{pu} \), the hub is inelastic, thus

\[
\sigma_{2ee} (8.0 \leq \Psi_{2e} \leq 8.7) = \sigma_{2ge} (8.0 \leq \Psi_{2e} \leq 8.7) = 0
\]  

(5.24)
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Figure 5.15: Electrical and natural gas power consumption $P_{2e}$ and $P_{2g}$, respectively, versus electricity LMC $\Psi_{2e}$ at H2.

Figure 5.16: Electrical and natural gas power consumption $P_{2e}$ and $P_{2g}$, respectively, versus gas LMC $\Psi_{2g}$ at H2.
For higher LMC, elasticities differ from zero. The mean elasticities in the range \( \Psi_{2e} = 10 \ldots 11 \text{ mu/} \text{pu} \), for example, result in:

\[
\sigma_{2ee} (10 \leq \Psi_{2e} \leq 11) = -4.476 \tag{5.25}
\]

\[
\sigma_{2ge} (10 \leq \Psi_{2e} \leq 11) = +0.741 \tag{5.26}
\]

Note that these values are relative measures; even if \( P_{2g} \) increases faster than \( P_{2e} \) decreases, \( |\sigma_{2ge} (\cdot)| < |\sigma_{2ee} (\cdot)| \) because \( P_{2g} \) is generally higher than \( P_{2e} \), i.e., its relative change is smaller.

From this example, it can be concluded that energy hubs can be considered elastic consumers, even if they supply inelastic loads. Hence, energy hubs can be used to increase load elasticity from the electrical point of view. In this regard, a counter-intuitive effect can be observed in the natural gas system. Contrary to the electrical sensitivity, the gas consumption \( P_{2g} \) increases with increasing LMC \( \Psi_{2g} \). This can be seen in Figure 5.16, which plots the electricity and natural gas powers consumed from the grids versus the LMC of natural gas at node 2.

### 5.3 OPF-Based Investment Evaluation

In this section, an approach for evaluating investment in converter and storage technology is presented and applied in a simple example. The basic concept is adopted from [93], which develops a method for economic evaluation of transmission technology. A similar but simplified approach for economic evaluation of hub elements is presented in the following.

It has been demonstrated in several examples that with optimally operated energy hubs, energy cost can be reduced quite significantly. However, besides operational cost, investment in the converter and storage elements is important to consider when evaluating the economic performance of the system. In order to avoid critical assumptions such as investment cost of emerging technologies (e.g., fuel cells), an approach is developed that enables the determination of justifiable investment cost for converter and storage elements by comparing operational energy cost with and without the devices. For example, energy cost and \( \text{CO}_2 \) taxes can be compared for conventional, decoupled supply and CHP-coupled natural gas and electricity networks (as done in Section 5.2). The savings in energy cost can be determined for various load situations, for
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example for a typical load profile. From this comparison, annual savings in energy cost can be accumulated and interpreted as a stream of annual energy cost savings, which can be transformed into future and present values. Referring to the CHP-coupled networks, the present value of the energy cost savings can then be understood as the reasonable amount of money to be paid for the CHP units, which establishes the stream of savings.

Besides multi-carrier optimal power flow computations, the economic value of the energy savings has to be determined. A proper measure for that can be found in [94], where the concept of “future value” and “present value” of cash flow streams is presented. Considering a number of time periods where a certain cash flow is generated in each period, the future value of this cash flow stream represents the sum of the compounded cash flows generated in each period. For a given cash flow stream \( z_0, z_1, \ldots, z_n \) and a constant interest rate \( r \) (per period), the future value of the stream accumulates to:

\[
FV = z_0 (1 + r)^n + z_1 (1 + r)^{n-1} + \ldots + z_n
\]  

(5.27)

The present value of the stream can be determined by discounting the future value:

\[
PV = \frac{FV}{(1 + r)^n} = \sum_{k=0}^{n} \frac{z_k}{(1 + r)^k}
\]  

(5.28)

As outlined in [94], “the present value of a cash flow stream can be regarded as the present payment amount that is equivalent to the entire stream.” Thus, the present value of energy cost savings due to operation of converter and/or storage elements represents their turn-over investment cost. Investment decisions can be based on a comparison of the present value of savings with expected investment cost of the devices.

The evaluation procedure can be summarized as follows:

1. Determine the total energy cost for the optimally operated system \textit{without} the new element(s) for all time periods.

2. Determine the total energy cost for the optimally operated system \textit{including} the new element(s) for all periods.

3. Calculate the differences (savings) in energy cost for all periods.

4. Calculate the present value of the stream of energy cost savings.
5. Compare the present value of savings with the expected investment cost of the new device(s).

From an economic point of view, the investment can be considered reasonable if the present value of savings is equal or higher than the expected investment cost. The following simple example demonstrates the application of this evaluation method.

Figure 5.17 sketches two possible hub layouts for the supply of electricity and heat loads \( L_e \) and \( L_h \), respectively. The hubs are connected to electricity and natural gas networks, from which \( P_e \) and \( P_g \) are demanded, respectively. The first possible layout is shown in Figure 5.17(a). It contains only a gas furnace (F) which enables to convert natural gas into heat. The second option in Figure 5.17(b) includes a combined heat and power (CHP) unit as well, which enables to generate both heat and electricity from natural gas. The load can be met by both structures, but it can be expected that utilizing the CHP results in lower total energy cost. The question to be answered is: What is the reasonable amount of money to be invested into a CHP?

For the evaluation, the following situation is considered:

- The furnace operates with an efficiency of \( \eta_{gh}^F = 0.75 \); the CHP operates with efficiencies \( \eta_{ge}^{CHP} = 0.30 \) and \( \eta_{gh}^{CHP} = 0.40 \) (gas-electric and gas-thermal conversion, respectively).

- At the hub inputs, electricity and natural gas can be purchased for \( a_e = 50 \, \text{€/MWh} \) and \( a_g = 25 \, \text{€/MWh} \), respectively.

- The fixed costs for operating the CHP are \( b_{on} = 5 \, \text{€/h} \); standby costs are \( b_{stb} = 2 \, \text{€/h} \).
The hub is intended to supply an industrial process characterized by a weekly load profile as shown in Figure 5.18. The process runs 45 weeks per year.

The objective to be minimized is stated as the total energy cost plus the operation cost of the CHP:

\[
TC = a_e P_e + a_g P_g + \delta \cdot b_{on} + (1 - \delta) \cdot b_{stb} \quad (5.29)
\]

where \( \delta \) keeps the information whether the CHP is in operation (\( \delta = 1 \)) or in standby mode (\( \delta = 0 \) if zero power in-/output). Constraints are given by the hub equations (3.3), which include the coupling matrices:

\[
C_1 = \begin{bmatrix} 1 & 0 \\ 0 & \eta_{gh} \end{bmatrix} ; \quad C_2 = \begin{bmatrix} 1 & \nu \eta_{ge}^{\text{CHP}} \\ 0 & \nu \eta_{gh}^{\text{CHP}} + (1 - \nu) \eta_{gh} \end{bmatrix} \quad (5.30)
\]

where \( C_1 \) characterizes option 1, and \( C_2 \) describes option 2. The problem is further constrained by limitations of the input powers. In both cases the hubs cannot to export power:

\[
\begin{bmatrix} 0 \\ 0 \end{bmatrix} \leq \begin{bmatrix} P_e \\ P_g \end{bmatrix} \quad (5.31)
\]
With these assumptions, optimal dispatch can be performed for both hub options and the resulting total cost can be compared. Figure 5.19 shows the total savings in energy cost during a week. The savings can be accumulated into yearly savings, which result in 156 k€. Considering a depreciation time of ten years \( (n = 10) \) and a fixed interest rate of 5% \( (r = 0.05 \text{, yearly compounding}) \), future and present values can be calculated. The resulting present value of the savings due to CHP operation is \( \text{PV} = 681 \text{ k€} \). This value can now be compared with typical investment cost of state-of-the-art CHP technologies. Typically, investment cost for CHP plants in the few MW range are between 500 and 1000 k€ per MW electrical (MWe) output rating [8]. Relating the calculated present value to the maximal electrical output required in this example (2 MWe) yields a relative present value of 341 k€/MWe, which is significantly lower than typical investment cost. Thus, the conclusion is that in the given situation possible savings in energy cost do not justify installation of a CHP device.

Simple sensitivity analysis shows that the result of this investment evaluation is quite sensitive on the efficiencies of the CHP unit, since these values determine the savings in energy cost. Figure 5.20 shows the sensitivity of the present value with respect to the gas-electric efficiency of the CHP plant. The figure shows that the relative present value approaches realistic relative investment cost (between 500 and 1000 k€/MWe) if
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The CHP unit can be operated at gas-electric efficiencies above 33%. The purpose of this investigation is to show the requirements on the technology in order to fulfill economic criteria. The chart in Figure 5.20 relates the plant’s technological characteristic (energy efficiency) to its economic performance.

The intention of this simple example is to show a possible application of multi-carrier OPF for economic evaluation of converter and storage technologies. The approach is based on a number of simplifying assumptions, which can be relieved for more advanced investigations. Uncertainty and other features could be included in an enhanced model, but this is beyond the scope of this thesis.

5.4 Optimal Hub Coupling

In this section, the determination of optimal hub couplings is demonstrated in two examples. First, a single energy hub is considered, then a system of interconnected hubs is investigated.
Electricity $P_e$\hspace{1cm}C\hspace{1cm}L_e$
Natural gas $P_g$
District heat $P_h$

Figure 5.21: Example hub connected to electricity, natural gas, and district heating systems. Power input vector $\mathbf{P}$ with elements $P_e$, $P_g$, and $P_h$; power output vector $\mathbf{L}$ with entries $L_e$, $L_g$, and $L_h$. The power coupling established by the hub is described by the coupling matrix $\mathbf{C}$.

<table>
<thead>
<tr>
<th>Carrier ($\alpha$)</th>
<th>$a_\alpha$ in mu/(\text{pu})</th>
<th>$b_\alpha$ in mu/(\text{pu}^2)</th>
<th>$c_\alpha$ in mu/(\text{pu}^3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electricity (e)</td>
<td>2</td>
<td>0.05</td>
<td>0</td>
</tr>
<tr>
<td>Natural gas (g)</td>
<td>1</td>
<td>0</td>
<td>0.10</td>
</tr>
<tr>
<td>Distr. heat (h)</td>
<td>1</td>
<td>0</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table 5.9: Penalty Function Coefficients.

5.4.1 Single Hub

In the following, the approach for determining the optimal coupling matrix (presented in Section 4.7) is demonstrated for a single energy hub. Figure 5.21 shows an example hub connected to electricity, natural gas, and district heating networks at the input side. The same energy carriers are demanded by the loads at the output.

We will now determine the optimal coupling matrix $\mathbf{C}$ and power input vector $\mathbf{P}$ for a given output vector $\mathbf{L}$. The penalty to be minimized is defined as a polynomial function of the input powers:

$$TC = \sum_{\alpha=e,g,h} (a_\alpha P_\alpha + b_\alpha P_\alpha^2 + c_\alpha P_\alpha^3) \quad (5.32)$$

Table 5.9 gives the parameters $a_\alpha$, $b_\alpha$, and $c_\alpha$ assumed for this example. The values are chosen based on common energy prices and loss behavior of the related carrier.

Table 5.10 shows the resulting optimal input vectors for different required loads. Figure 5.22 shows the corresponding optimal coupling
### Table 5.10: Optimal Inputs for Different Loads.

<table>
<thead>
<tr>
<th>Case</th>
<th>Required $\mathbf{L}^T$ in pu</th>
<th>Optimal $\mathbf{P}^T$ in pu</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>$[1 1 1]$</td>
<td>$[0.00 1.76 1.24]$</td>
</tr>
<tr>
<td>(b)</td>
<td>$[1 0 1]$</td>
<td>$[0.00 1.17 0.83]$</td>
</tr>
<tr>
<td>(c)</td>
<td>$[2 0 2]$</td>
<td>$[0.77 1.89 1.34]$</td>
</tr>
<tr>
<td>(d)</td>
<td>$[1 0 2]$</td>
<td>$[0.00 1.76 1.24]$</td>
</tr>
<tr>
<td>(e)</td>
<td>$[1 0 5]$</td>
<td>$[2.51 2.04 1.45]$</td>
</tr>
<tr>
<td>(f)</td>
<td>$[2 0 10]$</td>
<td>$[7.84 2.44 1.72]$</td>
</tr>
</tbody>
</table>

![Color-mapped results for optimal C.](image)

Figure 5.22: Color-mapped results for optimal $\mathbf{C}$.

Matrices of the structure

$$
\mathbf{C} = \begin{bmatrix}
    c_{ee} & c_{ge} & c_{he} \\
    c_{eg} & c_{gg} & c_{hg} \\
    c_{eh} & c_{gh} & c_{hh}
\end{bmatrix}
$$

(5.33)

In order to enhance interpretability and clearness of the results, the matrix entries are displayed according to a color map.

From the theoretical results of the optimization, a technological representation (i.e., hub layout) can be derived that establishes the desired optimal coupling. For case (b), (d), and (f), interpretation of the results
in terms of technological implementation can be carried out heuristically by comparing the matrix patterns with common technologies such as combined heat and power generation. However, interpretation of the results for case (a), (c), and (e) is not a straightforward task. Compared with (b), (d), and (f), the cases (a), (c), and (e) are characterized by more dense matrices, where the interrelations between efficiencies, dispatch factors, and coupling factors complicate an intuitive solution.

Consider for example case (d) in Figure 5.22. Natural gas and heat are demanded from the networks to meet the load. The optimal coupling matrix shows non-zero elements for conversions from gas to electricity \( c_{ge} = 0.52 \), gas to heat \( c_{gh} = 0.48 \), heat to electricity \( c_{he} = 0.07 \), and heat to heat \( c_{hh} = 0.93 \). A converter layout that has the potential to realize this coupling could be based on a combined heat and power plant (CHP), which converts natural gas into electricity and heat with efficiencies \( c_{ge} \) and \( c_{gh} \), i.e., 52% and 48%, respectively. The factor \( c_{hh} \) could be realized by directly connecting the heat load (and the thermal CHP output) to the district heating network. Since the first column of \( C \) does not contain non-zero elements, there is no need to connect to the electricity network.

### 5.4.2 Multiple Hubs

Consider the 3-bus electricity and natural gas networks in Figure 5.23 which have to supply electricity, natural gas, and heat loads located at nodes 2 and 3. The loads are connected to the output port of the corresponding hubs:

\[
L_2^T = \begin{bmatrix} 1 & 1 & 2 \end{bmatrix} \text{ pu}; \quad L_3^T = \begin{bmatrix} 1 & 0 & 3 \end{bmatrix} \text{ pu}
\] (5.34)

The electricity network is supplied by the generators \( G_1 \) (slack) and \( G_2 \), whose output is limited between 0.2 and 0.8 pu. The gas network is fed by a single source \( S \). Besides the network infeeds, there are two smaller local sources of biomass at node 2 (\( B \), max. 0.5 pu) and heat at node 3 (\( H \), max. 1 pu).

Flows through the networks are described by a network flow model as discussed in Section 3.4.1. Link losses are considered according to (3.33), where quadratic and cubic functions of the flows are used to approximate electricity and gas losses, respectively:

\[
\Delta F_{mn\alpha} = a_{mn\alpha} F_{mn\alpha}^i
\] (5.35)
Figure 5.23: Example system with energy hubs at nodes 2 and 3. H2 is connected to nodes 2e and 2g, H3 is connects to 3e and 3g. The system is supplied by generators $G_1$ and $G_2$, a natural gas source $S$, and two local sources B (biomass) and H (heat).
Table 5.11: Loss Coefficients.

<table>
<thead>
<tr>
<th>Link ((mα, nα))</th>
<th>Exponent (i)</th>
<th>Coefficient (a_{mna}) in pu(^{-i})</th>
</tr>
</thead>
<tbody>
<tr>
<td>((1e,2e))</td>
<td>2</td>
<td>0.006</td>
</tr>
<tr>
<td>((1e,3e))</td>
<td>2</td>
<td>0.004</td>
</tr>
<tr>
<td>((2e,3e))</td>
<td>2</td>
<td>0.003</td>
</tr>
<tr>
<td>((1g,2g))</td>
<td>3</td>
<td>0.014</td>
</tr>
<tr>
<td>((1g,3g))</td>
<td>3</td>
<td>0.010</td>
</tr>
</tbody>
</table>

Table 5.12: Penalty Function Coefficients.

<table>
<thead>
<tr>
<th>Source (s)</th>
<th>(a_s) in pu(^{-1})</th>
<th>(b_s) in pu(^{-2})</th>
<th>(c_s) in pu(^{-3})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(G_1)</td>
<td>8</td>
<td>0.003</td>
<td>0</td>
</tr>
<tr>
<td>(G_2)</td>
<td>9</td>
<td>0.005</td>
<td>0</td>
</tr>
<tr>
<td>(S)</td>
<td>5</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>(B)</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(H)</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The corresponding loss coefficients are given in Table 5.11.

The objective to be minimized is basically stated as the cost of energy input (considering all sources). In order to achieve technically reasonable results and to avoid the problems mentioned in Section 5.4.1, we reduce the penalty by terms reflecting the sum of the diagonal elements (trace) of the coupling matrices:

\[
\mathcal{F} = \sum_{s \in \mathcal{S}} \left( a_s P_s + b_s P_s^2 + c_s P_s^3 \right) - \xi_2 \cdot \text{tr}(C_2) - \xi_3 \cdot \text{tr}(C_3) \tag{5.36}
\]

Here \(\mathcal{S} = \{G_1, G_2, S, B, H\}\) is the set of sources, and \(P_s\) is the power delivered by the source \(s \in \mathcal{S}\). The values for \(a_s, b_s,\) and \(c_s\) used in this example are given in Table 5.12. The weighting coefficients \(\xi_2\) and \(\xi_3\) are set to \(\xi_2 = \xi_3 = 1\) in this example.

Note that the formulation (5.36) intrinsically includes network losses, since the sources have to compensate for them. The optimal coupling matrices of hubs 2 and 3 (\(C_2\) and \(C_3\), respectively) describing the cou-
plings established by these hubs can now be determined using the proposed optimization model.

As discussed in Section 4.7, this problem is characterized by a non-convex solution space. Again, the solver “fmincon.m” from the Matlab Optimization Toolbox [86] is used for implementation. Note that the solution obtained depends on the initial values, and there is no guarantee that the global optimum has been reached.

However, the following locally optimal solution has been found:

\[
\begin{align*}
C_2 &= \begin{bmatrix}
0.383 & 0 & 0 \\
0.042 & 1 & 0 \\
0.575 & 0 & 1
\end{bmatrix}, \\
C_3 &= \begin{bmatrix}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 1 & 1
\end{bmatrix}
\end{align*}
\] (5.37)

Figure 5.24 gives a graphical illustration of \(C_2\) and \(C_3\). From the results a technological realization (converter layout) for the hubs can be derived that approximately establishes the theoretically optimal coupling. To realize the coupling described by \(C_2\), direct connections linking all inputs and outputs are necessary in hub 2, what means that biomass has to be converted into heat. Additionally, a conversion from electricity to heat has to be implemented, what is technically possible with high efficiencies close to 100%. About 58% of the electric input should be used for producing heat (what corresponds to a dispatch factor of 0.58). The comparably low entry representing conversions from electricity to gas can be neglected. Hub 3 should be equipped with direct connections for electricity and heat, and a device that converts gas into heat. Ideally, this device should operate with 100% efficiency; practical installations will of course show significantly lower efficiencies.

In Figure 5.25 the resulting hub input flows are shown. Note that both local sources (biomass and heat) are utilized at their limits. Power from these sources is not transported via networks, therefore no losses occur from their use. The remaining power comes from the network infeeds: \(P_{G_1} = 3.44\) pu, \(P_{G_2} = 0.2\) pu (lower limit), and \(P_S = 3\) pu.

The results are optimal for the given specific load situation. For system design investigations, different load scenarios should be investigated. It is also possible to perform the optimization for a certain load profile.
5.5 Optimal Hub Layout

In this section, the optimal hub layout approach presented in Section 4.8 is exemplified.

Figure 5.26(a) shows an empty hub which is connected to electricity and natural gas networks at the input side. At the output, the hub has to deliver electricity and heat to a residential load. Figure 5.26(b) shows the set of elements available for the hub. All elements are characterized by different ratings, efficiencies, and installation cost, see Tables 5.13 and 5.14. The loads to be supplied at the output side and the energy prices at the input side of the hub are shown in Figure 5.27.

The first three potential hub elements A, B, and C are combined heat and power technologies. The corresponding data in Table 5.13 are taken from [8]. Compared with B and C, option A shows the highest efficiencies and lowest installation cost, but also the lowest rating. Option B has the highest rating, but most of the gas is converted into heat instead of more expensive electricity. Option C has the highest investment cost, but both rating and efficiencies are high as well. Elements D and E are electrical
(a) Hub to be equipped. Electricity and natural gas inputs, electricity and heat outputs. (b) Set of elements: CHP units (A, B, C), transformers (D, E), heat storage (F), gas furnaces (G, H).

Figure 5.26: Hub layout problem. Which element(s) should be used?

### Table 5.13: Data of Converter Elements.

<table>
<thead>
<tr>
<th>Converter element $k$</th>
<th>Max. input power in pu</th>
<th>Efficiencies in %</th>
<th>Installation cost $b_k$ in 1000 μu</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>5</td>
<td>43 43 86</td>
<td>100</td>
</tr>
<tr>
<td>B</td>
<td>20</td>
<td>25 55 80</td>
<td>250</td>
</tr>
<tr>
<td>C</td>
<td>15</td>
<td>32 53 85</td>
<td>300</td>
</tr>
<tr>
<td>D</td>
<td>7</td>
<td>97 – 97</td>
<td>30</td>
</tr>
<tr>
<td>E</td>
<td>10</td>
<td>98 – 98</td>
<td>40</td>
</tr>
<tr>
<td>G</td>
<td>7</td>
<td>– 85 85</td>
<td>40</td>
</tr>
<tr>
<td>H</td>
<td>10</td>
<td>– 80 80</td>
<td>40</td>
</tr>
</tbody>
</table>
Table 5.14: Data of Storage Element.

<table>
<thead>
<tr>
<th>Storage element F</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Charge efficiency in %</td>
<td>90</td>
</tr>
<tr>
<td>Discharge efficiency in %</td>
<td>90</td>
</tr>
<tr>
<td>Min./max. power in pu</td>
<td>$\frac{-3}{3}$</td>
</tr>
<tr>
<td>Min./max. energy in pu</td>
<td>$\frac{0.5}{3}$</td>
</tr>
<tr>
<td>Standby losses in pu</td>
<td>0.3</td>
</tr>
<tr>
<td>Installation cost $b_F$ in 1000 mu</td>
<td>20</td>
</tr>
</tbody>
</table>

Figure 5.27: Required load powers and energy prices for 24 hours.
transformers. D is smaller than E, less efficient, but also cheaper. The converters G and H represent gas furnaces with different properties. Device G is smaller than H but more efficient, whereas installation costs are equal. Also a thermal storage element could be used for the hub.

The investment cost for the hub should be depreciated within 10 years. During this time, the hub is intended to meet the given $24 \times 1$ hour load cycle 365 days a year. Incorporating the installation cost of the devices into a 24-hour optimization requires to relate the installation cost to one 24-hour load cycle. This can be done by transforming the total installation cost:

$$b_k' = \frac{b_k}{T_d \cdot N_c}$$

where $T_d$ is the depreciation time (in years) and $N_c$ is the number of load cycles the hub has to perform within one year (in cycles per year). In this example we have $T_d = 10$ a and $N_c = 365$ a$^{-1}$. The total cost for one 24-hour load cycle are modeled as the cost for energy plus the transformed installation cost of the devices used for the hub:

$$TC = \sum_{t=1}^{24} \left( a_e^t P_e^t + a_g^t P_g^t \right) + \sum_{k \in \{\mathcal{C}, \mathcal{D}\}} b_k' \cdot I_k$$

where $\mathcal{C} = \{A, B, C, D, E, G, H\}$ and $\mathcal{D} = \{F\}$. According to (4.18), the decision variable $I_k$ keeps the information whether the element $k$ is used in the hub or not.

The question to be answered is: Which element(s) should be used in the hub in order to obtain minimum total cost $TC$? The problem is stated according to (4.20), with the additional constraint that only one element of each category can be used (max. one CHP, one transformer, one furnace). Implementation is done in Matlab [86] using the solver “minlpBB” from Tomlab [91]. Due to the nonconvex nature of the problem, it cannot be guaranteed that the global optimum is achieved using this numerical method.

Figure 5.28 shows the obtained optimal hub layout for two different cases:

(a) All loads and energy prices are assumed as shown in Figure 5.27.

(b) The gas prices from (a) are doubled, i.e., they are increased to 14 mu/pu for all 24 periods. Electricity prices and loads remain unchanged.
For case (a) the total cost is minimized if the elements A, E, and G are used. The CHP unit A is selected due to its high power-to-heat ratio and low installation cost; the rating is sufficient for the given situation. Transformer E is selected instead of D due to higher efficiency and rating, although the installation costs are significantly higher. The furnace G performs better than H because it is more efficient and sufficiently rated, whereas installation costs are equal.

In case (b) minimal costs are achieved using the transformer E and the gas furnace H. In case (a) the furnace G was the choice, but without the support of a CHP element, G’s rating is not sufficient to supply the heat load. Therefore the furnace H is used in this case. Generation of electricity via CHP is not reasonable since the gas price is too high.

In both situations (a) and (b) the storage device is not useful for improving the objective. In case (a) the gap between CHP heat production and heat load is covered by the furnace, which makes the storage unnecessary. In case (b) the heat is generated by the furnace anyway, and again there is no need for a heat storage.

However, a detailed explanation of the results is difficult due to the complexity of the problem. The utilization of an element can hardly be justified by its own properties only, because also the interactions with the other elements are influencing the objective.
Chapter 6

Closure

6.1 Summary

This dissertation presents a framework for combined steady-state modeling and optimization of multi-carrier energy systems. The models are based on the novel concept of energy hubs; the multi-carrier system is considered as one integrated system of interconnected energy hubs.

The general mathematical model explicitly includes the couplings of the different energy flows established by the energy hubs. Together with conventional network models, a complete system description is achieved which is used to formulate various optimization problems.

The operational optimization problems are stated according to the standard approaches known from electric power engineering—“optimal dispatch” and “optimal power flow”. Similar to the dispatch rule “equal incremental cost” in electric systems, a general condition for optimal dispatch of energy hubs is derived. A modification of the operational problem yields the problem of optimal hub coupling. Another structural optimization problem, the optimal hub layout, represents a combinatorial problem similar to “optimal plant layout” known from manufacturing science.

There are a number of potential applications for the presented method. In general, all applications of electricity optimal power flow in system
planning and operation are also potential applications of the multi-carrier approach, for example:

- integrated system planning;
- multi-carrier generation scheduling;
- security analysis of coupled energy systems.

6.2 Conclusions

The main conclusions that can be summarized are as follows:

- The presented energy hub model represents a general and comprehensive approach of modeling conversion and storage of multiple energy carriers.

- The matrix-based energy hub model is appropriate to be used in the formulation of optimization problems. The model allows the derivation of a general sufficient optimality condition for convex dispatch problems.

- Optimization problems related to energy hubs are generally constrained by nonlinear relations, thus characterized by a nonconvex solution space. Numerical methods can be used to solve nonconvex problems, but it cannot be ensured that the global optimum has been achieved.

- Case studies and examples have shown that the flexible combination of different energy carriers using conversion and storage technology keeps potential for system improvement, such as reduction of overall energy cost and emissions.

- In the presented examples, a number of simplifying assumptions are made that reduce the problem complexity, for example:
  
  - Converter and storage efficiencies are assumed to be constant (except in Section 5.1.2).
  
  - Only single snapshots of the loads are considered in most of the examples.
– Even if multiple time steps are considered, couplings between these time steps are kept low, and computationally expensive constraints such as minimum up-/downtimes etc. are not taken into account.

– The systems considered are mostly supplied by stiff adjacent systems and sources.

Resolution of these items is expected to significantly complicate the numerical solution of the problems. Advanced software tools and efficient implementation will be required to achieve reasonable computation times.

### 6.3 Future Work

The framework developed in this thesis has been tested in a number of examples and small-scaled case studies. More experience with realistically-sized problems should be gained by applying the models.

A promising practical application of the presented framework is the analysis of multi-source multi-product energy systems, such as co- and trigeneration plants. References [46] and [47] represent first steps in this direction. Another application is the investigation of power flow and marginal cost interactions among different energy infrastructures, e.g., natural gas and electricity systems. Also the combination of electricity and natural gas markets and their integrated clearing could be studied.

Besides applying recent developments to real problems, future work could include the following subjects:

- Dynamic phenomena and stability of multi-carrier systems.

- Hub communication, information exchange, ancillary services, and consumer services. Inspiring ideas in this field are presented in [95].

- Optimal control of multi-carrier systems, which can be considered “systems integrating logic, dynamics, and constraints” [96, 97].
Appendix A

Flow Constant

The constant $k_{mn}$ in the general flow equation (3.36) includes properties of the pipe and the fluid [63]:

$$k_{mn} = \frac{\text{GHV}}{24} \cdot 1.1494 \cdot 10^{-3} \cdot \frac{T_b}{p_b} \cdot \sqrt[5]{\frac{D_{mn}^5}{T \cdot G \cdot K \cdot L_{mn} \cdot f_{mn}}} \tag{A.1}$$

where

- $\text{GHV}$ is the gross heating value of the fluid in MWh/m$^3$;
- $T_b$ is the base temperature in K;
- $p_b$ is the base pressure in kPa;
- $D_{mn}$ is the inside diameter of pipe section $(m, n)$ in mm;
- $T$ is the average gas flowing temperature in K;
- $G$ is the gas gravity relative to air;
- $K$ is the dimensionless gas compressibility factor at flowing temperature;
- $L_{mn}$ is the length of the pipe segment $(m, n)$ in km;
- $f_{mn}$ is the dimensionless friction factor of the pipe segment $(m, n)$.

With up- and downstream pressures $p_m$ and $p_n$ in kPa, the power flow $F_{mn}$ results in MW.
Appendix B

Optimality Conditions

For convex nonlinear constrained optimization problems of the form (4.2), optimality conditions due to Karush, Kuhn and Tucker (KKT) apply, which are both necessary and sufficient for a globally optimal solution [65, 68, 78]. These conditions are based on the Lagrange function of the problem. For problems of the structure (4.2), the Lagrange function can be stated as

\[ L = \mathcal{F}(x) + \Lambda \mathbf{g}(x) + \Phi \mathbf{h}(x) \]  

(B.1)

where \( \Lambda \) and \( \Phi \) are vectors of Lagrange multipliers. For an optimal solution point, the KKT conditions require to fulfill the following set of equations [65]:

\[
\begin{align*}
\frac{\partial L}{\partial x} &= 0 \\
\mathbf{g}(x) &= 0 \\
\mathbf{h}(x) &\leq 0 \\
\Phi \mathbf{h}(x) &= 0 \\
\Phi &\geq 0
\end{align*}
\]

(B.2a)

(B.2b)

(B.2c)

(B.2d)

(B.2e)

These conditions are interesting since they provide certain information about the optimal solution, in particular about the marginal objectives.
B.1 Multi-Carrier Optimal Dispatch

Consider a problem defined by (4.5a), (4.5b), and (4.5c), where the objective function (4.5a) is convex and the constraint (4.5b) is linear. Using (4.6), the Lagrange function of this problem can be stated as

\[ L = F(P) + \Lambda \left[ L - CP \right] + \left[ \Phi - \Phi \right] \left[ \frac{P - \bar{P}}{P - \bar{P}} \right] \]  

(B.3)

The first KKT optimality condition (B.2a) requires

\[ \frac{\partial L}{\partial P} = \frac{\partial F}{\partial P} - \Lambda C - \Phi + \Phi = 0 \]  

(B.4)

which can be written as

\[ \Psi = \frac{\partial F}{\partial P} + \Phi = \Lambda C \]  

(B.5)

The vector \( \Psi \) includes marginal objectives related to the input side of the hub, \( \Lambda \) contains marginal objectives at the outputs. The total marginal objectives at the input \( \Psi \) are sums of a production- or generation-related component \( \frac{\partial F}{\partial P} \) and a congestion-related component \( \Phi \) reflecting the objective increase due to input limitations [69].

Conditions (B.2b) and (B.2c) correspond to the constraint equations (4.5b) and (4.5c), respectively. The remaining conditions (B.2d) and (B.2e) ensure complementary slackness of binding and nonbinding inequalities.

B.2 Multi-Carrier Optimal Power Flow

Consider a problem defined by (4.9a)–(4.9e), where (4.9b) and (4.9c) are linear and the objective function (4.9a) is convex. The Lagrange function for this problem can be stated as

\[ L = F(P_i, F_\alpha) + \sum_{i \in H} \Lambda_i \left[ L_i - C_i P_i \right] + \sum_{\alpha \in E} \Gamma_\alpha G_\alpha \]

\[ + \sum_{i \in H} \left[ \Phi_i - \bar{\Phi}_i \right] \left[ \frac{P_i - \bar{P}_i}{P_i - \bar{P}_i} \right] + \sum_{\alpha \in E} \left[ \Omega_\alpha - \bar{\Omega}_\alpha \right] \left[ \frac{F_\alpha - \bar{F}_\alpha}{F_\alpha - \bar{F}_\alpha} \right] \]  

(B.6)
The first KKT condition (B.2a) requires

$$\frac{\partial \mathcal{L}}{\partial P_i} = \frac{\partial \mathcal{F}}{\partial P_i} - \Lambda_i C_i + \sum_{\alpha \in \mathcal{E}} \frac{\partial}{\partial P_i} \left[ \Gamma_{\alpha} G_{\alpha} \right] \Phi_i + \Phi_i$$ \tag{B.7}$$

$$+ \sum_{\alpha \in \mathcal{E}} \left[ -\Omega_{\alpha} + \overline{\Omega}_{\alpha} \right] \frac{\partial F_{\alpha}}{\partial P_i} = 0 \quad \forall i \in \mathcal{H}$$

This can be rewritten as

$$\Psi_i = \frac{\partial \mathcal{F}}{\partial P_i} + \Theta_i + \Phi_i + \Upsilon_i = \Lambda_i C_i \quad \forall i \in \mathcal{H} \tag{B.8}$$

This is basically the same condition as (B.5), but the vector of input marginal objectives $\Psi_i$ includes additional components:

- $\frac{\partial \mathcal{F}}{\partial P_i}$ is the production/generation-related component;
- $\Theta_i$ accounts for network effects (losses);
- $\Phi_i$ accounts for limitations of the hub inputs;
- $\Upsilon_i$ accounts for network congestion.

The remaining KKT conditions do not deliver information relevant for this work, and they are therefore not further discussed.
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