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For Isha and Jiya

I am sorry | could not solve “it” in this dissertation,
as you have so innocently hoped.

There will still be wars when you grow up.
| pray that they will not affect you personally.
But please never lose your empathy for those who suffer f rom them,
and try to find your very own way to help.



Summary

This dissertation contribugeto comparative research on theneet and diffusion of civil walby
theorizing and mdeling aspects of complexity artdmporal dynamics so far neglected. The first
article offers a novel input into the enduring debate on whetlggievances or opportunities best
explain the onset of civil war, as it examines the complex interplay of grievance and opportunity
factors rather than testing their competing explanatory power. With this complexignted
approach | identify four risk patterns, that is, constellations of grievance and opportontjitions

that are particularly conducive to the start of civil war. One of these patterns is characterized by
spillover effects from a civil war in a neighboring countrythe second artiel | analyze this pattern

in detail with a focus on the temporal dynamics of conflict spillover. | find that conflicts are not
always equally likely to spread to their neighborhood while they are ongoing, and that the risk of
spillover is in fact highest right aftersaurce conflicthasended. Taking these temporal dynamics of
conflict diffusion into account, the third article reassesses whether and what type of peace
operations can help t@revent conflicts from infecting other countries in the neighboold. Using
fine-grained data on the personnel strength and composition of missions by different peacekeeping
actors | find no evidence that peacekeeping is associated with a lower risk of conflict @op®iit
diffusion, thus challenging previous reseh that has found a regioriglstabilizing effect of peace
operations Together, the findings of this dissertatitrave the potential to contribute to conflict
prevention policy by helping to delimit the risk of civil war onsespace and in time, whighermits

policymakers to set priorities when allocating scarce resources for conflict prevention.



Zusammenfassung

Die vorliegendeDissertation leisteeinen Beitrag zur vergleichenden Forschung tber den Ausbruch
und die grenzuberschreitende Ausbreitung von Birgerkriegen, indenbisieng vernachlassigte
Aspekte von kausalekomplexitat und zeitlicher Dynamik theoretisiamhd modelliert Der erste

Artikel ertffnet eine neue Hemgehensweise an die langjahrigeebatte dariiber ob sich
Burgerkriege besser durch den ausserordentlichen Leidensdruck der Bevélkerung oder aber durch
atypische Mdoglichkeiten fur die Organisation von Gewalt erklaren lassen. tAmiese zwei
Erklarungskomplexe gegeneinander auszuspielen, wil@s komplexe Zusammenspiel von
Leidensfaktoren und Mdglichkeitemodelliert Mit diesem an kausaler Komplexitéatientierten
Ansatzkdnnenvier unterschiedliche Konstellationen von Misssténdind Mdglichkeitemdentifiziert
werden, die sich als besonders risikoreich fur den Ausbruch von Birgerkrieg erweisen. In einer dieser
Konstellationen spielen grenziberschreiten@gswirkungen eines Birgerkriegs im Nachbarland eine
zentrale Rolle. Der mite Artikel leistet eine vertiefte Analyse von solchen
KonfliktdiffusionsprozessenDie Ergebnisse zeigen, dass das Risiko einer Ausweitung eines
Burgerkriegsuiber Zeit nicht konstant istinsbesondere aber, dass dieses Risiko kurz nach der
Beendigungdes Ursprungskonfliktsseinen Hohepunkt erreicht. Unter Berlcksichtigung dieser
zeitlichen Dynamiken in tresnationalen Diffusionsprozegséeschaftigt sich der dritte Artikel mit

der Frage, ob friedensfordernde Militareinsatze die Diffusion von Burgerkriegeimflussen, und

wenn ja, welche Arten von Operationen sich diesbeziglich auszeiclénder Grundlage von
detaillierten Daén Uber die Personalstarke undzusammensetzung von Friedensmissionen
unterschiedlicher Akteure finde ich keine Hinweise darals#ss friedensférdernde Einséatze mit
einem reduzierten Risiko von Konfliktdiffusion einhergehen. Diese Resultate stellen frithere
Forschungseyebnisse, die einen regional stabilisierenden Effekt von friedensférdernden
Massnahmen gefunden haben, in Frage. itmer Gesamtheit kénnen die Ergebnisskeser
Dissertation einen Beitrag zur Konfliktpravention leisten, indem sie das Risiko von Kriegsausbruch
ortlich und zeitlich besser eingrenzen. Dies wiederum ermoégkattscheidungstragern, knappe

Ressourceffiir die Konfliktpravention zielgerichtet einzusetzen.
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1 Introduction

Civil var is the predominant form of largecale armed violence in the contemporary world, as wars
between states are becoming increasingly rare (NewnSaeRouen Jr., 2014a; Pettersson &
Wallensteen, 2015) Civil war can be broadly defined as an armed contest between a state
government and an organized rebel group, in which bdidtl activities cause deaths on both sides.
The first part of this definition sets civil wars apart from violence between state governments (inter-
state wars) and from violence between netate groups (such as communal riots, or factional
fighting between rebel groups). The second part of the definition distinguishes einglfvom one

sided violence as perpetrated in genocides, mass killings, or terrorist attacks against civilians.

Between 1946 and 2014, more than half of the world’s countries have experienced a civil war. Many
countries had multiple conflicts, so thatete were almost 200 civil wars during this timafter the
breakup of the Soviet and Yugoslav empithere was a veritable peak, with 51 conflicts active in
1992 (Blattman & Miguel, 2010)Thereafter, the number of civil wars gradually declined, and so did
the number of people killed in combat, giving rise to the hope that warfare may be one the wane
(Lacina & Gleditsch, 2013; Pinker, 2011; Reid Sarkees, 201Hé last few years, however, violence
wasagainincreasingwith high death tolls from new conflicts in Syria, the Ukraine, and South Sudan,
and an escalation of violence in Iraq, Afghanistan, or NigeridefBson & Wallensteen, 2015pver

the entire period since 1946, the human cost of civil wars has been enormous: It is estimated that
more than 16 million people have been killed as a direct result of those wars (Fearon & Laitin, 2003)
and even more have dieddm the more indirect and longaerm impacts of civil war, such as
diseases, epidemics, malnutrition, and famiti@hobarah, Huth & Russett, 2008)any who survive
suffer displacement (Salehyan, 201d)ental disorders (Srinivasa Murthy & Lakshminaray@006)

and grief over the loss of children, siblings, parents, or friends.

Given this scale of human suffering, and because wars have impacts that reach far beyond the

conflict country, the academistudy of civil wathas received a lot of attentioim the past decades.

! SeeSambanis (2004fpr debates surrounding the definition of civil war. In this dissertation, | employ the
definition that is at the heart of the UCOPRIO Armed Conflict Dataset, which is the main data source
throughout this dissertation (UGD& PRIO, 2015That definition also includes a threshold of 25 battéaths

per year in order for violence to be coded as a civil conflict. A distinction is soegetnade between civil
conflict, and civil war, with civil wareing more intense (théhreshold is usually at 1’000 battteaths per year

or over a certain period of time). | do not make this distinction here and use the terms civil conflict, civil war,
and related terms such as intstate conflict or rebellion synonymously.

% According & the UCDP/PRIO data (Gleditsch et al., 2002; Pettersson & Wallensteen, 2015)



Scholars have analyzed why and how civil wars start; what determines how long they last and how
intense they are; under which conditions they end; what their impacts are; why combatants Kill
civilians or recruit child soldiers; or hamterventions by outside actors have changed the course of
these conflicts, to name just a few areas of inquiry in civil war studigss dissertation contributes

to this dynamic field of research by identifying constellations of risk factoos Hsk patterns—that

are particularly conducive to the start of armed conflict; by analyzing the spread of conflict from one
country to another; and by evaluating the impact of peacekeepers on the risk that such a process of
conflict spillover takes place. Whholds the three articles that make up this cumulative dissertation
together is that they all aim to explain why and when conflicts start, that is, they are situated in the
academic study of civil wamset In the following, | briefly outline the motivam for studying the

onset of civil war. | then describe the two broad strands of research with which this thesis engages,
and the specific researchaps to which it contributes. énd by outlining how this dissertation is

structured and summarizing the ingdual articles, with a focus on their main findings.

1.1 Motivation: Why Study Conflict Onset?

The old adage that prevention is better than cure may sound trite, but it is doubly appropriate in the
context of civil war. First, because once civil wars areeumndy, the ability of the international
community to stop them is relatively limited: Military or economic interventions tend to be at best
ineffective in ending wars, and at worst prolong them (for a review, see Regan,. 20ielbest
chance at ending a civil war appears to lie in a comprehensive international response with economic
sanctions imposg by an international organization in conjunction with a military intervention
(Lektzian & Regan, 2016)hat the international @ammunity can agree on such a comprehensive
strategy, however, is rarely the case. Peace operations by the United Nations have likewise been
shown to be better at keeping the peace than enforcing it (Doyle & Sambanis, 2006; Gilligan &
Sergenti, 2008; Greig & Diehl, 200Bjiplomatic efforts in the form of mediation and negotiation
seem to have the best record, although there is not a great deal of research that systematically
evaluates the effectiveness of mediation in the contextcivil wars. Reviews of the literature by
Regan (2014andWallensteen & Svensson (201fjer reason for cautious optimism regarding these
efforts in terms of making peace faster, but whether they can do so depends on many factors,

including the timing of mediation, the strength of the rebels, and characteristics of the mediator.

® Handbooks offer more comprehensive overviews of theddfi One of the most recent is the “Routledge
Handbook of Civil Wassedited by Newman & DeRouen Jr. (2014b)



Second, the adage tgie because once conflicts have started, they tend to produce more conflicts —
both in space and in time. Empirical studies converge on the finding that a civil war in one country
strongly increases the risk that another civil war starts in the neighdmmilie.g., Black, 2013; Buhaug

& Gleditsch, 2008; Gleditsch, 2007; Ward & Gleditsch, 2@08%) regarding developments over time,
one of the most solid findings in civil war research is that conflicts are much more likely to start in
countries that experienced conflict previously. In fact, the large majority of civil wars that started

after the turn of the millennium were recurrences of earlier wars in the saroatcp (Walter, 2015)

Against this background, policymakers should have a strong interest in preventing conflicts before
they start. In order to prevent conflicts, however, weed to know where, when, how, and why they
begin (Hoeffler, 2012; Mack, 2002)his knowledge is what the broad subfield of conflict onset
studies within @il war research aims to deliver. In the past two decades, research in this subfield has
become increasingly driven by quantitative studies, i.e., research in which global datasets of civil war
(and nonwar) instances are analyzed in angearative mannerwith the aim to extract general
patterns that hold across cases (Clayton, 208tholars in this research tradition, within which this
dissertation is likewise situated, have tested countless possible explanatory factors of confli¢t onset
in one review of the literature, Dixon (200entifies 200 of them. There is a growing cemsus

that civil wars are more likely in states witlirge populations, slow growtlincomplete demoracies

or political instability,a dependency on primary commodities and especially oil, states bordering a
neighbor that is already at war, states with previous conflict, and in remote and mountainous (or
otherwise inaccessible) territories. The domination of politics or the economy by one ethnic group is

also arisk, and so are inequalities between grolips

The usefulness of these general findings fanfict prevention policy has at times been questioned.
Besides the challenges involved in communicating academic research findings to policymakers, the
main problem is that for every consensus on the importance of a particular risk factor for conflict
there are disagreements on why, or how exactly, this factor contributes to the start of rebellion.
These disagreements then yield fundamentally défé recommendations regarding the optimal
prevention strategy(for a discussion, see Mack, 2002). My take on this issubat the task of
quantitative conflict researchers is not to dole out brdaish recommendations that ought to work

for most cases. Or ddack(2002: 517)writes: “(...) econometric analyses of large samples of armed

conflicts in no sense substitute for the analysis of individual conflicts by researditiersowntry and

* For reviews of various correlates of war, see for instance Dixon (2009); Hegre & Sambanis (2006); Hoeffler
(2012); Kalyvas (2007); Newman & DeRouen Jr. (2014b)

3



area expertise. The task of quantitative scholars then is to help setniias (Hoeffler, 2012: 199)

To direct the attention of case experts in academia and policy to the right cases, i.e., the cases most
at risk, and to offer these experts the motivation and justification for devoting limited human and
financial resources to that particular case. However, given these limited resources (and the difficulty
of mustering political support for problems that have not yet escalated intdbfalin crises, see

Diehl & Balas, 2014: 19he usefulness of this research is still cogént on how exactly we can
pinpoint the cases that are at risk. This dissertation contributes to this task of delimiting risk more
accurately by extending and refining previous research within two broad areas of inquiry that |

describe below.

1.2 Research Foaus and Knowledge Gaps

The first article of this dissertation theoretically and empirically contributes to what has probably
been the most prominent and enduring theoretical debate in the study of civil war, namely the
debate between incentiveand opportunty-oriented explanations of armed conflict. The second and
third articles connect to a newer but fast growing field of research on the transnational and

international causes of civil war.

1.2.1 Incentives and Opportunities

The starting point of this dissertatiowas dissatisfactiowith a debate that most know as the greed
grievance debate. The debate centers on the question of whether armed conflicts are the result of
deeply felt grievances -such as poverty, inequality, political exclusionrepression —er rather the
product of an environment in which rebellion is an attractive and viable option. The debate was
sparked by the economists Paul Collier and Anke Hog@04) who portrayed rebel leaders as
conflia entrepreneurs who employ a discourse of popular grievances to justify their violent and
criminal strategy that merely serves one purpose: to profit from the war by looting or eventually
controlling the resources of the state. They did not deny that mass grievanedsey focus in early
research on civil war (Davies, 1962; Gurr, 19#0jnay exist, but argued that grievances are so
ubiquitousthat they can hardly serve as an explanation for civil war. Their conclusion, and also that
of similar research by Fearon & Laitin (2Q08as that where rebellion is financially and militarily
feasible, it will occur. This could be, for instance, in weak and failing states, or in places where natural
resources offer both a reward fahose in control of them and a means of financing the rebellion. In

a later paper, Collier, Hoeffler and Rohner (2009: rRéye away from advocating between greed

and grievance, stating that “motivation is indeterminate, being supplied by whatagenda
happens to be adopted by the first social entrepreneur to occupy the viable niche.” The conclusion
was the same: Grievances, and motivation in general, do not matter. If accurate, these conclusions

would have fareaching implications for policy,hich probably illuminates why the debate was so



heated: Rather than reducing inequality and increasing political rights, the findings of these
opportunity theorists suggested that a state simply ought to make it harder for rebel groups to get
established(Collier, 2006: 15which calld also be read as supporting strategies of repression and
deterrence (Mack, 2002: 522).

Not all scholars were comfortable with this view, and with the rejection of grievances as an
explanation for conflict onset. First of all, grievances keep coming up as important drivers of conflict
from case study reearch—a finding that stands in stark contrast to the nonsignificance of grievance
variables in many quantitative models of civil war ong8ambanis, 2005: 32328) Second,
accepting the irrelevance of grievances as a useful eapitam of civil wars presupposes that we
have correctly studied and measured them. To improve on the latter, recent scholarly endeavors
have focused on analyzing what types of grievances really drive people to rebellion, and on collecting
data to accuratelymeasure those. A turning point was the work of Francis Stewart (2009)
horizontal inequalities. Horizontal inequalities are inequalitiestwkeen culturally or ethnically
defined groups. They are group inequalities rather than interpersonal inequalities. The horizontal
inequalities concept therefore combines ethnicity and inequality, two key grievaaciables in
conflict studiesit accouns for the fact that ethnic diversity and inequality may not matter so much
per se, but that conflict is more likely when the two coincide. Recent data collection efforts have
made this proposition amenable to empirical testing, and there is now eviderateptlitical and
economic horizontal inequalities indeed increase the risk of civil war (Buhaug, Cederman & Gleditsch,
2013; Cederman, Weidmann & Bormann, 2015; Cederman, Weidmann & Gleditsch, 2011; @stby,
2009; @stby, Nordas & Rad, 2008his body of research put grievances back on the research agenda

of civil war.

On a different level, other scholarsdk issue with the divisive framing of the gregidevance debate

and instead suggested that conflict is the result of a complex interaction of incentives and
opportunities (Ballentine & Sherman, 2003: 6; Keen, 2008; orf, 2005: 20202; @stby, 2008:

145; Sambanis, 2005: 329) is in this view that this dissertatiois rooted. | abandon the idea of
incentive and opportunity variables being adversaries in the race for the greatest explanatory power,
and instead see them as “potential collaborators” (Ragin, 2008:11#3in explaining the start of
armed conflict. After all, it appears common sense that groups need to be both willing and able to
rebel, and the motivatioropportunity framework has accordingly been used to explain a wide
variety of human behaviom many aras of the social sciences (Cidtivilla, 2003)The idea of
incentives and opportunities thus becomes a m@erdering scheméStarr, 1978)but one that has
far-reaching consequences for how we study conflict. If both incentives and opportunities are

needed for conflict to start (see Figure 1), then the eitbeframing of the greedjrievance debate is



fundamentally misguided, and rather thdesting these explanations against each other, we instead
ought to study how different sets of factors that we attribute to proxying incentives or opportunities

interactin the start of violent conflict.

INCENTIVES FAVORABLE
FOR OPPORTUNITY

REBELLION " STRUCTURE

Figurel. Incentives and pportunitiesasjointly necessary for civil war

Previous research, however, has not systematically explored these interactions, at least not in a
comparative manner. This is the research gap to which the first article of this dissertation
contributes. The aim is to identify the various constellations of explanatory factorleosely
assigned to either the incentive or opportunity category where possibléhat are particularly
conducive to the outbreak of ethnic conflitThehope for policy is that by adding causal complexity

to our models of conflict onset, i.e., by looking at the interaction of incentives and opportunities, we
can better predict conflict riskAs Figure 1 illustrates, considering all cases in the unioneofvib

sets (groups that haveither strong incentives ostrong opportunities for rebellion) would over-
predict conflict. By focusing the attention to those cases at the intersection of the two sets (groups
that have bothstrong incentives andtrongopportunities for conflict),on the other hand, we should

make less false positive predictions of civil war.

1.2.2 Internal Conflict, International  Links

Not even ten years ag&leditsch (2007)leplored the “closed polityassumption that guided most
research on the causes of civil war: Conflicts were explained primarily by characteristics and events
within the country in which conflict startedYet although we speak of “internal” or “domestic”

conflicts, the causes and consequences of these configdsh far beyond state borders. Rebel

® Modified from CioffiRevilh & Starr (2003: 231)
® That the sample is limited to ethnic conflicts is due to the fact that grievandesre conceptualized as
horizontal inequalities —are better studied at the group than at the country level.
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groups receive support from outside state and rgiate actorgSalehyan, Gleditsch & Cunningha
2011; Sawyer, Cunningham & Reed, 201Bgy recruit combatantsaabroad and use neighboring
states as sanctuary (Salehyan, 2Q008iaspora communities have an influence on confictors
“back home”(Brinkerhoff, 2011; Miller & Ritter, 20L4gonflicts affect the region through refugee
flows (Salehyan & Gleditsch, 200éhd may lead to regional economic deterioration (Murdoch &
Sandler, 2004)foreign aid may impact the dynamics of conflict (Narang, 2015; Wood & Sullivan,

2015) and international actormtervene in conflict states, for better or worse (Regan, 2014)

In this dissertation, the focus is on processes by which one civil war increasesktiigat another

civil war starts in the neighborhood, termed conflict diffusion or spillover in the civiliteaature.

That this risk is real and relativelhjgh has been empirically demonstrated (Buhaug & Gleditsch,
2008; Gleditsch, 2007; Salehyan & Gleditsch, 20Déflicts are infectious. Yet as we know from the
epidemiology of infectious diseases, for infection to occur there has to be a contagious person A; a
person B that is susceptible to infectiog.d.,not immune); and this person B has to be exposed to
person A at all.In a recent review of the conflict diffusion literature, Forsberg (201&kawise
identifies three clusters of conditions that shape the risk of canfli€fusion and that roughly
correspond to these three epidemiological aspects of contagiousness, sibddgpand exposure
(see Figure?): The domestic risk factors that make a potential recipient country more or less
susceptiblgo infection from a neghborhood conflict; the characteristics of the source conflict that
render this conflict more or lessontagious i.e., likely to produce diffusion effects; and the links

between the two countries that influence the extent to which one is expésevent in the other.

SUSCEPTIBILITY

OF POTENTIAL EXPOSURE OF
RECIPIENT COUNTRIES RECIPIENT TO SOUR

CONTAGIOUSNESS OF
SOURCE CONFLICT

Figure2. Susceptibility exposure, and contagiousness as determinants of infection.

" Centers for Disease Control and Prevention (2012)



Research on conflict diffusion has strongly focused on the differential susceptibility of recipient
countries® and on recipient countriesiaryingexposure to a neighborhood conflict as a result of
their spatial and social closeness to the source couhffre characteristics and dynamics of the
source conflicts, on the other hand, have received little attenti@mly a few studies (Beardsley,
2011; Buhaug & Gleditsch, 200&)plored whether all source conflicts are equally contagious for
their neighborhood. How the contagiousness of a conflict varies over timetdvdse best of my
knowledge not been studied at all. It iheseresearch gapto which the second and third articles of

this dissertation contribute.

The second article focuses on differential contagiousness over time. For we know, to use the analogy
again, that ill people are not always equally contagious for others. They may be most contagious
while their symptoms are at their worst (in the case of a cold, a lot of sneezing and coughing releases
infectious agents into the air) and become less contagious eg tfet better. In the context of
conflict diffusion, however, we do not yet know whenirthe course of their lifetime —eonflicts

are most likely to spread to the neighborhood. Moreoveithwa number of diseases, ill people
remain contagious for a whilafter they themselves have recovered. For civil wars, on the other
hand, we do not know how the risk of spillover develops once a conflict has come to an end. For
policy, this knowledge about timing is crucial: Complementing previous findings that @sumirihe
neighborhood of a civil war are at a high risk of onset with knowledge about whiér@ course of

the neighborhood conflicand its postconflict period this risk is likely highest can more accurately

direct attention andresources to those times

The third article focuses on peacekeeping as a policy intervention that has been shown to be
effective in preventing the crodsorder spread of conflict. In the only study on the topic to date,
Beardsley (2011fpund that the presence of a peace operation in the source conflict mitigates the
risk of conflict diffusion. Because of the tifrmyariant treatment of peacekeeping in that study, and

the use of a simple dummy that recorded whether any peace operation (no matter what type) was
deployed, we do not know when this effect likely holds, and which missions are responsible for it. For

policy, however, we ought to know whether peacekeepers afectif’e in preventing conflict spread

® Among the domestic characteristics that have been shown to condhierffect of a neighborhood conflict

are state capacity (Braithwaite, 2010)egime change (Bara, 2014and political institutions (Maves &
Braithwaite, 2013)

° For discussions of spatial proximity, see Black (2@®)aug & Gleditsch (20Q8)r Maves & Braithwaite

(2013) Social closeness includes transnational ethnic/religious ties (Ayres & Saideman, 2000; Bara, 2014;
Buhaug & Gleditsch, 2008; Cedermanafiiin & Gleditsch, 2009; Forsberg, 2014 refugee flowgSalehyan

& Gleditsch, 2006)



at the time at which this risk is highest (which | assess in the second article), and what types of

interventions are needed to alleviate the risk of contagion.

1.3 Structure of the Dissertation and Main Findings

The threeseparate research articles each make up one chapter of the dissertation. All articles are
singleauthored and build on each other in sequential order, i.e., each subsequent article builds on
findings of a previous one. Figure 3 illustrates this intercatioa of the articles. In the first article, |
identify four risk patterns, that jsconstellations of incentive andpportunity factors that are
particularly conducive to the start of civil war. One of these patterns is characterized by spillover
effectsfrom a neighborhood conflict. In the second article, | analyze this pattern in detail and find
that conflicts are not always equally likely to spread to their neighborhood while they are ongoing,
and that the risk of spillover is in fact highest right attenflicts have ended. Taking these temporal
dynamics of conflict spilloverincluding the novel finding of a pesbnflict diffusion effect of civil

war —into account, the third article reassesses whether and what type of peace operations can help

prevent conflicts from spilling over to the neighborhood.

Figure3. Structure of the dissertation.



In terms of the topic studied, the dissertation therefore gradually gets narrower with each article.
The analytical lens is broaddastthe first article on the causes of conflict onset more generally. The
second article zooms in by studying one particular cause or risk fact@ighborhood conflicts —in
detail, and the third article gets even narrower and looks specifically at one factor within those

neighborhood conflicts, namely whether they have peacekeeping or not, and if yes, what type.

In terms of actors, on the other hand, the dissertation becomes broader with each article. The focus
of the first article is primarily on domts risk factors, i.e., on factors shaped by actors within the
conflict country, although transnational ethnic kin that are involved in a neighborhood conflict are
considered as well. The second article shifts the focus to regional actors outside the conflict country,
namely those involved in a neighborhood conflict. The third article expands this concentric circle of
actors once again to international actors who potentially influence the risk of conflict diffusion by
deploying peace operations to a source conflict. In the following, | discuss the main findings and

contributions of each article in turn.

1st Article:Bara, Corinne (2014)ncentives and Opportunities: A Complexiriented Explanation

of Violent Ethnic Conflict. Journal of Peace Rese&t(6): 696710.

As stated further above, the first article takes the incerdiygortunity framework as an ordering
scheme to study how risk factors for ethnic conflict interact. The aim is to identify the various
constellations of explanatory factors that are particularly conducive to the outbreak of ethnic
conflict. To do so, | analyze global data on 500ye@& periods of ethnic conflict onset and ron
onset on the level of ethnic groups, using ciisgh Qualitative Comparative Analysis (csQCA). QCA is

a method wellsuited to detect complex causal relationships.

| find that it takes no more than four different patterns or constellations of risk factors to explain
almost two thirds of all ethnic conflict onsets between 1990 and 2009. | use some of the field’s well-
known catchphrases to label these fperns (seeFigure 3. The “conflict trap”pattern refers to a
situation in which an ethnic group already had an ethnic conflict in the past ten years and is still
politically excluded. “Bad neighborhoodaptures the conjurteon of having transnational ethnic kin

in conflict and political instability at home at the same time. “Ousted rularg”groups that are
ousted from a position of power in a situatiah political instability, and “resource curseaptures

the conjuncton of ethnic groups that are politically excluded in a country with oil and gas reserves,
and political instability. The impact of all four patterns is contingent on the precondition that the

groups in question are not extremely small, and are not the ruling ethnic group in the country.
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The isolated effects of all the factors that make up these four patterns are fairly well known from
previous research on conflict onset. This article, however, empirically demonstrates the enhanced
explanatory power ofooking at them in conjunctioand mapping multiple paths to ethnic conflict.

By assuming that conflict only happens in those instances in which crucial risk factors (both
incentives and opportunities) coincide, and modelling multiple paths to conflict, |rekeably
pinpoint the specific cases that are most at risk. This is demonstrated by comparing the predictive
power of the model developed in this article with the predictions generated by a standard binary
logistic regression using the same variables. At the same rate of “true positives”, i.e., conflicts
correctly predicted, this study makes fewer mistakes in terms of predicting conflict where none
happened. Moreover, because the results are presented in terms of risk patterns that directly
correspond to ealworld cases, the results of this article can be easily translated into the common

language of policy communities.

2nd Article: Bara, Corinne (2016)Legacies of Violence: Confli€pecific Capital and the Post

Conflict Diffusion of Civil War. Under review at the Journal of Conflict Resolution

The second article zooms into the “bad neighborhood” pattern, as illustrated in Figure 3. The scope
of analyss, however, is enlarged from ethnic conflict to the onset of all types of civil wars. Although
Sambanis (2001has shown that the correlates of ethnic and rethnic civil wars are somewhat
different, the diffusion of civil wars is usually studied as a phenomenon that affects both types of
conflict. The ethnic factor in theall neighborhood pattern is still taken into account by controlling

for whether any group in the potential recipient country of spillover had transnational ethnic ties to
the group(s) associated with the rebels in the source conflict. The focus of thae antbwever, is on

the timing of spillover, the assumption being that conflicts are not always equally contagious across

their lifetime because the externalities they produce for their neighborhood vary over time.

This is confirmed in the main analysigiich uses event history models to analyze the contagiousness
of source conflicts over timewith a particular focus on the risk of diffusion in the posnbflict
period. Wsing global conflict data between 1960 and 20L#nd that the risk that a conflidnfects

other countries in the neighborhood increases steeply right after the start of a source conflict, but
almost as quickly drops to a relatively low level again. The most striking finding, however, is that the
peak risk of spillover is not while ardlict is ongoing, but right after it has ended. Within the first
year of the postonflict phase, the contagiousness of a source conflict for its neighborhood more
than doubles, and only slowly decreases thereafter. It thus appears that over their kfets@an,

conflicts are most likely to spill over when they are over.
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This finding was not unexpected. Building on a large literature on postwar armed violence and case
studies of individual spillover instances, | hypothesized that there should be spoltaonflict
diffusion effect of civil wars. The reason, | argue, is that the end of fighting generates a surplus of
weapons, combatants, and even rebel leaders whose fortunes are tied to the continuation of
violence. Some of these resources circulateotiyghout the region via the small arms trade and
through transnational rebel networks, making this a time at which it should be easier festatmn

groups in the neighborhood to build up a capable rebel army.

3rd Article: Bara, Corinne (2016). Peacekeeginand Conflict Diffusion: A Reassessment.

Unpublished manuscript, ETH Zurich

The findings that conflicts are not always equally contagious, and that there is a strorgpp@itt
diffusion effect of civil wars, raise the question of whether international interventions may prevent
the spread of conflict at the time at which this risk is highest. To contribute to answering this
question, the third article reassesses a prominent finding by Beardsley (26afely that a
peacekeeping presence in the conflict country generally mitigates the spreazhfliict across state

borders,in light of the new evidence from the second article.

Distinguishing between peacekeeping ithgr active source conflicts and peacekeeping in post
conflict situations, and using firgrained data on the personnel strength and composition of
missions by different peacekeeping actors, the reassessment offers little reason for optimism
regarding the psitive regional repercussions of peacekeeping during and after civil war. During the
time at which the contagiousness of civil wars peaks, which is in thecpaslict period of a source
conflict, peace operations have no discernible impact on the rigtooflict diffusion. This is in line

with the hypothesis made at the outset of the article: If my claim that the postfiict diffusion

effect of civil wars is related to the oversupply and transnational spread of cesyliific capital,

then peacekeepers would have to be able to help manage and speed up the depreciation of this
capital, for which there is little support in the empirical literature on posaflict peacebuilding. | did
hypothesize, however, that peacekeeping should have an indirect effect on regional stability when
deployed to active civil wars: As peacekeepers reduce the intensity of ongoing conflicts in terms of
combatrelated deaths and civilian targeting, conflicts should produce less of the externalities that
are associated with edlict spread during that time (refugee flows, opportunities for rebel

sanctuaries, regional economic deterioration, etc.).

What | find when distinguishing such missions by their size, actor and personnel composition,
however, is that those activities thdnave been shown to effectively reduce combat activity and

mitigate the intentional targeting of civilians in the country of deployment (large deployments of UN
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troops), are associated with a higher risk of conflict in surrounding states, while obserwersch-

have been associated with an escalation of violence in the country of deploymeaem-to reduce

the risk of diffusion. This raises an important question for policy, namely whether peacekeeping
during active civil wars creates a similar tramfé between more stability in one place and less
stability in another that we see in pesbnflict settings, and whether they do so by squeezing-war

fighting resources out of the conflict country and into the neighborhood.

1.4 Outlook

The following three chaptersf this dissertation comprise the individual articldsach of them
contributes to an existing body of research on the onset and diffusion of civil war by theorizing and
modeling aspects of complexity or temporal dynamics so far neglected in previowmaesdhe
concluding chapter of this dissertation discusses the contributions of this dissertation in more detail.
It then highlights some methodological tradéfs involved in studying civil war as a complex and
dynamic phenomenon with interacting risk factors comprising of domestic and external influences,
all of which constantly change over time. The conclusion ends with a brief outlook on further

research avenues that are opened up by the findings of this dissertation.

13



14



2 Incentives and Opportunities:

A Complexity- Oriented Explanation of Violent Ethnic Conflict

2.1 Introduction

The question of whether violent configcare the result of grievances rather the product of an
environment in which rebellion is an attractive and/or viable option has dividéalars of intra-
state conflict for decades. The debate was reignitedCloylier & Hoeffler (2004)who claimed that
rebellion cannot be explained by grievancesulésg from ethnic animosities and ecomic and
political inequalitiesbecause situations in which people want to rebel are ubiquitous. Opportunity
structures in which people are able to rebel, on the other hand, are considered sufficiently rare to

constitute the explanation.

In this article on the causes of violent ethnic conflict, | argue that the competition between incentive-
and opportunityoriented explanations is misplaced altogether, because conflict is likely the result of
both. This argument is neentirely new. Reflecting a growing unease with the eitbeiframing of

the debate so far, it is now in vogue to state that conflict is the result of a complex interaction of
incentives and opportunitie@Ballentine & Sherman, 2003: 6; Korf, 2005: 202; Jstby, 2008: 145;
Sambanis, 2005: 329Yet apart from this basic finding, we have little systematic knowledge about

how they interact.

To fill this gap, this study aims to identify the various constellations of explanatory factors that are
particularly conducive to the outbreak of ethnic conflict. | analyze global data on 50§efwe
periods of ethnic conflict onset and namset on the level of ethnic groups. To identify recurring
causal patterns and build a configurational model of ethnic conflict, | apply-seis@ualitative

Comparative Analysis (csQCA), a method swétkd to detect complex causal relationships.

The most striking finding is that it takes no more than four different patterns to explain almost two
thirds of all ethnic conflict onsets between 1990 and 2009. Using some of the field'knowit
catchphrases| label them tonflict trag, “bad neighborhood, “ousted ruler$, and ‘resource
curs€. The combinations of explanatory factors in these four patterns are eudficient for
conflict, i.e., they lead to conflict in 88% of all cases covered. From a theoretical perspective, the
results arelargely in line with the importance accorded to the risk from previous conflict,
neighborhood effects, political exclusion, or natural resources in the recent scholarship on conflict
onset. What this study demonstrates powerfully, however, is the exptagdéverage we can gain if

we take different combinations of those risk factors into account. The model generated in this paper
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also performs well in predicting conflicts, with-sample predictions that are more precise than
those generated by a simplérary logistic regression. Gof-sample, both models predict very well

and with comparable precision.

The article proceeds as follows: | first briefly recapitulate the debate on inceatikopportunity
oriented explanations of conflict. Next, | deserimy own analytical framework and introduce the
explanatory conditions examined, followed by the research design. | then present the QCA results
and offer a more substantive interpretation of each risk pattern before | conclude with an

assessment of the pdictive power of the model.

2.2 Incentives, Opportunities, and C onflict

In the past three decades, ethnic conflict has become the prevalent type of civil war (Fearon & Laitin,
2011: 199) Reflectinghe world’s shock and outrage at the slaughtering of innocent men, women,
and children in Bosnia, Rwanda, and elsewhere, these conflicts have drawn and continue to draw
enormous scholarly interest. Scholars disagree, however, on whether ethnic identizigsaly an
incentive for violence in such conflicfas in the "ancient hatreds" thesis, see Kaplan, 1968)
whether these identities are merelye)created and instrumentalized by extremist leaders who sense
an opportunity to come to —er hold on to —power (Gagnon, 2004; Snyder, 2003 similar
disagreement concerns the causal role of poverty and economic inequality in what is kndlkaa as
“greed-grievance”debate. In their famous articleCollier & Hoeffler (2004)ejected the popular
argument that economic grievances are a powerful incentive for rebellion. They argued instead that
rebel leaders merely employ a discourse of popular grievances to justify their violent strategy in
order to profit from the war by looting or eventually controlling the resources of the state. Rejecting
both ethnic antagonisms and economic inequalities as meaningful explanations of conflict, Fearon &
Laitin (2003: 4¥imilarly argued that grievanceddil to postdict civil war onsét while measures of

an opportunity structure that favors insurgency (like rough terrain or weak stalidsfairly well.

These (stylized) debates are but two examples of a controversy that on alevetehas run through
ethnic conflict and civil war research like a golden thread: the incewofpportunity debate. Ever
since the exchanges in the 1970s between relative deprivation thedbstgies, 1962; Gurr, 1970)
and the resource mobilization school (Snyder & Tilly, 1972; TBy8) the controversy circles
around the question whether conflict can really be understood by looking at the incentives for
collective action, or whether we should rather examine the opportunity structure that makes
collective action by ethnic groupsossible. The morally charged phrasingterms of “greed” and
“grievance”in the latest manifestation of this controversy has certainly contributed to the unease

with the eitheror framing of the debate (Korf, 2005: 2@0D2) Increasingly, scholars claim that
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conflict is more likely the result of a complex interaction of both incentives and opportunities
(Ballentine & Sherman, 2003: 6; Jstby, 2008: 145; Sambanis, 2005: G285 studies usually
highlight this complex interplay of risk factors in leading up to conflict, but even the occasional
interaction terms tested in quantitative models of confl{gdr example Brown, 2009a; @stby et al.,
2011)offer some preliminary evidence of complex causal relationships. Most research, however, has
not systematicallyexplored how incentives and opportunities interact, at least not in a comparative

manner. This study aims to fill this gap.

2.3 Analytical Framework and Explanatory F actors

This paper undertakes a comprehensive analysis of risk patterns. The general assurapina the
configurational approach adopted here is that both incentives and opportunities are necessary for a
conflict to start, because it seems common sense that a group has to be both willing and able to
rebel(see also Starr, 1978: 375 mpirically, this assumption cannot be tested, lest we can claim that
we know all possible incentives and opportunities for rebellion and have included them in our

models.

Moreover, the distinction between incentives and opportunities is flmm cleareut. For many
variables commonly found to have an influence on conflict onset, it is not obvious whether they do
S0 via an incentive or an opportunity mechanism. Natural resources, for example, may be a source of
grievances if the populain feels that the wealth from “theirtesources is siphoned away from the
region while the population faces the negative externalities of the extraction process, such as
environmental damage and displacemeiitumphreys, 2005: 512; Tadjoeddin, Suharyo & Mishra,
2001) They could, however, also offer an opportunity to finance a rebellion, because many resources
can be eithelooted or used for extortiorfCollier & Hoeffler, 2004: 565, 588&jo complicate things,
groups are not unitary actors: While some group members fight against an unfair distribution of
resource wealth, others in the group may see a rebellion as an opportunity to accumulate private
wealth from the control of resourced ujala, Rgd & Thieme, 2007: 24®jith these ambiguities in
mind, | have neertheless aimed to select some “typicafitentive and opportunity variables for the
empirical analysis due to their theoretical and empirical imporeairc the ethnic conflict and i

war literatures (see Table).1

17



Tablel. Explanatory conditions included in tligCAanalysis

Condition Assumptions on causal mechanism
Political exclusion Incentive

Ousted from rule Incentive,possibly also opportunity

Ruling group Absence of incentive

Oil and gas Ambiguous, both incentive and opportunity
Previous conflict Ambiguous, both incentive and opportunity
Tiny group Lack of opportunity

Territorial concentration Opportunity

Political instability Opportunity

Extreme state poverty Opportunity, possibly also incentive
Neighboring ethnic kin Opportunity

Kin in conflict Opportunity, may alter incentives

The political exclusiorof an ethnic group from nationdével decisiormaking is a typical incentive
variable and has received much attention and empirical support within research on horizontal
inequalities and conflict (Brown, 2009b; Cederman, Wimmer & Min, 2@30ups who have no say

in government are lacking an important means to redress grievances and may not consider the state
to be their legitimate representative. Exclusion is even more explosive if a group is suddenly ousted
from a position of powefCederman, Wimmer & Min, 20108uch groups obviously have an incentive

to regain the privileges ondeeld. At the same time, their inside knowledge of the state, professional
networks, and even state resources they may still partially coifRokessler, 2011hay dfer them
formidable opportunities to launch a rebellion against the new rulers. The conditlong groupwas
included to control for the fact that the group who holds most power in a state may not have an
incentive to rebel at all, no matter what otherisk factors are present at the same time.
Unfortunately, no higkguality data was available on economic inequalities at the level of ethnic

groups, hence this incentive remains unaccounted for in this sttidy.

The strong academic interest in the link between natural resourcesspecially oil —and conflict
(Collier & Hoeffler, 2004; Humphreys, 2005; Lujala, Rgd & Thieme, 2007; Rossya208d)s the
inclusionof the conditionoil or gas despite the abovenentioned ambiguousness with regard to its
exact causal effectPrevious conflicis also usually included in quantitative models of conflict onset

—if only to control for the temporal dependence of obseifeais— but it is again not entirely clear

' The economic inequality measure available for4dEFR groups has a number of shortcomings that deter me
from using this data: It is only available for spatially concentrated groups; the estimates for economic
performance are influenced by local natalf resources, thus underestimating inequality for groups resource
rich areas; and data quality varies considerably across counttiede(man, Weidmann & Gleditsch, 2011:
483)
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how it facilitates renewed onset. Previous conflict may have caused hurt, loss, and feelings of
revenge, thus contributing to the incentives for renewed conflict; or it may have left a legacy of
weapons and trainedebels that facilitate the organization of a rebellion (Collier & Hoeffler, 2004;

Walter, 2004)

Group sizendterritorial concentrationwere included because they are typical for what Gurr (2000:
70) calls group capacity -and thus, opportunity —variables. Group size influences the resources a
group can mobilizéCederman, Wimmer & Min, 2010: 9@)nd tiny groups may not be able to gather
enough financial and personal resources to challenge the state. The same applies to dispersed
groups, which face coordination probl®s in organizing collective action, while territorial

concentration positively influences a group’s capacity for mobilization (Weidmann,.2009)

Poitical instabilityand extreme state povertare included because they are two key aspects of state
strength — a typical opportunity concept. Political instability as a temporary weakness signals to
potential rebels that there is a vulnerability of the state to be exploited (Fearon & Laitin, 2003: 16)
Extreme state poverty in terms of GDP per capita is both a cause and a result of bad administrative
guality and weak state institutions, and reflects a chronic weakness of the state (Hendrix, 2010)
Again, there are alternative mechanisms by which poverty could leatbnflict, such as being an
incentive in itself, or via an opportunity cost mechanism: If income from regular employment is

absent or low, joining the rebels may be an option to make a living (Collier & Hoeffler, 2004: 569)

The last two factors —having ethnic kirn a neighboring state, and having neighboring kin that are in
conflict—are included to account for the international deémsions of “interndl conflict. While there

are various ways in which the neighborhood can influence the chance of war in another country,
there is evidence that links stemming from transnational ethnic groups are particularly important
(Buhaug & Gleditsch, 2008; Cederm@&irardin & Gleditsch, 2009: 409uch groups may provide

safe havens for rebels, ard especially if they are in a conflict themselvesan be a source of both
inspiration and support in the form of weapons, finances, fighters, and even rebel leaders (Salehyan,

2009)

2.4 Method of Analysis and Research Design
With the 11 conditions described above, a process of patfeming— explained in this section -s
employed in order to identify the multiple configurations of incentive and opportunity conditions

that likely lead to ethnic conflict
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2.4.1 Qualitative Comparative Analysis (QCA)

This study employs crisget QCA (csQCA), which was developed to permit valid generalization on
complex causal relationships even with small to intermediate case numbers (Ragin, 2000} 2008)
this study, however, the choice of QCA is not guided by the number of cases available for study,
which is sufficient for using standard statisticalteijues. Instead, QCA is applied because it can
handle two aspects of causal complexity that are of core theoretical interest in this paper:
conjunctural causation and equifinalit€onjunctural causation is a situation in which the effect of
one explanatoy factor depends on the presence or absence of other variables (Braumoeller, 2003:
4). Equifinality refers to the faahat there may be multiple paths to the same outcome, i.e., that
conflict may be the result of different configurations of explanatory factors. In assuming conjunctural
causation and equifinality, csQCA differs fundamentally from binary logistic regresghich is
frequently used in onset studies but is founded on the assumption thah eatiable has an
independent (“net) effect on the risk of conflicRagin, 2000: 95)While there are efforts to
incorporate individual aspects of causal complexity into statistical methods such assregres
analysigsee Schneider & Wagemann, 2012:,88pst of these attempts can handle just one aspect

of complexity at a time.

CsQCA starts from an assption of maximum complexity and lists klgically possible combinations

of the conditions examined in a truth table, indicating for each row what proportion of the cases with
this combination also have the outcome. The analyst selects only those wmatifigs for further
analysis that are sufficient for the outcome, i.e., in which all or at least most of the cases have a
conflict. QCA then employs the QuiMeCluskey algorithm to discard all redundant information
from the selected truth table rows (Schneider & Wagemann, 2012:. I04¢ result is a logically
minimized solution, or in other words, causal complexity reduced to its most simple, valid
expression? Given the larg-N character of this study, the aim is to identify qussificient rather

than perfectly sufficient causal combinations, which means that most, but not necessarily all cases
with a certain combination also have conflict (Ragin, 2000: 13- It is the task of the analyst to

set a consistencythreshold at which the proportion of cases that have the conditiansl the
outcome is considered high enough to warrant a statement of sufficiency. Consistency is not only

relevant in the selection of truth table rows, but is also one of two important parameters of fit of the

" The choice of the crispet rather than the more sophisticated fuzzgt variant of QCA is determined by the
binary coding of the outcome. In QCA, this requires the dichotomization of all explanatory aesditith any
disadvantages that may entalil.

'2 Readers not familiar with csQCA are referred to the introductory textRibpux & De Meur (2009)r
Grofman & Schneider (20Q9)he latter also offers a comparison of csQCA with itaayistic regression.
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final QCA solution. The second parameter of fitagerage which reports how many onset cases are
explained by the final QCA solution or the individual paths, because QCA does not make any
statements about cases that do not exhibit one of the sufficient paths to conflict. In this sense,
consistency fdills a similar function (but is not the same!) as the parameters of significance in a
regression analysis +4rdicating whether it is worth interpreting a causal relationship. Coverage, in
turn, resembles the parameters of strength, i.e., correlation doeffits and total variance explained

(Ragin, 2008: 45)

2.4.2 Outcome and Sample Population

The outcome to be explained in this study is why some politically relevant ethnic groups experience
the onset of ethnic conflict within a fingear period, while others do not. | uske onset_do_flag
variable downloaded from the GROMdata portal to identify ethnic conflict onsets (Cederman,
Wimmer & Min, 2010; Cunningham, Glediis& Salehyan, 2009; Gleditsch et al., 2002;
Wucherpfennig et al., 2012§ An ethnic conflict is a conflict in which at least one rebel organization
in an internal conflicfas defined by UCDP & PRIO, 201&x@jcitly or implicitly claims to represent

this group in the conflict ANPredominantly recruits fighters from the respective ethnic group
(Wucherpfennig et al., 2012: 95Jhis strict definition of “ethnichas a caveat worth mentioning:
Internal conflicts that do not meet the double requirement of ethnic cland recruitment are
coded as zero and are thus treated like cases that had no conflict at all. Note that this problem
applies to most analyses using the EFPIRH groupevel data. The consequence is that we need to be
careful in the interpretation of deviant cases they may be deviant because they really had no

conflict, or because they had conflict that was not coded as ethnic.

The coding for the onset_do_flagriable applies a twgear rule to collapse renewed episodes of a
conflict that are within two years of the lagpisode into one single onset, assuming that a mere
suspension of hostilities for a year does not mean that a conflict has ended in between. The analysis
is limited to the time period 1992009, which accounts for the fact that the end of the Cold War
fundamentally altered a number of conditions that states and potential rebels were facing on local,
national, and regional levels, such as the dissolution of multiethnic empires, a proliferation of cheap

weapons, or withdrawal of superpower support, to hname just a fi€alyvas & Betlls, 2010: 416)

13 Seehttps://growup.ethz.ch/pfe!.
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With these rules, the dataset contains 102 onsets of ethnic conflict between 1990 and“‘ZD69.
these onset periods, a random sample of just below 400-owsets was added, yielding a dataset of
500 observations. Random sampling allowed me to focus data collection and coding efforts on more
interesting variables rather than more observatigiéng & Zeng, 2001: 137)From a statisticians’
viewpoint, both the random sampling and the sjudf fiveyear periods ingad of groupyears
amounts to Wwasting datd. However, the number of conflict onsets to be studied is finite and
analyzing growyyears merely inflates datasets with zeroes (reMents), while most of the
knowledge we gain aboutoaflict is obviously gained from events. Moreover, studying-yiear
periods allows for flexibléincubation periody§ i.e., the time it takes for a change in a condition to

exhibit its conflicttriggering effect.

2.4.3 Measuring the Explanatory Conditions

Thefollowing paragraphs detail the measurement of the explanatory condittbRslitical exclusion
(polx)is measured with thétatusiDvariable from the ERETH datasetCederman, Wimmer & Min,
2010)and takes on the value 1 if an ethnic group is excluded from central executive power in the
majority of periodyears!’ A group was considered oustémm rule (oust)if it was excluded from
central executive power in the course of a perf8dsroups who retained their status as senior

partners in government during all perigaars were considered to be the ruling group (ruler)

The conditiorterritorial concentration (condpkes on the value 1 if a group haslefined settlement
pattern in the geecoded version of ERPRTH (GeoEPRFHYather than being dispersed, migrant, or
predominantly urban(Cederman, Wimmer & Min, 2010; Wucherpfennig et al., 20Il¢ condition

petrolmeasures whether there is at least one giant oil or gas field in a group’s settlement area. It was

“The ten onsets concerning the Caucasus Emirate in Russia in 2007 were merged into one conflict (peoples of
the Caucasus against the government of R)samthe ten groups are all rather small in (relative) size and are
represented by the same rebel group.

!> Given the explorative nature of this study, | do not test for statistical significance as would theoretically be
possible in QCA, although rarelyrdo(Ragin, 2000: 10915) Technically, this does not allow any inferences
beyond the sample studied. As Ward, Greenhillakk& (2010ywrite, however, statistical significance may not
always be the best way to evaluate threal world” usefulness of a model, and the eof-sample predictions
reported further below offer an alternative heuristic to evaluate the model gerestat

'® Appendix A contains more details about the coding rules.

" FollowingCederman, Weidmann & Gleditsch (20184% ethnic groups that have absolute political power
(EPR status 1=monopoly and 2=dominant) were dropped from the dataset. They may launch coups from within
the government(see Roessler, 2011: 32%ut these do not meet the conflict definition adopted here. Also,

one may argue that groups with regional autonomy may be satisfied with their political status, especially in
decentralized political systems. However, the results reported in the next section do not substantially change if
these groups are coded as politically included (see Appendix A).

'® To avoid endogeneity, a qualitative check was performed tuemn that the group was ousted temporally
before conflict onset, and not as a result of rebellion.
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obtained by combining GeoEffHH data on groups’ settlement areas with a georeferenced
petroleum dataset byLujala, Red & Thieme (200%7)Previous conflict (precoimdicates whether a
group already had an ethnic conflict as defined above within the past ten yearcohd#ion tiny

group (tiny) was coded 1 if a group makes up less than 1% of the total country population as
reported in the EPIETHGroupSizevariable(Cederman, Wimmer & Min, 201@nhd has an absolute

group population of less than one million people (CIA, 2Q16a)

On the country level, the condition politicalstability (instab)denotes whether there was a regime
change, i.e., a substantial shift from democracy to autocracy or the other way within a-geoiog,

as measured in the Politiariable of the Polity IV dataset (Marshall, Jaggers & Gurr, ZDE&jreme
state poverty (xpoorjndicates whether a country is among the lowest 10% of all countries with
regard to real per capita GDP, with GDP data from the Penn Waltks'rgdpchvariable(Heston,
Summers & Aten, 2011gxtrapolated for missing years using World Bank growth rates (The World
Bank, 2016)

Data on tansnational ethnic kin (TEK)fiem the hternational Conflict Research group at ETH Zurich
(Cederman et al., 2013)he condition havteksicoded 1 if an ethnic group has a kin group in a
country that is connected to its host country by a land ler(CIA, 2016b)The condition tekcors
coded 1 if such a group has an ongoing ethnic conflict in any year of the-geoigd and if the

settlement areas bthe two groups are adjoining.

2.5 Results
This section presents theesults of the comparative analysis, followed by a discussion of the risk

patterns identified.

2.5.1 A Configurational Model of Ethnic C onflict

The first step in a QCA is the analysis of necessary conditions. We should be satisfied to find a quasi-
necessary ratér than fully necessary condition. To this end, | set a consistency threshold of 0.95,
which means that at least 95% of all conflict cases should exhibit a necessary condition, with five
deviant cases allowed. Only two single conditions fulfill this critertiny and ~ruler, with the tilde
indicating the absence of this condition. This means that with very few exceptions, ethnic conflict

only happes if an ethnic group is not tiny and not the senior partner in government, and indeed,

19 Philipp Hunziker from the International Conflict Research group (ETH Zurich) kindly shadedtbthis

20 Again, given endogeneity concerns with the Poli#ydataset in the context of civil war resear(tee
Vreeland, 2008)a qualitdive check was performed to ensure that changes in the polity score were nesu#
of rebellion.
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only five very smalgroups have staged a rebellion, and only three ruling groups have done so.
However, with low coverage scores these are trivial necessary conditions, i.e., they are too common

in the sample to be of much substantive inter€Sthneider & Wagemann, 2012: 1847, 233237)

The sufficiency test moves away from looking at single conditions, and aims to identify configurations
of conditions that are quasiufficient for conflict onset. The consistency threshold to include a truth
table row into the minimization process is set at 0.7, which is a bit lower than the 0.75 consistency
threshold often recommende@Ragin, 2008: 46; Schneider & Wagemann, 2012), 2but seems
justified given the large number of cases and the fact that some problems connected to lower

thresholds apply only to fuzget QCASchneider & Wageman2012: 23844)

As was to be expected, using all 11 conditions discussed in the previous sections in one single model
yields a complex, unwieldy solution that is difficult to interpret. It explains 62% of all onsets with a
very high consistency of @7, but it does so by identifying many different paths, most of which only
explain very few conflicts. Conditions were subsequently dropped from this full model to find a
model that was both parsimonious, i.e., had a limited number of paths that couldiexglgroupof

onsets each and at the same time had acceptable consistency and coverage scores. Dropped were
the conditions territorial concentration conc), extreme state povertyxgoor, and having
transnational ethnic kin h@avtek. These may still be iportant risk factors, but they did not
contribute to a better explanation in terms of consistency and coverage and split the solution up into

many paths that rendered a meaningful interpretation difficult.

Consisting of only eight conditions etlsolutionpresented in Table affers the best combination of
consistency, coverage, and parsimdhifhe solution consistency is 0.88, and with a coverage of 0.60
it explains almost two thirds of all conflicts (61 out of 102) in an elegant solution of only four paths.
Not surprisingly, all four quasiifficient configurations contain the two trivial nessary conditions
identified above. This does not make them any less trivial pebwgein those four paths they are

important prerequisites for the other conditions to have their strong joint effect.

! Most QCA software packages report three solutions (conservative, parsimonious, and intermediate), which
differ with regard to the assumptions they allowaut logical remainders, i.e., combinations of conditions for
which no cases exist. | prefer the intermediate solution, which allows for the inclusion of easy counterfactuals
(Schneider & Wagemann, 2012: 1657)
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Table2. QCA solution (intenediate solution term)

Solution/ Solution Configuration Configuration
configuration coverage raw unique
consistency coveragé coveragé

Model:
polx * oust * ruler * petrol * precon * tiny * instab * tekcoEonset

(frequency cutoff: 1.00 ¢onsistency cutoff; 0.70)

Model parameters: 0.88 0.60

~tiny*precon*polx*~ruler 0.93 0.40 0.37
tekcon*instab*~tiny*~petrol*~ruler 0.77 0.10 0.10
instab*~tiny*oust*~polx*~ruler 0.83 0.05 0.05
~tekcon*instab*~tiny*petrol*polx*~ruler  0.89 0.08 0.05

" Raw coverage includes cases explained by more than one configuration, while unique coverage includes only
cases exclusively covered by that configuration.

Some of the paths in Tablec®ntain conditions that should contribute to conflict in their absence,
namely~petrol (no oil and gas in a group’s settlement area) in the second path, {poligolitical
exclusion) in the third path, and ~tekcémo transnational ethnic kin in confljcin the fourth path.

This is not unusual in QCA solutions given that the effect of any condition is assumed to be
dependent on the presence or absence of other conditions. In this case, however, these conditions
do not seem to make sense theoreticallydam brief analysis confirms that they are not needed for a

valid interpretation of the solution, because the respective paths are cadficient without them??

Ignoring these “absent conditionsind the two trivial necessary conditiofi®m the QCA soton,
Figure 4captures the structure of # argument contained in Table Phere are four quasufficient
paths to conflict, which | labelled using some of the field’'s weadiwn catchphrases: “Conflict trap”
for the conjunction of previous cdlict and political exclusion, “bad neighborhooddr a
combination of ethnic kin in conflict arblitical instability at home, “ousted rulergdr groups that
are ousted from a position of power in a situatiohpolitical instability, and “resource cursédr the

conjunction of oil and gas reserves, political exclusion, and instability.

2For a brief explanation, see Appendix A.

25



Figure4. Configurational model of ethnic conflict onset, 1920092

2.5.2 Risk Patterns
The following section explains and discusses the four paths to ethnic conflict illustrated in Figure 4 in
more detail, with Table 3 listing all the conflicts that are explained by either of them as well as

deviant cases.

CONFLICT TRAFhe first path to conflict is via the recurrence of a previous conflict: If a-fingn
non-ruling) ethnic group already had an ethnic conflict in the past ten yeadsis still politically
excluded, conflict breaks out with a high consistency (0.93). With a raw coverage of 0.40, this
combination explains the highest number of conflicbvered by the total model (41 onset8)This
finding is congruent with the central argument of a recent book on conflict recurrence by Call (2012:
4), who argues that political exclusion is the crucial variable in explaining most cases of civil war

recurrence. It also corroborates Walter's (2004: 372, 3Bf)ing that besides the improvement of

23 Adapted from Goertz & Mahoney (2009)he asterisk denotes a logical AND (conjunction of conditions); the
plus sign a logical OR (substitutable/equifinal paths).

% A robustness test was conducted with onsets only included in the dataset thitee and four years of
peace, respectively. Although the results above are confirmed, the coverage of the QCA solution does
decrease, indicating that in some cases we may be studying the continuation ristingeconflict rather than

a “real’ conflict recurrence.
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basic living conditions, access to central political decisiaking significantly decreases the risk of
conflict recurrence. The result as suchhigat answer the question of whether the high risk of
renewed conflict is due to a grievance or an opportunity effect of the previous conflict. What it
shows, however, is that the combination of a clear currgnevance (political exclusion) with a
situation in which a previous conflict may have left both emotional scars and a legacy of conflict
specific capital (opportunity) poses a threat. The conflict that started in 2005 between the Kurdish
PJAK (The Free Life Party of Kurdistan) and the Iranian goxarisra case in point. Since 1946, but

in particular since the Iranian Revolution in 1979, Kurdish opposition forces have repeatedly
challenged the state in order to create an autonomous Kurdistan and put an end to the
discriminatory and assimilatory policies of the regime. The conflict was last active in 1996, after
which Mohammad Khatami’'s presidency introduced at least some cultural and political freedoms for
the Iranian Kurds, although they were still discriminated and politically excluded. With the election of
Mahmoud Ahmadinejad as president in 2005, Kurdish hopes for reform were crushed, giving way to

renewed conflic{Stansfield, Lowe & Ahmadieh, 2007: 67).

BAD NEIGHBORHOOQMe second configuration can be summarized as a situation of instability both
at home and in the neighborhood. Ethnic groups who have warring ethnic kin across the border are
likely to rebel themselves the government at home is at the same time vulnerable because of
regime change (consistency 0.77). With a coverage of 0.10, this configuration explains ten onsets in
my sample. The finding is fully in line with recent research that has demonstrated an increased risk
both for neighbors of a country in confliBuhaug & Glditsch, 2008) and for ethnic groups who

have kin groups across the border (Cederman, Girardin & Gleditsch, 2009; SalehyanTReaGayt

that this condition is not equally dangerous for stable governments supports Buhaug & Gleditsch
(2008: 230)who find that the risk of conflicts spiljnover is the highest when the “hosstate
already has a high baseline risk for conflicte to domestic characteristics. Braithwaite (2010)
similarly finds evidence that state capacity modifies the risk of conflict contagion. Typical for this
configuration is the rebellion by the TuBanyamulenge in the Democratic Republic of the Congo
(DRC). The genocide of Tutsi and the subsequent change in power relations in neighboring Rwand
had a tremendous impact on the Tutsi in the DRG country that was already at the brink of
anarchy when president Mobutu lost crucial support from his Western allies by (P3@6ier, 2009:
78-79). This is the only configuration that includes no unambiguous incentive condition, but in which
an extraordinary opportunity structure seems to be sufficient for onset. This does not imply that

there were no mass grievances, but they are not capturethbymodel.
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Table3. Cases explained per quasifficient configuration.

Onsets explained by configuration Deviant cases, no onset
Configuration 1: Conflict trap

Catholics in Northern Ireland, UK (1998) Basques in Spain (192D01)
Basques in Spain (1984) Afar in Ethiopia (20004)
Chechens in Russia (1999} Papua in Indonesia (199)

South Ossetians in Georgia (2000-200508)
Armenians in Azerbaijan (1991; 2603)
Tuareg in Niger (19997)

Lari/Bakongo in the Rep. Congo (241X)
Hutu in Rwanda (20089)

Somali (Ogaden) in Ethiopia (1990: 1997-99)
Bakongo in Agola (1992941; 19992002)
Cabindan Mayombe, Angola (1992%; 19992002; 200507)
Kurds in Iran (19923; 199496; 200105)
Kurds in Iraq (19985; 200004)

Shi'a Arabs in Iraq (198891)

Palestinian Arabs in Israel (192@600)
Bodoin India (199193; 200509)

Indigenous Tripuri in India (1982)

Manipuri in India (198%92; 200103)

Naga in India (1998000; 200105)

Mohajirs in Pakistan (19945)

Kayin (Karens) in Myanmar (1993}

Mons in Myanmar (19996)

Muslim Arakanese in Myanmar (1981)
Shan in Myanmar (19833; 200305)

Moro in the Philippines (19933)

Achinese in Indonesia (199®)

East Timorese in Indonesia (1998; 199397)

Confguration 2: Bad neighborhood

Serbs in Croatia (19992) Croats in Slovenia (1995)
Serbs in Bosnia and Herzegovina (1992) Banyarwanda in Uganda (199@)
Croats in Bosnia (19923) Baloch in Afghanistan (20@8)

Tuareg in Niger (19891)

Bakongo in the DRC (2003)
TutsiBanyamulenge in the DRC (199&)
Hutu in Rwanda (19937)

Afar in Djibouti (19989)

Afar in Ethiopia (19926)

Baloch in Iran (20026)

Configuration 3: Ousted rulers

Lari/Bakongo in Congo (1998) Russians in Kazakhstan (1928)
Sunni Arabs in Iraq (20@24)

Tajiks in Afghanistan (1995)

Uzbeks in Afghanistan (1995)

Mohajirs in Pakistan (19880)

Configuration 4: Resource curse

Azeri in Russia (1981) Amazon indigenous peoples Peru (1993
Chechens in Russia (1994}

Bakongo in Angola (1981t; 199294")

Cabindan Mayombe in Angola987-91; 199294")

Pashtuns in Afghanistan (199%)

Achinese in Indonesia (19915))1

! This case is not uniquely covered by that specific configuration, i.e., two configurations explain this case.
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OUSTED RULERSe third configuration describes rebellions by groups who were recently excluded
from central government power in a situation accompanied by political instability. Typical are the
Sunni Arabs in Iraq in 20@¥ho lost the political advantages they enjoyed under Saddam Hussein's
regime when he was ousted in a4¢8 invasion of Iraqg. With a coverage of 0.05, this configuration
explains five conflict onsets in my sample at a consistency of 0.83. It supports research by Cederman,
Wimmer & Min(2010: 104)who find that groups whose power status decreased during the previous
two years are much more likely to reb&lhey argue that anger and resentment is especially strong
after a group loses power and prestige, especially when this anger can be directed at the ethnic
group that is considered guilty of the ousting. Gurr (2000: H)) posits that advantaged groups

are at a special risk of being the target of reprisals and revenge once displaced from power, giving
them an incentive to fight back. Again, in this configuration incentives (loss of power and privileges)
and opportunities (political instability, resources still available to the ousted group) coincide to

increase the risk of conflict onset.

RESOURCE CURBte fourth path to conflict is when ailch but politically excluded groups can
make use of the window of opportunity offered by political instability at tleater. With a raw
coverage of 0.08 this path explains eight conflicts at a consistency of 0.89. The finding supports the
view that at the heart of both ethnic and neethnic conflicts is frequently a dispute about the
control over natural resources. Oil dgas in particular are relatively unlootable commodities and as
such only offer a benefit to those who have direct control over it, i.e., the extraction firm and the
government(Ross, 2003: 556). This makes the political exclusion condition in this path so salient.
However, this lack of control over resources affects many groups who still do not rebel violently
against the exploitation of their lands. It needs an extraordinary opportunity offered by the rupture
of regime change to make the combination of natural resources and political exclusion quasi-
sufficient for conflict. The movement by the Bakongo and Cabindan Mayombe for the independence
of the Angolan enclave Cabinda is a typical case: Cabinda accounts for more than half of Angola’s ail
production, yet neither the political power nor the economic welfare of the two groups have been
positivdy influenced by these riches (Le Billon, 20@%)the same time, the presence of oil reserves
may have influenced the strategic calculus of the rebels in Angola, fueling beliefs that “going it alone”
could be feasible and an independent Cabinda potentially prosperous (Humphreys, 2005V&&h)

the instability caused by the country’s transition to mudérty democracy offered a window of

opportunity in the early 1990s, the simmering conflict escalated.
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2.6 Predicting Conflict with QCA?

The results reported above and the rich theoretical interpretations they give rise to lend some
legitimacy to the ontological assumption made at the outset of this paper, namely that the causal
relationships involved in ethnic conflict onsere complex. Nevertheless, it is the nature of
ontological assumptions that we cannot empirically test whether they are right or witdag, 2008:

87-88). We can, however, assess the degree to which a model based on such assumptions is useful
for policy purposes by testing its capacity to actually predixtflicts. Predictive capacity can also
serve as a criterion for comparing the usefulness of competing models across methodological divides.
To this end, | compare the predictive power of ®EA model developed in this paper with a binary

logistic regression model that is founded on very different ontological assumptions.

Equation [1]shows the specification of the binary logit model used for this comparison, whexe p

the predicted probabity of onset contingent on the values of the independent variaBles.

p(onset) =

>}IP]S=1ttZ %o} 0 A} S 3 Z 3t] v G Z=Etp 0 s B Et  Jo\Z %o t3 0] v=> & g tekton) [1]

This is a very naive model with a linear predictor that is purely additive in the regressors, and more
complex causal relationships could be modelled using interaction terms. The purpose here, however,
was not to build a statistical model that mimics the type of causal relationships analyzed with QCA,
but to compare twomodel specifications that are on the extreme ends of causal complexity as

defined further above.

| use the two models to predict conflicts both-sample and oubf-sample, using the same data.
Out-of-sample prediction is the ability to predict conflictatside the dataset that was used to fit a
model in the first instance, often in a different time period. Because most data used in this paper was
not yet updated for the time period 2012014 at the time of writingl instead refit both the QCA

and regres®n analyses for the time period 192004 in order to assess how well the resulting

models predict the onsets that happened in the last period, 20089. The QCA solution for 1990-

®The logit parameter estimates are of no substantive interest here, but are reported in Appendix A. Note that
in order to permit a fair comparison of the two models and because the goal is not interpretation but
prediction, one key assumptioin binary logistic regression that observations are independent of each other
—is violated given that the model does not adjust for spatial and temporal autocorrelation.
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2004 is almost identical to the one for the full period: The same foungate quassufficient for

conflict onset, with comparable consistency and coverage IéVels.

A good model in terms of predictive power correctly predicts as many onsets as possible (true
positives) and at the same time makes few mistakes in the form of false positives, i.e., predicting
conflict where there was nonéWard, Greenhill & Bakke, 2010ccordingly, two measures of
predictive power are reported in Table: &ensitivityis the fraction of all onsets that are correctly
anticipated, whileprecisiontakes false positives into account by reporting the percentage of onset

predictions that are correct.

Makingpredictions based on the QCA model is straightforward: Conflict is predicted for all cases that
exhibit any of the quassufficient paths to conflict’ In order to make point predictions based on the

logit model, however, we have to define a threshold abavhich the predicted probabilities (which

run from zero to one) are deemed high enough to predict an onset. Because this choice of threshold
is arbitrary and because predicted probabilities are difficult to compare across different models,
scholars comparing the predictive capacities of statistical models prefer to make use of Receiver
Operator Characteristic (ROC) curves, which plot the true positive rate against the false positive rate
for all possible thresholds (Ward, Greenhill & Bakke, 2010:QQA results do not easily lend
themselves to comparison by means oR®C curve, hence the dwmodels’precision is instead
compared at two different sensitivity scores: The first, termed QCAL and Logitl, is determined by the
consistency threshold set to achieve a good QCA result. Because this may not be the sensitivity level
at which the logit malel predicts bestthe second comparison, termed QCA2 and Logit2, is made at
the logit model’'s optimum true to false positive ratio, assuming that we value an additional true
positive at equal value as an additional false positivEo then achieve the santrue positive rate

for QCA2, | chose from the QCA truth table just those rows for minimization with the highest row

consistencies until the number of onsets that Logit2 correctly predicts were covered by the solution.

Table 4shows that the QCA model hasconsiderably better isample predictive capacity than the
logit model, even at the sensitivity level at which the logit model performs best. The QCA solution

correctly predicts 61 out of total 102 onsets. At this true positive rate, QCA makes eigakeasjs

%% Solution reported in Appendix A.

%" Note, however, that because QCA assumes asyimc causation in the form of necessary and sufficient
conditions, the QCA analyst would not predict all remaining cases to have peace. To predictsaprthe
procedure in QCA is to conduct a separate analysis of the absence of the outcome, reftectiagt that in
asymmetric causal relationships, the causes of an outcome and its opposite are not mirror {Sctyasider &
Wagemann, 2012: 112\ppendix A repas the results of this “peaceanalysis.

8 This optimum threshold is where a diagonal of slope m=1 touches the d@ipeorner of the ROC curve.
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i.e., predicts conflict for eight cases that did not experience an onset of ethnic conflict, while the logit
model wrongly predicts 16 conflicts that did nbappen. Even at the logit model'optimum
sensitivity, at which both models correctly identify 47 out of 102 onsets, the logit model still

produces twice as many false positives as the QCA sol(div instead of only three).

Table4. Predictive capacitpf QCA and binary logit models

In-sample prediction (1992009)
N=500 (102 onsets, 398 nonsets)

Model: Sensitivity (true positive rate)  False positives: Precision:
QCAl 61/102 (0.60) 8 0.88
Logitl 62/102 (0.61) 16 0.79
Logit2 47/102 (0.46) 6 0.89
QCA2 47/102 (0.46) 3 0.94

Out-of-samplepredictions for 20052009 based on 1992004
N=106 (14 onsets, 92 namsets)

Model: Sensitivity (true positive rate)  False positives: Precision:
QCA1l 10/14 (0.71) 1 0.91
Logitl 11/14 (0.79) 2 0.85
Logit2 9/14 (0.64) 0 1.0
QCA2 8/14 (0.57) 0 1.0

While insample predictive power is a useful indicator for the validity of a modekobaample
prediction is an even more powerful evaluative tool, especially for policy purposes (Ward, Greenhill
& Bakke, 2010)Both the QCA and logit models perform extremely well in theaftsample test,

with their predictive capacities not differing much. The standard QCA solution (QCA1) correctly
identifies 10 out of 14 onsets, and yields only one false positive. Becagdedih model identifies

two onsets at the same threshold of predicted probabilities, it correctly predicts 11 onsets, but
produces an additional false positive. As | have chosen to give the same weight to true and false
positives, the predictive capacitf both models is almost the same here. At its optimum, the logit
model can predict nine out of 14 onsets without making a single mistake. Achieving this 100%
precision with the QCA model requires a consistencyoffubf 0.75 in the estimation data truth

table, resulting in a fivpath solution that correctly predicts eight onsets in the period 22089.
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To sum up, the QCA model fares equally well as the logit model in thef-gatnple prediction, and
considerably better in the isample predictiorf’ Given the low number of onsets in the test sample,
the outof-sample results have to be treated with caution and should Hested once data on
further time periods becomeavailable, but these preliminary results suggest that the assumptions

of causal comiexity at the heart of this paper are warranted.

2.7 Conclusion

This article set out to enrich -and hopefully overcome —the incentiveepportunity debate by
exploring how incentives and opportunities combine to give way to ethnic conflict. The patterns that
were identified suggest that it may be time to abandon the eitbeframing of the debate in favor

of a more inclusive approach. The “resource curgattern in particular is a textbook example of
incentives and opportunities coinciding at a certain pamtime to facilitate violent uprising: The
ethnic groups in question had a reason to rebel (grievances induced by political exclusion and
possibly by the oil and gas resources on their territory), and did so when a window of opportunity
opened up througtpolitical instability at the center. At the same time, there are clear limits to the
interpretation of risk patterns in terms of incentives and opportunities in a mémrel study like the
current one, and assessing the causal mechanisms by which etqulafectors really contribute to
conflict risk would require more idepth case analyses. What this study has undoubtedly
demonstrated, however, is that a complexityiented approach to the explanation of ethnic conflict

is fruitful both for explaining and predicting conflict onset.

QCA is an outcomeriented method, i.e., it is targeted at finding explanations for outcomes rather
than identifying average effects of caud@&agin, 2000: 333, 39) For policy purposes, this feature

of QCA has the advantage that results dilecorrespond to actual outcomes of individual cases,
which permits the scholar to easily communicate research findings to policymakergeal added
value of QCA for conflict studies, however, is the ability to idemiifitiple paths to conflict, for een

if conventional statistical models can incorporate more complex relationships using interaction
terms, they do not help us identify these relationships in the first place, and certainly do they not

easily lend themselves to the identification of subgtible (equifinal) paths to conflict.

Policy-relevant is also the quasiifficiency of the risk patterns identified: That a specific combination

of risk factors leads to conflict most of the time is powerful knowledge. The price of this confidence

? The inclusion of certain interaction terms improves the predictive capacity of the logit model, but does not
surpasghe predictive capacity of the QCA model reported here. The best logit model in terms of predictions
was— not surprisingly—the one that included the key interactions of all four paths identified with QCA (see
Appendix A).
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about the consistent effect of someausal patterns is that we can say nothing at all about the 41
conflict onsets not covered by the mod8l.Omitted explanatory factors are most probably
responsible for this lack of coverage, especially on the incentive sideutld the 41 norcovered

cases are coded as politically included. A brief look at them suffices, however, to see that their
political inclusion is either just atdken inclusiot, for example in the transition to multiparty
democracy, or that even the Huinclusion of some political leaders of an ethnic group may not be
able to offset the pervasiveeéling of economic disadvantagend cultural discrimination of the
masses— both conditions not accounted for in this study. Future research should expaad th

configurational model of ethnic conflict and try to cover more conflicts not currently explained.

More generally, however, further research should capitalize on the added value of a complexity
oriented approach. Methodological avenues to be explored are those that are suitable for the type of
pattern-seeking employed here, such as cluster analy@mper & Glaesser, 201Dr methods that

avoid strong parametric assumptions, such as Kernel Regularized Least Square@H@gmhGeller

& Hazlett, 204) or neural network modelgBeck, King & Zeng, 2000). After all, this paper has
demonstrated how evaluating the predictive capacity of different models may be a way to compare
our empirical results even if we do not use the same methodological approaches, thus facilitating

communication across methodological boundaries.

% Onsets not explained by the QCA solution are listed in Appendix A.
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3 Legacies of Violence: Conflict-Specific Capital and the

Post-Conflict Diffusion of Civil War

3.1 Introduction

Civil wars have a tendency to spread across borders. This transnational dimension of internal conflict
is supported by statistical evidence that claetfis more likely in states that border a country already

at war (Buhaug & Gleditsch, 2008; Gleditsch, 2007; Salehyan & Gleditsch, 208} growing
literature on conflict diffusion is dedicated to explaining this finding and to identifying the factors
that influence whether and in particular where a conflict is likely to spread (for a review see
Forsberg, 2014a)Refugee flows, transnational ethnic and religious ties, external sanctuaries,
regionally deteriorating living conditions, and motivation effects have all been associated with the
diffusion of conflict. In addition, scholars have recently started tracing the exact mechanisms through

which conflict in one place contributes to conflict elsewh@Z&eckel, 2013).

Despite these valuable contributiongxisting research has overlooked a basic but intriguing
observation about the timingf diffusion: In several instances of spillover, conflicts spread to their
neighborhood well after their cessation at home. Perhaps the most prominent example is theoKosov
war, which has been widely linked to the subsequent rebellion of Albanians in Macedonia (Beardsley,
2011; Forsberg, 2014b; Gleditsch, 2007; Salehyan & Gleditsch,. 20@6)conflict in Macedonia,
however, started almost two years after the Kosovo war had come to an end. The same is true for
other instances of conflict diffusion across the globe: Of the 122 cases of diffusittifiédeby Black
(2013) a third happened in the postonflict period.

Previous studies of conflict diffusion havet métached much importance to this observation. In fact,
most ignored the postonflict phase almost entirely, both in their theories and in the datasets used
to analyze diffusion. The common approach has been to define and code the risk of spillover to be
present as long as the source conflict is ongdings a result, many datasets failed to capture
prominent cases commonly considered to be diffusion (see also Forsberg, 201%aTd @Ecount

for these, some scholars (e.g., Beardsley, 2011; Black, 2013; Forsberg, 2014b; Kathmadmv2011)

included lags of between one and five years into their neighborhood conflict coding. Their rationale

1| use the term “source conflictfor a conflict that could spill\e@r into the neighborhood, and “recipient
country” for a country at risk of spillover from such a source conflict.
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for these lags ishat conflict externalities may take time to exert their effect in recipient countries,

and if wars spread after they have endis is because the risk of contagion takes time to taper off.

In this article, |1 go furthelVhile | do not discount that some negative externalities linger on, | argue
that the end of a conflict also creates new and distinct risks to the stability of neighboring countries.
Put differently, | believe that many civil wars do not spread althotlgly are over, but exactly
becausethey are over. Drawing on a large literature on postwar violence, | argue that the end of
fighting generates a sudden surplus of weapons, combatants, and even rebel leaders whose fortunes
are tied to the continuation of vience. This oversupply of confligpecific capital, as it has been
called(Collier & Hoeffler, 2004: 569)s unlikely to remain idle. Instead, some oéske human and
material resources subsequently circulate throughout the region via the small arms trade and
through transnational rebel networks, making this a time at which it is easier fostate groups in

the neighborhood to build up a capable rebehgy. The result, | argue, is a pasinflict diffusion
effect of civil wars: The end of conflict in a source country should temporarily make the start of

conflict in a potential recipient country more likely.

This argument goes a long way towards explaining the timing of the Kosovo spillover. With a host of
risk factors for diffusion present, the start of the war in early 1998 immediately triggered fears that
the violence could spread to Macedonia (Perlez, 1998; Reuters, ,1998pnly sporadic incidents

took place while the Kosovo war was actiéot even the refugee crisis in 1999 could plunge
Macedonia into violence, even though it temporarily shifted the ethnic balance in a dangerous way
and put a great strain on an already weak economy (Bellamy, 2002; Lund, 2005; Salehyan &
Gleditsch, 2006)Instead, the Macedonian conflict escalated when former KLA leaders turned their
attention to Macedonia after their careers were over in Kosovo; when Klcarakatants (including
Macedoniangeturningfrom Kosovo) boosted the military capacity of local recruits with crucial skills
and combat experience; when redundant KLA stockpiles offered a readgesai weapons
(including sophisticated military equipment); and when the Albanian diaspora that had previously
supported the KLA simply diverted these financial resources to the Macedonian c(Bdilztmy,

2002; Gleditsch, 2007; Grillot et al., 2004; International Crisis Group, 2001; Lund, 2005)

This study tests whether the KoseMacedonia case is representative of a more general pattern of
post-conflict diffusion. Using logistic regression and duration analysis in two complementary
statistical tests on global conflict data, | find strong evidefar such a postonflict effect. States in

the neighborhood of a country where conflict recently ended have a heightened risk of experiencing
conflict themselves. This risk, moreover, is not a delayed effect of the ongoing war. Quite on the

contrary, thelikelihood of spillover actually increasas a source conflict enters the pesinflict
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phase. Striking is the magnitude of this increase: Within the first year of peace, the probability of
spillover more than doubles, before it slowly declines agaiis pattern is fully consistent with the
idea that a postvar surplus of confliespecific capital contributes to the spread of conflict during

this time.

In what follows, | develop the theoretical argument that links redundant arms, combatants, and rebel
leaders in one place to an increased risk of conflict in another place. For this, | not only draw on the
scholarship of postwar violence, but also on research by scholars who claim that access to war-
fighting resources is a critical barrier to the sucodskfunch of an insurgency. | then spell out the
observable implications of the theory, and outline the research design for the two statistical tests
before presenting the findings. In the concluding section, | suggest an extension of the diffusion
researty agenda into the postonflict period, and discuss some policy implications that might be

derived from the findings.

3.2 Towards a Theory of Post -Conflict Diffusion

The questions of whether recently terminated conflicts are particularly prone to have spillover
effects, and what it is about them that would explain this propensity, touch on two broad strands of
conflict research: The scholarship on conflict diffusion, and research on violence in postwar societies.
As already mentioned, the former has so far eetgd the postconflict period of neighborhood
conflicts. In fact, the question efhenconflicts spread has not been the focus of this research at all.
Instead, scholars sought to explain the large spatial heterogeneity in diffusion, that is, the quéstion
why the crossorder externalities of an active conflict do not impact all neighboring countries
equally. Explanations for this variation accordingly focused on the potential recipifespglover and

the ways in which domestic risk factors make théiffierentially susceptible to be infectedand on

the extent to which recipient countries are differentiakexposed to a neighborhood conflict as a
result of their spatial and social closeness to the source codhffpe characteristics and dynamics

of the sourceconflicts, on the other hand, have received little attention. A few studies (Beardsley,
2011; Buhaug & Gleditsch, 200&)plored whether all source conflicts are equally contagious for

their neighborhood, but how the contagiousness of a source conflict varies over time has not been

%2 Among the domestic risk factors that have been shown to condition the effect of a neighborhood conflict are
state capacity (Braithwaite, 201,0)egime change (Bara, 2014)nd political institutions (Maves & Braithwaite,
2013)

% For discussions of spatial proximity, d8kack (2013)Buhaug & Gleditsch (2008)r Maves & Braithwaite
(2013) Social closeness includes transnational ethnic/religious ties (Ayres & SaidemanBae®902014;
Buhaug & Gleditsch, 2008; Cederman, Girardin & Gleditsch, 2009; Forsberg, 20Xéh)gee flows (Salehyan

& Gleditsch, 2006)
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studied. It is againghis background that the question of how the risk of spillover develops when a

conflict ends had no relevance.

Research on postonflict armed violence, on the other hand, has not had a strong transnational
focus. Instead, scholars have been analyzing ety wars so frequently recur after a period of
peace(Quinn, Mason & GursesP@7; Rustad & Binningsbg, 2012; Walter, 2004, 20¥®yeover,

they have sought to understand why the violence ofrwadten transforms into other forms of
violence in the postonflict period, such as communal violence, stigte violence, violent crime, or
genderbased violence (Collier, 1994; Kreutz, Marsh & Torre, 2012; Muggah, 2006; Renner, 1997;
Suhrke, 2012)Explanations for postwar violence can be grouped into two broad camps (Suhrke,
2012: 2) Those that emphasize the conditions of the peace (e.g., the nature of the settlement,
peacekeeping, postwar political and economic institutions), and those that locate the roots of
postwar violence in the legacies of the war. It is the latter perspective that may hold an explanation
for why the shift from war to peace is not just a challenge for the societies in transition, bubalso f

countries surrounding them.

One particularly dangerous legacy of terminated civil wars is the sudden surplus of ep#tidic
capital. Conflicspecific capital denotes all material and human resources that are accumulated
during wartime, and that @ of little use during peacetime (Collier & Hoeffler, 2004: 5&9hcludes
weapons and othemilitary equipment, combatants antheir skills and netwds, rebel finance, and
more. The primary focus of postwar research has been on the risks these legacy resources pose to
the postwar societies themselves by increasing both the incentives and the opportunities for
renewed violence (Collier, 1994; Collier & Hoeffler, 2004; Grillot et al., 2004; Kreutz, Marsh & Torre,
2012; Muggah, 2006; Nilsson, 2005; Renner, 1997; Spear, 2006; Walter, Begdnd that,
however, a number of scholars (Berman, 1996; Killicoat, 2007: 258; Knight & Ozerdem, 2004: 501-
502; Nilsson, 2005; Spear, 2006: 1h4ye suggested that the proliferation of weapons and the
crosshorder movement of excombatants may also threaten the stability of so far peaceful countries

in the neighborhood, with Mggah(2006: 200)going as far as to warn of the “pesiar contagion

effects of armed violence.”

Admittedly, sclolars of conflict diffusion (Braithwaite, 2010: 313; Buhaug I&diBch, 2008: 222;
Forsberg, 2014a: 19P93; Salehyan & Gleditsch, 2006: 36aye not been oblious to the fact that
the crossborder flow of cheap arms and mercenaries is one mechanism by which conflicts spread. In

line with the general focus of diffusion research, however, most of them have seen this mechanism
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at work explicitly duringongoing conflicts, or have not paid attention to the time at which these
movements may be most pronouncétiin the following section, | thus draw on several strands of
conflict and postonflict research to argue that the easy availability of weapons as well as trained
and skilled combatants and rebel leaders is a particular feature ofquydtict situations; that these
resources circulate on regional markets; and that access to these resources can have a crucial impact

on the likelihood and timing of rebellion.

3.3 Conflict -Specific Capital and Post-Conflict Diffusion

Nonstate groups intent on challenging the standing army of a government requirdigteing
resources. They need motivated and qualified leaders, command and control structures, soldiers,
weapons and ther military equipment, as well as logistics for transportation, food and medical
support(Byman et al., 2001; Hazen, 2013; Weinst2D06) It is rare that these resource needs are
met from domestic supply alone. Instead, rebels frequently rely on external sources, including black
markets, neighboring governments, thipérty patrons, and other rebel groups (Byman et al., 2001;
Hazen, 2013 luctuations in the availability of external resources accordingly shape the dynamics of
rebellion in important ways. Continued access to external support generally makes the cessation of
conflict less likely (for a more nuanced analysis, see Sawyer, Cunningham & ReedyBss the
drying up of external supply can force rebels to the negotiation table for lack of other oftieasn,

2013; but see Testerman, 2018y extension, | argue that times at which there is a sudden surge in
the availability of walffighting resources offer groups committed to taking on the government a
chance to move from motivation to action. The termination of a neighborhood conflict may be just
such a time. Below, | spell out this arguméngreater detail for three essential elements of conflict

specific capital: Weapons, combatants, and rebel leaders.

3.3.1 Weapons

The end of conflict generates a large surplus of weapons that are of no more immediate military
value to the former combatants.lthough there is frequently an effort to collect these weapons
within the framework of disarmament programs, only fractions of the arms estimated to be in the
possession of fighters are usually turned in, and these tend to be the oldfunctioning weapos
(Knight & Ozerdem, 2004)In Sierra Leone, for instance, around 70’000 combatants were
demobilized between 1998 and 2002, but only 25’000 weapons collected, and most of the weapons

that were turned in were described as posing “more of a danger to those firing the trigger than those

% Forsberg (2014ais the only author to suggest that leftover arms and unemployed rebels fted DDR
processes may contribute to spillover.
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in the sights” (Berman, 2000: Z®B; Humphreys & Weinstein, 2009: 52). Similar outcomes have
been reported from disarmament processes in other countfie8s a result, large quantities of
leftover weapons circulate within posbnflict societies and their neighborhood for a while after

conflict has endedAdekanye, 1997; Killicoat, 2007; Kreutz, Marsh & Torre, 2012; Renner, 1997)

The black market for small arms, through which these weapons are frequently disseminated, rea
to this surplus: lllicit small arms prices tend to plummet in the jostiflict period of a civil war
(Florquin, 2013: 253; Killicoat, 200® Libya, for instance, the price of a Belgian FAL (light automatic
rifle) was several thousands of dollars during the 2011 wiail Shortly after Muammar Gaddafi's
death, it was worth no more than $8Q0@pleeters, 2012)Similarly, Kalashnikov rifles cost around
$2000 or more during the war and were so scarce that rebels allegegtty into battle without
them, hoping to capture one from a fallen soldier. After the war, the same weapdd beugotten

for less than $500 (Chivers, 201R)ot surprisinty, a number of these weapons later resurfaced in

the region, including Syria (Reuters &&hbar, 2013; Spleeters, 2013)

This proliferation of cheap weapons in the pasiflict phase can facilitate the organization of
rebellion elsewhere, because a substantial amount of the weapons, ammunition and other military
equipment that rebels need usually originates from outside the country (Hazen, 2013; Marsh, 2007;
Sislin et al., 1998f Weapons acquisition is no easy task for opposition groups intent on taking on
the government army. Most rebel groups have difficulties getting the right types of wesajon
sufficient amounts, even more so because they have to procure them covertly, whereas
governments can import them through the authorized arms trade (Hazen, 2013; Marsh, 2007, 2012)
Wegpons scarcity thus appears to be a defining feature of many nascent insurgencies. This scarcity
may not prevent groups from rebelling altogether. With patience and resolve, groups will eventually
obtain arms in one way or the othéMarsh, 2012: 27)Many groups, however, spend months and
even years secretly acquiring weapons before they start their insurgencies (Lecocq, 20@31224-
Marsh, 2007: 66; Ross, 1995: 2835; Silber & Little, 1996: 10B18) hence fluctuations in weapons

availability can crucially influence the tirmewhich insurgencies are eventually launched.

The impact that a postonflict surplus of weapons can have on this timing can only be fully
appreciated if we do away with the rioh that an abundance of cheap weapons is a general

characteristic of conflict zones and their neighborhoods. Early work by small arms efperts

* For instare Liberia (Nichols, 2005; Spear, 2006: 1k&)zambique(Berman, 1996)or Mali (Florquin &
Pézard, 2005)
% But seeJackson (2010)
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instance Machel, 1996; Muggah, 2001; Renner, 1988)perpetuated this notion of entire regions
being awash with arms costnso little that even the poorest group could man an arffhis was
repeated by scholars of conflict diffusion (Braithwaite, 2010: 313; Buhaug & Gleditsch, 2008: 222;
Fearon & Laitin, 2003: 82; Gleditsch, 2007: 295; Salehyan &t<8led2006: 352)vho argued that

active conflicts in the neighborhood lead to an increased availability of arms “at knockdown rates”
(Forsberg, 2014a: 192More recently, howeversmall arms scholars have criticized this idea of
abundance and cheapness as simplistic, arguing that weapons are at least partially subject to the
market forces of supply and demand and there should accordingly be large regional and temporal
variations in the availability of weapons to armedpogition groups(Bourne, 2012; Hazen, 2013;

Jackson, 2010; Killicoat, 2007; Marsh, 2007)

To underpin this argument with empirical evidence, some of these scholars have stadied) the

cost of illicit arms and ammunition, taking weapons’ prices as a proxy for their availability. The
evidence suggests that even the regional average prices for assault rifles are nowhere close to a
weapon that can be afforded by any and all (Killicoat, 2007:2830 More importantly, however,

there is no support for the idea that civil wars lead to an increased availability of cheap weapons,
quite on the contrary. Arms prices typically increase dramatically in the early stages of conflict,
reflecting a shortage of arm&Chivers, 2012; Florquin, 2013, 2014; Kennedy, 200#se soaring
prices affect the entire neighborhood. In Lebanon, for instance, the cost of a Kalashnikov rose from
$1000 to $1900 kwveen February and December 2011, a trend closely following the increase in
conflict fatalities in Syria (Florquin, 2013is illustrates that although ongoing conflicts lead to the
emergence of illicit arms markets in the first instance, the mere existence of these markets does not
automatically translate into an increased availability of weapons, at least not until the end of a

conflict leads to a market oversupfBourne, 2012: 334).

3.3.2 Combatants

The end of conflict not only leaves behind a legacy of material resources, but also a legacy of human
resources. As combatants on either side are demobilized, hundreds if not thousands of individuals
need to $ift from wartime to peacetime employment and reintegrate into socidtyis reintegration

is complicated by the frequent lack of skills that would qualify these former soldiers for employment

in an already difficult postonflict labor market (Mashike, 2004; Nilsson, 2005; Renner, 1997; Spear,
2006) After long conflicts, soldiers were out of civilian eayphent for years, and those who became
rebels very young, especially child soldiers, had their education cut short and never entered the
workforce at all (Collier, 1994; Nilsson, 2Q0Npt surprisingly, research has shown that and
underemployment among egombatants is high, ahmany of them hardly get bfHuman Rights

Watch, 2005; Renner, 1997: 43)
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As with disarmament, the record of reintegration programs designed to address this challenge is
mixed at best’ A survey conducted in Sierra Leone a year after the conflict ended in 2002, for
instance, reported that participation in the program had a negligible impact on whether former
combatants successfully reintegrated, with 21% of former Revolutionary United Front (RUF) rebels
still unemployed at the time (Humphreys & Weinstein, 2008)Liberia, fads were insufficient to
reintegrate a large portion of the roughly 47°000 combatants who were demobilized (Human Rights
Watch, 2005: 4; Nichols, 2005: 11®aving them in a dangerous limbo: Demobilized and disarmed
soldiers are particularly vulnerable as they have lost their former source of income and personal
security without having established a new livelihood (Nilsson, 2005: 80; Spear, 2006\Wiitb)
these difficulties, exxcombatants are susceptible to turn to violent crime orerdist in rebel armies

to make a living and feed their families, or because it is more lucrative and exciting than the
precarious and possibly dull alternatives they héxdekanye, 1997; Mashike, 2004; Renner, 1997,
Walter, 2004)

For the same reasons, epmbatants frequently travel across borders to lend their military skills to
non-state actors in the neighborhood (Knight & Ozerdem, 2004: 502; Nilgs®®; 1819: Renner,
1997: 16; Spear, 2006: 180; Themnér, 2013; Varin, 20&5haps the bedthown example of this
phenomenon are the “regional warriors” of West Africa: Rebels who were often forcibly recruited as
children in the first wars in Liberia or Sierra Leone lived precarious existences when théiggscon
ended, and participated in several subsequent wars in the region (Human Rights Watch, 2005)
Moreover, not all demobilized combatants at the end of conflict are citizens of theqoodlict
country. ®me might have been foreign fighters in the war that just ended. For them, “re”

integration is even more difficult, and they may go home or move on when the conflict is over.

This inflow of these skilled and experienced fighters may boost the military capacity ofsia®n
group in a recipient countrgnd hence contribute to the spread of rebellion. Although recruits are
not usually considered a scarce resource in the way that weapons are, the challenge of recruitment is
to attract committed fighters with military skills (Byman et al., 2001: 95; Forney, 2015: 826;
Weinstein, 2006: 8). Rebels fight regular armies with soldiers who have undergone military training
and possibly have wdighting experience. If a group wants to match this capacity, it needs military
know-how, which former combatants cinly have. This knoswow, it has been suggested, makes

for a large battlefield impact of foreign fighters (Malet, 2013: 6; Quinn & Shrader, 2005; Steinberg,

%" See the chapters in Muggah (2009)
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2014) although they usually make up only a small fraction of the total number of combatants

(Byman et al., 2001: xviii; Hegghammer, 2010: 60)

The military knowhow of excombatants may consist of particular skills needed to operate complex
weapons systems (Byman et al.,, 2001:. 9®)standard argument goes that small arms such as
Kalashnikov rifles are the weapon of choice in many civil wars because they are so easy to use that
even children can operate thefi.But rebels who want to challenge éhgovernment army in
conventional battle and possibly take over the capital need more sophisticated weapons (Chivers,
2011; Hazen, 2013: 58B). Unless they have skilled rebels who can use them, even access to these
weapons is useles@Chivers, 2011; Hazen, 201B3; Jackson, 2010: 14@11) Weapons scarcity
likewise places a high premium on skilled combatants who can use resources efficiently. The Tuareg
rebels in Mali, for instance, apparently launched theirt fagack in 1990 with a single rifle, but then
dispatched only their best shooters to subsequent arms seizing missions in order to waste as little
ammunition as possible (Florquin & Pézard, 2005550Humphreys & Ag Mohamed, 2005: 297)
These shooters, in turn, had gained their experience when they served as mercenaries in Muammar

Gaddafi's army (Humphreys & Ag Mohamed, 2005: .255)

To sum up, the transnational movement of those combatants who have the capacity to spread
rebellion by the skills they can bring to a nascent insurgency appears to follow a similar logic as the
transnational movement of weapons: Although it is active conflicts that create a pool of combatants
with warfighting experience in the first placeje availability of these skills for other groups in the

neighborhood increases in the pesbnflict period.

3.3.3 Rebel Leaders

The end of conflict not only leaves behind large numbers of demobilized combatants, but also rebel
leaders who suddenly find themsebsat the sidelinesScholars of peacebuilding and Disarmament,
Demobilization,and Reintegration (DDR) processes have recently started exploring how the post-
conflict needs and ambitions of rebel leaders differ from those of 4@mdkfile soldiers, and ha
highlighted that the demobilization and reintegration of leaders is notoriously difficult (Nilsson, 2005;
Spear, 2006; Torjesen & Macfarlane, 2009; Wennmann, 2@4lwith ordinary combatants, rebel
leaders may have had varying incentives to incite or sustain violent action. In the course of war,
however, many of them have amassed fortunes through wagtieconomic opportunities and
attained positions of power and influence. The termination of conflict threatens these privileges, and

many leaders who believe that they benefit from the continuation of violence turn into spoilers, that

* For a discussion of this argument, see Marsh (20120)9
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is, individuals who dively try to undermine peace processes (Hazen, 20131137Stedman, 1997;

Wennmann, 2011: 16%20)

Some leaders, however, pursue their agendas in neighboring countries rather than spoiling the peace
in the postconflict society. The fact that their agesmdnay not be limited to one country facilitates

this transfer (Byman et al., 2001: 7War economies are usually transnational economies and profit
from instability in general, and many political, ideological, religious, or ethnic agendas transcend
state boundaries. Moreover, leaders’ career trajectories and interpersonal networks might have

taken them abroad previously.

The transnational movement of rebel leaders and its impact on the spread of conflict has received
little attention in the scholarship of conflict diffusion (but see Themnér, 201&dership is usually
taken as a given, and what spills over from abroad are merely resources in the form of weapons and
manpower. Yet nosstate groups need leaders who are willing and capable to dopthaning,
acquisition, and recruitment for insurgendyLeaders are often individuals with previous military
careers, such as former government soldiers who retired, defected, or were sacked from the armed
forces, and veterans of prior insurgencf@gt times, such leaders “spill over” from a conflict abroad,

and it is in this process that the evidence from case studies suggests a strong link between

terminated conflicts in one place and subsequent conflicts elsewhere.

The case of Macedonia has alreadgbeliscussed, but there are many more: One of the two leaders
who initiated the civil conflict in Uzbekistan in 1999 was previously a top commander in the Tajik civil
war, until the peace process started there in 1997 (Rashid, 2002; Torjesen & Macfarlane,T2@09)
leaders of the rebel group that entered Rwanda from Uganda in 1990 had all previously held senior
positions in the army that brought Yoweri Museveni to power in Uganda in 1986 (Bgdas, 2004;
Prunier, 1995; Reed, 1996)he infamous leader of two rebellions in Mali in 1990 and 2012 both
times just returned from fighting in Libya the first time after Muammar Gaddafi's army was
defeated in Chad, the second time after Gaddafi Wiled in October 2011 (Hicks, 2012; Humphreys

& Ag Mohamed, 2002255; Mann, 2012)And many senior leaders of the Islamic State in Syria are
former officers of Saddardussein’s army in Iraq, marginalized when that army was disbanded by the

USled invasion in 2008Gunter, 2015: 104; Sly, 2015)

¥ The importance of leadership usually comes to the fore only when it lacks, i.e., when rebel groups have no
unified command and control (Abouzeid, 2013; Chivers, 2011; Ignatius,, 2¥14hen leaders are removed
(Tiernay, 2015)

% This assessment is based on a quick glance at a new datashe deadership of armed groups between
1989 and 2003, compiled by Tiernay (2015)
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In all these cases, the respective rebel leaders had connections to the courerg diey started

their second or subsequent rebellion, either because they were originally from those countries, or
because of transnational ties based on religion or ethnicity. This suggests that the transnational
movement of rebel leaders takes place redorelatively predictable paths, given that their new
constituency has to accept them as credible leaders for a shared cause. But while this helps us
understand where transnational leaders go, and therefore contributes to explaining the spatial
heterogeneity in diffusion, it does not answer the questiwwhenthey decide to instigate violence
abroad. Again, the answer to that question frequently has to do with the fact that a previous conflict
had come to an end, and these leaders’ career plans were cut short by the reconfiguration of power

that is characteristic of postonflict periods.

Besides weapons, combatants, and rebel leaders, there may be other elements lidft-spuafcific
capital (financial resources, for instance) that exhibit a similar path when conflicts end. Common to
all these parallel processes is that they are not amenable to direct testing for lack of global data on
the crossborder movement of such smurces. What can be tested, however, is the observable
implication of these processes: The end of conflict in a source country should make the start of
conflict in neighboring countries more likely. “More likely”, in turn, can refer to two different &ffec

and both of them should be observed if the theory is plausible. The first isseotenai

Hypothesis 1 Countries that have one or several neighbors in which a conflict recently ended are

more likely to experience conflict than countries that dut border a postconflict society.

This first hypothesis merely states that pastflict situations are contagious at all. To ascertain that
such an association is not simply a delayed effect of the ongoing war (a gradual “tapering off” of
spillover risk as previousesearch hasassumed), but a distinct and particularly strong risk that
deserves the attention of scholars and policymakers alike, we need to analyze how the risk of
spillover changes over time as a source conflict moves from the ongoindhafmstconflict phase.

The second hypothesis therefore positemporaleffect:

Hypothesis 2The contagiousness of a source conflict temporarily increases right after it has ended,

and then decreases again as the legacy offigdting capital deprecias.

If the end of conflict really poses a distinct risk for the neighborhood, we should observe that
conflicts actually become more contagious for the neighborhood as they enter thecpofict
period. If the risk of contagion starts decreasing immealiagafter a conflict ends, on the other hand,

the proposition that legacy resources from war and violence pose such a high risk for the

neighborhood becomes much less plausible.
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3.4 An Empirical Test of Post -Conflict Diffusion

The first hypothesis above is tlexact posteonflict analogue of the diffusion hypothesis tested in
previous research, which focused on the spillover of active neighborhood conflicts. | therefore
replicate and extend an analysis conducted by Buhaug & Gleditsch (2088)ninal study in the
scholarship of conflict diffusiotf. The authors not only demonstrate that countries bordered by
neighbors with ongoing civil wars have a higher risk of onset, but that this effect does not disappear
when the regional clustering of risk factors for conflict is taken into account. | addtaquftict

variable to their logit model in order to test whether terminated conflicts also have this effect.

Buhaug and Gleditsch analyzed civil war onsets between 1950 and 2001, using conflict data from the
UCDP/PRIO Armed Conflict Dataset (ACD), (Ge@litsh et al., 2002)* The dependent variable in

their model was whether a new conflict started in a recipient country in any year. The main
independent variable for the diffusion test was a binary indicator with a value of one for every year
in which a ciil conflict was active in at least one contiguous country. Beyond that, the authors
included some common control variables on the level of the recipient countries, e.g., GDP per capita
(Gleditsch, 2002hYegime type and institutional consistency (Polity IV, see Marshall, Jaggers & Guirr,
2016) population size (Singer, Bremer & Stuckey, 198120 a count of the years a country has been

at peace to control for time dependence. To account for the regional clustering of risk factors, the
model included weighted averag of a region’s GDP per capita and regime characteristics. It also

contained a dummy to differentiate between countygar observations preand postCold War.

For the postconflict variable | add to this model, | use the same version of the conflicttiiatahe
authors have used for their coding of neighborhood conflicts. The difference is, of course, that the
binary variable indicates whether a conflict has recently ended in any of the neighboring states,
rather than whether a conflict is ongoing. Istea numier of time frames for “recently, with four
different postconflict variables indicating whether a conflict has ended in the previous year, in the
past two years, three years, and five years. In sticking with the coding rules employed by Buhaug &
Gleditsch (2008: 22, | only consider conflicts as terminated if there were at least three full years of

inactivity after the last conflict year.

Testing the second hypothesis requires a different data setup, and a different class of statistical

models. The focus now $ta away from the recipient countries that were the unit of analysis in the

4 replicate their Model 4 in Table 1, p. 226.
“2The ACD records armed conflicts between cdrgmvernments and nostate groups that caused at least 25
battle-related deaths per year.
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first test to the countries that are the source of diffusion (see also Forsberg, 2014aTh@Q)nis of
analysis are conflicts that started (for the ongoing analysis) or ended (for thecpofict analysis)
between 1960 and 201%. These source conflicts are identified using a recent version of the ACD,
v.4-2015 (Gleditsch et al., 2002; Pettersson & Wallensteen, ZOAlE)ach source conflict is included
from the month it started until five years after it ended, and a postflict dummy splits the data

into active and terminated conflicts. Pestnflict periods are cut short if a conflict recurs within five
years. The dependent variable is whether any country in the immediate neighborhood of a source
conflict (all countries sharing a land border with the conflict country) experiences the onset of

conflict in a particular month during the source conflict's ongoing or-posflict phase®

Because the focus of this test is on a temporal change in risk, | employ duration ffddetstion
models allow us to analyze how the probability of onset in the neighborhood of a conflict country
changes over different months of the source conflict and its qosiflict phase when all covariates

are held constant. This change in risk overetinwhich should reflect the changing contagiousness of

a source conflict, is represented in the hazard curve. To retrieve this curve, | employ a flexible
parametric duration model known as RoystBarmar (RP) model (Lambert & Royston, 2009; Royston

& Lambert, 2011; Royston & Parmar, 2002)

RP models are often used in the medical sciences, where reliable estimates of risk over time (for
instance mortality rates in different years after diagnosis) can be of vital interest to doctors and
patients alike. They are an extension of the better known Cox proportional hazards model for
situations in which the analyst has a substantive interest in the hazard curve. In Cox regression, the
hazard rate is left completely unspecified. This ensures that coefficient estimates are not biased by a
misspecification of the underlying hazard, but frequently results in noisy andfitteel hazard
curves(BoxSteffensmeier & Jones, 20048-89). RP models avoid this problem: Rather than leaving
the hazard completely unspecified, the hazard curve is modeled in a flexible manner using restricted
cubic splineé! This yields a more informative (smooth) estimate of the hazard curve, muthat is

not forced into any of the rigid distributions available in parametric duration models.

“The analysis of ongoing conflicts merely serves as a basis for the comparison of hazard curves.
44Appendix B contains more detailed information abth# coding oindividual variables.

5 Contiguity data ifrom the Correlates of War Project (Stinnett et al., 2002)

“® For an introduction, see Beteffensmeier & Jones (2004)

*"This resembles a common approach in conflict studies to model time dependence by including the ofimbe
peace years with splines, as suggested by Beck, Katz & Tucker. (1998)
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Hazard curves are sensitive to model specification, because a dynamic hazard rate over time picks up
any effects we do not know about, or cannot measure. If we could measure all the phenomena that
causea change in risk over time, time dependence would be “modeled away” (Beck, Katz & Tucker,
1998: 1283)In this study, | exploit this very nature more frequently consided a nuisance —ef

time dependence: Given that | cannot measure the transnational movement of cagcific

capital directly, | use time as a proxy to pick up the effect of these unobserved conflict externalities.

With time as a proxy, it is importathat the hazard curve does not pick up the effect of other factors
that influence a source conflict’'s contagiousness over time. Because there is little knowledge of these
factors, | include the annual number of refugees that have left the conflict country as a proxy for a
conflict’'s propensity to generate crob®rder externalities at any point in tinf€ As another source
conflict characteristic | account for whether a conflict was over territory or over government power,
although the assumption that septist conflicts are more prone to spread has not been

corroborated(Buhaug & Gleditsch, 2008)

Hazard curves can also be distorted by the large spatial heterogeneity in diffusion discussed above.
The reason is that the recipient countries with the highest propensity for conflict in general, or those
that are most exposed to the externalities of a neighborhood conflict, may also be the first ones to
react to spillover effects. This may yield a hazard curve that gradually declines over time after the
most likely instances of spillover have happened early ahenisk period, resulting in spurious time
dependencgZorn, 2000: 368) therefore account for differences in neighboring countries’ exposure
to the source conflict. Exposure has be&iown to be higher for countries with transnational ethnic

or religious ties to the neighborhood conflict (Ayres & Saideman, 2000; Buh&lgditsch, 2008;
Forsberg, 2014b) include a count of the potential recipient countries in the neighborhood that have
ethnic ties to the group(s) associated with the rebel group in the source coliflidtewise, states

that host a large number of refugees from the conflict country may be more exposed to the negative
externalities of a source conflict (Buhaug & Gleditsch, 2008:. 22fig¢refore include information on

how many refugees are stayingtln the source conflict’'s neighborhood, rather than fleeing to

countries further away (UNHCR, 2016).

To control for the propensity of a source conflict's neighboring countries to experience conflict at all,

| include the average GDP per capita and the total populatiail eieighboring countries (Gleditsch,

“® Data from the UNHCR (201@pmplemented by UN Relief and Works Agency (UNRWA) data on Palestinian
refugees, taken from a dataset by Riegger & Bohnet (2015)
“*The data used to code this variabldrsm Vogt et al. (2015)
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2002b) | also account for regime characteristics. Specifically, | include a variable that measures how
many percent of all neighboring countries have seerirocratic (“anocratic”) regimes, with the
expectation being that rrocracies are less stable and thus more susceptible to infection by
neighboring conflicts? Finally, | include a count of already ongoing conflicts in the neighborhood,
and a count of how many neighbors a source conflict has, given that neighborhoodsnwiéh

members may have a higher risk of onset at any point in time.

Time is of course is the main “explanatory variable” in this test, and it is measured in months. For the
main analysis of postonflict spillover risk, the clock starts running in the firainth of peace, and

the hazard curve shows how the risk of diffusion changes as thecpaélict phase proceeds over

the entire five years of the postenflict period. To compare the shape of this poshflict curve with

the contagiousness curve of adiconflicts, the same models are also run for the time during which

a conflict is ongoing. Time then refers to the number of months since a conflict has started.

3.5 Results

Conflicts that recently ended are as contagious for their neighborhood as conflicts that are still
ongoing. This is the key result of thesfianalysis reported in Table Bhe first column is an exact
replication of Model 4 iBBuhaug & Gleditsch (2008: 22@)s indicated by the positive coefficient on
the neighborhood conflict dummy, countries berihg at least one state with an ongoing conflict are
more likely to have conflict themselves. Models 2 through 5 introduce the qmslict dummies.

The first three yield similar results with significant and strong positive coefficients for the effect of
terminated conflicts. This is clear support for Hypothesis 1, which posited that countries in the
neighborhood of a postonflict country have an increased risk of conflict themselves. The statistical
association is strongest in Model 4, in which the dwrwariable includes three years of the post
conflict phase. The-$ear dummy in Model 5, on the other hand, is not statistically significant. This
may indicate that the risk from legacy resources after civil war already starts decreasing within the

first five years —a suggestion that will be tested in the second part of the analysis further below.

In all models, the estimates of risk associated with active neighborhood conflicts only slightly weaken
when the postconflict dummy is included. This shows ttlmgoing conflicts areontagious, but that

the cessation of a conflict poses additionalrisk to the stability of the neighborhood. To illustrate

the substantive impact of both active and terminated neighborhood conflicts, | computed the

predicted profability of conflict for a hypothetical but rather average p&xild War country (all

* For this variable, | have recoded the disputed Polity IV datrgMll, Jaggers & Gurr, 2016Jo xpolity,
following a suggestion by Vreeland (2008)
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control variables set to their median values) if there are no ongoing or recently terminated conflicts
in the neighborhood. Such a country has a 4.1% chance of conflatyiryear:* Faced with a
neighbor in the postonflict phase but no other neighbors with active civil wars, the conflict risk for
this country is 5.9% —a 44% increase in risk. This risk is slightly higher than that of a country that
had neighbors with dy active but no recently terminated conflicts (5.7%). For a country that is
bordered both by neighbors with active civil wars and neighbors in the-gmstict phase, the
probability of conflict jumps to 8.1%. This risk is more than double than thatamuatry in an

entirely peaceful neighborhood.

Table5. Onset of civil conflict, 195R001.

@) 2 3 4) 5)
Neighborhood conflict (NC) dummy 0.38** 0.36** 0.35** 0.34** 0.35**

(2.53) (2.36) (2.30) (2.26) (2.35)
NC ended inthe past year 0.37**

(1.99)
NC ended in the past 2 years 0.37**
(2.32)
NC ended in the past 3 years 0.38**
(2.56)
NC ended in the past 5 years 0.23
(1.59)

Neighborhood democracy (wa) -0.01 -0.01 -0.01 -0.01 -0.01

(0.62) (0.54) (0.50) (0.48) (0.53)
Neighborhood democracy sq.'d (wa 0.00 0.00 0.00 0.00 0.00

(0.39) (0.50) (0.53) (0.55) (0.49)
Neighborhood GDP per capita (wa) -0.04 -0.04 -0.04 -0.04 -0.04

(0.26) (0.26) (0.26) (0.26) (0.25)
Democracy 0.00 0.00 0.00 0.00 0.00

(0.112) (0.12) (0.12) (0.14) (0.14)
Democracy squared -0.01*** -0.01*** -0.01*** -0.01*** -0.01***

(2.98) (3.02) (3.05) (3.05) (3.01)
GDP per capita (Ih) -0.27** -0.26** -0.26** -0.26** -0.26**

(2.13) (2.12) (2.09) (2.06) (2.09)
Population size (In) 0.28*** 0.27*** 0.27*** 0.26*** 0.27***

(6.00) (5.72) (5.61) (5.57) (5.75)
PostCold War 0.61*** 0.57*** 0.55*** 0.54*** 0.58***

(3.97) (3.65) (3.49) (3.48) (3.70)
Peace years -0.01** -0.01** -0.01** -0.01** -0.01**

(2.44) (2.39) (2.34) (2.32) (2.38)
Constant -3.51%** -3.44%** -3.46*** -3.50*** -3.53***

(3.23) (3.16) (3.17) (3.22) (3.24)
Log pseudsdikelihood -875.57 -873.70 -873.03 -872.54 -874.37
N 6589 6589 6589 6589 6589

Logit estimates with robust absoluescores in parentheses.
wa = weighted average; In = natural logarithm. * ik * p<.05; *** p<.01.
'Variable lagged one yee@r‘j’he original data had two duplicate observations that were dropped in this sti

> predicted probabilities were calculated using the CLARIFY package in Stata (King, Tdeb&ra/i2000)
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I now turn to the results of the second test, in which the contagiousness of source conflicts is traced
over time in order to analyze this pesbnflict spillover effect in more detail. The maiesult is
presented in Figure .5Using 90 percent confidence intervals, the graph on the rjgbts the
predicted probability of conflict onset in the neighborhood of a just terminated conflict as a function
of the time since that conflict ended. The prediction is made for the risk emanating from a
hypothetical but rather average source conflict in an average neighborhood: All continuous

predictors are set to their means, and categoricalatalgs to their mode (see Tabl$. B

Figure5. Probability of conflict in the neighborhood as a function of source conflict time.

°2 As suggested by Royston & Parmar (2002: 2188)Akaike and Bayesian Information Criteria (BIC) and

a visual assessment of curve plausibility/smoothness were used to guide the complexity of the hazard curves
(number of knots needed for the splines). The postflict hazard has two degrees of freedom, the ongoing
conflict hazard three. The default knot locations in the stptdta package were used (Lambert & Royston,
2009: 268) In Appendix B, | illustrate the shape of the hazard curves with different (between one and five)
degrees of freedom.

>3 The estimates of the control variables (hazard ratios) are reported in Appendix B and are not of interest here.
They influence whether and where, rather than whenpaftict most likely spreads.
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As posited in Hypothesis 2, there is an immediate increase in the risk of conflict onset as a civil war in

the neighborhood enters the postonflict period. The first two years of the pesinflict period are

the most dangerous, before the risk slowly diees. This pattern is fully consistent with the

proposition that the postonflict period of a source country is particularly dangerous for the

neighborhood, i.e., that there is a genuine pasiflict spillover effect. Surprising is the magnitude

of this effect. Within the first year of peace, the probability of spillover more than doubles from

1.64% to 3.37%. This amounts to a 105% increase.

Table6. Descriptive statistics of all variables included in the estimation of hazards
Variable Min.” Max.” Mean® or Mode®
SC over territory 0 1 0 (51.89%)
Total SC refugees (In) 0 Q) 15.66 (6'339'115) 8.10 (3'309)
Refugees in the neighborhood (In) 0 Q) 15.66 (6'314'188) 6.53 (683)

No. of neighbors with ethnic tiesto SC 0
Neighborhood: Population in 1'000 (ln) 7.99 (2'962)
Neighborhood: GDP/capita (fh) 6.20 (492)
Neighborhood: % anocratic regimes {% 0
Neighborhood: No. of ongoim;pnflicts1 0

6
14.90 (2'968'893)
11.58 (106'518)
1

6

20

0 (57.03%)
11.94 (152'722)
7.99 (2'945)
0.32

1 (36.46%)

No. neighbors 1 5 (20.36%)

SC = Source conflict. Grey shaded area: Values used for the prediction of the hazard curves.
! variable lagged one year in the models.

%Real values corresponding to the values of logged variables in brackets.

® Frequency of this category in the sample in brackets.

To compare, the graph on the left illustrates how the spillover risk develops over the course of
ongoing source conflicts his risk is likewise not constant. It increases steeply after the start of a
source conflict, but almost as quickly drops to a relatively low level (2%) again. One explanation for
this pattern could be an initial and strong inspiration effect that dinfiess once the attention of
citizens and the media in the neighborhood is directed elsewhere (Hill & Rothchild, 1986F@20)
those conflicts that last longer, the spillover risk slowly increases amain the years, but the
uncertainty around the predicted values increases as fewer and fewer conflicts remain in the

sample®

The most striking result from the comparison of the active and terminated source conflict hazard
curves is that the peak risk spillover is not while a conflict is ongoing, but right after it has ended. It

appears that over their entire lifespan, conflicts are most likely to spill over when they are over.

> Because less than 5% of all observations remain to analyze durations of between 26 and 48 years, the entire
ongoing analysis was censored at 25 years duration. Appendix B includes a graph without censoring.
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In order to assess the robustness of this result, | have run the anaklydesa number of different
sample and model specifications. | have excluded the European region from the analysis to verify
that the results are not driven by the several conflicts that started when the Soviet and Yugoslav
empires collapsed. In the samein, | have included regional dummies to test whether the post
conflict spillover phenomenon is specific to certain world regions, which is not the case.
Furthermore, | have excluded the many short conflicts that lasted no more than a monthitary

coups or very brief recurrences of earlier conflictsfrem the analysis. There is not much time for
conflictspecific capital to accumulate in this short time, hence their exclusion should render the
post-conflict increase in spillover risk even more pronceshcwhich it does. In addition, | have also
examined whether controlling for the presence of peacekeepers in a source conflict alters the
findings, given that Beardsley (D) found peacekeeping to mitigate the risk of contagion.
Surprisingly, | found no statistically significant effect of peacekeeping whatsoever. In addition to
these tests— the results of which are presented in Appendix- | conducted all analyses with a
dyadic dataset in which source conflicts are paired with each recipient country separately rather than
with the entire neighboring region. Across all specifications, the main finding remains the robust:

There is a stark increase in spillover risk as a conflict enters thepo8ict period.

What cannot be excluded, however, is the possibility that fastflict diffusion happens for reasons
that are different from the mechanism posited in this article, which centers suarplus of conflict
specific capital that facilitates rebellions elsewhere. Further studies using more appropriate methods
to study causal processes are necessary to evallgentechanism. In the following, | nevertheless
make a first modest attempt in this direction by trying to exclude the most plausible alternative
explanation that would be consistent with the observed pattern. Perhaps the increase in spillover risk
after the cessation of a source conflict is not caused by thetfadta conflict eneéd, but by the
manner in whicht ended. It could be argued, for instance, that there is a postfict motivation
effect: A rebel victory may inspire potential insurgents abroad to take up arms as well (but see
Forsberg, 2013)Alternatively, rebel victories frequently bring to power a hew government, and it
may be that this new government is more focbming with external support to potential rebels than

the previous on€? | therefore test whether the results are driven by conflicts that ended in a rebel

victory. | do this by including a dummy for rebel victory, and an interaction of this dummy with th

A good example for this is the victory of the Rwandan Patriotic Front in 1994, and the support the new
Rwandan government subsequently provided to its ethnic kin (the Banyamulenge) rebelling in the DRC
(Prunier, 2009)
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natural log of analysis tim&.By interacting the rebel victory variable with time, | allow not only the
scale, but also the shape of the hazard to differ between source conflicts that ended in rebel
victories, and source conflicts that had other outca(BoxSteffensmeier, Reiter & Zorn, 20083;
Royston & Lambert, 2011: 2@85)

The results of this alysis are presented in Figure®e lefthand graph plots the relative hazard of

the rebel victory dummy over all five years dietpostconflict period. The relative hazard is the
percent change in spillover risk for conflicts that ended in rebel victories, compared to conflicts that
had other outcomes, with values above one indicating a higher risk (Licht, 2011). Up until about 15
months into the postonflict period, conflicts that ended in rebel victories indeed have a higher risk
of spillover, but this association is only statistically significant in the first two months (indicated by
the vertical reference line in the plot), where the confidence bounds do not include one. Moreover,
rebel victories make up only 7% of all pasntflict situations in the sample. It is therefore unlikely
that they dove the finding of a postonflict spillover peak in this study. The rigiand graph in

Figure éconfirms that this is indeed not the case.

The graph on the right plots the absolute, rather than relative, hazard over time. That is, for the same
hypothetical source conflict that was used to produce Figure 5, it plots the probability of spillover of
different postconflict situations (with rebel victory, without rebel victory, and all outcomes
combined) over time. As we already know from the graph on ¢ffte post-conflict situations after a

rebel victory are very contagious right at the start, but there is only a small increase or peak
thereafter. Also, given the small number of observations with this outcome, there is huge uncertainty
around this hazard curve. The hazard curve for jposiflict situations that did nofollow rebel
victories, on the other hand, is almost the same as the hazard curve for all conflicts that was already
presented in Figure 5. Clearly, rebel victories are not what drive the finding of @qaflitt spillover

effect. Quite on the contrary: If we exclude rebel victories, the increase in spillover risk after the
cessation of a source conflict is even stronger (a 155% increase as compared to 105% across all
conflict outcomes). Beond that, other conflict outcomes (peace agreements, ceasefires, government
victories, or conflicts that simply faded), have no statistically significant impact on the likelihood of
conflict spreadwhatsoever:’ Together, these nofindings greatly increasthe plausibility of the

claim that leftover weapons, as well as unemployed rebels and their leaders are at the heart of the

post-conflict diffusion effect found in this article.

*® Data on how conflis ended is from the UCDP Conflict Termination Dataset (Kreutz,.20th@nk Joakim
Kreutz for providing me with an updated version of this dataset ahead of publication.
> Analysis presented in Appendix B.
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Figure6. Onset in neighborhood aftesource conflict rebelictory.

3.6 Conclusion

This study started from the observation that several conflicts considered to be instances of diffusion
began only after the source conflict in the neighborhood had ended. The results | present suggest
that these nstances are part of a more general pattern of poshflict diffusion: Within the first year

of the posteonflict phase, the contagiousness of a source conflict for its neighborhood more than
doubles, and only slowly decreases thereafter. This findingidstain stark contrast to an
unquestioned assumption that was the premise of previous diffusion research, namely that active
conflicts are most dangerous for their neighborhood. It may not surprise scholars of peacebuilding
and small arms proliferation, whimave been more attuned to the regional dimension of postflict

risks. For them, the value of this study is that their claim that leftover weapons and demobilized
fighters are not just a national, but a regional security risk is now substantiatedtististd evidence

on a global scale.

More research is needed to verify the causal mechanism. This research would profit from spatially

and temporally finegrained data on arms trafficking and rebel movements across borders. However,
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the mostly illicit natire of these bordetransgressing processes greatly complicates such data
collection efforts. Alternatively, or in addition, detailed process tracing of conflict spread in the post
conflict period could assess whether it is really an oversupply of coodlgital that contributes to

the start of a new conflict elsewhere, in the sense that without the increased availability of these

resources, a conflict would have been much less likely to happen at a specific point in time.

The findings accordingly suggest extension of the diffusion research agenda into the joostflict

period. This should not shift the focus away from active neighborhood conflicts. Ongoing conflicts do
spread, a finding reconfirmed in this study, although arms and mercenaries maye b kprime
reasons for spillover during this time. More importantly, it is ongoing conflicts that lead to the
accumulation of human and material resources for violence and to the emergence of regional war
economies in the first place. This raises the dioesof how to govern these resources once a conflict
ends. Answering this question opens up interesting avenues for research that links the scholarship of

conflict diffusion with research on conflict recurrence and peacebuilding.

Peacekeeping operation&r instance, have been shown to decrease the risk of conflict recurrence

in the postconflict country (Fora, 2008; Hultman, Kathman & Shannon, 2026jinding | could not
replicate in this study, however, is that they also prevent the relocaifaonflict to another country
(Beardsley2011) This divergence should be explored further and with richer information on the size
and scope of peace operations. What should also be explored is the impact of DDR programs on the
risk of postconflict contagion. In terms of preventing conflieicurrence at home, there is so far no

statistical evidence that DDR programs are effective (Haer & Bohmelt,.2016)

On a different level, this study may remind policymakers that they frequently contribute to the build
up of warfighting capital in the first place when arming and training “friendly” rebels in active civil
wars. The most recent example is the by now suspended —US “trairand-equip” program
designed to build up a force of thousands of moderate Syrian rebels to fight the Islamic State (Shear,
Cooper & Schmitt, 20155uch strategies frequently backfire even while conflicts are ongoing, as
foreigntrained rebels switch sides or weaps end up in the wrong hands (Brooks, 2015; Shank,
2013) In addition, however, the findings of this study suggest that such strategies may be
detrimental for regional security long after a conflict ends, as more cosfbietific capital circulates

throughout a neighborhood.
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4  Peacekeeping and Conflict Diffusion:

A Reassessment

4.1 Introduction

Peacekeeping matters. This is the central message of recent quantitative analyses of peacekeeping
effectiveness in mitigating conflict and pesbnflict violence. When peacekeepers are present in a
post-conflict society, peace is substantially more likely to last (Doyle & Sambanis, 2006; Fortna, 2004,
2008; Gilligan & Sergenti, 2008; Hultman, Kathman & Shannon, .2846)although peacekeepers
have not been equally successful at shortening or ending wars that are still ongoing (Doyle &
Sambanis, 2006; Gillig&nSergenti, 2008; Greig & Diehl, 200y have at least been credited with
reducing the number of people killed in combat (Hultman, Kathman & Shannon,, 2@dging to
protect civilians from violence and mass killings (Hultman, Kathman & Shannon, 2013; Melander,
2009)* and containing the geographic scope of violendthin a country (Beardsley & Gleditsch,
2015) All this is remarkable given that peacekeepers tend to be deployed in the most difficult
contexts rather than the “easy” cases (Costalli, 2014; Fortna, 2004, 2008; Gilligadrnas{ 2003;
Melander, 2009; Powers, Reeder & Townsen, 2015; Rost & Greig, 2011)

What is even more remarkable is that peacekeeping appears to have a wglenakimpact. In a
seminal study of peacekeeping and conflict diffusion, Beardsley (2049 that the presence of a

peace operation can prevent conflicts from sprawgto neighboring countries-a risk that is high if

no peacekeepers are deployed (e.g., Black, 2013; Buhaug & Gleditsch, 2008; Gleditsch, 2007; Ward &
Gleditsch, 2002)If accurate, this finding has substantial policy implications. Not only does it suggest
that a positive side effect could be had from peacekeeping almost for figen that preventing
spillover is not usually what peacekeepers are tasked to do. It also implies that peace operations “do
no harm” (Anderson, 1999ye ought to worry about, at least not in terms of triggering spillolg
displacing conflicts to areas where there are no peacekeepers, asogasionallfeared(Beardsley,

2011; Beardsley & Gleditsch, 2015; Diehl & Druckman, 2010; Guéheniso 33)1

Despite these important implications, the article Bgardsley (2011)emains the only study on the
topic to date. As result, the finding that a peacekeeping presence helps to prevent conflict diffusion
largely remains a finding in search of an explanation. Moreover, it offers little in the wspeoific

guidance for decisianakers that would help them design inten@ons that have an impact beyond

*® But see Kocher (20149r a critical reanalysis.
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the target state. In this paper | thus offer a critical and detailed reanalysis of the relationship
between peacekeeping and conflict diffusion that addresses the questions opbatekeepers are
effective in containinghe spread of confliciwhenthis effect likely holds, andhichtypes of peace

operations are responsible for it.

With regard to the how | challenge the idea that peacekeepers have a direct impact on conflict
diffusion in the sense that they prevent ctiof externalities —such as refugees, arms, and
combatants— from crossing borders. This idea was at the heart of Beardsley's (#@ddretical
argument. Townsen & Reedg2014: 78)ikewise believe that peacekeeping forces deployed along
the border physically prevent the spread of violent events into a neighboring state. Given that most
peace operations neither have a mandate nor realistic capacities for comprehdywsiver control

(see also Walsh, 20Q7)do not find this a plausible mechanism. Instead, | argue that peacekeepers
may have an indirect influence on spillovby reducing the externalities a conflict generates in the
first place, rather than by stopping them at the border (see also Hultman, Kathman & Shannon, 2014:
751; Peksen & Lounsbery, 201Zhis argument has imp@nt implications for the question of when

we should expect what types of peace operatitmbe effective in containing conflict.

Regarding thewhen, | distinguish between peacekeeping during ongoing and terminated source
conflicts® | argue that the initect effect of peace operations on conflict spread only holds during
active civil wars: As peacekeepers reduce the intensity of ongoing conflicts in terms of eombat
related deaths and civilian targeting, conflicts should produce less of the externalities that are
associated with conflict spread (refugee flows, opportunities for rebel sanctuaries, regional economic
deterioration, etc.). But conflicts are not only contagious while they are active. In fact, they have
been shown to be particularly contagiousthe early years of the posonflict period (Bara, 2@).

The explanation offered for this pesbonflict diffusion effect is that the end of fighting frees up
crucial warfighting resources (arms, skilled combatants, experienced rebel leaders), some of which
circulate throughout the region via the smalinas trade and through transnational rebel networks
and thus facilitate the organization of rebellion elsewhere. If this is accurate, then peace itself
creates the externalities that spread during this time, and unless peacekeepers can help manage and
speedup the depreciation of wafighting capital —for which there is little support in the literature

— peacekeeping success at home does not translate into regional stability.

| use the term “source conflictfor a conflict that could spill over into the neighbodt, and “recipient
country” for a country at isk of spillover from such a conflict.
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Regarding the questionf which types of peace operations have the abawentioned effects, it
follows that a mission’s overall strength and personnel composition should not matter in the post
conflict period. If peacekeepers are not the right answer to the problems responsible fecqutitt
diffusion, we should see no difference in the impact of different missions. During active civil wars,
however, only large troop deploymén (as opposed to observers police) have been shown to
reduce both combat and civilian deaths (Hultman, Kathman & Shannon, 2013, 2@hte we

shouldonly expect higher troop humbers to be associated with less spillover during that time.

| test these propositions with global data on peacekeeping in civil conflict anecpo8ict episodes
between 1989 and 2010. To address the fact that peace operationscardeployed at random but
may be more likely iwonflicts that present a greater threat to regional stability in the first place, |
employ nearestieighbor maching on the propensity score. | preprocess the data by pagagh
conflict with peacekeepingvith a case that had no peacekeeping but was as similar as possible in
terms of those factors that influence both whether peacekeepars deployed andwvhether a

conflict spreads. | then analyze the matchaatasetwith a Cox proportional hazards model.

In line with my expectations for the postnflict period, | do not find any significagtfect of peace
operations on the risk that conflicts spread after their termination. Thxecty during the time at
which the contagiousness of civil wars peaks, pkaepers are notable to mitigatethis risk.
Moreover, a similar tradeff between more stability at home and less stability abroad appears to
exist during active civil wars. Those missions that have been repeatedly credited with mitigating
violence at hore, namely large deployments of UN troops, are associated with a higher risk of
spillover. Observers, on the other hand, which have been associated with an escalation of battle
related and civilian deaths in the country of deployment (Hultman, Kathman & Shannon, 2013,
2014) appear to educe the risk of diffusion. This inverse relationship raises the question of whether
a dampening of the conflict at home already squeezes-fighting resources out of the conflict

country and into the neighborhood.

In the following, | review the currerdtate of research on the processes that are at the heart of
conflict diffusion. On this research | then build my own theoretical argument and a series of testable
hypotheses about the impact of mission characteristics on the risk of conflict spread dating
conflicts and postonflict episodes. In the research design, | describe the dataset and the matching
procedure in detail. After presenting the findings, | conduct a set of additional tests to evaluate the
results and compare them to the previousdings by Beardsley (2011)conclude with a discussion

of further research avenues in light of the observation that there is little reason for optimism

regarding the side benefits of peacekeeping for countries surrounding its target states. Beyond that, |
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present some avenues for peacekeeping policy that would serve to enhance the positive regional
repercussions of peace operations whilst making sure to avoid negative consequences of the kind

suggested in this study.

4.2 Peacekeeping and Conflict Diffusion

Conflict diffusion takes place when a conflict produces externalities that increase the risk of conflict
in surrounding states. Thalhis risk is real and relatively high has been well established in statistical
analyses of conflict diffusion (e.g., Black, 2013; Buhaug & Gleditsch, 2008; Gleditsch, 2007; Ward &
Gleditsch,2002) Scholars have also identified a set of factors that influence whether in
particular where a conflict is likely to spread (for a review, see Forsberg, 201g)articular
challenge has been to find out how exaatiynflicts spread. Most quantitative studies of conflict
diffusion could not test the proposed mechanisms directly, and only recently scholars have started
exploring alternative reearch methods to trace the exact processes through which conflict in one
place contributes to conflict elsewhe€heckel, 2013). In the following, | first review the state of
research about these processes. | then depeiny theoretical argument and a series of testable
hypotheses on the impact of mission characteristics and the timing of deployment on the risk that

conflicts spread.

4.2.1 Conflict Diffusion: What we Know

Two types of conflict diffusion processes can be distished: direct and indirect diffusion (Forsberg,
2014a: 6) Direct diffusion involves the movement of something tangible (people, goods) across the
border. In the case of indirect diffusion, on the other hand, don#xternalities do not physically
cross the border but nevertheless influence the behawbiagents in neighboring states. Indirect
diffusion takes place, for instance, when a conflict across the border serves as a source of inspiration
or information br potential rebels at home (Ayres & Saideman, 2000; Forsberg, 2013; Gurr, 1993; Hill
& Rothchild, 1986) or when a conflict indirectly leads to a detedton of the economy in
neighboring states (Murdoch & Sandler, 200/mong the most frequently discussed direct
externalities of conflict are refugee flows, border mowamts of rebels who use the conflict country

as a sanctuary, and the transnational flow of foreign fighteescenaries®® weapons, and other

resources useful to fight an insurgency. In the following | focus on those direct externalities, although

% use the terms “foreign fighter” and “mercenariyiterchangeably, although a distinction is sometimes made
on the basis that the former are unpaid and fight for ideational reasons, whereas the latter are paidtand f
for purely material rewards (Hegghammer, 2010) practice, this distinction is rarely clear and has recently
been criticized becauseoth incentives and rewards are hard to observe (Malet, 2015; Varin, 2013321
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peace opeations may alter processes of indirect diffusion as well, depending on assumptions about

how exactly peacekeepers influence conflict spread guestion | discuss further below.

Since a seminal study by Salehyan & Gleditsch (20&f6)gees have been considered ampbrtant
mechanism of conflict spread. The authors argued that refugee populations alter local (ethnic) power
relations, exacerbate competition over scarce resources, put an economic burden on the host
country and indirectly cause a decline in living conditions in their host area, hence increasing the risk
of conflict onset in the host country. Empirically, they found that hosting a higher number of
refugees from neighboring states accounts for part of the increased risk associated with bordering a
neighboihood conflict. This finding, and the mechanism at the heart of it, is not undisputed. Buhaug
& Gleditsch (2008)for instance, did not find that dyadic refugee flows affect the risk of conflict
spillover, and a study by Shaver & Zhou (2@M8n suggested that localities within which refugees
reside are more secure in the years after refugee arrival. In a-lwakh study, howeverRliegger
(2013)makes the case that although refugee flows are not peassociated with conflict spread,

they frequently flee to places where they have ethnic kin, and it is primarily these refugee flows
along transnational ethnic linkages, in conjunctioithwcertain ethngpolitical contexts in the host

state, that increase the risk of (ethnic) conflict in a country bordering a neighbor at war.

With regard to crosdorder rebel sanctuaries, Salehyan (2007, 2G6anhd that rebel access to an
extraterritorial base increases the risk of civil war in a country, and that countries with ongoing
conflict (together with rival neighbors) are popular destinations for such bases. A government having
to fight a domestic opponent not only signals stateakness and insufficient reach of state authority
across its territory to potential rebels looking for a hiolat; the ongoing civil war also diverts
resources away from efforts to expel foreign rebels (Peksen & Lounsbery, 2012: 353; Salehyan, 2009:
70). As a reslt, neighboring norstate actors profit from the instability created by an ongoing source
conflict in order to organize their own insurgency, regroup, or train, which increases the risk of

conflict for the state from which those groups originate.

Finally,the transnational flow of foreign combatants or mercenaries, weapons, and other military
resources from a conflict country to a neighboring country may provide potential rebels in the
recipient country with increased capacities to initiate their own rebellion. Access tefigtding
resources is a critical barrier to the successful launch of an insurg&einstein, 2006) and
because resource needs are rarely met from domestic supply alone (Byman et al., 2001; Hazen,
2013) an inflow of warfighting capital from a conflict in the neighborhood can greatly increase the
risk of conflict onset in the recipient country (Braithwaite, 2010; Buhaug & Gleditsch, 2008; Checkel,
2013: 3; Fearon & Laitin, 2003; Forsberg, 2014a; Salehyan & Gleditsch, 2006)
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Not all these processes are equally likely to be at work at all times. In particular, and that is one of
the key assumptions | make in this paper, the prevalence of these btategressing processes
differs between active source conflicts andspconflict situations’ Until recently, conflict diffusion

has been considered a risk that primarily stems from active civil wars, although with the possibility
that this risk lingers on for some years into the postflict period (Beardsley2011; Black, 2013;
Buhaug & Gleditsch, 2008; Forsberg, 2014b; Kathman, 2B&i3 (2016) however, observed that

the risk of spillover does not just take time to taper off, but actually increases in the early post
conflict period of a source conflict, so that recently terminated conflicts are particularly contagi

for their neighborhood. The explanation she put forward is that the end of fighting generates a
surplus of conflicspecific capita{Collier & Hoeffler, 2004: 5693uch as weapons and other military
material, skilled combatants, or experienced rebel leaders and their networks. Some of these human
and material resources subsequently circulate throughout the region via the small arms trade and
through transnational rebel networks, making this a time at which it is easier forstate groups in

the neighborhood to build up a capable rebel army.

Refugee flows and rebel sanctuaries, on the other hand, are risks that should be primarily associated
with the spread of active civil wars. The decision to abandon one’s home is rarely taken lightly, and
people are most likely to flee when their physical integrity and personal security is endangered
(Davenport, Moore & Poe, 2003; Weiner, 199Bi)is danger should be highest when civil wars are at
their most severe, and civilians are victims of intentional and incidental killings. In some exceptional
cases this threat peaked in the paginflict phase —the flight of Rwadan (Hutu) refugees after the

1994 genocide and subsequent victory by the Rwandan Patriotic Front being the most prominent
case— but on average, refugees tend to go back home in the posflict phase. Foreign rebel
sanctuaries should likewise be associated with the instability caused by active rather than terminated
civil wars. The higher the intensity of a war, the more the “host” government is occupied in battle

rather than patrolling and controlling the boundaries of its territory.

These different loigs of ongoing and terminated conflict spread ought to have implications for the

ability of peacekeepers to prevent contagion, and it is these differences to which | now turn.

® See also Gilligan & Sergenti (2008: @#jo argue that the data generating process of ongoing wars is
different from postconflict situations, and that pooling ongoing and terminated conflicts when analyzing
peacekeeping effectiveness is therefore inappropriate.
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4.2.2 How Peacekeepers Influence Conflict Diffusion

How can peacekeepers prevent the negative externalities of confliefugee flows, risk associated
with rebel sanctuarie and the transnational flow of conflispecific capital— from destabilizing
surrounding countries? In the little literature that touches on this question at all, two lines of
argumentation can be discerned: The first is that peacekeepers prevent eliies)drom crossing

the border; the second is that they mitigate the externalities that arise in the first place.

According to those who share the first view, peacekeepers physically prevent theboroes flow

of conflict externalities, that is, they literally keep externalities in the source conflict Statensen

& Reeder (2014: 78¥or instance, write that “peacekeeping forces deployed along the border can
help manage refugee flows, report the presence of an armedstiate group, and physicglprevent

the spread of violent events into a neighboring state.” Beardsley (2011: 1&8)ise focuses on
this border security mechanism andrgues that by either securing borders directly, or by
strengtheningthe force projection capacities of the government, peacekeepers restrict the flow of

arms and other rebel support in and out of conflict areas.

For several reasons, | find this argument implausible. First of all, peacekeepers are rarely even
mandated to secure borders. Quite on the contrary: Neglect of border security has been made
responsible for undermining several recent peacekeeping efforts (Walsh,.28839nd, even if they

had a border security mandate (such as UNOMUR in Uganda/Rwanda in 1993/94, MONUC and ONUB
in Burundi/DR Congo in 20@8, or the CIS Collective Peacekeeping Foramstaning Tajikistan’s

border with Afghanistan between 1993 and 2000), the number of peacekeepers is in most cases too
low to make for a sufficient presence along the entire border. In my dataset, which | describe in the
next section, the average number péacekeepers per kilometer border is less than two (and this
calculation rests on the assumption that all peacekeepers were stationed at the border). The highest
density of peacekeepers in this regard is achieved by the combined presence of KFOR and UNMIK
personnel in Kosovo. Even in that case, however, border control efforts apparently focused on
keeping Serb army and police units out of Kosovo, while other movements across the border were
neglected, allowing Kosovo to become a major hub for human tkaffid Amnesty International,

2004; cited in Walsh, 2007This example illustrates that third and finally, a majority of the border-

transgressing processes that are associated with conflict diffusion are illicit and freqcieamtigeled
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through well organized and at times criminal transnational netw6tkehese actors are unlikely to

be deterred by lightly armed peacekeepers and their occasional presence along the Horder.

Against this background, theesond view seems more plausibleeae operations contribute to
regional stability not by stopping externalities at the border, but by successfully reducing the
externalities a conflict generates in the first pladéultman, Kathman & Shannon (2014br
instance, argue that as peace operations reduce the intensity of civil wars in terms of pileplénk
combat, conflicts become less destabilizing tiee region. For this argumeniey draw on a finding

by Kathman (2011yvho showed that wars are less likely to spread the lower their intensity, probably
because they produce less refugees, do not as severely affect regional economies, send less visible
demonstration effects, and just generally produce less conflict externalities that could affect
neighboringcountries.Peksen & Lounsbery (2012: 3%8yue along similar lines: Less instability and
chaos should diminish safe haven opportunities for neighboringstate groups. They also argue

that to the extent that peace operations (or neutral military interventions, of which peace operations
are a subset) help protect civilians from violence and mass killings (Hultman, Kathman & Shannon,
2013; Melander, 2009neighboring countries are less likely to be destabilized bysegke refugee

flows.

| build my theoretical argument on this second line of reasoning, and claim that it should yield
diametrically opposing predictions of how peace operations affect the diffusion of active as opposed
to terminated source conflicts. In ¢hcontext of ongoing civil wars, peacekeeping that is effective in
mitigating violence at home should have a regionally stabilizing effect as well. In theqodlitt
phase, on the other hand, missions that successfully keep the peace should have b émpa
regional stability, because it is peace itself that creates the risks associated witlcomblatt
diffusion, namely an oversupply of (transnationally mobile) resources that are more useful for war
than for peacetime. In the remainder of this sectjd discuss this argument in more detail and derive

testable hypotheses from it.

As discussed above, refugee flows and risks associated with the use of source country territory as
safe haven for foreign rebels are assumed to be at the heart of ongoiritictepillover. In addition,
indirect externalities in the form of demonstration and motivation effects and a deteriorating

regional economy should also be primarily generated by active civil wars. It follows that the success

%2 With the exception of refugee flows. To my knowledge, however, no peace operation has ever been required
to stop refugees at the border and prevent them from seeking safety in another country.

® For a recent overview of the literature on the criroenflict nexus, se®e Boer & Bosetti (2015Dn the
multifaceted relationstp between peace operatits and organized crime, s€@»ckaye & Lupel (2011)
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of peace operations in prevéing conflict diffusion hinges on the extent to which peacekeepers can
mitigate these externalities by reducing the intensity of conflict in terms of battlefield and civilian
deaths— given that peace operations have not been found to successfully helgvarslaltogether
(Doyle & Sambanis, 2006; Gilligan & Sergenti, 2008; Greig & Diehl, 2005)

Not all peacekeeping missions are equally successful in achieving this aim. Missions range from a few
unarmed observers to the deployment of tens of thousands of heavily armed troops. Recent research
on the effectiveness of peace operations in the country of d@plent has found that only armed
troops — and the more the better —are associated both with fewer deaths in combat and with a
reduction in civilian targeting (Hultman, Kathman & Shannon, 2013, 2@®ddlucing violence
between belligerents that have not yet chosen to lay down arms and stopping them from targeting
civilians necessitates that peacekeepers intercede between warring factions and disarm and
demobilize them, which only armed troops can do. Military troops are also the most fully equipped
with the instruments necessary to deter hostilities, including weaponry, armored vehicles, and
combat training (Hultman, Kathman & Shannor@12: 879, 2014: 743)Observer and police
personnel, on the other hand, usually serve behind the frontlines, and while a higher nurhber o
police personnel is at least associated with lower civilian targeting but has no impact on battlefield
deaths, observers have even been associated with an increase in both civilian and battlefield deaths.
Hence if it is true that what works at home also works abroad in terms of peacekeeping
effectiveness, then regional stabilization will require the deployment of a large number of armed

peacekeeping troop&'

Hypothesis 1aAs more military troops are deployed in peace operations in an active source conflict,

the risk of conflict onset in neighboring countries decreases.

Hypothesis 1bThe number of observers and police deployed in peace operations in an active source

conflict has no effect on the risk of conflict onset in neighboring countries.

In postcorflict contexts, the situation is somewhat different. Pasiaflict peace operations have
been found to be successful in preventing the recurrence of conflict (Doyle & Sambanis, 2006;
Fortna, 2004, 2008; Gilligan & Sergenti, 2008; Hultman, Kathman & Shannon, Dti$&uccess has

been attributed to the ability of peacekeeping to help solve commitment problems between the

® Hultman, Kathman & Shannon (2013, 20%M)died only missions by the United Nations, whereas m
hypothesis posits that armed troops by all actors are effective in mitigating the risk of conflict diffusion. I will
come back to the difference between UN and AdN missions in the research design section, and will test
whether there are differences ithe impact of peace operations by different actors.
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conflicting parties, as gacekeepers monitor the partiesompliance with settlement agreements.
Moreover, the presence of peacekeeping forces makes surprise attacks more difficult and thus raises
the costs of fighting, and it increases the potential international audience costs of defection from a
ceasefire or peace agreement (Doyle & Sambanis, 2000; Fortna, 2008; Hultman, Kathman &
Shannon, 2016; Mason et al., 2011 sum, the manner in which pesbnflict peacekeeping is
thought to decrease the risk of diwar recurrence works on the “demandide of conflict by

reducing the incenves and opportunities of state and rebel leaders to resume fighting.

But the reason why conflicts relocate to a neighboring country in the-postiict period is thought

to lie in the “supply”of conflict, or better, in the oversupply of resources arms combatants,
leadership— needed to pursue a strategy of armed violence. To date there is not much evidence to
suggest that peacekeepers have a fundamental impact on how these caepiiiciic human and
material resources are used and reduced. Countdthiegisks stemming from confligpecific capital

in the aftermath of war requires taking arms out of circulation, and reintegrating ordinary
combatants and their leaders into civilian life or into the state’s security services (Bryden & Hanggi,
2005; Kreutz, Marsh & Torre, 201Peacekeeperat times participate in or assist other actors in the
programmatic tools designed to address these challenges, such as Disarmament, Demobilization, and
Reintegration (DDR) or Security Sector Reform (SSR). But although comgasdisements of such
programs ardargely lacking (for one exception, see Haer & Bohmelt, 20téhy experts doubt the
effectiveness of these programs in reducing the risk of postwar violence at home and abroad
(Colletta, 2012; Humphreys & Weinstein, 2007; Muggah & Krause, .2009llows that if
peacekeepers are not able to tackle those externalities that are responsible for the high risk of
diffusion in postconflict contexts, we should not expect paginflict peacekeeping to deice the

risk of spillover in the way that peacekeeping during active civil war is hypothesized.

Hypothesis 2a: The presence of peacekeepers in a terminated source conflict has no effect on the

risk of conflict onset in neighboring countries.

If the argumat so far is correct and peacekeepers cannot influence the spread of terminated civil
wars not because they are at times undsguipped and poorly manned, i.e., lack the capacity to
make a difference where they actually could, but because peacekeepers are not the right answer to
the problems responsible for pesonflict diffusion, then we should see no difference in the impact

of different types of peacekeeping missions.

Hypothesis 2bNeither the overall strength nor the personnel composition of peagerations in a

terminated source conflict has an effect on the risk of conflict onset in neighboring countries.
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4.3 Research Design

To test the above hypotheses, | construct a global dataset in which the units of analysis are civil
conflict and postonflict episodes between 1989 and 20¥0Most intrastate peacekeeping took
place only after the end of the Cold War and it is common practice in studies of peacekeeping
effectiveness in civil wars to limit the analysis to that period (e.g., Beardsley & Gleditsch, 2015;
Fortna, 2008; Hultman, Kathman & Shannon, 20T6g source conflict episodes as well as their start
and end dates are identified using a recent version of the UCDP/PRIO Armed Conflict Dataset (ACD),
v.4-2015 (Gleditsch et al., 2002; Pettersson & Wallensteen, 20[L8)stinguish between active and
terminated source conflicts. Ongoing source conflicts are conflicts that were ongoing in January 1989
or started between January 1989 and December 2010, and they are included until the last-conflict
month or until the end of 2010 if still ongoing at that time. Roghflict situations are included from

the first month of peace until five years later for conflicts that ended between January 1989 and
December 2010. If a conflict resumes within these five years, thequoslict period is cut short, and

a new active conflict episode starts. This is monthly data in order to capture the exact times at which
conflicts and peace operations start and end, i.e., the unit of observation is a canflpistconflict

month.5®

The dependent variable is whether any country in the immediate neighborhood of a source conflict
(all countries sharing a land border with the conflict country) experiences the onset of conflict in a
particular month of the source conflict's ongoing or poshflict phase®’ For conflicts that are
restricted to a particular region (conflicts over territory as listed in the ACD), | follow Beardsley (2011:
1058) and code only those states directly bordering the contested territory as neighbors at risk.
Observations following the onset are coded zero to allow for the fact that new conflicts can start in a
country even if it has other ongoing wars, and the dependent variable is coded with-manta

lead to allow for a delay between peacekeeping in the source conflict and an observable change in

potential recipient countries.

® More detailed information on the construction of this dataset and the coding of individual variables is
presented in Appendix C.

®® Note that | censored active civil wars at a maximum duration of 20 years. In the matched sample, very few
conflicts lasted longer than that, of which only two (Sudan and Afghanistan) had a peace operation at all. It may
not be wise to infer peacekeepingpact from these special cases in which peace operations entered only late
into the conflict.

®7 Contiguity data irom the Correlates of War Project (Stinnett et al., 2002)
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4.3.1 Peace Operations

The main explanatory variables in this study are the presence, strength, and personnel composition
of peace operations. Peace operations were selected using a comprehensive list in Diehl & Balas
(2014: 220226) This list, in turn, is based on a dissertation by Balas (20ha)defines peace
operations as the deployment of military or civilian personnel in a conflict or-qmslict
environment to deal specifically with that conflict, i.e., the main goal of the mission talidize a
conflict or make sure the conflict does not restart. The missions analyzed in this study include
missions by the United Nations, regional organizations, coalitions of states, and even single states,
and they include peacekeeping missions (manitg and/or limiting violence with the consent of the
belligerents), peace enforcement (often without consent), and peacebuilding (multifaceted activities
to achieve lasting peace). The main change | made to the liBidiy & Balas (20143 that in line

with most quantitative analyses of peacekeeping effectivendéseave excluded purely civilian

missions that includedeither armed troops, nor observers or police, but only civilian §taff.

Fortesting Hypothesis 2a, a simple dummy variable indicates whether there was a peace operation
present or not in the respective month. With regard to the other hypotheses, detaifedmation

on individual missions’ overall personnel strength and personnel composition in terms of troop,
observer, and police numbers is needed. Two sources exist for such data. The first is a dataset by
Kathman (2013)listing the number of troops, observers, and police in each peace operation by the
United Nations. Because this dat is available from as early as 1990 and offers-fjreined
monthly information on deployments, it has been the preferred dataset to test theories on the
determinants and the impact of peacekeeping strength and personnel composition (Bakaki &
Hinkkainen, 2016; Beardsley & Gleditsch, 2015; Hultman, Kathman & Shannon, 2016; Hultman,
Kathman & Shannon, 2013, 2014; Kathman & Wood,62@zonyi, 2015)The drawback of this
datasetis that it covers only missions by the UN, yet it is not at all clear whether findings regarding
the impact of UN peacekeepers apply to peacekeeping by other actors. In fact, the recent focus of
peacekeeping research on UN peacekeeping only has been criticized exactly on these grounds,
namely that it is owed more to data convenience than to systematic knowledge étedifference

between UN and notUN peace operation®iehl, 2014; Mullenbach, 2013)

There are studies that show no clear difference in the success of UNoardN peace operations in

keeping the peace after a civil war (Fortna, 2004; Heldt, 200d¢reas others have found only UN

® The entire list of conflict and posbnflict episodes as well as peace operations analyzed in this study is
presented in Appendix C. Appendix C also includes more detailed information on coding decisions with regard
to the peacekeeping variables.
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missons to be successful (Nilsson, 2008; Sambanis & Schulafer, 2008) With regard to peace
operations during active civil wars, information on the different impact of various peacekeeping
actors is even scarceHultman (2010¥inds that in terms of civilian protection, only UN missions
with a protection mandate, but not missions by other organizations, can successfully reduce civilian
targeting. This would suggest that only UN missions should be able to alleviate humanitarian crises
and thus restrain refugee flows. Howard (2000n the other hand, argued that the difference
between UNand norrUN actors is a temporal eni.e., she sees a division of labor emerging in which
regional organizations and single states enforce the peace, while the UN conducts thediollow
peacekeeping and peacebuilding. Muggah (2Ct8ues along similar lines when he says that-non
UN operations appear to be more effective at ensuring negative peastpping violence —than

in generating net didends beyond thatOne reason he offers is that n&iN operations focus
almost exclusively on traditional peacekeeping tasks and do not deal with Hatiting. In all these
studies, however, the authors grapple with the difficulty of interpreting défferes in peacekeeping
effectiveness between actors, owing to the dearth of theories on why certain actors should be better

equipped to enforce, keep, or build peace (see also Heldt, 2004; Sambanis & Schibbfe?008)

| therefore complement Kathman’s UN data with data on the mission strength and composition of all
peacekeeping actors. This data is compiled by the Stockholm International Peace Research Institute
(SIPRI) in their Multilateral Peace Operations Database (SIPRI, 2@h6&)000 onwards, and in

their Yearbooks (SIPRI, 2016t) all years from 1993 onwards. The disadvantage of this data is that

it is available only annually, and only from 1993 onwards. | thus test all hypotheses on mission
strength and personnel composition with both datasets. Before running the analyses with the two
datasets, however, | assess whether there is a general difference in the impact of a UN peacekeeping
presence if compared to a nddN gesence, using an indicator for peacekeeping actor. It is possible
for the UN and nofUN indicators to be true at the same time if both a UN and aldbinmission are

deployed to a conflict, which is relatively common.

Note that if several missions are pesg at the same time, | add up their personnel numbers, so that

my mission strength indicators are not indicators of individual missions’ strength, but of the strength
of the overall deployment at any point in time. All variables are transformed using the natural log
after adding one (one peacekeeper) to the base, because peacekeeping numbers are highly skewed.
Even in cases in which a mission is present, there are many small missions at one end of the

distribution, and a few very large missions at the athad.
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4.3.2 Matching and Controls

The biggest challenge when analyzing the effect of peacekeeping on armed violence (at home or in
the neighborhood) is that peacekeeping missions are not deployed at random, but may be more
likely to be deployed to some contficrather than others. In studies of peacekeeping effectiveness in
the country of deployment, for instance, scholars have found that peacekeepers tend to go to the
most challenging cases, i.e., cases in which the conditions for peace to take hold or acelas
difficult (Fortna, 2004, 2008; Gilligan & Stedman, 2003; Melgr2lé09; Powers, Reeder & Townsen,
2015) although Gilligan & Sergenti (2008: 1aBo find that the UN appears to intervene in difficult
postwar situations but in “easier” active wars. In anyaase have to assume that similar selection
processes are also an issue when analyzing the impact of peacekeeping on conflict contagion, as
there are indications that peacekeepers tend to be deployed to conflicts that pose a higher threat to
the stability of the neighborhood (De Jonge Oudraat, 1996; Fortna, 2008; Uzonyi,. Ziling to

take this selection process into account may lead us to make faulty inferences about the impact of
peace operations on the risk of contag. Specifically peacekeeping in this study could appear to
have no effect on conflict contagion (as assumed in Hypotheses 2a and 2b) or increase the risk of
spillover even though there may be no such relationship. We therefore have to avoid that the

estimates of peacekeeping only capture a conflict's propensity to spill over at all.

To address this problem, | employ a matching technique advanced by Ho et al. §88019ed in a
peacekeeping study by Gilligan & Sergenti (20®8preprocess the data by matching each conflict
that had peacekeeping with a conflict that had no peacekeeping but was as similar as possible in
terms of those factors that influence both whether peacperations are deployed anghether a
conflict spreads to the neighborhood (confounders). This strategy is akin to case selection for a most
similar systems design frequently employed in siNalomparative case studies. | then analyze the
matched subset of the data with a Cox profpmnal hazards model, including the same confounding

or control variables again (with some exceptions). This double strateggnatching on and
controlling for the same confounders allows us to improve causal inference even if the matches
are not exact: If any imbalance between cases with and without peacekeeping in terms of
confounding variables remains after the first step, the second step then has a chance to eliminate

some of the remaining bias (Ho et al., 2007)

% Note that selection models serve a similar purpose, but see Gilligan & Sergenti (200@r $@me
arguments against their use in the peacekeeping context.
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The Cox proportional hazards model is the model of choice here for two reasons. First, Cox
regression is particularly suitable when dasaright-censored, i.e., when there are many cases in
which conflicts or postonflict situations are still ongoing by the time the dataset ends. Second, it
leaves the baseline hazard that a conflict spreads at any point in time unspecified. Leaving the
baseline hazard of spillover unspecified offers the best chance at unbiased coefficient estimates if
there are no clear expectations about the shape of the hazard. Although an expectation about the
shape of the hazard of spillover could be derived from Bara (2046)d not have enough
information on the extent to which this shape was influenced by particular types of peace

operations hence it is left unspecified in this context again.

In terms of matching technique, | use etteone nearest neighbor matching withougéplacement

(each nonrpeacekeeping case can only be used as a control case once) on the propensity score. The
propensity score is the probability that a conflict episode will see the deployment of a peace
operation, conditional on the observed covariatesatthl include into the matching process
(Rosenbaum & Rubin, 1982)nd it is estimated using a logistic regression. Note that | only match on
peacekeeping presence, i.e., when estimating the propensity score, the outcome variable is whether
a conflict received a peace operation or not. This amounts to the assumption that only the decision
of whether peacekeepers are sent at all is influenced by some of the same factors that also affect the
risk of contagion. In reality, of course, decisions on mission size (or later increases in mission size) or
on mission type (pure observer mission, heavily armed troops, police mission, etc.) likewise hinge on
decisiomakers’ assessment of the danger a conflict poses in terms of regional inst2tflligenthe

already small number of cases with peace operations, however, matching on further categorizations

of missions proved to be problematic.

In terms of the particular challenges posed by matching with t&@iees crossectional data, | follow

one of thesuggestions iNielsen & Sheffield (2008nd match on ente panels (conflicts) rather
than individual observations (confliatonths). To this end | collapse the tirseries structure into

one observation per conflict episode and perform standard singkervation matching on this data.
Many of the variables onmvhich | match (described below) are tirgenstant anyway. For those
confounders that change over time, such as refugee flows or bdé##hs, | average their values
over the entire time (for cases that never received peacekeeping) or up until the moment they

received a peace operation. After the propensity score matchingekpand the dataset back to its

® e Bensm & Kathman (2014pr an analysis on some of the determinants of and biases involved in-force
level commitments made by the UN.
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time-series structure. In simple words, this strategy amounts to comparing conflicts that at any point
in time received peacekeeping to conflicts thatver in their lifetime received a peacekeeping
mission, although they had, on average, similar conflict and context characteristics up until the time

at which one of them received a peace operation. Below | describe these characteristics in detail.

Sourceconflict region.A categorical variable indicates in which world region the source conflict takes
place. The regions are the Americas, Europe, Africa, MENA (Middle East and North Africa), and Asia,
and information for this variable is taken from the ACBer€ is a regional bias in the deployment of
peacekeeping missions, at least by the UN: The UN is more likely to deploy missions to Europe than
to Africa, but the worst regional bias is against A€dligan & Stedman, 20Q3f conflicts in some

world regions are also more or less likely to spread for reasons we cannot direct measure, then
region is a confounding variable (the high permeability of state borders in Africa has been a recurrent

theme in conflict studies, for instance, see McCauley & Posner, 2015)

Source conflict is/was internationalized. | include a dummy that records Wwhet source conflict is
internationalized in the respective active conflict year, or ever was internationalized in the case of
post-conflict episodes. Internationalization in this case means that there was intervention from other
states on one or both sat of the conflict, and again, this information is from the ACD. | assume that

if a conflict ever involved other states, it may also be more likely to spread. This may, for instance,
work via a titfor-tat strategy in which government A supports governinBis rebels in revenge of
government B having previously supported government A’s rebels, as happened between Uganda
and Sudan (Dunn, 20Q7lf decisiormakers take these international or rather regional connections

into account when deploying missions, then that is a condtiog variable.

Source conflict is over territoryl include a dummy for whether a source conflict is fought over
territory as opposed to be fought over government power, as indicated in the ACD (Gleditsch et al.,
2002; Pettersson & Wallensteen, 2018)onflicts over territory have been suggested to be more
likely to spread (Buhaug & Gleditsch, 2Q08)t less likely to receive peacekeepers (Fortna, 2008)
Although both propositions have not received empirical support, | include this variable to alleviate

concerns that failing to accountrfeerritorial conflict could confound my results.

Refugeesl! also include the total number of refugees that have left the conflict country (no matter
where they went) as a proxy for a conflict's severity and thus propensity to generateboaies
extermalities of any kind, and because large refugee crises have been found to trigger peacekeeping
interventions(Bove & Eh, 2011; Fortna, 2008Yzonyi (2015kould not replicate that finding, but

what he found is that states in the conflict region fearing retugdlows from particular conflicts are

more likely to send military support to peacekeeping missions. | therefore also include regional
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refugee flows, i.e., the number of source country refugees that reside in the immediate
neighborhood of the source cdidt rather than fleeing to countries further away. Refugee data is
from the UNHCR (2016)complemented by UN Relief and Works Agency (UNRWA) data on
Palestinian refugees, taken from a datasetfijegger & Bohnet (2015)

Transnational ethnic ties.l include a dummy of whether there are any potential recipient coustrie

in the neighborhood of a source conflict that have ethnic ties to the group(s) associated with the
source conflict’s rebel group. The data used to code this varialfiteristhe ACD2EPR and EFERK
2014 datasets (Vogt et al., 2015)ransnational ties have been shown to increase the risk that a
conflict spreadsAyres & Saideman, 2000; Buhaug & Gleditsch, 2008; Forsberg, 20héhjresence

of such ties may also make decisioakers much more alert to the risk of contagion and influence

whether peacekeepers are deployed.

Regional GDPTo account for the propensity of a source conflict's neighboring countries to
experience conflict at all and to be affected by conflict externalities, | include they@arelagged)
average GDP pearapita of all neighboring countrieglata from Gleditsch, 2002b).ow GDP has
consistently been associated with a high risk of conflict in general (see Hegre & Sambanjsar2D06)

it has been used as a proxy of state weakness (Fearon & Laitin, 2008k in turn was shown to
condition the effect of a neighborhood conflict on a potential recipient country (Braithwaite, 2010)
And although we do not know whether the decision to deploy peace operations is influenced by
whether the countries surrounding the conflict are richer or poorer, there is research showing that
peacekeepers tend to go to the neediest cases in terms of living standards (Fortna & Howard, 2008:

43). As national income tends to cluster geographically (Gleditsch, 20@%amay be a confounder.

Regional regime characteristics. | include a variable that measures how many percent of all
neighboring countries have semémocratic (“anocratic”) regimes, the expectation being that
anocracies are less stable and thus more susceptible to infection by neighboring céhfNctsie

same time, Fortna (200&howed that peacekeeping is more likely in rad@mocratic states, and

again, as with GDP, political institutions tend to cluster geographically (Gleditsch, 2002a)

Ongoing conflicts in the neighborhood. | include a count of how many conflicts are already ongoing

in the neighborhood of a source conflict. Ongoing conflicts capture a certain conflictnsiopef a

™ For this variable, | have recoded the disputed Polity IV data (Marshall, Jaggers & Gurin@0xpplity,
following a suggestion by Vreeland (2008)

73



region, and they signal regional instability to the international community, wimiaiz be more likely

to deploy peacekeepers into a conflict in such a region so as to not destabilize the region further.

The above confounding variables were all included into the matching procedures both for ongoing
conflicts and postonflict situations. For active conflicts, | also matched on the average intensity of
the conflict (up to the point when a mission intervened). For terminated conflicts, a simigusityt

variable was included, plus two more confounders in order to identify control cases that were as

similar as pasible to the peacekeeping cases.

Ongoing conflict battledeaths.To measure conflict intensity, | include the average number of battle
deahs a conflict produced per month of observation. Dat&dsn the UCDP BattiRelated Deaths
Dataset v.22015 (UCDP, 2015)f peacekeepers are more likely to go to difficult cases, then the
intensity of a conflicin terms of people killed in combat may be a good indicator. At the same time,

more intense conflicts have been shown to be more likely to spread (Kathman, 2011)

Cumulative bédtle deaths of the terminated conflict. For postonflict periods, | include the total
number of battledeaths produced by the war that just ended (UCDP, 2Qdbye deadly wars have
been shown to increase the lillebod that a peacekeeping mission is sent to a ywstflict situation
(Gilligan & Stedman, 2003) At the same time, moreanflict-specific capital may have accumulated

in more battleintense conflicts, which could increase the likelihood of gmsiflict spillover.

Duration of the terminated conflict. The same logic may apply to the terminated conflict's duration.
Peacekeepig is more likely after longer wars (Gilligan & Stedman, 2afi8jng which, again, more

conflictspecific capital may have accumulated, increasing the risk ofquoslict spillover.

Source conflict outcomeThe manner in which a conflict ended has a strong impact on the likelihood
that postconflict peacekeeping takes place. Peacekeeping is, for instance, very unlikeiyibfiéey
victories of one sid€¢Fortna, 2008)Moreover, peacekeeping in my sample is very uncommon after
conflicts that simply faded, i.e., had no clear end point. Although Bara (2ld ot find that the
outcome of the conflict had any impact on the risk of posiflict diffusion, | include this categorical
variable nevertheless in order to avoid omitted variable bias. Titeomne categories are®nflicts

that faded, conflicts that ended in a victory by either side, and conflicts that ended in a ceasefire or

peace agreement. Daiafrom the UCDP Conflict Termination Dataset (Kreutz, 2610)

?But see Fortna (2008)
3| thank Joakim Kreutz for provfidy me with an updated version of this dataset ahead of publication.
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From among these matching variables, the regional dummies, refugees, and the ongoing conflict
battle-deaths werenot included in the model estimation. The regional dummies were excluded
because after matching, the dataset contained very few cases for some regions. The refugee and
battle-death variables were excluded for reasons of posatment bias: Because the numbef
refugees and combat deaths may be influenced by peace operations, they should not be controlled
for as we try to estimate peacekeeping’s effect (Ho et al., 2007: 202; King & Zeng, 2007 :all)
included two variables in all models that I did not match on: The first is the log total population of all
neighboring countriegdata from Gleditsch, 2002bjhe second is the log number of neighbors a
source country has. HEse variables were included to account for scale effects: | expect that
neighborhoods with more states and a higher overall population have a higher risk of conflict at any

point in time (for population, this is well established, see Hegre & Sambanis, 2006)

Tables 7 and 8eport the balance statistics for the unmatched and matched ongoing and post
conflict samples. Although there are a number of measures for describing the balance achieved by
matching, i.e., the beforeandafter similarity of the treated and control cases, | have chosen to
present balance in one useful anoinple summary: The difference in variable means (presented in
the fifth column) of peacekeeping and npeacekeeping cases, using the “rule of thumb” (Ho et al.,
2007: 221}xhat this difference should be less than a quarter of a standard deviation of the variable

(which is listed in the sixth column).

Before matching, the ongoing conflict sample was unbalanced with regard to most variables.
Matching achieves a relatively good, but not extraordinary, balance. For as many as six variables,
some imbalance remains. Even in these cases, however, balance siardighly improved by
matching. In the postonflict sample, matching produces a better balance. Only three variables
remain unbalanced, but again with an improvement over the unmatched sample. In turn, matching
creates a new but weak imbalance for thetery outcome. While it would be desirable to have
achieved better balance on all variables, there is still the second (estimation) step to eliminate some
remaining bias from préreatment differences between cases. In any case, | take it that imperfect
matching is better than not matching at all, especially as | am running the same model | would have

run even without preprocessing the data through matching.
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Table7. Balance of the ongoing conflict sample before and after hiatg.

Variable Mean Mean Diff. 1/4 Std.
PKO control in means deviation

Source conflict (SC) over territory Before matching 0.33 0.58 0.24 0.13
After matching 0.33 0.33 0.00 0.12

SC region: Americas Before matching 0.05 0.08 0.03 0.06
After matching 0.05 0.12 0.07 0.07

SC region: Europe Before matching 0.29 0.09 0.19 0.09
After matching 0.29 0.24 0.05 0.11

SC region: Africa Before matching 0.50 0.33 0.17 0.12
After matching 0.50 0.60 0.10 0.13

SC region: MENA Before matching 0.10 0.14 0.04 0.08
After matching 0.10 0.05 0.05 0.06

SC region: Asia Before matching 0.07 0.36 0.29 0.11
After matching 0.07 0.00 0.07 0.05

SC internationalized Before matching 0.43 0.06 0.37 0.09
After matching 0.43 0.17 0.26 0.11

SC battle deaths/month (In) Before matching 4.27 2.99 1.27 0.34
After matching 4.27 3.96 0.31 0.30

SC total refugees (In) Before matching 11.18 10.15 1.03 0.76
After matching 11.18 10.34 0.84 0.81

SC refugees in neighborhood (In) Before matching 10.25 6.70 3.55 1.32
After matching 10.25 9.06 1.19 1.04

Ethnic ties Before matching 0.52 0.41 0.11 0.12
After matching 0.52 0.43 0.10 0.13

Neighborhood GDP/capita (In) Before matching 7.90 7.89 0.02 0.25
After matching 7.90 7.72 0.19 0.28

Neighborhood % anocracies Beforematching 0.51 0.38 0.13 0.08
After matching 0.51 0.41 0.10 0.08

Neighborhood: Noongoing conflictt  Before matching 1.02 1.02 0.00 0.26
After matching 1.02 0.90 0.12 0.26

Variable lagged one year tmidressendogeneityconcerns® Variable lagged one month.
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Table8.

Balance of the postonflict sample before and after matching.

Variable Mean Mean Diff. 1/4 Std.
PKO control in means deviation

Source conflict (SC) over territory Before matching 0.38 0.60 0.22 0.12
After matching 0.38 0.36 0.02 0.12

SC region: Americas Before matching 0.12 0.05 0.07 0.06
After matching 0.12 0.14 0.02 0.08

SC region: Europe Before matching 0.31 0.10 0.21 0.09
After matching 0.31 0.26 0.05 0.11

SC regionAfrica Before matching 0.45 0.35 0.10 0.12
After matching 0.45 0.40 0.05 0.12

SC region: MENA Before matching 0.07 0.12 0.05 0.08
After matching 0.07 0.14 0.07 0.08

SC region: Asia Before matching 0.05 0.38 0.33 0.11
After matching 0.05 0.05 0.00 0.05

SC internationalized Before matching 0.24 0.06 0.18 0.08
After matching 0.24 0.17 0.07 0.10

SC cumulative battle deaths (In) Before matching 7.14 5.22 1.92 0.49
After matching 7.14 6.32 0.81 0.50

SC duration (In) Before matching 3.00 2.17 0.83 0.45
After matching 3.00 2.62 0.37 0.46

SC total refugees (In) Before matching 10.85 10.64 0.21 0.61
After matching 10.85 10.42 0.43 0.76

SC refugees in neighborhood (In) Before matching 9.47 7.47 2.00 1.23
After matching 9.47 8.75 0.72 1.10

SCoutcome: Faded Before matching 0.17 0.51 0.34 0.12
After matching 0.17 0.26 0.10 0.10

SC outcome: Victory Before matching 0.21 0.21 0.00 0.10
After matching 0.21 0.36 0.14 0.11

SC outcome: Settlement Before matching 0.62 0.23 0.39 0.12
After matching 0.62 0.38 0.24 0.13

Ethnic ties Before matching 0.57 0.39 0.18 0.12
After matching 0.57 0.52 0.05 0.13

Neighborhood GDP/capita (In) Before matching 8.02 7.84 0.18 0.25
After matching 8.02 8.15 0.14 0.28

Neighborhood % anocracies Beforematching 0.50 0.39 0.11 0.08
After matching 0.50 0.39 0.11 0.09

Neighborhood: Noongoing conflictt  Before matching 0.70 0.95 0.25 0.25
After matching 0.70 0.87 0.18 0.24

Variable lagged one year tmdressendogeneityconcerns® Variable lagged one month.
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4.4 Results

The deployment of a peace operation to an ongoing or terminated civil war has a much less positive
impact on regional stability than has so far been assumed. égécted, there is no statistical
association betweempeacekeeping in one place and the risk of conflict in surrounding states in the
post-conflict period. During active civil wars, on the other hand, the ability of peacekeeping to
influence the risk of conflict spread depends first and foremost on who does it, both in terms of the
organization that runs the operation, and in terms of the type of peacekeeping personnel deployed.
These are the results of the analysis in a nutshell. In the following, | discuss them in more detalil,

starting with peacekeeping in active source conflicts.

The left-hand side column of Table r@ports the results of peacekeepers’ effect on the risk that
ongoing conflicts sprealf. The statistical associations between peacekeeping and conflict diffusion
are reported in Cox hazard ratiobazard ratios are easily interpreted as a percent change in risk if
the value of a variable changes by one unit. Ratios above 1 indicate an increase in risk; hazard ratios
below 1 indicate a decrease in risk with higher values of the covafiaie estimate of 0.74 for the
simple peacekeeping dummy in Model 1, for instance, would indicate that peacekeeping during
active conflicts reduces the risk that a country in the neighborhood experiences a new civil war by
26%. This estimate, however, is ratétistically significant on conventional levels. This could be due

to important differences between and within missions that are masked by this binary treatment of

peacekeeping, and it is these differences to which | now turn.

In Hypothesis 1a | propodethat higher numbers of armed troops in peace operations should be
associated with a lower risk abnflict diffusion. Because this hypothesis was deducted from findings
on missions by the UN only, | first tested whether we can infer from findingdN pacekeeping
impact to peacekeeping missions by other organizations. And this is where this analysis yields the
first surprising result: In Model 2 we see that the hazard ratio for UN missions is not statistically
significant at all, whereas missions by @thorganizations seem to be able to reduce the risk of
conflict diffusion by 67%. Given this intriguing result and heeding a call by Fortna & Howard (2008:
291)that we should start disaggregating the broad category of-bbhmissions, | further distinguish

by nonUN missions from within the region where a conflict takes place (such as the ECOMOG
Missionin Liberia in the 1990s) and nésN missions that are from outside the region, which | call

international norUN missions (such as the EU Operation Artemis in the DR Congo in 2003, for

" Note that the confounding variables were included in the Cox models, but their estimates are substantively
meaningless as | have matched on them. They are thus not reported (Gilligan & Sergenti, 2008: 104)
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instance). Model 3 reports the results of this test: Both internatlaanad regional notUN missions

appear to be successful in alleviating the risk of diffusion.

Again, these findings may mask more important differences between missions in terms of their
personnel numbers. Against the background of Models 2 and 3, however, these differences ought to
be analyzed separately for different actor categories, which | do in Models 6 through 10. None of the
results support Hypothesis 1a on the spilloweitigating impact of armed troops in active civil wars.
The numbers instead pasihe opposite: Higher numbers of UN troops deployed to an ongoing
source conflict are associated with an increased conflict risk in the neighborhood. A doubling of troop
numbers in a UN mission, to put this in numhemrrelates with an 18% increase inset risk’”® This

result holds no matter whether we use the more detailed dataKathman (2013Y¥rom 1990
onwards (Model 6), or the annual data by SIPRI (20f6a) 1993 onwards (Model 7). Higher
numbers of noAUN troops, on the other hand, appear to help in terms of regional stability (Model

8); a result that is driven by international, not regional missions (Models 9 and 10).

A closer look at the data, however, suggests that the result forwNrtroops may be driven by an
extreme case, namely the more than 180’000 troops of the Multinational Force in Iraq since 2004.
The status of this force as a peacekeeping mission is not undisputed:abmoes(e.g., Mullenbach,
2013)consider it peacekeeping, while others (e.g., Beardsley, 2@d 1)ot. This is alsone of the

cases in which | deviated from the list Diehl & Balas (2014yvho do not list ias a peace operation.

This missiordid startas a (nomeutral) military intervention in 2003. In May 2004, however, the
Iragi government officially sent a request for this mission, and it was a Chapter VII peace
enforcement operation mandated by the UNecdrity Council thereafter (Mays, 2010: 173)
Definitional issues aside: Once we exclude this conflict from the analysis altogether, the impact of
non-UN— and specifically international nedN—troops on the risk of conflict diffusion in Models 8

and 9 is no more statistically significant. The unexpected finding that greater numbers of &N tro
actually exacerbate conflict diffusion, on the other hand, is robust to the exclusion of the most
extreme cases, i.e., cases with many observations in the data and very high UN troops numbers
(UNPROFOR in Bosnia, and MONUC/MONUSCO in the DRC).

® Based on Model 7. Interpretation of the lognsformed variabldnUNtroops A 100% increase in troop
numbers increases the risk of onset j§:24 (the coefficient, which is the natural log of 1.27) * 0.69 (the
natural log of 2 for a 100% changeThis yields 0.1656, which is exponentiated to Hagksform it from a
coefficient into a hazard ratio, resulting in a hazard ratio of 1.18 or 18% increase in risk (Benoit, 2011)
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Table9. Conflict onsetn neighboring states of a source conflict, 198®10.

Ongoing conflicts (Std. Err.) Postconflict phases  (Std. Err.)
Model 1
PKO presence 0.74 (0.21) 0.77 (0.14)
N / Subjects / Failures 2816/ 82 /86 4073 /84 /105
Model 2
UN PKO 1.27 (0.46) 0.79 (0.17)
NonUN PKO 0.33*** (0.12) 0.92 (0.19)
N / Subjects / Failures 2816 /82 /86 4073 /84 /105
Model 3
UN PKO 1.28 (0.47) 0.81 (0.18)
Int. NonUN PKO 0.40** (0.17) 0.85 (0.28)
Regional PKO 0.27** (0.15) 0.91 (0.19)
N / Subjects / Failures 2816 /82 /86 4073 /84 /105
Model 4
All personnel (In) 0.98 (0.03)
N / Subjects / Failures 3555/82/87
Model 5
All troops (In) 0.96 (0.04)
All observers (In) 1.02 (0.08)
All police (In) 1.01 (0.07)
N / Subjects / Failures 3555/82/87
Model 6
UN troops (In), Kathmadata 1.24** (0.11) 0.97 (0.04)
UN observers (In), Kathman date 0.80* (0.11) 0.99 (0.06)
UN police(ln), Kathman data 0.91 (0.15) 1.02 (0.05)
N / Subjects / Failures 2623/80/80 3991/83/103
Model 7
UN troops (In), SIPRI 1.27%* (0.12) 0.95 (0.04)
UN observers (In), SIPRI 0.70** (0.10) 0.98 (0.07)
UN police (In), SIPRI 0.99 (0.14) 1.06 (0.07)
N / Subjects / Failures 2238 /66 /69 3626 /82 /87
Model 8
Non-UN troops (In) 0.90* (0.05) 0.97 (0.03)
Non-UN observers (In) 0.42** (0.15) 1.11 (0.16)
Non-UN police (In) 1.08 (0.13) 0.86 (0.13)
N / Subjectsg Failures 2207 /65/69 3555/82/87
Model 9
Int. NortUN troops (In) 0.90**" (0.05) 0.98 (0.04)
Int. NortUN police (In) 1.16 (0.13) 0.97 (0.17)
N / Subjects / Failures 2233/66 /69 3619/82/87
Model 10
Regional troops (In) 0.86 (0.12) 0.97 (0.04)
Regional observers (In) 0.45** (0.15) 1.05 (0.13)
N / Subjects / Failures 2212 /65 /69 3568 /82 /87

Cox proportional hazard ratios and robust standard errors. * p<0.10, ** p<0.05, *** p<0.01.
! Estimatenot statistically significant after excluding the Multinational Force in Irag, which is an ext
case.
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Hypothesis 1b on the effect of police and observer personnel also receives mixed results. The
estimate for police is never significant in any model, whsrebservers appear to have a spillover-
mitigating effect’® In this case, the actor does not matter: Both observers by the UN and observers
by regional actors are associated with less conflict spféaigain, this result is robust to the
exclusion of the mst extreme case, namely the 1'400 observers of the OSCE Verification Mission
stationed in Kosovo in 1999. Together, these findings suggest a regional peacekeeping impact that is
quite the opposite of what | expected during active civil wars, namely that what works at home also
helps abroad. Instead, we see that those missions credited with a mitigation of battleand

civilian violence in the country of deployment (large numbers of UN troops) have the most
destabilizing impact on the region, while tlosnission characteristics associated with conflict

escalation at home (observers), correlate with a reduction in spillover risk.

One possible explanation for this inverse relationship is that effective peacekeeping in terms of
violence mitigation in the amtry of deployment already sets in motion a diffusion process similar to

the one | assume to be at the heart of pasnflict diffusion: Even without a formal end to the
conflict, a reduction in battiéield activity during active civil wars in responsepeacekeeping may
squeeze arms and combatants out of the conflict country and into the neighborhood, offsetting any
positive effects that may also flow from this peacekeeping presence, such as a reduction in refugees
and a stabilization that makes the gom country a less attractive hidmut for rebels from the

region. Such a process took place, for instance, with the arrival of UNPROFOR peacekeepers in
Croatia in 1992. UNPROFOR’s mandate in Croatia was to demilitarize the United Nations Protected
Areas UNPAs), and outside the UNPAs observe the withdrawal of Yugoslav and irregular forces from
Croatia(United Nations, 1996Many of these forces then crossed the border into Bosnia in March
1992, bringing their weapons with them and contributing to the rapidly escalating situation there

(Burg & Shoup, 1999)

In the past, scholars and practitioners have occasionally alluded to the possibility that peacekeeping
could have such unintended consequesde the form of violence displacement (e.g., Beardsley,
2011; Beardsley & Gleditsch, 2015; Diehl & Druckman, 2010; Guéhenno, BOf&ver, studies by
Beardsley (2011fpr crossborder diffusion and by Beardsle Gleditsch (2015pr conflict diffusion

within state borders seemed to dispel these concerns. This might have been premature, as the

findings in this study suggest.

® Regional police forces were present in only 1% of all observations and had to be excluded from Model 10.
""There are no observers in any of the international rd-mission in my sample.
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The ight-hand side column of Table reéports the results of peacekeepers’ effeat the risk that
conflicts spread in the postonflict period. | assumed no impact of peace operations during that
time, as it is peace itself that creates the conditions for gmsiflict spillover. If peace operations,
deployed to keep this peace, have lmverage on how the legacy resources of the previous war are
used, then they should not be able to influence spillover risk. This proposition, formulated in
Hypotheses 2a and 2b, receives full support. Neither the simple dummy for peacekeeping presence
in Model 1, nor the measures for the overall strength of a peacekeeping mission (Model 4) and their
personnel composition (Model 5) have a statistically significant effect on the risk of conflict in
surrounding states. There are also no differences between actors, as the actor dummies in Models 2

and 3 report, and this holds even if we look at actors’ detailed personnel numbers in Models 6 to 10.

These results do not change when | limit the analysis to the first two years of thequafitt period,
when—according to Bara (2016)-the risk of diffusion peaks. | also tested whether DDR programs,
which unlike peace operations are specifically designed to deal with cespghcific capital, have any
impact. Data on DDR programs is from Banholzer (2044)is available only annually and as a
simple dummy that captures whether a DDR program that hathade components (disarmament,
demobilization, reintegration) was in place at all. Just like peacekeeping, DDR had no atatistic

significant impact on the risk of conflict diffusion in the poshflict period?®

| have also tested all the above models with variables in which the mission or individual personnel
category strength was scaled by the length of the border a sowuatry shares with its potential
recipient countries. In line with my assumption that the number of peacekeepers actually standing at
the border does not matter (this would matter only in the border security view of peacekeeping

impact), there is no diff@emce in results between the scaled and unscaled varidBles.

4.5 Additional Tests and Critical Discussion

The results presented above challenge the previous finding that peace operations prevent the spread
of conflict to surrounding states. This naturally esighe question of how the so far only study on

this topic by Beardsley (201¢ame to a fundamentally different conclusion. The answer, | argue, lies
not so much in thdact that the two studies differ with regard to mamyethodologicalchoices on

how we study diffusion, all of which could impact the results (Carmignani & Kler, 2016; Zhukov &
Stewart, 2013)Instead, the different picture that emerges from the study presented here is owed to

the use of more fingrained data on the personhestrength and composition of missions by

® Results reported in Appendix C.
" Results presented in Appendix C.
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different peacekeeping actors. Beardsley’s main findings are based on a simple dummy variable that
captures whether any peace operation was present or fi@n that level, the findings of the two
studies do not dfer much. In both the ongoing and pestnflict sample of this study, the hazard
ratios for peacekeeping presence in Model 1 likewise point in the direction of a spitfotigating

effect, but are not statistically significant. While | do not want toegnhto a debate on the use of p
values to accept or reject scientific claims at this stage (for that, see Gelman & Loken, 2014;
Gigerenzer, Krauss & Vitouch, 2004)is nevertheless important to acknowledge that whether a
relationship between two variables is statistically significant may be driven by a few influential cases,
especially when there are not manyses with the “treatment” of interest, as is the case in

peacekeeping research.

| have therefore retested a subset of all models presented here excluding influential cases one by
one® All results in Table @re robust to the exclusion of these cases, witie exception: In the
post-conflict sample, the hazard ratio of the peacekeeping dummy in Model 1 is statistically
significant when excluding the (first temporary) pasinflict phase of the Angolan civil war, where a

UN mission was present while conflicttarted both in the DR Congo, and in the Republic of C8ngo.

It would nevertheless be premature to conclude that peacekeeping helps to prevent spillover at least
in the postconflict period: Even after the exclusion of this influential case, there ardisarnible
differences in the impact of missions of different actors, different sizes, and with different personnel
categories deployed that would allow us to attribute this result to any plausible mechanism of

spillover prevention by peacekeepers, neittdirectly nor indirectly.

The correlation between a pospnflict peacekeeping presence and a lower risk of conflict in
surrounding countries may thus be spurious. It is possible, for instance, that the deployment of a
mission— no matter of what type —simply indicates that the international community is generally
engaged to making peace work in that particular posbflict country. Only when there is a

multilateral agreement between actors that have a stake in the peace are peacekeepdéogeadkp

80 Beardsley also used a dummy to distinguish between smaller, primarily observational missions and larger
robust operations, and found that both were associated with a mitigation of spillover risk.

® Influential cases were identified using likelihood displacement and LMAX values, both of which measure the
effect of deleting a subject on the overall coefficient ved@leves et al., 2010)

% Note that the resuts in Beardsley (201&ye likewise driven by two cases: India and Myanmar. Both are large
countries that experience the onset of several different conflicts, most alwwvhile bordering one or several
neighborhood conflicts without peacekeeping. That there are no peacekeeping missions in the respective
source conflicts, in turn, is the result of a bias in the assignment of UN peace operations toaAbias-that is

also not counteracted by regional peacekeeping actors, of which there are none. When excluding India and
Myanmar from Beardsley’s analysis, the spillover risk emanating from conflicts with and without peacekeeping
is almost the same and statistically sigraht in both cases.
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hence these actors’ engagement in those cases in terms of peacebuilding andopbst
reconstruction is likely to be broader and involve activities to rebuild the economy, reform the
security sector, build inclusive political institutions angisiswith elections, strengthen the capacity

of the state to control its territory and monitor its borders, and provide social welfare to those in
need (Langer, Brown & Albers, 201&ll these activities may create “pull factors” that reduce the
incentives ofex-combatants and rebel leaders to try their luck abroad, and strengthen the state in
dealing with criminal elements involved in the transnational arms trade. | tested the plausibility of
this explanation by proxying international engagement with the aifeamount of multilateral
development aid a country receives in a yédata from the OECD, 2016)nd indeed, there is a
strong correlation between a peacekeeping presence and the amount of multilateral aid in post
conflict societies—a correlation that is absent during active civiire. Moreover, when controlling

for this multilateral (financial) engagement in Model 1 of the postflict sample, the hazard ratio

for peacekeeping is again not statistically significant, even when excluding Ahgola.

To conclude, even after a critical retest there is nothing in this data to suggest that peacekeepers
help to prevent the spread of conflict to surrounding states. Quite on the contrary: There are findings
in this study that suggest that some peacekeeping missioag exacerbate the risk of diffusion
when deployed to active civil wars. Again, it is only by distinguishing peace operations by the actors
who run the respective missions and by the number and type of personnel they have deployed that
we are able to see the intriguing inverse rédaship between what helps at home, and what helps
abroad. However, we should be somewhat cautious when interpreting this correlation as capturing a
genuine displacement effect. The reason is that estimating all models presented here with the full
unmatchal sample yielded strikingly similar resuitaivhile this could indicate that the assignment
process of peacekeeping missions is not strongly influenced by assessments of spillover risk, it could
also indicate that the confounders used to match peacekeepiemes with control cases did not
capture the selection process that really takes place, and the estimates indicating conflict
displacement are biased by the fact that peace operations may Igithp more likely when
decisioomakers already know that the kisof diffusion is high. Even perfect matching can only
eliminate bias that stems from observed confounders, that is, factors that we know about and have
included in the procedure (Brancati & Snyder, 2013; Gilligan & Sergenti, 2008; Ho et al. X067)

that studies of conflict spillover and studies of the question where peacekeepers go have so far only

expained part of the variance in those outcomes, | expect that there will be numerous factors that

® This analysis is presented in Appendix C.
% Table presented in Appendix C.
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we do notknow about. Decisianakers may have ethe-ground information on the likelihood that a
particular conflict affects surrounding states that we do not have; and we do not know what goes on
behind the closed doors of the Security Council when decisions about peacekeeping deployments are

made®®| come back to this problem in the next and concluding section.

4.6 Conclusion

This study has presented a reanalyfiga frequently repeated finding of peacekeeping impact, which

is that peace operations reduce the risk that conflicts spread to surrounding states. On a theoretical
level, 1 have challenged the idea that peacekeepers physically prevent conflict extesnftim
crossing the border. Instead, | proposed that peacekeeping has a more indirect effect on regional
stability by mitigating the severity of crebsrder externalities a conflict produces in the first place,

at least when deployed to active civil vgarn the case of posionflict peacekeeping | argued that
peace itself creates the externalities for conflict spread during that time, namely a legacy of conflict
specific capital that circulates throughout the region a—challenge that peacekeepers canlyo

insufficiently address.

The findings | present offer little reason for optimism regarding the positive regional repercussions of
peacekeeping during and after civil war. During the time at which the contagiousness of civil wars
peaks, which is in ther§t two years after their termination, peace operations have no impact on the
risk of conflict diffusion at all. Moreover and contrary to my hypotheses, even peacekeeping during
active civil wars appears to already create this very trafidbetween morestability in one place,

and less stability in another. Those activities that have been shown to effectively reduce combat
activity and mitigate the intentional targeting of civilians in the country of deployment, namely large

deployments of UN armed troopare associated with a higher risk of conflict in surrounding states.

Further research should explore this relationship in more detail. Two avenues of inquiry are
particularly important. The first is to establish whether the inverse relationship between what works
at home and what works in terms of preventing spillover indeed captures a genuine displacement
effect of peacekeeping in the sense that the arrival of armed UN peacekeepers pushes weapons,
combatants and other wafighting capital out of the cdiict country and into the neighborhood,

while the escalation of violence associated with the deployment of observers means that these war

fighting resources are “kept busy” and thus do not spread. For this we need to be able to better

® There is an iteresting anecdote in the book “We Did Nothingy journalist Linda Polman (2013fter the

Security Council adopted a resolution on peacekeeping in Sierra Leone, Polman asked an American diplomat
how the Council arrived at the decision, to which he allegedly repli¥du“don't really want to know.
Resolutions are like hotdogs. If you know how they make “em, you don’t want to eat “'em."
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model the selection process of peacekeeping in terms of its regional determinants. Statistical
procedures such as matching and selection models only work when we know what factors influence
both whether missions are deployed and whether a conflict spreads to surrounding sg&ttedies

like the one by Uzonyi (2018)ho showed that states fearing the largest inflow of refugees from a
conflict are most likely to contribute larger numbers of personnel to peacekeeping missions can

serve as an example in this regard.

Second, even if it can be shown that there is a gendisplacement effect of peacekeeping in active

civil wars, further research should explore whether it is really the transnational flow of cenflict
specific capital that is at the heart of the effect, or whether there are alternative causal mechanisms
that can explain this finding. In the case of Croatia that | briefly discussed, for instance, peacekeeping
may also have had a demonstration effect for actors in Bosnia. The UN presence allowed Serbia to
retain control over territory it had gained. This was a lesboth for Bosnian Serbs and Bosnian
Muslims who then had an incentive to militarily gain and/or defend territory before the arrival of

peacekeepers would freeze the new status quo (Burg & Shoup,.1999)

Even in light of these remaining research gaps, some policy recommendations can be derived from
this study. As regional stabilization is apparently not a side effect of peacekeepingothats for

free, the international community ought to actively work on enhancing the positive regional
repercussions of peace operations. One way forward as already suggested by Walshiq2607)
address issues of border security in peace operations. Another way forward would be to complement
the deployment of peacekeepers in the conflict country with preventive peacekeeping missions in
surrourding atrisk states. The only time this was done so far was in Macedonia, where both the
OSCE and the UN deployed a peacekeeping mission in the 1990s to report on developments in the
border area and help to prevent spillover from other conflicts in thdargAlthough conflict did

break out in Macedonia in 2001, this was two years after the larger of the two missions, UNPREDEP,
had already left. Such spillover missions, or preventive deployments, could report on border traffic
and domestic incidents and tis function as an eararning system; or they could be equipped

with a more robust mandate to police certain areas and quell violence early as it erupts in the
recipient country. One of the key arguments against preventive deployments is of course that
mustering political will and financial resources to act preventively requires an accurate prediction of
when and where armed conflict is likely (Diehl & Balas, 2014: T8ijs paper has hopefully

contributed an important piece of information in this regard.
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5 Conclusion

In this dissertationl have explored the causes of civil war onset with a specific focus on conflict
diffusion processes. Below | briefly summarize the main theoretical, methodological, and empirical
contributions to research on civil war and what they suggest in terms of conflict prevention policy. |
then discuss the methodological challenge of comapigely studying civil wars as a complex and
dynamic phenomenon, before | end with an outlook on a research program orcpo8ict risks that

would integrate the research in this dissertation with closely related strands of conflict research.

5.1 Contributi ons

The articles in this dissertation build on and refine previous theafesonflict onset and diffusion.

The contribution of the first article is twimld: First, by presenting an ontological framework in which
both grievances and opportunities are mssary for conflict to start and by demonstrating the
implications of such a framework for studying the causes of civil war, the article provides fresh
impetus for the longstanding greeejrievancecontroversyand shows a way of overcoming the
divisiveeither-or framing of the debate so far. The second contribution lies in theorging: The
inductive process of patterfinding employed on the basis of this ontological framework yielded a
model of ethnic conflict onset that identifies particularly cortilie interactions of risk factors. This
model can be used by other scholars as a basis for the deduction of further and more detailed

hypotheses about important interactions of incentives and opportunities for conflict.

The theoretical contribution of theecond article lies in a refined theoretical argument of how and in
particular when the transnational movement of conflggtecific capital increases the risk of conflict
diffusion. For this argument | draw on and at the same time contribute to several strands of civil war
research. This includes an established literature on the importance of resources for rebellion in the
start of war; newer research on how fluctuations in the availability of resources shape the dynamics
of rebellion; work on conflict diffusignwhich has identified the transnational flow of arms and
combatants as an important mechanism of conflict spread but without attention to timing; and
research on postwar violence in which these legacy resources after conflict termination play an
important role, but which had its primary focus on the postwar society itself. The contribution of this
dissertation is that it brings these somewhat disparate strands of research together for the argument
that the transnational flow of combatants and arms altbbe most pronounced in the pasbnflict

period of a civil war, leading to a peak risk of conflict spillover during that time.

Finally, the third article of this dissertation has challenged previous theoretical arguments about the

ability of peacekeepers to contain the spread of conflict. It has questioned the idea that
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peacekeepers have a direct impact on conflict diffusion in the sense that they prevent conflict
externalities — such as refugees, arms, and combatantdrem crossing borders primarily on
pragmatic grounds. Instead, | have suggested an alternative argument, namely that peacekeepers
have an indirect influence on the spread of conflict by reducing the externalities a conflict generates
in the first place. From this vantage point | have baiiltprevious research on peacekeeping mission
characteristics to make a theoretical argument on the varying impact of different mission types at

different times.

The research in this dissertation has also explored nmethodologicalavenues to do justicto the

aspects of complexity and dynamics posited in the respective theoretical arguments. To model causal
complexity in the form of conjunctural causation and multiple paths to conflict, the first article
employed Qualitative Comparative Analysis (QCA). QCA has hardly ever been used in the study of
conflict onset, although the method as such was developed a while ago. By employing QCA for the
explanation of conflict onset, the first article has shown a way in which conflict researchers with

causally complex theories could align these theories with the methods used to test them.

For scholars who have an interest in studying the timing of conflict onset, the second article has
presented the application of an event history modelthe RoystoAParmar model —that has to the

best of my knowledge never been used in the study of civil war, but is usually applied in the medical
sciences, where reliable estimates of risk over time have been of vital interest. This dissertation has
therefore contributed by showing o time dependence, frequently controlled for as a statistical
nuisance in research on conflict, may contain interesting information about the phenomenon we

study, and that the hazard curve of onset deserves more attention in our models of civil war.

The third article has made use of matching methods in order to control for theranmtom
assignment of peacekeeping missions to conflict cases. Matching methods have been employed in
peacekeeping research before, but only occasionally. This may also be dbe thallenge of
employing matching in the context of cressctional timeseries data, which is the common data
structure in conflict research. Herein lies another contribution of this dissertation: The article has
presented one possible way of easilyngsimatching with such data structures, namely by collapsing
the time-sseries nature of the data for the matching procedused reexpanding it to its timeseries

format in the actual analysis. Finally, the article has also raised the questimheaiher we know
enough about the selection process of peacekeepingnéd- especially about the role that regional
factors play in this selection procesder-matching to be a useful strategy, or whether we may need

to explore methods that can account for unobservataletors that bias our evaluation results.

88



Empirically this dissertation has reconfirmed the importance of several correlates of war identified
by other scholars, such as thisk stemmingfrom previous war, political instability, neighborhood
effects, pditical exclusion, or natural resources. However, the first article has demonstrated how
departing from relatively simple models in which these correlates are thowgimdependently and
cumulatively contribute to conflict risk can improve our predictiohgonflict onset. With regard to
prediction, another contribution of the first article is that it has used QCA for conflict prediction at all,
opening up the possibility of comparing the QCA results to the predictions generated by more

standard conflictnodels and thus facilitating communication across methodological boundaries.

The second article has presented a novel empirical finding, namely that of @gu§tt diffusion
effect of civil war. This finding challenges the unquestioned assumptioneiriopis research that
conflicts are most contagious for their nblgprhood while they are ongoingnd that the risk of
diffusion merely takes time to taper off once a conflict ends. The implications of the finding that this
is not the case are that recegitterminated conflicts in the neighborhood are an important predictor
to be included in conflict onset models, and that future research on conflict diffusion ought to
include the postconflict period of a neighborhood conflict into the analysis timeif—rot study

ongoing and postonflict diffusion as separate phenomena in their own right.

Finally, the finding that there is no evidence for a regionstiabilizing effect of peace operations,

and that certain types of missions may even displace violence to the neighborhood, stands in direct
contrast to the only previous study that has found peacekeepers to mitigate the risk of diffusion. This
contrasting finding results from taking into account the differential risk of diffusion over time, and
from using fir-grained data on the personnel strength and composition of missions by different
peacekeeping actors. More research is needed to corroborate the results and to evaluate whether
they are influenced by the selection process of peacekeeping mentioned abovédyutt least
suggest that thanitial optimism regarding the regional repercussions of peacekeeping may not be
justified, and havehopefully sparked renewed interest in studying the link between peacekeeping

and conflict diffusion, which has so facedved only scant attention.

The policy-oriented motivation of this research, as | stated in the introduction to this dissertation,

was to contribute to conflict prevention by offering guidance for case experts and policymakers in
allocating attention andresources to those cases most at risk. The findings of this dissertation
suggest that certainly among the cases that deserve particular attention are the countries that
exhibit any of the four risk patterns identified in the first article as conducive to the start of ethnic
conflict. The reliability with which cases that exhibit one of these patterns experience the onset of

conflict is higher than 80% in my sample. In addition, this dissertation suggests that when devoting
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limited resources for prevention to cases that border a conflict in the neighborhood, these resources
may be most needed in the early years of a neighborhood conflict, and in the years after its
termination; and it suggests paying particular attention to such cases if-$@ma@e UN troop

interventions impact the dynamics of these neighborhood conflicts while they are still ongoing.

5.2 Studying Complexity and Temporal Dynamics

This dissertation has built on previous research on conflict onset and diffusion but modeled aspects
of complexity otemporal dynamics that were previously neglected. In the first article, the focus was
on complexity in terms of the interplay of grievances and opportunities for conflict. The second and
third articles focused on temporal changes in the opportunity sticeetfor conflict— changes that

were attributed to actors outside the conflict country, namely the belligerents themselves as well as

peacekeepers that have a leverage over the belligerents’ combat activities.

In reality, of course, not only the opportupistructure for rebellion but also the incentive structure

can vary over time, although the opportunity structure may change more rapidly. Grievances in the
form of horizontal inequalities, for instance, have been shown to be relatively sticky (Stewart &
Langer, 2009)Also, in reality, both the motivation and the opportunity structure for rebellion can be
influenced by actors outside the potential conflict state a—possibility that is addressed in the
second and third articles, although the theoretical focus is on the opportunity structure. As a whole,
this suggests a complex model in which both wation and opportunity are required for rebellion,

both vary over time, and both can be influenced by actors inside as well as outside the country or
society in question. Like all comparative research on civil war, this dissertation can naturally address

only some aspects of this complex and dynamic process.

The almost exclusive focus on the opportunity structure for rebellion in the second part of the
dissertation should thus not be read as a theoretical discontinuity, or even a departure from the
main daim made in the first article, which is that both grievances and opportunities are necessary for
rebellion. Rather, the shift in focus is due to the methodological difficulty of studying causal
complexity and temporal dynamics at the same time. Methodd focus on causal complexity in the
form of conjunctural causation and multiple paths are not well suited to study temporal dyndmics
fact, QCA, the complexiyriented method employed in the first article, has been explicitly criticized
for its static nature (Hino, 2009Most methods suitable to study timing and dynamic change, on the
other hand, do not esily lend themselves to incorporating the level of complex causation that was at

the heart of the first article.

Hence while both a stronger focus on how causes interact and lead to conflict in multiple paths, and

a stronger focus on the timing of conflict, have been identified as important avenues to make
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research on conflict onset more useful for policy by bettelirditing cases at risk in space and time
(Dixon, 2009: 707; Hoeffler, 2012: 198; Kalyvas, 20087%; Rustad et al., 2011: 16; Sambanis, 2005:
304), this dissertation has alddt a ceiling with regard to the level of complexity and dynamics that
can be introduced at oncwith the methods currently available and commonlmployed in the

social sciences.

5.3 Outlook

Since research for this dissertation started in 2011, there have been more than 30 new conflict
onsets®® A majorityof these were recurrences of previous conflicts, some after only brief periods of
peace. That postonflict societies have such a high risk of relapsing into war has been demonstrated
in previous civil war research, and was also reflected in the fact that almost half of the conflicts
explained in the configurational analysis in my first article fell ihis pattern of a “conflict trap

What this dissertation has shown in addition, however, is that the posflict period is not just a
precarious time fothe conflict country, but also for countries in the neighborhood. The difference is
that while peace operations appear to effectively reduce the risk of conflict recurrence, | have found
no evidence that they have an effect on the high risk that a atrdfireads during the same time.

This dissertation has thus highlighted an important but so far understudiedqooslict risk.

Besides conflict recurrence and crdswrder diffusion, moreoverthere is another type of risk in the
post-conflict period ofa civil war, namely that the violence of war (or combat violence) transforms
into other forms of violence, such as communal violence, dedeviolence, violent crime, election
violence, violence between militias, political assassinations, gemaszd iolence, etc. (Collier,

1994; Kreutz, Marsh & Torre, 2012; Muggah, 2006; Renner, 1997; Suhrke, 20112y, all these
various postconflict risks have been studied in more or less separate strands of research. All of them,
however, have emphasized the problem of war legacies in the form of abundant and cheap weapons,
and combatants and rebel leaders with high motivations and opportunities-engage in violence

at home and abroad. The question of why these legacies (and other challenges common to postwar
societies) at times lead to conflict recurrence at home, a relocation or transformation of violence at
other times and sometimes all of the above, has ne¢m raised- and will not be answered as long

as research on these pesbnflict risks continues in separate research programs.

8 According to UCDP/PRIO datdeffitsch et al., 2002; Pettersson & Wallensteen, 20Bstween 2011 and
2014, which is the last year for which this data is currently available, there were 34 onsets, with data still
missing for 2015 and the §ir half of 2016.
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| therefore believe that one of the most promising and exciting further research avenues entails a
more unified approach to posconflict violence that combines research on conflict diffusion, conflict
recurrence, and the various forms of postwar violence that do not constitute a relapse into civil war.
Such a research program could also more comprehensively evaluate the awpiadt of thirdparty
interventions, such as peacekeeping, on postflict security. And it is only such a unified approach
that can examine the possibility that an intervention that may be considered successful in mitigating
one form of violence may entairade-offs and unintended consequences for other types of post
conflict violence, i.e., the possibility that an intervention may trigger shifts in violence rather than

stopping it altogether.

To study such shifts in violence, this research program could draw on research on crime prevention,
where the analytical framework afrime displacementffers striking parallels. Crime displacement
refers to the idea that policy interventions that primarily reduce the opportunity for crime without
addressing the individual motivations or root causes for criminal behéwaie yet another parallel

to the civil war literature with the motivatioropportunity debate) merely displace crime to other
places (spatial displacement), times (temporal displacement), or other forms (functional
displacement) see Reppetto (1976)Applied to research on pesbnflict risks, conflict diffusion
would then correspond to spatial displacement, while the transformation of violence would
correspond to functional displacement. Temporal displacement isblyointeresting. It captures
conflict recurrence, i.e., a displacement of violence until later (when those with a continued stake in
violence have regrouped, 1®obilized, rerecruited, etc.). But it may also capture a displacement of
violence to earlier as in the intriguing finding that violence often escalates during peace processes as
parties try to make territorial or political gains ahead of a final agreement that will consolidate the

status quo (Darby, 2001; Darby & Mac Ginty, 2003; Sisk, 2009)

| will examine some aspects of this proposed comprehensive research program esopfhst risks

in my postdoctoral research project on the impact of peace operations on the extent and nature of
postwar violence. One question | examine in that pcoje whether peace operations are associated
with a functional displacement of violence by shifting the strategic calculus of violent actors away
from battlefield engagements towards forms of violence that are less easily detected and sanctioned
by those with a stake in the peace. time future, | hope to extend thiby looking at temporal
displacement by moving further back in time to when peace processes start and assess the impact of
peace operations on the extent of and shifts in violence in the emrt#esition from war to stable
peace. This will also help starting to break up the clear binary distinction between war and peace and
between active and terminated conflicts that is posited by the analytical categories in this

dissertation, and in fact imost research on conflict oef termination, or recurrence.
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Appendix A

This appendix contains supplementary material for Chapter 2 (first article).

Table10. Operationalizatiorof the explanatory conditionsicluded in the QCAnalysis.

Condition Label Operationalization

Politically polx Condition is coded 1 if in the StatuslID variable of the-EPR dataset, status is

excluded (regional autonomy), 6 (separatist autonomy), 7 (powerless) or 8 (discriminated) in
the majority ofperiod-years (excluding the onset year).

Ousted from oust Condition is coded 1 if in the StatusID variable of the-EPR dataset, a group we

rule downgraded from central government rule (EPR stated) 1to excluded (EPR
status 58) in the course of theeriod.

Ruling group ruler Condition is coded 1 if in the StatusID variable of the-EPR dataset, a group he
status 3 (senior partner) in all years of the period.

Oiland gas petrol  Condition is coded 1 if there is at least one oil or gas field witihe than 500
million recoverable barrels of oil equivalent in a group’s territory. This information
was obtained by combining GeoEBRH data on groups’ settlement areas with a
georeferenced petroleum dataset lyjala, Rad & Thieme (2007he condition is
coded zero for groups with no set area (i.e., dispersed, migrant, or predonhynant
urban groups, see condition “territorially concentrat¢dNote: The Beongo and
Cabindan Mayombe in Angola were recoded from Q.t€abinda is clearly aith,
even though thdields areoffshoreandnot directly in the territory of the group.

Previous precon Condition is coded 1 if there are less than ten ydmtveen the start of a group

conflict period and the end of the last conflict of that group as coded in the onset_do_flag
variable from the GROWup data portal. Note: The Armenians in Azerbaijan (1991)
were coded to have had a previous conflict, even if this canfiés in the country
of which they were previously part (USS&)t was about the same territory.

Tiny group  tiny Condition is coded 1 if the relative size of an ethnic group is less than 1% .
total country population as reported in the EERHGroupSize variable, AND the
absolute group size is less than 1 Mio., with information on total cou
population taken from the CIA World Factbook.

Territorial conc Condition is coded 1 if a group has a defined settlement pattern in the Gec

concentrat. ETH dataset (as opposed to dispersed, migrant, or predominantly urban grc
The EPETH dataset reports this in the variablgsSetArea.

Regime instab  Condition is coded 1 if a group lives in a country in which there was at leas

change point change in a country’s POLITY score in a period, or if there was fc
occupation (POLITY sco#@6), anarchy (POLITY scerd), or regime transition
(POLITY scor88) at any time in the period.

Extreme xpoor  Conditionis coded 1 if a grop lives in a country that in the first year of the greu

state period belonged to the poorest 10% of all countries. GDP data is from the Penn

poverty World Tables'rgdpchvariable (PWT 71 and 56), extrapolated for missing years
using World Bank growth rates.

Neighborng havtek Condition is coded 1 if a group has ethnic kin as defined in the TEK (transn:

ethnic kin ethnic kin) data (Cederman et al., 2018)a country that is connected to its host
country by landorders (information on land borders from CIA World Factbook

Kin in tekcon Condition is coded 1 if a group’s ethnic kin experiences ethnic conflict in a p

conflict (for shorter periods: in the fivgears before the end of a period). Also, the grsu

territories must beadjoining, which was assessed visually on the GROWup map. If
one group was dispersed and the other concentrated, this condition was coifled 1
the concentrated group’s territory borders the dispersed group’s country.
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Robustnesdest with a modified coding of political exclusion

Table 11reports the results of a robustness test | conducted to assess whether the QCA results
change if groups with regional autonomy (HPRH status 5) are considered included rather than
politically exluded. This recoding takes into account that some groups (smaller groups in particular)
may be satisfied with regional autonomy, especially in decentralized political systems, and may not
consider regional autonomy a political grievance as implied irotlggnal coding. For the robustness
test, the conditionpolx was replaced wittpolx2 Polx2takes on the value 1 if an ethnic group is

neither represented in central government nor has regional autopore., EPIETH status-8.

Tablell. QCA solution with polx2 instead of polx (intermediate solution term)

Solution/ Solution  Config. Config.

configuration coverage raw unique

consistency coveragé coveragé
Conditions: ruler, polx2, oust, petroprecon, tiny, instab, tekcon

(frequency cuoff: 1.00 / consistency ctff: 0.70)

Model parameters: 0.87 0.60

1: precon*~tiny*~ruler*polx2 0.94 0.32 0.11
2: ~instab*~petrol*precon*~tiny*~ruler 0.84 0.26 0.10
3: instab*~tiny*~ruler*oust*~polx2 0.86 0.06 0.06
4: tekcon*instab*precon*~tiny*~ruler 1.00 0.03 0.01
5: tekcon*instab*~petrol*~tiny*~ruler*polx2  0.80 0.08 0.08
6: ~tekcon*instab*petrol*~tiny*~ruler*polx2  0.86 0.06 0.03

" Raw coverage includesases explained by more than one configuration, while unique coverage inc
only cases exclusivetpvered by that configuration.

As the results indicate, the QCA solution reported in the paper is more or less robust to this change
of coding. As dis@sed in Schneider & Wagemann (2012:-288), QCA solutions can be considered
robust if the consistency and coverage scores of the solution remain rotighlsame, and if the
solution paths do not suggest a substantively different theoretical pregation. As we see in Table

11, the consistency and coverage scores are almost the same as in the original QCA solution, but six
instead of only four paths me explain conflict onset. Three paths (in bold in the table) remain
exactly the same. These are theohflict trag’, “ousted rulers, and “resource cursetonfigurations

in rows one, three, and six. The “bad neighborhoadhfiguration in row five, also ibold, now
additionally contains the condition polx#hich means that the new path is in a subset relation to
the original path, making this result robust as well. While all four original paths are still there, some
of them have a lower coverage due tcetltwo new paths in rows two and four. Row four explains

only one conflict uniquely and may be ignored here given the largature of this stug. Remains

95



row two, which is a “sphoff” from configuration one €onflict trag’, as the reduced unique coverage

of row one indicates. According to this path, amongtiog and nonruling groups, previous conflict

is also dangerous if a group has no political instability and no oil and gas. This does not make much
theoretical sense, but the path has a quite higiverage, so a look at the cases may be helpful. Out

of the 27 cases covered by this path, eight were affected by the neabding. Of those, six are
groups in India’s troubled Northeast (the remaining two are the Basques in Spain, and the Moro in
the Philppines). The groups in India’s Northeast in particular demonstrate that the recoding of
regional autonomy as politically included may not haeerb appropriate to start with. The region
seems distant from the hets and minds of many Indians. Baruah (2005: vigrites, and regional
autonomy may not suffice to change that and make thisae@nd its people part of the “paimdian
project” (Baruah, 2005: 25)The same can be said of other autonomous regions: If regional
autonomy does not go hand in hand with ampresentation in decisiomaking at the central level

it may not suffice for alleviating political grievances. To sum up: Although the QCA solution is quite
robust to the recoding, it is not fully ss;md neither should it be, given that whether we code groups
with regional autonomy as included or excluded is a substantive change of our definition of political

exclusion.
Information on the quasisufficierncy of paths after dropping the “absenttonditions

This section offers some information on the interpretation of those three solution paths that contain
conditions that contribute to conflict onset in their absence, and which were ignored in the

theoretical discussion of the individual paths.

The second path contains the condition ~petricd., the effect of this configuration is limited to
groups withoutoil and gas resources. However, a look at the truth table reveals that this restriction is
produced because of merely one inconsistent case (the Berbers in Algeria fror1998R while the

other three ethnic groups with the same conditions and oil and gas all experience conflict. With an
only slightly lower consistency (0.76 instead of 0.77), the configuration is thus sufficient for onset

even without the~petrolcondition.

The addition of ~polin the third path (“ousted rulerg’is partially an artifact of the coding rules: In
order to be coded as politically excluded, an ethnic group had to be excluded in the majority of group
years, i.e., three out of five years. For most ousted groups who rebelled, this was not the case
because they rebelled withia year or maximum two of their exclusion. This itself is an important
finding, especially for conflict prevention purposes, but less important for the sake of the theoretical

argument made in the paper.
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Similar to the secondanfiguration, the fourth path(“resource cursey contains the qualifier ~tekcon
meaning that this path is only sufficient for groups with no ethnic kin in corfliatrestriction that is

once again caused by the same single inconsistent case (Berbers in Algeria freh®38p2Nitha
slightly lower consistency of 0.85 (instead of 0.88), the combination of exclusion, oil, and instability is

sufficient for conflict no matter whether ethnkin are also rebelling or not.

Parameter estimates for the logistic regression model (comparisbmpredictions)

Table 12shows the parameter estimates for the logistic regressions that were run in order to
compare the predictive power of the QCA and logit models (both for the full dataset and the
estimation data). Except political exclusiopol) and ruling group ruler), all conditions are
significant, and the signs are in the direction expected when making directional assumptions for the

QCA solution.

Tablel2. Coefficient estimates of the binary logistic regression of ethnic conflict onset.

Variables 19902009 (full data) 19902004 (estimation data)
Political exclusion (polx) 0.417 0.426
(0.360) (0.380)
Ousted from rule (oust) 1.618*** 1.749*
(0.621) (0.678)
Tiny group (tiny) -1.307** -1.229**
(0.570) (0.606)
Ruling group (ruler) -0.904 -0.945
(0.765) (0.749)
Previous conflict (precon) 3.829%** 3.387***
(0.417) (0.438)
Oil or gas fields (petrol) 1.422%** 1.551 %+
(0.399) (0.420)
Political instability (instab) 0.808** 0.600*
(0.327) (0.347)
Ethnickin in conflict (tekcon) 1.751%* 1.620***
(0.468) (0.512)
Constant -2.901%** -2.648***
(0.357) (0.373)
Observations 500 394

Standard errors in parentheses. * p<0,** p<0.05; *** p<0.01

The four conditions with the strongest effects on the likelihood of conflict (significant at the 0.01
level with the exception of oush the estimation dataset) are previous conflict, ethnic kin in conflict,
ousted from rule, and oil and gas. Interesting enough, these are also the key conditions in each of the
four paths identified in the QCA solution. Had we used logistic regression in this study, we would
have thus largely found the same conditions to be important, but would have failed to identify the

combinations in which the likelihood of conflict is highest. A case in point is the fact that political
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exclusion is not significant in either of the two datasets. This is exactly what led scholars like Collier &
Hoeffler (2004) to reject grievancéased explanations of conflict: Political exclusion is
(unfortunately) too common among both onset and mromset groups to exhibit a strong
independenteffect on the conflict likelihood. In the QCA model, however, it was demonstrated that
political exclusion is still an important “ingredieniti some risk patterns that often leleto conflict —

notably in the tonflict trap” and “resource cursefatterns.

QCA solution for the estimation data (1992004)

Table 13reports the QCA solution for the period 199004 (estimation data). This analysis was
conducted in order to obtain a model for the eat-sample prediction 2002009. All four paths
remain the same as in the analysis of the full period (188@9), with comparable consistency and
coverage scores, making the QCA result reported in the paper robust to a slightly different

specificaion of the time period studied.

Table13. QCA solution for 199@004 (intermediate solution term)

Solution/ Solution Configuration Configuration

configuration coverage raw coveragé unique

consistency coveragé
Conditions: ruler, polx, oust, petrol, precon, tiny, instab, tekcon

(frequency cutoff: 1.00 / consistency cutoff: 0.70)

Model parameters: 0.88 0.58

~tiny*precon*polx*~ruler 0.92 0.38 0.34
tekcon*instab*~tiny*~petrol*~ruler 0.80 0.09 0.09
instab*~tiny*oust*~polx*~ruler 0.83 0.06 0.06
~tekcon*instab*~tiny*petrol*polx*~ruler  0.89 0.09 0.06

" Raw coverage includes cases explained by more than one configuration, while unique coverage includes only
cases exclusively covered by that configuration.

QCA of noronset (explaining “peace}

QCA assumes that causal relationships are asymmetric, defined as a situation in whi¥hd&egE
not imply ~X AY, or as Schneider & Wagemann (2012v&ite: “Asymmetry, thus, describes the
fact that insights on the causal role of a condition are of only limited use for the causal role of its

absence, and the explanation of the occurrenédean outcome does not necessarily help us much in
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explaining its noroccurrence.”As a consequence of this, the outcome (onset) and its absence (i.e.,
peace or at least nonnsetf’ require separate QCA analyses. The focus in the paper was on the
outcome, and space constraints prohibited a discussion of -onget. That discussion is thus

provided here.

Again, as in the analysis of onset, the first step in the analysis cbmset is a test of necessary
conditions for peace, the result$ which are providd in Table 14As in the onset analysis, | have set
a consistency cudff of 0.95 for this test. Only three single explanatory factors fulfill the condition of
a quasinecessary condition for peace: the absence of kin in conflidkor), the absence of

previous conflict in the past ten yearspfecor), and not being ousted from power recentiyols).

Tablel4. Test of necessary conditions for nonset

Condition Consistency Coverage No. of deviant cases Cases having thisondition
~tekcon 0.97 0.82 14/398 467/500
~precon 0.97 0.88 11/398 440/500
~oust 0.98 0.81 7/398 484/500

Consistency cubff = 0.95.

Note that when these three quasiecessary conditions are present rather than absent, they are the
“key ingredients”in three of the four sufficient paths to conflict. This is not so surprising: A condition
that is sufficient for the outcome when it is present is necessary for the absence of the outcome
when it is absent. Of course, the three conditions abawvere not individually sufficient for the
outcome, but only in combination with other factors. Nevertheless, given their status as- quasi
necessary conditions, | will include them in the model for the sufficiency test. For the same reason,
tiny andruler are included. In their absence, they were quascessary for onset and should thus be
quasisufficient for peace when present. The model | start out with for the sufficiency test is thus
tekcon*precon*oust*tiny*ruler Z£peace,and the results oftiis testare reported in Table 159\ote

that because of the high number of namsets, a frequency ctdff of five cases is set, meaning that
only combinations with five cases or more are considered for the analysis. Also, with 0.9 a higher

consistency cubff is set than in the onsednalysis, because with 398 nonsets, allowing a 10%

ltis wrong for several reasons (discussed in the paper) to assume that all groups without an onset of ethnic
conflict were at peace. They may have had conflict that was either not coded as a civil conflict at all, or was
coded as a civconflict but not an ethnic one. For the sake of readability, and because pgaxore intuitive

than “non-onset’, | will nevertheless use the term peace in the discussion of this analysis.
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mistake rate already means 4(@alse negatives i.e., rebellions started by groups who were

predicted to remain paceful according to the model.

Tablel5. QCA solution for nownset(intermediate solution term).

Solution/ Solution  Configuration Configuration
configuration coverage raw coveragé unique
consistency coveragé
Consistency cff: 0.9; Frequency cudff: 5
Model 1: oust, precon, tekcon, tiny, ruler
~tekcon*~precon*~oust 0.91 0.92 0.92 0.92
Model 2: oust, precon, tekcon, petrol, tiny, ruler
~tekcon*~petrol*~precon*~oust 0.93 0.86 0.86 0.86

" Raw coverage includes cases explained by more than one configuration, while unique coverage includes only
cases exclusively covered by that configuration.

As is seen in the results for Model 1, it takes only one configuration to explain 92% of all cases of
peace in the sample. While the three conditions ~tekegarecon, and ~oustere individually quasi-
necessary for peace, together they are quadficient. The conditions tingnd ruler prove to be
redundant in this solution. However, with a consistenaf 0.91, we make 35 mistakes, i.e., we
predict peace for 35 groups who then had conflict. Model 2 adds the “key ingrediétite fourth

path to conflict, petrglto the analysis. This improves consistency to 0.93, so that we now make only
26 mistakesNot having kin in conflict, not having oil and gas, not having had previous conflict, and
not being ousted is quasufficient for peace, explaining 86% of all cases of peace in the sample.
Adding any of the other conditions, such as pobng havtek orinstab, proves to be redundant, as

they do not change thesolution in Model 2. Recoding “extremely poor country” to “very rich
country” (a country being among the richest 30% and 20% of all countries, respectively) in order to
test whether a very high pasapita income could be sufficient for peace, also does not improve this
result. In this case we can conclude that the causes of peace are really somewhat the mirror image of
the causes of conflict: Having none of the four key conditions for onset icisnffifor peace.
Nevertheless, peace is much more easily explained than conflict, needing just one causal

configuration to explain 86% of all cases.

Predictive capacity of the logit model with interaction terms

In the prediction section of the article, ¢hpredictive capacity of QCA was compared to the
predictions generated by a simple logistic regression model that did not include any interactions. In

order to assess whether the predictions generated by the logit model improve considerably when
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causal comlexity is introduced, this section reports and compares the predictive capacities of
several logistic regression models that include interaction terms.

As we are how comparing different logistic regression models, we can make use of Receiver Operator
Characteristic (ROC) plots, which plot the true positive rate against the false positive rate for all
possible thresholds and are thus suitable to compare predicted probabilities across different
statistical models (Ward, Greenhill & Bakke, 2010: 3B6a single and simple statistic, the size of
the area under the ROC curve reports the overall predictive performance of a model. It ranges from
0.5 (a model that is no better than chance) to 1.0 (predicts the outcome perfectly) (Ward, Greenhill &
Bakke, 2010: 367)The baselines for comparison are the models reported in the paperl.agitl

and Logit2. In order to still be able to compare those predictions to the baseline QCA models, the
true positive rate, number of false positives, and precision at two chosen threshotdreported as

well: Table 1&ompares the predicted probaliigs of the logit models with interaction terms to the
models QCAL and Logitl (predicted probability threshold for onset prediction determined by the
QCA result/sesitivity, see paper). Table Xdmpares the predicted probabilities of the same logit
modelsto the models QCA2 and Logit2 (at the threshold of predicted probabilities at which the logit
model performs best in terms of an optimum true to false positive ratio, see paper).

Each of the four paths to conflict identified with QCA was modeled in ogreession each, leaving

out the trivial necessary coittbns and the abovenentioned ‘absent conditions The malel
“conflict trap” in Tables 1@&nd 17 thus included the interaction of pdiprecon “bad neighborhood”
included the interaction of tekcdmnstab, “ousted rulers”included the interaction obustfinstab,

and “resource curse”included the interaction of petrbpolx*instab® The “conflict trap” and “bad
neighborhood”models were also estimated omownith the necessary conditiombt tiny AND not

ruler’. In the last model estimated, all four paths were included as interaction terms in order to
partially mimic the QCA solution reported in the paper.

With the exception of two models (“ousted rulers” and “resource cuxsiie inclusion of interaction
terms does improve the predictive performance of the simple model reported in the paper, but none
of the models achieve or surpass the predictive capacity of the QCA model. The model with the best
predictive capacity is -maybe not surprisingly -the one inwhich all four QCA paths were included

as interaction terms. Note, however, that after the inclusion of these interaction terms (and the
constitutive terms) only three coefficients remain significant. At a rate of 61 true onset predictions

(of total 102 msets), the inclusion of interaction terms makes the number of false positives drop

8 All constitutive terms were also included in the models.
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from previously 16 to only 10 (see Table.1&t the logit's optimum rate of 47/102 true positives, the
number of false positives drops from 6 to 4 (see TaBle

Thatnone of the models tested here is able to exactly match the predictive capacity of QCA may
have several reasons: Even if the inclusion of some interaction terms was an improvement, the full
complexity offered by QCA could not be matclf{see also Grendstad, 2007: 12If) the presence of
multiple paths and a situation of necessary and sufficient conditions, the resulting equation would be
far too complex. Necessary conditions in particular need to be interacted with all other predictors,
because the assumption is that if a necessary condition takes on the value zero, all other effects
should be zero as well. Finally, QCA differs in that it looks for the best fit in terms of sufficency, n
the best overall fifGrofman & Schneider, 2009: 668yhat is worth remembering, however, is that
logistic regression was somewhat “disadvantagidthis comparison because only binary variables
were used. QCA with a binary outcome requires all other conditions tdidd®tomized as well,

whereas logistic regression allows the analyst to use both binary and continuous variables.

Tablel6. Predictive capacity: Logit models with interacsgonomparisonQCAL and Logitl).

Model: Area under Sensitivity False positives: Precision:
ROC (true positive rate)
QCA1l 61/102 (0.60) 8 0.88
Logitl 0.8589 62/102 (0.61) 16 0.79
Conflict trap 0.8628 61/102 (0.60) 13 0.82
Conflict trap w/nec.con. 0.8625 61/102 (0.60) 13 0.82
Bad neighborhood 0.8611 62/102 (0.61) 15 0.81
Bad neighborhood w/nec.con. 0.8603 62/102 (0.61) 14 0.82
Ousted rulers 0.8588 62/102 (0.61) 20 0.76
Resource curse 0.8578 66/102 (0.65) 17 0.80
All four paths 0.8629 62/102 (0.61) 10 0.86

Tablel7. Predictive capacity: Logit models with intetiaas (comparison: QCA2 and Logit2).

Model: Area under Sensitivity False positives: Precision:
ROC (true positive rate)

QCA2 47/102 (0.46) 3 0.94
Logit2 0.8589 47/102 (0.46) 6 0.89
Conflict trap 0.8628 47/102 (0.46) 4 0.92
Conflict trap w/nec.con 0.8625 47/102 (0.46) 4 0.92
Bad neighborhood 0.8611 47/102 (0.46) 6 0.89
Bad neighborhood w/nec.con 0.8603 51/102 (0.50) 8 0.86
Ousted rulers 0.8588 49/102 (0.48) 6 0.89
Resource curse 0.8578 50/102 (0.49) 7 0.88
All four paths 0.8629 47/102 (0.46) 4 0.92
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Cases not covered by the QCA solution

Tablel8lists all the onset cases not covered by the QCA solution reported in Chapter 2bout

which no causal statements are made, as discussed in the conchisBirapter 2

Table18. Conflict msets not coveretby the QCA solution.

Indigenous peoples in Mexico, 1994
Peoples of the Caucasus in Russia, 2007
Albanians in Macedonia, 1997

Croats in Yugoslavia, 1991

Albanians in Yugoslavia, 1998

Slovenes in Yugoslavia, 1991

Armenians in Russia, 1990

South Ossetians iGBeorgia, 1992
Abkhazians in Georgia, 1992

Tuareg in Mali, 1990

Tuareg in Mali, 2007

Arabs/Moors in Mali, 1994

Diola in Senegal, 1990

Toubou in Niger, 1995

Northerners (Mande and Voltaic/Gur) in the Ivory Coast, 2002
ljaw in Nigeria, 2004

Yakoma in the Ceral African Republic, 2001
Sara in Chad, 1992

TutsiBanyamulenge in the DR Congo, 2006
Hutu in Burundi, 1991

Tutsi in Rwanda, 1990

Afar in Djibouti, 1991

Oroma in Ethiopia, 1998

Other Muslims in Eritrea, 1997 and 2003
Fur in Sudan, 2003

Southern Shafi'ni Yemen, 1994

Uzbeks in Tajikistan, 1998

Assamese in India, 1990 and 1994

Naga in India, 1992

Baluchis in Pakistan, 2004

Mons in Myanmar, 1990

Wa in Myanmar, 1997

Karenni (Red Karens) in Myanmar, 1992, 1996, and 2005
Dalits (both Hill & Tarai) in Nepal, 1996
Adivasi/Janajati in Nepal, 1996

Malay Muslims in Thailand, 2003

Achinese in Indonesia, 1990
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Appendix B

This appendix contains supplementary material for Chapter 3 (second article).

Coding rules and procedures for the duration analysis dataset

This section offers information on the construction of the dataset and coding of the variables used

for the second part of the empirical analysisChapter 3i.e., the duration analysis.

Unit of Analysis.The unit of analysis in this study is a sourceflict. A source conflict is defined as

an intrastate conflict (Types 3 and 4) in the UCDP/PRIO Armed Conflict Dataset (A@D}5v.4
(Gleditsch et al., 2002; PetterssonVEallensteen, 2015)hat started or ended between 1960 and
2012. Ongoing episodes are included if the conflict started in or after 1960c&wofiict episodes are
included if the postonflict phase started in after 1960% This time frame is largely dictated by the
availability of data for important control variables. All source countries are identified by the
sendcow/sendloddentifiers in the dataset, but there can be several different source conflicts in one
source country (i.e., Myanmar and India have several different conflicts ongoing at most times). Also,
individual conflicts can stop and recur, in which case they are coded as separate conflict episodes. A
conflict episode starts in the first month of dtint, and ends with the last month of conflict. A post
conflict episode starts with the first month of peace, and ends either when the conflict recurs, or else
after 60 months. All episodes are identified by the episodenum/episoddstitifiers in the déaset.

All source conflicts are observed monthly (the unit of observation is an episod¢h) from the

month they started until a maximum of 60 months after they ended. The dummy postcaeflictts
whether an episode is terminated, and is used to split the dataset for the separate ongoing and post-

conflict analyses.

Each source conflict was matched with each contiguous country in the neighborbsiog (land)
contiguity data from the Correlates of War project (Stinnett et al., 200R)s data is only available
up to 2006. For the years 200812, | have manually coded contiguity with information on
polity/territorial changes from the Polity IV da®arshall, Jaggers & Gurr, ). The exact start and

end dates of individual polities from the Polity IV data was also used to identify the exact month

% Theconflict with the ID 1224 (Al Qaida against the United States) was dropped. With the exception of the
9/11 attacks, this war was not fought on US soil, and it is therefore unreasonable to expect spillover effects of
this conflict on the neighboring coun¢s Canada and Mexico. | also deleted the musiflict phase of the
NagornoKarabakh conflict in Russia (because that conflict immediately continued in the newly independent
Azerbaijan), and most of the pesbnflict phase in the Serbian (Croat independe) conflict, because that
conflict resumed as a civil war within Croatia.
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(rather than year) in which a contiguity relationship started or ended, for instance when countries
became newly independent. At coding important characteristics of these recipient countries (such
as their GDP, population, regime type etc.), tinformation onindividual recipient countries was
aggregated to the entire neighborimggion by the rules explained for the individwalriables further

below.

The variable timelis the relevant time variable for all tests. It records how many months have

passed since the source conflict started (for ongoing conflicts) or ended (for terminated conflicts).

Dependent Variable. The dependevariable, RConsgindicates whether any potential recipient
country in theneighborhoodexperiences the onset of conflict in any month of the observation
period. It takes on a value of zero (no onset) or one (onset in at least one country, with sieoulta
onsets in several countries coded as one onset). Again, information from the ACO1%.4vas used

to code this variable. If an onset in a recipient country happened in the first month of a source
conflict, | checked the exact dates of both onsetsntake sure that the recipient country onset could
actually be the result of spillover from the source conflict. An onset in the recipient country was only
coded if it happened after the date on which the source conflict started. A few conflicts in

neighboing countries started on the exact same day, and no spillover is coded on either side.

Territorial Conflicts.The dummy SCterritoriahdicates whether a source conflict was fought over
territory (SCterritorial = 1) or over government power (SCterritorial = 0). Data for this dummy is from

the ACD Incompariable.

RefugeesData on refugee flows was taken from tb®&IHCR (2016Y his database does not contain
information on Palestinian refugees in Syria, Lebanon, and Jordan. That data is collected by the
United Nations Relief and Works Agency (UNRWA) instead. | have taken this missing information

from a dataset by Rilegger & Bohnet (2015)

There are two refugee variables, SCrefugemsd DYrefugees The difference between the

SCrefugees and DYrefugees variables is that for SCrefugees all refugees (or people idikefugee
situations as defined by the UNHCR) are counted, whereas for the DYrefugees variable only those
refugees residing in thneighborhood(the contiguous recipient countries as definfedther above)

are considered.
The following changes were made to the UNHCR data:

The UNHCR dataset contains entries in which refugees originating from Yemen seek asylum

in Yemen. This applies the years before the two Yemens were united in 1990, and the data
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does not contain information on whether the sending country was South or North Yemen.
Between 1986 and 1989, | have coded the sending state as South Yemen, assuming that the
large refugee flows were a result of the 1986 South Yemen civil war, and the receiving state
as North Yemen. For all other years (this applies in particular to large refugee flows between
1978 and 1980), | have coded the sending state as North Yemen, assuming that these

refugees were a result of the North Yemen conflict in 1979.

Refugees from Western Sahara were added to Morocco (as in Salehyan & Gleditsch, 2006:
351)

Refugees from Tibet were assigned to China.

The UNHCR lists Eritrea as a noy of refugee origin from 1979 onwards, but in my data,
Eritrea only enters the dataset at its independence in 1993. Refugees coming from Eritrea

between 1979 and 1992 were accordingly assigned to Ethiopia.

The UNHCR lists refugees from Palestine (thase do not fall under UNRWA's mandate)
separately. | have assigned these refugees to Israel. Also, because the UNRWA data on
Palestinian refugees to Lebanon, Jordan, and Syria is only available from 1975 onwards (and
Israel essentially has no outgoing rgées besides those), both refugee variables were coded

as missing for Israel before 1975.

Note that the UNHCR does not make a difference between missing data and zero refugees. The
assumption | make is that all years without refugees are really years wittefugees, and not
missing. Also, because refugee numbers have an extremely skewed distribution, | take the natural log

of SCrefugees and DYrefugees after adding one to the base, as in Salehyan & Gleditsch (2006: 351)

Source Conflict Duratio. The variableésCduratiorindicates how long the conflict preceding the post

conflict period of interest lasted. SCdurati@na continuous variable counting duration in months.

Source Conflict OutcomeThe dataset contains a factor variabBCoutcomewhich distinguishes
between different ways in which a conflict ended. Data is taken from the UCDP Conflict Termination

Dataset(Kreutz, 2@0)and recoded into the following categories:

0 = Conflict faded or had a different (ndefined) outcome [Kreutz original codes 5 and 6]

1 = Conflict ended in a peace agreement [Kreutz original code 1]

2 = Conflict ended in a ceasefire withithout setlement agreement [Kreutz original codes 2 and 3]
3 = Conflict ended in a government victory [Keeoriginal code 4 anWlicSidel]

4 = Conflict ended in a rebel victory [Kizoriginal code 4 and VicSide
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For the actual analyses, | have created separate dummy variables for each olmmeehat the

outcome is missing for a few cases)

PA= Peace Agreement

CF= Ceasefire

GV= Government Victory

RV= Rebel Victory

FO= Conflict faded (below 25 battideaths) or had a different, nedefined,outcome

Source Conflict Regioffhe variable SCregias a categorical (factor) variable that identifies the
world region in which the source conflict took place. Data for this variabl&@methe ACD. The

regions are0 Europe;1 Middle East; ZAsia;3 Africa;4 Americas

Source Conflict Peacekeepinhe dummy SCpkoprdéadicates whether a peace operation was
present in a source conflict (ongoing or pasinflict episode) in any month. This variable was only
coded for 1982010. The data source for thigriable is a comprehensive list of peace operations in
Diehl & Balas (2014: 2226) A few missions that were purely civilian (for instance @AIS in

Nicaragua, or OAS/AMPP in Colombia) were excluded.

Ethnic TiesThe count variable DYnoethtiescords how many of the recipient countries making up a
source conflict’s neighborhooshareethnic ties with the ethnic group(s) that is/are associated with
the rebel group in the source conflict. | used the ACD2EPR dataset (Vogt et altpZ88d8ss which
ethnic graups were associated with any of the rebel groups in a source conflict. Association means
that a rebel group recruited primarily from a particular ethnic group, and that there was an explicit or
implicit claim to be fighting on behalf of that group. | then used the Transnational Ethnic Kin (TEK)
dataset(Vogt et al., 20150 find out whether the same/related ethnic group associated with rebels

in the source conflict was also pregen the recipient country and accordingly coded these cases as
those with ethnic ties present. The ethnic ties variable is coded asitivagiant within one source
conflict episode. This meanbat even if a source conflict “became ethnighly in the ourse of
fighting or conversely, if an ethnic conflict ceased to be along ethnic lines in the course of time,

ethnic ties were coded as constantly present/absent in the course of that conflict episode.

Neighborhood Population. The continuous variable IR@uL0O00 contains the total population (in
1'000) of all potential recipient countries making up a neighborhddthave lagged this variable one
year, except for the first year in which a counéyistedif that was after 1960. Data feom Gleditsch

(2002b) popvariable.
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NeighborhoodGDP per Capita. The continuous variable IRCgdpcayains the average GDP per
capita of all potential recipient countries making up a neighborhddthve lagged this variable one
year, except for the first year in wdh a countryexistedif that was after 1960. Data feom Gleditsch

(2002b) rgdppc(real GDP per capita, 2005 prices) variable.

NeighborhoodRegimes.The variable IRCpercaneeports how many % of the potential recipient
countries making up a ngliborhoodhave a semdemocratic (also known as anocratic) regime. The

data source for this variable is the Polity IV dataset (Marshall, Jaggers & Gurt,|2€28) however,

recoded the Polity IV data into what is known as xpolity, that is, | have followed Vreeland if2008)
constructing the xpolity index of regime type, which uses only the XCONT, XRCOMP, and XROPEN
indicators of the Polity IV data. Unlike the Polity 1V index, which ranges fr@rfautocracy) to 10
(democracy), the xpolity index thefiore ranges from6 (autocracy) to 7 (democracy). Polity IV scores

-66 (foreign occupation) and7¥ (anarchy) are coded zero in xpolity. Regime transiti@8)(
observations are coded as the average of the first and last Polity IV scores before and after the
transition, see Vreeland (2008: 4@67) An anocracy is defined as a regime with xpolity scores

between-2 and 3, following Vreeland’'s Web Appendix to the article, p. 5.

Neighborhood Ongoing Conflicts. The variablRCongoingindicates how many conflicts were
ongoing in all potential recipient countries making up a neighborhddte variable is lagged one
month, hence if an onset happened in May 1991, for instance, the variable indicates how many
conflicts were ongoig in April 1991 (the month before the onset started). This information is again

taken from the ACD.

Number of NeighborsThe variable noneighboris a count of the number of potential recipient

countries that make up thaeighborhoodof a source conflict.

Cox hazard atios for Figures mnd 6

Table 19lists the hazard ratios for all variables included in the estimation of the hazard curves
presented in the article (Figures 5 anjl &s opposed to the hazard curve, these estimates tell us
whether and whereréather than when) conflicts are most likely to spread. Note that these are the
estimates from a Cox proportional hazards model, and not from the RP (ReéRatorar)
proportional hazards model that was used to retrieve the hazard curves. When the undédyiagl

is accurately specified in RP models, however, estimates from the two models are essentially the
same. Hazard ratios are interpreted as a percent change in risk if the value of a variable changes by
one unit. Ratios above 1 indicate an increase in risk; ratios below 1 a decrease with higher values of

the covariate.
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Table19. Hazard ratiogor Figures 5 (models, 2) and 6 (model 3)

1) ) 3)
SC over territory 1.07 0.90 0.90
(0.112) (0.10) (0.10)
Total SC refugees (In) 1.14%** 1.07%** 1.07***
(0.02) (0.02) (0.02)
Refugees in thaeighborhood(In) 0.93*** 0.98* 0.98*
(0.02) (0.01) (0.01)
SC ended in rebel victory 2.88*
(1.63)
* In(time) 0.68**
(0.12)
No. ofneighborswith ethnic ties to SC 1.13%** 1.10 % 1.10 %%
(0.04) (0.04) (0.04)
Neighborhood Population (Ir) 1.30%** 1.34%* 1.50%**
(0.06) (0.12) (0.05)
* In(time) 1.04
(0.03)
Neighborhood GDP/capita (Irji) 0.98 0.80*** 0.80***
(0.18) (0.06) (0.06)
* In(time) 0.93
(0.05)
Neighborhood % anocratic regimes (%) 1.24 0.86 0.86
(0.32) (0.18) (0.17)
Neighborhood No. of ongoing conflicts 1.41* 1.49%** 1.46%***
(0.22) (0.19) (0.19)
* In(time) 0.92* 0.88*** 0.89%**
(0.04) (0.03) (0.03)
No.neighbors 0.93 1.03* 1.03*
(0.04) (0.02) (0.02)
* In(time) 1.04%*x
(0.01)
Number of conflicts/postonflict periods 327 311 311
Number of failuresngighborhoodnsets) 513 590 590
N 14061 14435 14435

Cox hazard ratios with standard errors in parentheses. * [0*1p<0.05; *** p<0.01.
SC = Source conflict; In = natural logarithmVariable lagged one year.

The results contain ho major surprises, and no large differences between ongoing and terminated
source conflicts (Models 1 and 2). The total number of refufie@es a source conflict appears to be

a good proxy for its contagiousness: More refugees are associated with a significantly higher risk of
spillover, both for ongoing and recently terminated conflicts. Interestingly, however, this does not
hold for those refugees that actually reside in the neighborhoAtd comparable levels of total
refugees produced by a source conflict, neighborhoib@d host more of them have a lower risk of
conflict. This suggests that refugee numbers may be a good indicator of éstabdlizing a conflict is

in genera) but challenges the idea that refugees themselves are a transmission vector of conflict
spread, else they should be most dangerous for the countries that actually host them. There may of

course be an endogeneity prolote The fact that few refugees remain in the region may indicate that
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the neighboringcountries are unsafe, and refugees choose to travel on. In this sense, low refugee
numbers in neighboringountries may simply pick up how conflfmone theseneighboringcountries

are. On the other hand, the findings are in line with recent research that looks at refugee flows in
more detail and finds that refugees do not per se increase the risk of contéagdound by Salehyan

& Gleditsch, 2006)but anly under certain conditions that are closely linked to the ethnicity of
refugees and ethnic power relations in the host states (Ruegger, 2ah8) that localities within

which refugees reside are actually more secure in the years after refugee arrival (Shaver & Zhou,
2015)

That transnational ethnic ties increase the risk of diffusion has also been previously established
(Ayres & Saideman, 2000; Buhaug & Gleditsch, 2008; Forsberg, 20idbjhey matter in the post-
conflict phase as well does not stand in contrast to the mechanism suggested in the paper, namely
that an oversupply of conflietpecific capital heightens the risk of conflict in neighbodogntries.

The maket for arms and combatants is not an anonymous market. Recent analyses of transnational
black markets have highlighted that interpersonal relations and social networks based on ethnicity,
religion, or ideology play an important role in the crdsder exchange of illicit goods and services,
possibly because they generate trust in an otherwise unregulated environment (Adamson, 2005;

Kinsella, 2006; Kleemans & van de Bunt, 1999)

With regard to the control variables that measure the neighborhotdisimestic” risk of conflict, the
interpretation of the variables is complicated by the fact that many of them exhibitpmoportional
hazards. The & and RP proportional hazards models, as the name already suggests, assume that
the effect of a covariate on the baseline risk of conflict is constant over time. When this assumption
does not hold, coefficient estimates and hazard curves may be biasedugiested byBox
Steffensmeier & Zorn (20013uch variables can be interacted with the natural log of analysis time to
model this timedependent effect. For these interacted variables, the hazard ratio in the table only
reports the variable’s effect in the first month of the pasinflict period, when the value of the
interacting variable (time) is zero. Relative hazard plots can be used to illustrate how the strength
and significance of an interacted variable develops over the entire range of analysis time (Licht,
2011) Because there is no substantive interest in theariables here, | refrain from doing so. For
the rebel victory dummy in Model 3, on the other hand, this plot of relative hazards was presented

anddiscussed in the paper (Figurk 6
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Degrees of freedom for the RP hazard curves

Figures 7 and 8lustrate how the hazard curves presented in Figura Bhe article change if we

allow moreor less complexity for the curves (more or fewer spline knots). One degree of freedom
(1df) means that there were no internal knots, just the two boundary knots. Fivedsgf freedom

(5df), on the other hand, mean that the curve was allowed to change at four internal knots. Table 20
lists the AIC (Akaike Information Criterion) and BIC (Bayesian Information Criterion) values for each

choice of degrees of freedom.

Figure7. Different degrees of freedom for the ongoing conflict spillover hazard curve.
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Figure8. Different degrees of freedom for the pesbnflict spillover hazard curve.

For the postconflict hazad curve, which is of main interest, the choice to report the model with two
degrees of freedom as the “main model” in the article was driven by several factors. AIC values were
lowest (and relatively similar) for the models with between two and four degdreedom. Among
those, the BIC value increased considerably with each additional degree of freedom. A visual
inspection also showed that the curves are primarily getting noisier with more complexity, but yield
no substantively different conclusion: Thisk of spillover unambiguously and strongly increases in
the first year of the postonflict period, and declines thereafter in a more or less (depending on the

model complexity) bumpy path.

Table20. AIC/BIC values falifferent complexities of théhazard curves.

Ongoing source conflicts Postconflict situations
Degrees of freedom  AIC BIC AlIC BIC
1 400.9318 506.648 1149.609 1248.115
2 396.6661 509.9335 1140.678 1246.762
3 390.0595 510.8781 1140.039 1253.7
4 391.9351 520.3049 1139.805 1261.044
5 392.7132 528.6341 1142.496 1271.312
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Ongoing spillover analysis without duration censoring

As was also mentioned in the article, the analysis of ongoing source conflicts was censored at 25
years duration. This is because lg¢lsan 5% of all observations remained to analyze durations of
between 26 and 48 years (the longest @imh in the sample). Figure @monstrates that using the

entire sample including confligtears above 25 yields no different results.

Figure9. Hazard curve of ongoing source conflicts, uncensored.

Postconflict spillover excluding Europe

Figure1l0 demonstrates that the postonflict spillover effect discussed in the article is not driven by

the several conflictghat started within a few years of the collapse of the Soviet and Yugoslav
empires. To test this, the entire European region (including USSR/Russia) was excluded from the
analysis. The only discernible difference between the hazard curve in B@arel the postconflict

curve rgported in Figure 5n the article is that with Europe excluded, the contagiousness of source
conflicts in the postonflict period appears to be declining much more slowly. This finding may be
worth exploring further in light of gssible regional differences (in the effectiveness) of jposiflict

peacebuilding and reconstruction efforts.
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Figurel0. Hazard curve of postonflict spillover without Europe/USSR/Russia.

Differences in spillover processes between world regions

Remaining within the question of how spillover processes differ between world regions, | have also
tested whether the postonflict spillover effect found in the article is specific to certain regions, or
even exclusively driven by ifiicts in one particular world region. For that purpose, | have included
dummy variables for five regions (Europe, Middle East, Asia, Africa, and Americas) into the analysis of
post-conflict spillover risk, as well as an interaction of each dummy withntitaral log of analysis

time to allow not only the scale, but also the shape of the hazard to differ between spillover
processes in different region®oxSteffensmeier, Reiter & Zorn, 2003; Royston & Lambert, 2011
203-205). Table21 reports the hazard ratios for the individual regions, with Europe as a comparison
category. Note thathe usual predictors (Table) @vere included in the estimation, but are not
reported here.Only the hazard ratio for Asia is statistically significdntthe presence of time
interactions, however, all we can conclude from that is that the risk of spillover in the first month of

the postconflict period is much lower in Asia than in Europe.
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Table21. Likelihood of postonfiict spillover in different world regions, 196&012.

Region. 0 (comparison category) = Europe Model 1
Middle East/North Africa 0.86
(0.46)
Middle East/North Africa * In(time) 1.05
(0.16)
Asia 0.35**
(0.16)
Asia * In(time) 1.21
(0.15)
Africa 0.72
(0.38)
Africa * In(time) 1.09
(0.16)
Americas 0.25
(0.27)
Americas * In(time) 0.92
(0.30)
Number of postonflict periods 311
Number of failures (neighborhood onsets) 590
N 14435

Cox hazard ratios with standard errors in parenthesgs<0.10; ** p<0.05; *** p<0.01.

Figure 11 therefore illustrates the relative hazard of spillover in each region compared to Europe
over the entire five years of the postnflict period. For the Middle East and Africa, there is indeed
no significant difference to Europe. Pastnflict situations in Asia, however, are less contagious than
those in Europe —a difference that is statistically significant in the first two years (up to the vertical
reference line in the plot). Poswnflict situations in te Americas, moreover, are much less
contagious than those in Europe all through the entire five years of thequodtict period, except in

the first month (hence the insignificant hazard ratio in Table 21).

This difference between the Americas and Ewopowever, is one of scale, not shapégure 12

plots the hazard of spillover (onset in the neighborhadd terminated source conflict) in different
world regions, using the same hypothetical source conflict that was used to predict hazdialgen

5 of the article. Postonflict situations in the Americas do have a contagiousness peak, but on a
much lower level than Europe. Moreover, in all world regions, the risk of spillover increases in the
first months and years of the poesonflict period. The difference between them is that in Asid a
Africa, this risk then does halecrease within five years. Again, this is a finding that may be of
interest for further analysis in terms of whether, how, and why peacebuilding and reconstruction

efforts are perhaps differentially effective in these regions.
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Figurell. Relative hazard of postonflict spillover in different world regions.

Figurel2. Hazard rate of postonflict spillover in different world régns.
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Peacekeeping and conflict diffusion

Table 22reports the hazard ratios of a peacekeeping (PKO) dummy that was included to ¢ontrol

the presence of peacekeepers in a source conflict. This test was warranted given that Beardsley
(2011)found PKO to mitigate the risk of contagidrfound no statistically significant effect of the

PKO variable (and its interaction with time to allow for differing hazard cyrmegher for ongoing

nor terminated conflicts® The main difference between this study and Beardsley’s lies in the data
setup: Here, source conflicts are the unit of analysis. In Beardsley’'s study, it is recipient countries,
hence the author could not caml for additional characteristics of the source conflicts to which PKO
are deployed. If this is what makes the difference, then further studies of PKO effectiveness in
preventing conflict contagion should explore matching techniques to ensure that ¢ssmage not

biased by the nomandom assignment of PKO to differentially difficult conflict contexts.

Table22. Accounting foisource conflict peacekeeping:ddel estimates (1982010)

Ongoing PostConflict
Peacekeeping presence 0.69 1.77
(0.47) (0.78)
* In(time) 1.02 0.79
(0.25) (0.12)
SC over territory 1.06 0.94
(0.14) (0.12)
Total SC refugees (In) 1.02 1.04
(0.04) (0.05)
Refugees in thaeighborhood(In) 0.96* 0.99
(0.02) (0.02)
No. ofneighborswith ethnic ties to SC 1.08 1.10**
(0.05) (0.05)
Neighborhood Population (In]) 1.30%** 1.5] %
(0.08) (0.06)
Neighborhood GDP/capita (Irji) 0.90 1.40
(0.10) (0.32)
* In(time) 0.85**
(0.06)
Neighborhood % anocratic regimes (%) 1.25 0.95
(0.52) (0.27)
Neighborhood No. of ongoing conflicts 1.05 1.15*
(0.08) (0.08)
No.neighbors 1.01 1.00
(0.02) (0.02)
Number of conflicts/postonflict periods 176 176
Number of failuresr{ieighborhoodonsets) 268 391
N 5054 7674

Cox hazard ratios with standard errors in parentheses. * p<0.10; ** p<0.05; *** p<0.01. SC = Source conflict;
In = natural Iogarithm,l = Variable lagged one yeér.: Sample limited to the postold War period, when
peace operations in internal conflidd@came more common.

* This nonfinding holds for the entire analysis time, as confirmed in a relative hazard plot.
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Hazard of conflict diffusion excluding ormonth conflicts

Figure 13llustrates the hazard of spillover of active and terminated conflicts that lasted more than
one month. Many conflicts in the sample lasted only a month or even just a few days. Dropping them
from the analysis serves to further evaluate the mechanismast-ponflict spilloverposited in the

paper. By the time a onenonth conflict can have spillover effects at all, it is essentially over. If there
was any inspiration or motivation effect from such a conflict, it would therefore by definition take
place in the postonflict period. If this is what drives the results, the posiflict spillover peak
should become flatter when excluding these conflicts, which would cast some doubt on the idea that
surplus conflict capital is what drives spillover during that time. If, however, a surplus of conflict
capital is really at the heart of pesbnflict spillover, then the spillover peak should become more
pronounced when excluding very short conflicts during which hardly any suchalcagin
accumulate. As Figure liBustrates, the latter is true, lending further support to the mechanism
posited in the paper. When very short conflicts are excluded from the analysis, the shape of the
hazard curves does not change much, but the incréaspillover risk in the firstear of the post
conflict period is even larger (a 175% increase as opposed to the 105% increase reported in the

article).

Figurel3. Hazard of spillover, very short conflicts excluded.
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Hazard of conflict diffusion after different conflict outcomes

The fnal test is related to Figure B the article and demonstrates that other conflict outcomes
(beyond rebel victories) likewise do not drive the finding of a {oosiflict spillover effect. To
establish this, | have tested different conflict outcomegeace agreements, ceasefires, government
victories, and conflicts that faded (had no decisive outcome but ceased to qualify as conflicts
according to UCDP’s 25 battdeath threshold}* —separately against all others. The relative hazard

of each of these outcomes against all et is illustrated in Figure 1&either outcome has any
statistically significant effect on the whether and when of postflict spillover, i.e., the confidence

bounds in all four plots include one.

Figureld. Relative hazard of postonflict spillover after different conflict outcomes.

! SeeKreutz (2010)
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Appendix C

This appendix contains supplementary material for Chapter 4 (third article).

Table23. Ongoing conflict episodes and peace operations analyzed in Table 9 (matched sample)

Source Country Conflict Years Peacekeeping

Paraguay Government 1989

Israel Palestine 2000 EUBAM Rafah, EUPOL Copps

Iraq Government 2004 UNAMI, NATO Trainiridission,
Multinational Force

Lebanon Government 19891990

Ethiopia Government 19761991

DR Congo Government 19962001 OAU Observers, MONUC

DR Congo Government 20062008 MONUC, EUPOL Kinshasa/Congo

Burundi Government 19911992

Burundi Government 19942006 OMIB, AMIB, ONUB

Burundi Government 2008 BINUB, AU STF

Chad Government 20052010 MINURCAT, EUFOR Clea#R

Peru Government 2007

Nigeria Government 2009

Cambodia Government 19781998 UNAMIC, UNTAC

Sudan Government 1983 [AMIS, UNAMISJNMIST

Uganda Government 19791992

Uganda Government 1994 UNOMUR

El Salvador Government 19791991 ONUSAL

Eritrea Government 1997

Eritrea Government 2003

Angola Government 19751995 UNAVEM-III

Angola Government 19982002 MONUA

Mozambique Government 19771992

Afghanistan Government 1978 [ISAF, UNAMA, EUPOL]

Somalia Government 1986-1996 UNOSOM-II, UNITAF

Somalia Government 2001-2002

Somalia Government 2006 AMISOM, EUTM Somalia

Liberia Government 19891990 ECOMOG

Liberia Government 20002003 ECOMIL, UNMIL

Rumania Government 1989

Mali Azawad 1990

Rwanda Government 19901994 OAU NMOG, UNAMIR, UNOMUR, Op.
Turquoise

Rwanda Government 19962002

Rwanda Government 2009

Senegal Casamance 19921993

Senegal Casamance 1995

Senegal Casamance 19971998

Russia (Soviet Union; Azerbaijan 1990

Djibouti Government 1991-1994

Djibouti Government 1999

Georgia Government 19911993

Haiti Government 1991

Haiti Government 2004 MIFH, MINUSTAH

Sierra Leone Government 1991-2001 ECOMOG, UNOMSIL, UNAMSIL
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Source Country Conflict Years Peacekeeping

Serbia (Yugoslavia) i Slovenia 1991

Serbia (Yugoslavia) i Croatia 1991

Algeria Government 1991-

Angola Cabinda 1994

Angola Cabinda 2004

Angola Cabinda 2009

Bosnia Serb 19921995 UNPROFOR, NATO RRF

Bosnia BihacaKrajina 19931995 UNPROFOR, NATO RRF

Bosnia Croat 19931994 UNPROFOR

Croatia Serb 19921993 UNPROFOR

Croatia Serb 1995 UNCRO

Georgia Abkhazia 19921993 UNOMIG

Georgia S. Ossetia 1992 South Ossetia Joint Force

Georgia S. Ossetia 2004 South Ossetidoint Force

Georgia S. Ossetia 2008 South Ossetia Joint Force

Moldova Dniestr 1992 CIS Joint Force

Tajikistan Government 19921998 CIS Collective Peacekeeping Force,
UNMOT, OSCE Mission

Azerbaijan Government 1993

Azerbaijan Government 1995

Mexico Government 1994

Russia Chechnya 19992007

Congo Government 19971999

Congo Government 2000

GuineaBissau Government 19981999 ECOMOG

Lesotho Government 1998 SADC Op. BOLEAS

Serbia Kosovo 19981999 OSCE Verification Mission, KFOR, UNN

Russia Dagestan 1999

Central African Rep. i Government 2001-2002 CEMAC: FOMUC

Central African Rep. i Government 2006 CEMAC: FOMUC

Central African Rep. i Government 2009 MINURCAT, ECCAS MICOPAX

Macedonia, FYR Government 2001 NATO Essential Harvest

Ivory Coast Government 20022004 ECOMICI, MINUCI, Op. Licorne, UNOC

Israel South Lebanon 2006 UNIFIL

DR Congo Bundu Dia Kongo 20072008 MONUC, EUPOL Kinshasa/Congo

Niger Government 1997

Russia Caucasus Emirate 2007

Mauritania Government 2010

Mali Government 2009

! Entire duration given, although analyzed only between 128%0.
% Censored in the main analysis (PKO entered after 240 months conflict duration).
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Table24. Postconflict episodes and peace operations analyzed in Table 9 (matched sample)

Source Country Conflict Years Peacekeeping

Paraguay Government 19891994

Guatemala Government 19962000 MINUGUA

Israel Palestine 19972000

Iraq Government 19962001

Lebanon Government 19901995

Laos Government 19901995

Ethiopia Government 1991-1996

Nepal Government 2006 UNMIN

Iraq Kurdistan 19931995

Ethiopia Eritrea 1991-1996

Venezuela Government 19921997

DR Congo Government 2001-2006 MONUC, EU Oprtemis, EUPOL
Kinshasa

DR Congo Government 2008 MONUC/MONUSCO, EUPOL Congo

Burundi Government 19921994 OMIB

Burundi Government 20062008 ONUB, BINUB, AU STF

Burundi Government 2008 BINUB, AU STF

Chad Government 19951997

Chad Government 2010 MINURCAT

Peru Government 20002004

Cambodia Government 19982003

Uganda Government 19921994 UNOMUR

UK Northern Ireland 19911996

UK Northern Ireland 19982003

El Salvador Government 1991-1996 ONUSAL

Angola Government 1996:1998 UNAVEM I, MONUA

Angola Government 20022007

Morocco Western Sahara 19891994 MINURSO

Mozambique Government 19921997 ONUMOZ

Nicaragua Government 1990-1995 ONUCA

Somalia Government 19972001

Somalia Government 20022006

Liberia Government 19911995 ECOMOG/NOMIL

Liberia Government 20032008 UNMIL

Rumania Government 19901994

Mali Azawad 19901994

Mali Azawad 19951999

Rwanda Government 19941996 UNAMIR, Op. Turquoise

Rwanda Government 20022007

Senegal Casamance 19931995

Senegal Casamance 19982000

Senegal Casamance 20032008

Russia (ind. Azerb.) | Azerbaijan 19901995

Djibouti Government 19941999

Djibouti Government 19992004

Georgia Government 19941998

Haiti Government 19891991

Haiti Government 1991-1996 UNMIH/UNSMIH, OpJphold Democracy.

Haiti Government 20052009 MINUSTAH

Sierra Leone Government 20022006 UNAMSIL, UNIOSIL

Serbia (ind. Slovenia; Slovenia 1991-1996

Serbia (ind. Croatia) i Croatia 1992 UNPROFOR
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Source Country Conflict Years Peacekeeping

BosniaHerzegovina | Serb 19952000 NATO IFOR/SFOR, UNMIBHCE
Mission

BosniaHerzegovina | Bihaca Krajina 19952000 NATO IFOR/SFOR, UNMIBH, OSCE
Mission

BosniaHerzegovina | Croat 19941999 UNPROFOR, NATO RRF, NATO
IFOR/SFOR, UNMIBH, OSCE Mission

Croatia Serb 19941995 UNPROFOR, UNCRO

Croatia Serb 19952000 UNCRO, UNTAES, OSCE Mission, UN

Egypt Government 19982003

Georgia Abkhazia 19941998 UNOMIG, CPKF/CPFOR

Georgia South Ossetia 19921997 South Ossetia Joint Force, OSCE Missi

Georgia South Ossetia 20042008 South Ossetia Joint Force

Georgia South Ossetia 2008 South Ossetia Joint Force

Moldova Dniestr 19921997

Tajikistan Government 19982000 CIS Collective Peacekeeping Force,
UNMOT, OSCE Mission

Azerbaijan Government 19931995

Azerbaijan Government 19952000

Russia Government 19931998

Mexico Government 19941996

Mexico Government 19962001

Russia Chechnya 19961999

Russia Chechnya 2007

Yemen South Yemen 19941999

Congo Government 19941997

Congo Government 20002002

Congo Government 20032007

GuineaBissau Government 19992004 ECOMOG

Lesotho Government 19982003 SADC Op. BOLEAS

Serbia Kosovo 19992004 NATO KFOR, OSCE Mission, UNMIK

Central African Rep. i Government 20032006 CEMAC: FOMUC

Central African Rep. i Government 20072009 CEMAC: FOMUC, MINURCATF-OR
ChadCAR, ECCAS: MICOPAX

Macedonia Government 2001-2006 NATO Essential Harvest/Amber
Fox/Allied Harmony, EUFOR Concordia
EUPOL Proxima, EUPAT

Ivory Coast Government 20042009 Op. Licorne, UNOCI

Israel South Lebanon 20002004 UNIFIL

Israel SouthLebanon 2006 UNIFIL

DR Congo Bundu Dia Kongo 2008 MONUC/MONUSCO, EUPOL Congo
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Dataset:Coding rules and procedures

This section offers information on the construction of the dataset and coding of the variables used in

the empirical analysis of peacekeeping impact on conflict diffusion.

Unit of Analysis. The unit of analysis in this study is a source conflict orcpoflict episode
between 1989 and 2010. A source conflict is defined as an stéta-conflict (Types 3 and 4) in the
UCDP/PRIO #ed Conflict Dataset (ACD), a2@15 (Gleditsch et al., 2002; Pettersson &
Wallensteen, 2015)Ongoing source conflicts are conflicts that were ongoing in January 1989 or
started between January 1989 and December 2010, and they are included until the last -conflict
month or until the end of 2010 if still ongoing at that time. Roshflict situations are included from

the first month of gace until five years later for conflicts that ended between January 1989 and
December 2010. If a conflict resumes within these five years, thequodlict period is cut short, and

a new active conflict episode stafSAll source countries are identifieby the sendcow/sendloc
identifiers in the dataset, but there can be several different source conflicts in one source country
(i.,e., Myanmar and India have several different conflicts ongoing at most times). Conflicts are
identified by the conflictnumvariable. Also, individual conflicts can stop and recur, in which case
they are coded as separate conflict episodes. If there are less than 12 months of peace between the
end of one episode and the start of a new one, ACD codes one continuous conflictee@iadd

stick to that rule. All episodes are identified by the episodendentifier in the dataset. All source
conflicts are observed monthly, i.e., the unit of observation is an episoal@h. The dummy
postconflict reports whether an episode is termitead, and is used to split the dataset for the

separate ongoing and posbnflict analyses.

Each source conflict was matched with each contiguous country in the neighborbsiog (land)
contiguity data from the Correlates of War project (Stinnett et al., 200B)sdata is only available

up to 2006. For the years 20@D10 | have manually coded contiguity with information on
polity/territorial changes from the Polity IV da®arshall, Jaggers & Gurr, 2018he exact start and

end dates of individual polities from the Polity IV data was also used to identify the exact month
(rather than year) in which a contiguity relationship started or ended, for instance when countries
became newly independent. Note that conflicts with no contiguous neighbors, such as the conflicts in

the Philippines, or in Sri Lanka, were excluded at this stage. Also, as already stated in the paper, for

% The conflict with the ID-224 (Al Qaida against the United States) was dropped. With the exception of the
9/11 attacks, this war was not fought on US soil, and it is therefore unreasonable to expect spillover effects of
this conflict on the neighboringoaintries Canada and Mexico. | also deleted most of the-posflict phase in

the Serbian (Croat independence) conflict, because that conflict resumed as a civil war within Croatia.
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conflicts that are restricted to a particular region (conflicts over territory as listed in the ACD), | code
only those states directly bordering the contested territory as neighbors at risk. After coding

important characteristics of these recipient countries (such as their GDP, population, regime type etc.
discussed further below), information on these individual recipient countries was aggregated to the

entire neighboringregion by the rules explained for the individual variables further below.

The variable timelis the relevant time variable for all testl. records how many months have

passed since the source conflict started (for ongoing conflicts) or ended (for terminated conflicts).

Dependent Variable. The dependent variable, nmRCgonsstords whether any potential recipient
country in theneighborh@d experiences the onset of conflict in any month of the observation
period. It takes on a value of zero (no onset) or one (onset in at least one country, with simultaneous
onsets in several countries coded as one onset). Again, information from the 4201 %.was used

to code this variable. This variable is coded with a-musth lead to allow for a delay between

peacekeeping in the source conflict and an observable effect in potential recipient countries.

Independent VariablesThe main explanatory variables in this study are the presence, strength, and
personnel composition of peace operations. Peace operations were selected using a comprehensive
list in Diehl & Balas (2014: 2226) The main change | made to the list Diehl & Balas (20143

that in line with most quantitative analyses of peacekeeping effectiveness, | have excluded purely

civilian missions that included neither armed troops, nor observers or polit@rby civilian staff.
Beyond that, | have made the following changes to the lidDiepl & Balas (2014)

Israel (Palestine): have only coded a presence of EUBAM Rafah between November 2005

and June 2007. The Rafah Crossing Point was last opened with the presence of EUBAM
monitors on 9 June 2007. Since then, the mission has remained on standby, awaiting a

political solution andeady to reengage at very short notiq&€uropean Union, 2016)

Irag (government)For the reasons elaborated in the article, | have added the Multinational

Force to my list of peace operations from May 2004 onwards.

Lebanon/IsraelDiehl & Balas (2014ist UNIFIL as a mission in Lebanon, which it technically
is. However, UNIFIL is an instate peace operatior{Heldt & Wallensteen, 200¢yeated to
confirm Israeli withdrawal from South Lebanon and assist the Lebanese Govérmmen
restoring its effective authority in the area (United Nations, 201@)ave therefore coded

this missionfor the Israel (South Lebanon) conflict instead, which took place between Israel

and rebel groups operating out of South Lebanon with a view tangntsraeli occupation
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(UCDP, 2016) | have coded this mission only from May 2000 onwards: Between 1982 (Israeli-
Lebanese war, followed by Israel’s occupation of areas in southern Lebanon) and May 2000
(Israeli withdrawal), UNIFIL's functions were limited to humanitarian assistéonited

Nations, 2016)

DR Congo (government)did not code the SADC Operation Sovereign Legitimacy as peace

operation. The character of this Zimbabveal military operation as agace operation is very
disputed. Ithad no Security Council authorizatioand did not even enjoy the general
agreement of all/most member states of the SADC, under the auspices of which it was

officially deployedNasu, P15)

DR Congo (government)added EUPOL Kinshasa agedecessor of EUPOL Congo.

Chad (government) counted MINURCAT (UN Mission in the Central African Republic and
Chad) and EUFOR CHaAR both for Chad and the Central African Republic (CARgashe
Diehl & Balas (2014have only listed it for the CAR.

Uganda (governmentBimilarly, | have coded UNOMUR (UN Mission in Uganda and Rwanda)

both for Rwanda and Uganda, wherdagehl & Balas (2014)ave only listed it for Rwanda.
This mission was deployed to deal with the Rwanda conflict, but specifically by preventing
the outflow of military assistance to the rebels in Rwanda by Uganda, hence, in relation to
Uganda, this is a good example for a mission designed to “keep thingeinfrevent the

spread of conflict.

Nicaragua (government®©NUCA was a mission for the Central American region, but from

April 1990 to July 1990 there was a specific mandate to monitor the demobilizaititire
Contras in Nicaragua, hence in those four months | include ONUCA as a mission for Nicaragua

specificallyHeldt & Wallensteen, 200.

On the basis of this altered list, the first peacekeeping variable is SCpkapsenaple dummy that

records whether there was a peace operation present or not in the respective month.

The second set of variables are the actor variables, indicttetype of organization responsible for
deploying and managing the missiddCunpkaakes on the value of one for missions run by the

United Nations, SCforpKor missions by other actors that are not from the region where the conflict
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takes place?® and SCregpkdor missions by actors from within the region where the conflict takes
place. Region here refers to the large regions listed in the ACD, i.e., Americas, Europe, Africa, MENA,
Asia. Note that an individual conflict can have a value of one on several of these variables at the
same time if several actors deploy a mission to a conflict at the same time. SCiopE&regpko

are also combined into the SCnonunpiommy, which takes on the value of one if any of the two

non-UN actors were present in amfict.

The variablednSCuntroopskathiInSCunobskathand InSCunpolkathecord the logged number of
persons deployed for each of the three peacekeeping personnel categories (troops, observers, and
police. In these variables, the information comes from Kathman (2013¢ only change | made to

this data is that | split the numbers for UNPROFOR in Bosnia and Croatia between the two countries
(in Kathman only the total UNPROFOR numbersfa,eBosnia and Croattagether, are given). | did

this using the information in the SIPRI yearbooks (SIPRI, 2016b), hence for UNPROFOR, the numbers

are annual, not monthly as for the rest of the Kathman data.

The variablednSCuntroops InSCmobs InSCunpol(for UN missions)|nSCfortroops InSCforobs
InSCforpol(for international noAUN missions), anthSCregtroopsinSCregobsinSCregpal are the
equivalent variables for all actors, with information taken from the SIPRI Multilateral Peace
Operations DatabaséSIPRI, 2016&)om 2000 onwards, and from the SIPRI Yearbooks (SIPRI, 2016b)
before 2000. These are annual personnel numbers, which SIPRI records at the end of the year or in
the last month of a mission if a mission ended during the year. When numbers were missing in the
SIPRI database or yearbook but information was nevertheless offered on estimates in a footnote, |
used this information if the information was relatively unambiguous (like: “numbers are estimated
at...”) and left the missing when SIPRI had no unambiguous information (like: “troops numbers are
estimatedto be between... and ...”). For the AU STF troops in Burundi between 2007 and 2009, troop
numbers were missing. This was a South African contingent previously part of @NidBstayed

on once ONUB left. Information on troop numbers here is from ACCORD.(2807)SIPRI numbers
were missing for UNTAC in Cambodia in 1993; here, the numbers are taken from Kathmaiy2013)
the rule employed by SIPRI that annual numbers refer to the deploymetth® ilast month of the

mission (here, September 1993).

The numbers for international nedN and regional missions were added up to yield the variables

InSCnonuntroopsinSCnonunohsand InNSCnonunpolNumbers for all actors within the respective

% Note: | count NATO as an international, not (European) regional organization, because of the North American
membership.
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personnel ctegory were added up to yielthSCalltroopsinSCallobsand InSCallpgland finally, all
actors’ deployment numbers across all personnel categories were added up to yield the overall total

of persons deployed ilmSCalltotals

Note: All the abovenentioned variables also have a variant that is scaled by the length of the border
a source country shares with its potential recipient countries. Information on border length is from
the CIA (2016b)

A variable | coded foan additional test in the posatonflict phase is the dummy SCddlrindicates
whether a DDR program was in place. Annual data on DDR programs is from Banholzem(2014)
she listed DDR programs only if they had thlee components (disarmament, demobilization,

reintegration).

Another additional test uses information on the (logged) volume of multilateral development aid to
source conflict countries, captured in the variable InNSCagdlimThis data is taken from the Query
Wizard for International Development Statistics by the OECD (2@186jlects annual data on official
development assistance (ODA) by multilateral agencies in terms of disbursements (rather than
commitments) in all sectors. The ODA volume is measured in current prices in Mio. US$ per

December of the respective year.

Control Variables/ConfoundersThe dummyScCterritorialindicates whether a source conflict was
fought over territory (SCterritorial = 1) or over government power (SCterritorial = 0). Data for this

dummy is from the ACIhhcompvariable.

The variableSCregioris a categorical (factor) variable that identifies the world region in which the
source conflict took place. Data for this variabldr@m the ACD. The regions are:Abnercas;1

Europe;2 Africa;3 MENA4 Asia.

The dummy SCinterecords whether a source conflict is internationalized in the respective active
conflict year, or ever was internationalized in the case of josiflict episodes. Internationalization
in this case means that there was intervention from other states on one or both sides of the conflict,

and again, this information is from the ACD.

The variable InSCbdbestmonttecords the logged average number of battleaths a conflict
produced per month of observation. Daigfrom the UCDP BattiRelaed Deaths Dataset vZ015
(UCDP, 2015)I have taken the UCDP’s “best” estimate, rather than the high/low estimates. In order
to arrive at a monthly number for this variable, | have divided the annual humbeiselbyumber of

months a conflict was active in the respective year.
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The variable InNSCcumbrdcords how many battleleaths a terminated conflict had caused. Again,
datais from the UCDP BattiRelated Deaths Dataset v2B15(UCDP, 2015)best” estimate. Here,
however, | have added up the annual numbers for all years during which a conflict episode was
active. For postonflict episodes of conflicts that started before 1989, information from the UCDP
dataset was complaented by information from the Intensity Ldwveariable in the ACD, using the
minimum: For each year the conflict was active on level 1 | count 25 battle deaths, and for each year

the conflict was active on level 2 | count 1000 batésths.

The variable InSCduratidndicatesfor how long, in months, the conflict preceding the pasinflict

period of interest lasted.

The factor variable SCoutcomecatistinguishes between different ways in which a conflict ended.
Data is taken from the UCDP Conflict Teation Dataset (Kreutz, 201@nd recoded into the

following categories:

1 = Conflict faded or had a different (neefined) outcomdgKreutz original codes 5 and 6]
2 = Conflict ended in a victory by either side [Kreutz original code 4]

3 = Conflict ended in a peace agreement or in a ceasefire [Kreutz original codds 1 —

Data on refugee flows was taken from the UNHCR (2¥18his datbase does not contain
information on Palestinian refugees in Syria, Lebanon, and Jordan. That data is collected by the
United Nations Relief and Works Agency (UNRWA) instead. | have taken this missing information
from a dataset byRlUegger & Bohnet (201,53nd from factsheets by the UNRWA (20dBgctly for

years that were missing in Riegger & Bohnet. There are two refugee variwi8€sefugeeand
InDYrefugees The difference between the two variables is that for InSCrefugdesfugees (or
people in refugedike situations as defined by the UNHCR) are counted, whereas for the
InDYrefugeewariable only those refugees residing in the neiglhiood (the contiguous recipient

countries as defined further above) are considered.
The following changes were made to the UNHCR data:

Refugees from Western Sahara were added to Morocco (as in Salehyan & Gleditsch, 2006:
351)

% Note that the UNHCR does not make a difference between missing data and zero refugees. The assumption |
make is that all years withauefugees are really years without refugees, and not missing. Also, because
refugee numbers have an extremely skewed distribution, and | take the natural log of both InSCrefugees and
InDYrefugees after adding one to the base, as in Salehyanditsghe (2006: 351)
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Rdugees from Tibet were assigned to China.

UNHCR lists Eritrea as a country of refugee origin even before 1993, but in my data, Eritrea
only enters the dataset at its independence in 1993. Refugees coming from Eritrea before

1993 were accordingly assignemEthiopia.

The UNHCR lists refugees from Palestine (those who do not fall under UNRWA's mandate)

separately. | have assigned these refugees to Israel.

The dummy variable DYanyethtiescords whether any of the recipient countries making up a
source conftt’'s neighborhoodshare ethnic ties with the ethnic group(s) that is/are associated with
the rebel group in the source conflict. | used the ACD2EPR dataset (Vogt et alto2@d4€9ss which
ethnic groups were associated with any of the rebel groups in a source conflict. Association means
that a rebel group recruited primarily from a particular ethnic group, and that there was an explicit or
implicit claim to be fighting on behalf of that group. | then used the Transnational Ethnic Kin (TEK)
dataset(Vogt et al., 20150 find out whether the same/related ethnic group associated with rebels

in the soure conflict was also present in the recipient country and accordingly coded these cases as
those with ethnic ties present. The ethnic ties variable is coded asitivagiant within one source
conflict episode. This mearibat even if a source conflict “bame ethnic”only in the course of
fighting or conversely, if an ethnic conflict ceased to be along ethnic lines in the course of time,

ethnic ties were coded as constantly present/absent in the course of that conflict episode.

The continuous variable Inoprecords the total population (in 1‘000) of all potential recipient
countries making up a neighborhooldhave lagged this variable one year, except for the first year in

which a country existed that was after 1989. Data feom Gleditsch (2008), pop variable.

The continuous variable InIRCgdpceazords the average GDP per capita of all potential recipient
countries making up a neighborhoobdhave lagged this variable one year, except for the first year in
which a country existed that was after 1989. Data fsom Gleditsch (2002bygdppc(real GDP per

capita, 2005 prices) variable.

The variabldRCpercanocecords how many per cemtf the potential recipient countries making up

a neighborhoodhave a semédemocratic (also known aanocratic) regime. The data source for this
variable is the Polity IV dataset (Marshall, Jaggers & Gurr, 2048ye, however, recoded the Polity

IV data into whais known as xpolity, that is, | have followed Vreeland (200&onstructing the
xpolity index of regime type, which uses only the XCONT, XRCOMP, and XROPEN indibators of
Polity IV data. Unlike the Polity IV index, which ranges frbbn(autocracy) to 10 (democracy), the

xpolity index therefore ranges fron6 -(autocracy) to 7 (democracy). Polity IV sco@s (foreign
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occupation) and #7 (anarchy) are coded zero in Xpa Regime transition-88) observations are
coded as the average of the first and last Polity IV scores before and after the transition, see
Vreeland (2008: 46807). An anocracy is defined as a regime with xpolity scores betwzand 3,
following Vreeland’'s Web Appendix to the article, p. 5.

The variable Rongoing indicates how many conflicts were ongoing in all potential recipient
countries making up a neighborhooid a particular month. Because the dependent variable
nmRConseis coded with a onenonth lead (i.e., records whether an onset happened in the next

month), the RCongoing variable is not lagged. This information is taken from the ACD.

The variabldnnoneighborsrecords the logged number of potential recipient countries that make up

the neighborhoodof a source conflict.

DDR programs and postonflict diffusion

Table 25 presents the findings abouhe influence of DDR programs on the risk of pamtflict
diffusion mentioned in the article. The presence of a DDR program in thecpo8ict period of a

civil war has no impact on the risk of pasnflict diffusion, no matter whether we control for a
simultaneous peacekeeping presence (Model 1) or not (Model 2). Again, the results are presented
without the estimates for the confounding variables. These are meaningless as we have matched on

them, see Gilligan & Sergenti (2008: 104)

Table25. Impact of DDR on conflionset in the neighborhood, 1982010.

Model 1 (Std. Err.) Model 2 (Std. Err.)
DDR Program 0.91 (0.18) 0.996 (0.19)
PKO Presence 0.77 (0.14)
N / Subjects / Failures 4073 /84 /105 4073 /84 /105

Cox hazard ratios with standard errorgparentheses. * p<0@; ** p<0.05; *** p<0.01.
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Peacekeepingersonnel per kilometer border

As stated in the article, | tested all hypotheses on the impact of peacekeeping personnel numbers
with variables in which the personnel numbers were scaled by the length of the border with

potential recipient countries. TabRb reports these results.

Tabk 26. Estimates for peacekeeping variables, scaled by border length

Ongoing conflicts  (Std. Err.) Postconflict phases  (Std. Err.)
Model 4
All personngkm (In) 0.98 (0.02)
N / Subjects / Failures 3555/82/87
Model 5
All troopgkm (In) 0.97 (0.03)
All observer&m (In) 1.01 (0.06)
All policgkm (In) 1.01 (0.06)
N / Subjects / Failures 3555/82/87
Model 6
UN troopgkm (In), Kathma 1.21* (0.10) 0.96 (0.03)
UN observer&m (In), Kathman 0.84 (0.09) 0.98 (0.05)
UN policékm (In), Kathman 0.92 (0.12) 1.03 (0.04)
N / Subjects / Failures 2623/80/80 3991/83/103
Model 7
UN troopgkm (In), SIPRI 1.23* (0.11) 0.95 (0.03)
UN observer&m (In), SIPRI 0.77** (0.10) 0.98 (0.05)
UN policékm (In), SIPRI 0.95 (0.12) 1.05 (0.05)
N / Subjects / Failures 2238/66 /69 3626 /82 /87
Model 8
NonUN troopgkm (In) 0.91* (0.05)  0.98 (0.03)
Non-UN observerkm (In) 0.69** (0.12) 1.06 (0.11)
Non-UN policgkm (In) 1.04 (0.11) 0.85 (0.11)
N / Subjects / Failures 2207 /65/69 3555/82/87
Model 9
Int. NortUN troopgkm (In) 0.91* (0.04)  0.99 (0.03)
Int. NortUN policékm (In) 1.11 (0.11) 0.97 (0.17)
N / Subjects / Failures 2233/66 /69 3619/82 /87
Model 10
Regional troop&m (In) 0.88 (0.10) 0.98 (0.03)
Regional observefism (In) 0.71** (0.11) 1.02 (0.09)
N / Subjects / Failures 2212 /65/69 3568 /82 /87

Cox proportional hazard ratios and robgsandard errors. * p<0.10, ** p<0.05, *** p<0.01.

! Estimatenot significant after excluding the Multinational Force in Irag, which is an extreme case.
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Influential cases

As discussed in Chapterldhave retested both my own results andferthe sake of comparison —

the results by Beardsley (201akter excluding individual cases. Below | report the most inmgurt
results of these additional tests, namely a) that the hazard ratio for the peacekeeping dummy in
Model 1 in the postonflict sample is statistically significant when excluding the Angolan case from
the analysis; b) that this does not hold when we cohfor the level of development assistance
(ODA) a postonflict country receives (theoretical justification given in the paper); c) that this level
is strongly correlated with a peacekeeping presence in the postlict period; and d) that this does

isnot the case for active civil wars.

Model 1, postconflict sample, results after excluding Angola:

Hazard ratio: 0.72* / Standard error: 0.13 / N=4045, Subjects=83, Failures=103

Model 1, postconflict sample, results after excluding Angola and accounting for ODA:

Hazard ratio: 0.75 / Standard error: 0.14 / N=3942, Subjects=82, Failures=101

Model 1, postconflict sample, results after accounting for ODA, including Angola:

Hazard ratio: 0.81 / Standard error: 0.15 / N=3970, Subjects=83, Failures=103

Correlaton between ODA (InSCodamulti) and a peacekeeping presencecqubct

Coefficient estimate of linear regression: 1.35*** / Standard error: 0.35 / N=7365

Correlation between ODA (InSCodamulti) and a peacekeeping presence, ongoing conflict

Coefficient eBmate of linear regression: 0.46 / Standard error: 0.35 / N=7048

Main results d the full sample (no matching)

Table27 reports the results of the same analysis as presented in TableChapter 4 but on the
unmatched sample, i.e., without excluding any control cases without peacekeeping from the analysis.
Note that a specification test on the basis of Schoenfeld residuals developed by Therneau &
Grambsch (2000detected that many of the variables in these models violated the assumption of
proportional hazards® The Cox proportional hazards model, as the name already suggests, assumes
that the effect of a covariate on the baseline risk of conflict is constant over time. When this
assumption does not hold, Cox regression may result in biased coefficient estimates (Box

Steffensmeier & Zorn, 2001)Normally, norproportional hazards would be corrected for by

% Test implemented in Stata in the estat phtesmmand.
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interacting the respective variable with the natural log of analysis time. However, as Keele{@910)
pointed out, the diagnostic test mentioned above detects a variety of specification errors beyond
“genuine” time-dependence. This seems to have been the case here as evidenced by the fact that
these nonproportional hazards are notedected in the matched sample. | hence do not correct for
them in the models run on the unmatched data either. There are only two differences worth
mentioning in comparison with the results of the matched data: The dummy for-Utdn
international peace opeations (such as NATO operations, multinational forces, etc.) in ongoing
conflicts is not statistically significant in the unmatched analysis, and neither are the troop numbers
of such operations. This would indicate that such operations are deployed tmdkedifficult (most

likely to spill over) cases, which appears to be realistic if we think of the NATO operations in
Afghanistan, Iraq, Bosnia, Kosovo etc. Another small difference is that the dummy for UN
peacekeeping is statistically significant in Mb@ (but not in Model 3), which would indicate that UN
missions select into &1 most easy postonflict cases. Ais, however, is not what previous research
(e.g., Fana, 2008; Gilligan & Sergenti, 2008; Gilligan & Stedman, 2@33jound Asthe personnel
strength indicators of the UN variables here are nevertheless not significant, this finding remains

somewtlat unexplained.
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Table27. Main results of Chapter eetested with the full (unmatched) sample.

Ongoing conflicts (Std. Err.) Postconflict phases  (Std. Err.)
Model 1
PKO presence 0.71 (0.17) 0.77 (0.14)
N / Subjects / Failures 6345/ 194 / 208 7480/ 169 /225
Model 2
UN PKO 1.13 (0.34) 0.69* (0.14)
NonUN PKO 0.40** (0.15) 1.08 (0.20)
N / Subjects / Failures 6345/ 194/ 208 7480/ 169 /225
Model 3
UN PKO 1.09 (0.35) 0.71 (0.15)
Int. NonUN PKO 0.63 (0.27) 1.02 (0.32)
Regional PKO 0.25** (0.14) 1.03 (0.21)
N / Subjects / Failures 6345/ 194 / 208 7480/ 169/ 225
Model 4
All personnel (In) 0.99 (0.03)
N / Subjects / Failures 6703 /166 /193
Model 5
All troops (In) 0.99 (0.04)
All observers (In) 0.999 (0.06)
All police (In) 0.998 (0.07)
N / Subjects / Failures 6703 /166 /193
Model 6
UN troops (In), Kathman 1.18%** (0.07) 0.96 (0.05)
UN observers (In), Kathman 0.82** (0.08) 0.93 (0.05)
UN police (In), Kathman 0.94 (0.12) 1.07 (0.07)
N / Subjects / Failures 6018 /189 /200 7396 /168 /223
Model 7
UN troops (In), SIPRI 1.12* (0.07) 0.93 (0.04)
UN observers (In), SIPRI 0.83** (0.07) 0.97 (0.05)
UNpolice (In), SIPRI 0.99 (0.12) 1.10 (0.08)
N / Subjects / Failures 5152 /153 /164 6774 /166 /193
Model 8
Non-UN troops (In) 0.90%** (0.05) 0.99 (0.03)
Non-UN observers (In) 0.37** (0.15) 1.15 (0.15)
Non-UN police (In) 1.15 (0.14) 0.84 (0.12)
N / Subjects / Failures 5121 /152 /164 6703 /166 /193
Model 9
Int. NortUN troops (In) 0.93 (0.05) 0.999 (0.04)
Int. NortUN police (In) 1.19 (0.13) 0.96 (0.14)
N / Subjects / Failures 5147 /153 /164 6767 /166 /193
Model 10
Regional troops (In) 0.84 (0.11) 0.99 (0.04)
Regional observers (In) 0.42** (0.15) 1.09 (0.12)

N / Subjects / Failures

5126 /152 / 164

6716/166/193

Cox proportional hazard ratios and robust standard errors. * p<0.10, &Q%s *** p<0.01.

! Estimate nosignificant after excluding the Multinational Force in Iraqg, which is an extreme case.
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