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Introduction. The concept of homotopy for homomorphisms of modules, suggested by analogy with fundamental properties of the topological homotopy, was developed by Eckmann and Hilton (3; 9; 10). In the present paper, this concept of homotopy is generalized to additive categories with an additional structure, and the theory of homotopy, including in particular various exact homotopy sequences, is established in full detail. It may be helpful to the reader to realize that most of our theorems, concepts, and constructions have their analogues in the homotopy theory of topological spaces. Many of these analogues may be found in a recent paper by Eckmann and Hilton (4). Explicit references will be given at various places in the paper.

Aside from the possibility of new applications, the aim of our generalization is twofold. First, we intend a completely self-dual development of the theory. Second, we want the generalization to cover the case of the category of pairs where, already for modules (cf. (3)), a restricted class of monomorphisms and epimorphisms is distinguished.

An obvious possibility for a generalization, as already mentioned in (3), consists in replacing the category of modules by an exact category in the sense of Buchsbaum (1). Unfortunately, an exact category does not have enough structure to cover the case of the category of pairs of modules with the distinguished class of maps considered in (3). However, in the additive category of pairs, this subclass of its maps turns out to form an abelian structure in the sense of Heller (8). Thus, additive categories with an abelian structure, in short, “abelian categories,” seem very appropriate for our purpose. Their use appears to have many advantages in the development of the theory (cf. Remark at the end of § 2.7) as well as in further applications (cf. (5)).

On the other hand, the concept of an abelian structure might be generalized and formulated in a way even more convenient with respect to our intention (for example, choice of two subclasses of distinguished maps dual to each other, choice of a weaker system of axioms for these structures). However, we shall use here the formulation of Heller, considering that, in doing so, we can dispose of the whole “arsenal” of propositions given in (8).

In § 1, the basic definitions concerning abelian categories are formulated. Examples are given partly to illustrate the new concepts and partly to prepare the ground for the arguments put forward in the subsequent sections.
Section 2 is devoted to the abstract treatment of the fundamental concepts of (3). In the category $P\mathcal{R}$ of pairs in an abelian category $\mathcal{R}$, an abelian structure, depending only on that of $\mathcal{R}$, is chosen, and "relative" homotopy groups are defined as particular homotopy groups in $P\mathcal{R}$. The passage from the abelian category $\mathcal{R}$ to the abelian category $P\mathcal{R}$ can be iterated, thus leading to the category $P^2\mathcal{R}$ of double pairs in $\mathcal{R}$.

In § 3, we establish various homotopy sequences, namely the two dual homotopy sequences of a pair and of a triple. Instead of verifying the exactness directly, term by term, a method is used whereby the reasoning is done in the category of pairs, and whereby the exactness follows from that of the homology sequence associated with an exact sequence of complexes. In addition, the two dual concepts of "fibration" are treated, and the corresponding "ex-cision theorems" (cf. (3), Theorems 5.2 and 5.3) are proved.

Section 4 contains three applications to special categories. Thus, special homotopy theories are obtained (homotopy theory of modules, "weak homotopy" for modules, and chain homotopy for complexes).

Section 1. Abelian Categories

1. Additive categories. An additive category $\mathcal{R}$ is a category* in which the sets $(A, B)$ of maps from $A$ to $B$ are abelian groups (additively written) and the following axioms are satisfied for the terms of $\mathcal{R}$:

(A) The composition $\alpha \beta$ of two maps $\alpha, \beta$ of $\mathcal{R}$ is bilinear.

(A0) $\mathcal{R}$ has a zero-object.

(A1) Any two objects of $\mathcal{R}$ have a direct sum.

An object $A$ of $\mathcal{R}$ is a zero-object $O$ if the identity map $1_A$ of $A$ is the zero-element $0 \in (A, A)$. Axiom (A1) means: For any two objects $A_1, A_2$ of $\mathcal{R}$, there exists an object $A$ of $\mathcal{R}$ and maps $\iota_i \in (A_i, A), \pi_i \in (A, A_i) (i = 1, 2)$ satisfying the relations (i) $\pi \iota = 1_A$, (ii) $\pi_i \iota_j = 0$ for $i \neq j$, (iii) $\iota_1 \pi_1 + \iota_2 \pi_2 = 1_A$. A system $(A_1, A_2, \iota_1, \pi_1, \iota_2, \pi_2)$ of such objects and maps is called a direct sum decomposition of $A$; the object $A$ is said to be a direct sum $A_1 + A_2$.

The terminology and notation used here are those of (8) with the following exceptions: The sets Hom $(A, B; \mathcal{R})$ are denoted by $(A, B)$; the identity map $1 : A$ of $A$ is written as $1_A$. For examples of additive categories, see (7; 8) or § 1.4 below.

The theory of additive categories is self-dual in the sense of (1). There is a rule to dualize statements and notions in $\mathcal{R}$: For a statement (or a term) in $\mathcal{R}$ the dual statement (or dual term) is obtained by replacing the primitive terms

*For the concepts of category, functors, and related notions such as identity map, equivalence, etc., see (6, chapter iv).
(A, B) by (B, A) (that is, by reversing the maps) and
\[ \alpha \beta \text{ by } \beta \alpha \text{ (that is, by reversing the composition of maps).} \]
A statement, a system of statements, or a defined term is called \textit{self-dual} if it coincides with its dual statement, system of dual statements, or dual term.
The system of axioms of an additive category is easily seen to be self-dual. Hence, with every statement in \( \mathcal{A} \) which can be derived from the axioms, the dual statement is true. We shall refer to this by saying that a statement \textit{follows by duality}.

In the following, we sometimes have to dualize statements and notions involving two different additive categories \( \mathcal{A} \) and \( \mathcal{B} \). There we shall have to specify whether one has to apply the general rule in \( \mathcal{A} \) or \( \mathcal{B} \) or in both. Now, whenever this situation arises in the sequel, the statements and notions can always be given in terms of \textit{one} of the categories, say \( \mathcal{A} \). Thus, the dualization will be carried out by applying the above rule in \( \mathcal{A} \) alone (cf. Theorems 10 and 10*). In particular, let \( F \) be a functor from \( \mathcal{A} \) to \( \mathcal{B} \), defined in terms of \( \mathcal{A} \), and such that the dual definition gives again a functor. This new functor is then called the \textit{dual functor of} \( F \) (for example, functors \( \Pi_i^* \) and \( \Pi_i^p \) of \( \S \) 2.6).

In an additive category \( \mathcal{A} \), "exactness" and related notions may be introduced with the help of those in the category \( \mathcal{B} \) of abelian groups, where they are assumed to be known.

Let \( \alpha \in (A, B) \) be a map of \( \mathcal{A} \). For any \( C \) of \( \mathcal{A} \), one defines a homomorphism \( \alpha_* : (C, A) \to (C, B) \) by setting \( \alpha_* \phi = \alpha \phi \) for all \( \phi \in (C, A) \), and a homomorphism \( \alpha^* : (B, C) \to (A, C) \) by setting \( \alpha^* \phi = \phi \alpha \) for all \( \phi \in (B, C) \). The map \( \alpha \) is a \textit{monomorphism} or an \textit{epimorphism} if, for all \( C \) of \( \mathcal{A} \), \( \alpha_* \) or \( \alpha^* \) respectively are monomorphisms in the usual sense. Clearly, these two notions are dual.

A short sequence, that is, a sequence of the form
\[ O \longrightarrow A_1 \longrightarrow A_2 \longrightarrow A_3 \longrightarrow O, \]
is a \textit{short exact sequence}, abbreviated "s.e.s.," if for all \( C \) of \( \mathcal{A} \) the two induced sequences in \( \mathcal{B} \)
\[ O \longrightarrow (C, A_1) \]
\[ \longrightarrow (C, A_2) \]
\[ \longrightarrow (C, A_3) \]
\[ \longrightarrow O, \]
are exact in the usual sense.

A sequence
\[ A_0 \longrightarrow A_1 \longrightarrow \ldots \longrightarrow A_n \longrightarrow A_{n+1} \]
is \textit{exact}, if there are s.e.s.
\[ O \longrightarrow I_j \longrightarrow \mu_j : A_j \longrightarrow I_{j+1} \longrightarrow O \]
for \( j = 1, 2, \ldots, n \),
an epimorphism \( \epsilon_0 : A_0 \to I_1 \), and a monomorphism \( \mu_{n+1} : I_{n+1} \to A_{n+1} \) such that \( \alpha_j = \mu_{j+1} \epsilon_j \). The term s.e.s., and thus the notion of "exactness," is self-dual.
An s.e.s.

\[ 0 \longrightarrow A_1 \xrightarrow{\alpha_1} A_2 \xrightarrow{\alpha_2} A_3 \longrightarrow 0 \]

splits, if there exist maps \( \alpha'_1 \in (A_2, A_1) \) and \( \alpha'_2 \in (A_3, A_2) \) such that \((A_1, A_3, \alpha_1, \alpha'_1, \alpha'_2, \alpha_2)\) is a direct sum decomposition of \( A_2 \).

If for a map \( \alpha \in (A, B) \) there exist s.e.s.

\[ O \longrightarrow K \xrightarrow{i} A \xrightarrow{\pi} I \longrightarrow O \]

and

\[ O \longrightarrow I \xrightarrow{\mu} B \xrightarrow{\pi} C \longrightarrow O \]

such that the diagram

\begin{equation}
\begin{array}{ccc}
O & \xrightarrow{i} & A \\
\downarrow{\alpha} & & \downarrow{1_I} \\
O & \xleftarrow{\pi} & C \\
\end{array}
\end{equation}

(1.1)

is commutative, these s.e.s. are unique up to equivalence. We therefore refer to \( \alpha = \mu \pi \) as the canonical factorization of the map \( \alpha \) (if it exists). The objects \( K, I, \) and \( C \) are called kernel, image, and cokernel of \( \alpha \); \( i \) and \( \pi \) are called canonical monomorphism from the kernel to \( A \) and canonical epimorphism from \( B \) to the cokernel. We shall use the following abbreviations: \( K = \text{Ker} \alpha, I = \text{Im} \alpha, C = \text{Coker} \alpha, \) and \( \text{Ker} \alpha \twoheadrightarrow A \) resp. \( B \twoheadrightarrow \text{Coker} \alpha \) for \( i \) resp. \( \pi \).

A map \( \alpha \) is said to split if there exists a canonical factorization of \( \alpha \) such that the s.e.s. of diagram (1.1) split.

2. Abelian structures. Let \( \mathcal{A} \) be an additive category and \( \mathcal{B} \) a subclass of its maps. The class \( \mathcal{B} \) is called an abelian structure in \( \mathcal{A} \), if the following axioms are satisfied for its elements, called proper maps:

(P0) Every identity map is proper.

(P1) If \( \alpha \) is a proper epimorphism, \( \beta \) is proper, and \( \beta \alpha \) is defined, then \( \beta \alpha \) is proper.

(P1*) If \( \alpha \) is a proper monomorphism, \( \beta \) is proper, and \( \alpha \beta \) is defined, then \( \alpha \beta \) is proper.

(P2) If \( \beta \alpha \) is a proper monomorphism, then \( \alpha \) is proper.

(P2*) If \( \alpha \beta \) is a proper epimorphism, then \( \alpha \) is proper.

An s.e.s. is called proper s.e.s. if its maps are proper.

(P3) If \( \alpha \in (A, B) \) is proper, there are proper s.e.s. \( O \twoheadrightarrow K \twoheadrightarrow A \rightarrowtail I \rightarrow O \) and \( O \rightarrow I \rightarrow B \rightarrow C \rightarrow O \) such that the diagram

\begin{equation}
\begin{array}{ccc}
O & \twoheadrightarrow & K \\
\downarrow{\alpha} & & \downarrow{1_I} \\
O & \rightarrowtail & C \\
\end{array}
\end{equation}

(2.1)

is commutative.
We briefly say, there exists a proper canonical factorization of the map $\alpha$; the objects $K$ and $C$ will be called proper kernel and proper cokernel of $\alpha$ respectively.

(P4) If in the commutative diagram

\[
\begin{array}{ccc}
O & O & O \\
\downarrow & \downarrow & \downarrow \\
O & A_1 & A_2 & A_3 & O \\
\downarrow & \downarrow & \downarrow \\
O & B_1 & B_2 & B_3 & O \\
\downarrow & \downarrow & \downarrow \\
O & C_1 & C_2 & C_3 & O \\
\downarrow & \downarrow & \downarrow \\
O & O & O
\end{array}
\] (2.2)

all columns and the second two rows are proper s.e.s., then the first row is also a proper s.e.s.

If the class of all maps of $\mathcal{F}$ defines an abelian structure, it is called an exact structure. For an exact structure, it is sufficient that axiom (P3) holds, since (P0-2) are obviously redundant, and since it can be shown that (P4) too is redundant (see (1), Theorem 5.5).

The notion of an additive category $\mathcal{F}$ with a subclass $\mathcal{S}$ of its maps satisfying (P0-4) is due to Heller (8) who calls it an abelian category. It is a generalization of the notion of an exact category (with direct sum axiom) in the sense of Buchsbaum (1), where $\mathcal{S}$ is the class of all maps of $\mathcal{F}$. It should be noted that the terminology varies in the literature: exact categories of (1) and (8) are called abelian categories by Grothendieck (7). To avoid any misunderstanding, we prefer to use the explicit expression “additive category with abelian structure” instead of “abelian category.” For examples, see § 1.4.

In view of (P3), an abelian structure in $\mathcal{F}$ is completely characterized by the class of proper s.e.s.. A class $\mathcal{S}$ of s.e.s. is called abelian if it is the class of proper s.e.s. of an abelian structure. The axioms (P0, 1, 2, 4) can be translated for an abelian class $\mathcal{S}$ (see (8, Proposition 3.2)); axiom (P3) simply becomes a characterization of the class $\mathcal{S}$ of proper maps: a map $\alpha$ belongs to $\mathcal{S}$ if $\alpha = \mu \varepsilon$ for an epimorphism $\varepsilon$ of an s.e.s. in $\mathcal{S}$ and a monomorphism $\mu$ of an s.e.s. in $\mathcal{S}$.

As one notices, the dual statement (P4*) of axiom (P4) is not listed among the axioms of an abelian structure. However, it can be shown that (P4*) follows from the other axioms (see (8, Proposition 4.1)). This result plus the fact that axiom (P3) is self-dual show that the theory of abelian categories is again completely self-dual.

Finally, let us introduce two notions concerning additive subcategories of an additive category $\mathcal{F}$ with abelian structure $\mathcal{S}$.

An additive subcategory $\mathcal{F}'$ of $\mathcal{F}$ is called complete, if for every map $\alpha \in (A,B)$
of $, A and B in $' imply $ in $. Thus, a complete additive subcategory $ of $ is determined by the class of its objects.

If $ is an abelian structure in $, the class $' of those maps of $ belonging to $' is called the induced structure in $'. $' does not necessarily form an abelian structure in $'; in order for it to be an abelian structure, it is sufficient that axiom (P3) holds.

3. Injectives and projectives. Let $ be an additive category and $ be a class of short sequences in $$. An object $ of $ is injective with respect to $ or $-injective if for every sequence

\[ O \rightarrow A_1 \overset{\alpha_1}{\rightarrow} A_2 \overset{\alpha_2}{\rightarrow} A_3 \rightarrow O \]

in $ the induced sequence in $ is exact. If $ is abelian, $ the abelian structure given by $, $ is sometimes called $-injective or, simply, injective (if no confusion is possible).

The injective closure $Cl^*\mathfrak{S}$ of a class $\mathfrak{S}$ of short sequences is the class of all short sequences $0 \rightarrow A_1 \rightarrow A_2 \rightarrow A_3 \rightarrow 0$ such that for every $\mathfrak{S}$-injective $X$, the sequence (3.1) is exact. The class $\mathfrak{S}$ is injectively closed if $\mathfrak{S} = Cl^*\mathfrak{S}$.

The notions of $-projectives, the projective closure $Cl^*\mathfrak{P}$, and projectively closed classes $\mathfrak{P}$ are defined dually. A class $\mathfrak{P}$ of short sequences is, simply, closed, if $\mathfrak{P} = Cl^*\mathfrak{P} \cap Cl^*\mathfrak{S}$.

This terminology is taken over from (8), where many propositions concerning these notions are found. Let us state only one of them that will be used in the sequel: if $ is an abelian class of s.e.s. in $ and $ a closed class of short sequences in $, then $ \cap $ is abelian (8, Proposition 7.2).

Let $ be an additive category with abelian structure $ and $ a class of objects of $$. The complete additive subcategory $' of $ determined by $ is called a proper subcategory relative to $, and the objects of $, proper objects, if the following axioms are satisfied for $':

(H) There is an abelian structure $' in $' contained in the structure induced by $.

(H1) All $'-injectives of $' are $-injectives of $.

(H1*) All $'-projectives of $' are $-projectives of $.

(H2) There are enough injectives, that is, for every object of $' there is a proper monomorphism to an $'injective object.

(H2*) There are enough projectives, that is, for every object of $' there is a proper epimorphism from a $'projective object.

If $ is the class of all objects of $, then $ is called a proper category. A proper category is an abelian category with enough injectives and projectives. Hence, the notion of an abelian category with a class $ of proper objects is a
generalization of the notion of an abelian category with enough injectives and projectives (the latter being too restrictive for our purpose).

4. Examples. The following examples of abelian structures will not only illustrate the notions introduced above, but will also be used later on.

(a) The category $\mathcal{M}$ of $R$-modules. Let $R$ be a ring with unit element. For the notion of the category $\mathcal{M}$ of $R$-modules, see (2, chapter 1).

The class $\mathfrak{t}$ of all homomorphisms of $\mathcal{M}$ is known to define an exact structure in $\mathcal{M}$; furthermore, it is known that there are enough injectives and projectives. Another obviously abelian structure is given by the abelian class $\mathfrak{S}_0$ of all splitting s.e.s. in $\mathcal{M}$. Relative to this structure, all objects are injective as well as projective.

Let $R$ and $S$ be two rings (with unit element) and $\phi$ a unitary ring-homomorphism from $S$ to $R$. $\mathcal{M}_R$ and $\mathcal{M}_S$ denoting the categories of $R$-modules and $S$-modules respectively, $\phi$ may be used to define an exact covariant functor $\Phi: \mathcal{M}_R \rightarrow \mathcal{M}_S$. Using the abelian class $\mathfrak{S}_0$ of splitting s.e.s. in $\mathcal{M}_S$ and the abelian class $\mathfrak{T}$ of all s.e.s. in $\mathcal{M}_R$, the class $\mathfrak{S}_\phi = \mathfrak{T} \cap \Phi^{-1}\mathfrak{S}_0$ in $\mathcal{M}_R$ is abelian (see (8, Proposition 7.3)). The so-defined abelian structure $\mathfrak{S}_\phi$ in $\mathcal{M}_R$ is known as the $\phi$-relative structure. There are enough $\mathfrak{S}_\phi$-injectives and $\mathfrak{S}_\phi$-projectives (cf. (2, II.6)).

(b) The category $\mathcal{D}_\mathcal{M}$ of complexes in $\mathcal{M}$. The objects of $\mathcal{D}_\mathcal{M}$ are complexes

$$A = (\ldots \rightarrow A_i \xrightarrow{\alpha_i} A_{i+1} \rightarrow \ldots)$$

of $R$-modules $A_i$ and $R$-homomorphisms $\alpha_i$ ($\alpha_i\alpha_{i-1} = 0$); the maps $\phi \in (A, A')$ are sequences $(\phi_i)_{i \in \mathbb{Z}}$ of $R$-homomorphisms $\phi_i \in (A_i, A'_i)$ such that $\phi_i + \alpha_i = \phi'_i + \alpha'_i$, and $\phi, \phi'$ is defined as $(\phi_i, \phi'_i)_{i \in \mathbb{Z}}$, and sum $\phi + \phi'$ as $(\phi_i + \phi'_i)_{i \in \mathbb{Z}}$. Then $\mathcal{D}_\mathcal{M}$ is an additive category, and the class $\mathfrak{t}$ of all maps of $\mathcal{D}_\mathcal{M}$ can be shown to define an exact structure in $\mathcal{D}_\mathcal{M}$ (see (7, 1.7)).

A further abelian structure in $\mathcal{D}_\mathcal{M}$ is given by the class $\mathfrak{S}_1$ of all maps $\phi = (\phi_i)_{i \in \mathbb{Z}}$ of $\mathcal{D}_\mathcal{M}$ such that for all $i \in \mathbb{Z}$ the homomorphisms $\phi_i$ split (cf. § 1.1). It is easy to verify that the axioms (P0-4) hold.

In order to show that $\mathcal{D}_\mathcal{M}$ with abelian structure $\mathfrak{S}_1$ has enough injectives, for a complex

$$A = (\ldots \rightarrow A_i \xrightarrow{\alpha_i} A_{i+1} \rightarrow \ldots),$$

a complex

$$X(A) = (\ldots \rightarrow X_i \xrightarrow{\xi_i} X_{i+1} \rightarrow \ldots)$$

and a map $\mu = (\mu_i)_{i \in \mathbb{Z}} \in (A, X(A))$ is constructed as follows. Put $X_i = A_{i+1} + A_i$ with direct sum decomposition $(A_{i+1}, A_i, \pi_i, \pi_i')$ and set $\xi_i = \epsilon_i + \pi_i$, and $\mu_i = \epsilon_i + \pi_i$. Then $\xi_i \xi_{i-1} = 0$, that is, $X(A)$ is a complex; $\mu_{i+1} \alpha_i = \xi_i \mu_i$ and $\pi_i \mu_i = 1_{A_i}$, that is, $\mu$ is a proper monomorphism. The proof that $X(A)$ is $\mathfrak{S}_1$-injective (and $\mathfrak{S}_1$-projective) is left to the reader. To show that the dual property holds, a complex
and a map $\epsilon = (\epsilon_i)_{i \in \mathbb{Z}} \in (Y(A), A)$ is given as follows. Put $Y_i = A_{i-1} + A_i$ with direct sum decomposition $(A_{i-1}, A_i, \epsilon_{i-1}, \pi_{i-1}, \pi_i)$ and set $\eta_i = \epsilon_{i+1} \pi_i$ and $\epsilon_i = \alpha_{i-1} \pi_i + \pi_i$. Then $\epsilon$ is a proper epimorphism and $Y(A)$ is $\delta_1$-projective.

(c) The category $P\mathcal{R}$ of pairs in an additive category $\mathcal{R}$. The objects of $P\mathcal{R}$ are pairs in $\mathcal{R}$, that is, maps $\alpha \in (A_1, A_2)$ of $\mathcal{R}$, denoted by $[\alpha; A_1, A_2]$ (often by $\alpha$ only) if they are considered as such objects; the maps $f \in (\alpha, \alpha')$ are pairs $[\phi_1, \phi_2]$ of maps $\phi_i \in (A_0, A_i')$ such that $\alpha' \phi_1 = \phi_2 \alpha$. The maps $\phi_1$ and $\phi_2$ are called the components of $f = [\phi_1, \phi_2]$. Composition and sum of maps in $P\mathcal{R}$ being defined in terms of the corresponding operations in $\mathcal{R}$, $P\mathcal{R}$ is an additive category.

Let $\mathcal{S}$ be an abelian structure in $\mathcal{R}$. Then the class $P\mathcal{S}$ of the maps $[\phi_1, \phi_2]$, whose components $\phi_1$ and $\phi_2$ belong to $\mathcal{S}$, defines an abelian structure in $P\mathcal{R}$. Since the composition in $P\mathcal{R}$ is defined by that of $\mathcal{R}$, the axioms (P0-2) are obviously satisfied. Axiom (P3) follows from (P3) in $\mathcal{R}$ and from the properties of an s.e.s.. Axiom (P4) is easily verified by the application of (P4) in $\mathcal{R}$ to the components.

In the special case where $\mathcal{S}$ is an exact structure in $\mathcal{R}$, $P\mathcal{S}$ is an exact structure in $P\mathcal{R}$. Furthermore, if $\mathcal{R}$ is a proper category (cf. § 1.3), then so is $P\mathcal{R}$.

Another abelian structure in $P\mathcal{R}$, important for the sequel, is given as follows. Let $\mathcal{D}$ be the class of all pairs $[\xi; X_1, X_2]$ where $\xi$ splits, $X_1$ and $X_2$ are $\mathcal{S}$-injective, $\mathcal{P}$ the class of all pairs $[\eta; Y_1, Y_2]$ where $\eta$ splits, $Y_1$ and $Y_2$ are $\mathcal{S}$-projective. Let $\mathcal{Q}$ denote the class of all short sequences such that all $\xi$ in $\mathcal{D}$ are $\mathcal{Q}$-injective, and $\mathcal{B}$ the class of all short sequences such that all $\eta$ in $\mathcal{P}$ are $\mathcal{P}$-projective. Clearly, $\mathcal{Q} \cap \mathcal{B}$ is closed. Let $\mathcal{S}$ denote the abelian class of proper s.e.s. in $\mathcal{R}$ with respect to the abelian structure $\mathcal{S}$. Hence, by the proposition on relatively closed structures mentioned in § 1.3 (8, Proposition 7.2), the class $P^*\mathcal{S} = P\mathcal{S} \cap \mathcal{Q} \cap \mathcal{B}$ is abelian. The corresponding class of proper maps will be denoted by $P^*\mathcal{S}$.

The abelian structure $P^*\mathcal{S}$ has the following unpleasant features: (i) The class $P^*\mathcal{S}$ need not be an exact structure, even if $\mathcal{S}$ is exact. (ii) If $\mathcal{S}$ is not an exact structure, $P^*\mathcal{S}$ need not be a proper category relative to $P^*\mathcal{S}$, (cf. § 1.3) even if this is the case for $\mathcal{R}$ relative to $\mathcal{S}$. An example to verify (i) is easily found. For an example to verify (ii), let us consider an exact category with an additional non-exact abelian structure $\mathcal{S}$ which is proper relative to $\mathcal{S}$. Then one shows that a pair $\alpha$ admits a proper monomorphism to an injective pair only if the kernel of the map $\alpha$ is a proper kernel (cf. § 1.2). Hence, a pair $\alpha$ whose kernel is not proper provides the desired example.

(d) A proper subcategory $P^*\mathcal{S}'$ of $P\mathcal{S}$ relative to $P^*\mathcal{S}$. Let $\mathcal{R}$ be an additive category with abelian structure $\mathcal{S}$ and a proper subcategory $\mathcal{S}'$ of $\mathcal{S}$ relative to $\mathcal{S}$. Then a "sufficiently large" proper subcategory of $P\mathcal{R}$ relative to $P^*\mathcal{S}$, denoted by $P^*\mathcal{S}'$, is given as follows. The class $\mathcal{S}'$ of proper objects is the class of all pairs $[\alpha; A_1, A_2]$ such that the map $\alpha \in (A_1, A_2)$ is a proper map of $\mathcal{S}'$. 

Since the objects of $P^*\mathcal{R}'$ are given by proper maps $\alpha \in (A_1, A_2)$ of $\mathcal{R}'$, there is a kernel $A_0$ of $\alpha$ and a cokernel $A_3$ of $\alpha$. Thus, for every map $f = \{\phi_1, \phi_3\}$ from $\alpha$ to $\alpha'$ of $P^*\mathcal{R}'$, there are unique maps $\phi_0 \in (A_0, A_0')$ and $\phi_2 \in (A_2, A_2')$ of $\mathcal{R}'$ such that the diagram

\[
\begin{array}{ccc}
A_0 = \text{Ker } \alpha & \rightarrow & A_1 \rightarrow A_2 \rightarrow \text{Coker } \alpha = A_3 \\
\downarrow \phi_0 & & \downarrow \phi_2 \\
A'_0 = \text{Ker } \alpha' & \rightarrow & A'_1 \rightarrow A'_2 \rightarrow \text{Coker } \alpha' = A'_3 \\
\end{array}
\]

is commutative. The maps $\phi_0$ and $\phi_2$ are referred to as 0th and 3rd component of $f$. An s.e.s. $0 \rightarrow A' \rightarrow A \rightarrow A'' \rightarrow 0$ in $P^*\mathcal{R}'$ is defined to be proper if the short sequences $0 \rightarrow A'_i \rightarrow A_i \rightarrow A''_i \rightarrow 0$ ($i = 0, 1, 2, 3$), given by the components, are proper s.e.s. in $\mathcal{R}'$. The proof that this class of proper s.e.s. forms an abelian structure consists in a direct verification and is left to the reader. Furthermore, one can easily show that (i) a proper s.e.s. of $P^*\mathcal{R}'$ is a proper s.e.s. of $P\mathcal{R}$; (ii) all injectives of $P^*\mathcal{R}'$ are in $\mathcal{Q}$, and all projectives of $P^*\mathcal{R}'$ are in $\mathcal{P}$. In other words, the axioms (H), (H1), and (H1*) hold. It remains to show that (H2) is satisfied; (H2*) then follows by duality.

For a pair $[\alpha; A_1, A_2]$ of $P^*\mathcal{R}'$, an injective pair $[i^*; X_1, X_2]$ and a proper monomorphism $i = \{k_1, k_2\}$ from $\alpha$ to $\xi$ are constructed as follows. If $A_1$ and $A_2$ are proper, then $A^i$ is proper too. Thus, there are proper monomorphisms $i_A \in (A_k, A'_k)$ of $\mathcal{R}'$ with $A^i_k$ $\xi$-injective ($k = 1, 2, 3$). Put $X_1 = A_1^i + A_2^i$ and $X_2 = A_2^i + A_3^i$ with direct sum decompositions $(A_1^i, A_2^i, \xi_1, \pi_1, \xi_1', \pi_1')$ and $(A_2^i, A_3^i, \xi_2, \pi_2, \xi_2', \pi_2')$ respectively, and set

\[
\xi = \xi_2 \pi_1', \quad k_1 = \xi_1 \xi_{A^i_1} + \xi_1' \xi_{A^i_3} \alpha, \quad k_2 = \xi_2 \xi_{A^i_2} + \xi_2' \xi_{A^i_3} \alpha,
\]

$\pi_\alpha$ being the canonical epimorphism from $A_2$ to the cokernel $A_3$. Clearly, $\xi$ is injective. Since $\xi k_1 = k_\alpha \alpha$ and $\pi_{\xi} \pi_\alpha = \xi_{A\alpha} \pi_\alpha$, $i = \{k_1, k_2\}$ is a map from $\alpha$ to $\xi$ with 3rd component $k_3 = \xi_{A\alpha}$. Moreover, $\pi_{k} \xi_{k} = 1_{A_{k}}$ and $\pi_{k} \pi_{k_{2}} = 1_{A_{k}}$, so that $k_{1}, k_{2},$ and $k_{3}$ are proper monomorphisms. Thus, by applying the axioms (P1-4) of $\mathcal{R}'$, the map $i = \{k_1, k_2\}$ is seen to be a proper monomorphism in $P^*\mathcal{R}'$. Hence, (H2) is valid in $P^*\mathcal{R}'$.

In the special case where $\mathcal{R}$ is a proper exact category (cf. § 1.3), $P\mathcal{R}$ with the structure $P^*\mathcal{S}$ is a proper abelian category.

Section 2. Injective and Projective Homotopy Groups

5. i- and p-homotopy. The two dual concepts of homotopy defined by Eckmann and Hilton (3) for the category $\mathcal{R}$ of $R$-modules (using the analogy with fundamental properties of homotopy in topology) can be carried over to the following general case: We consider an additive category $\mathcal{R}$ with abelian structure $\mathcal{S}$ together with a proper subcategory $\mathcal{R}'$ relative to $\mathcal{S}$ (for the terminology, cf. § 1.2, § 1.3).

Definition. Two maps $\alpha, \beta \in (A, B)$ are $i$-homotopic $(\alpha \sim^i \beta)$ if for every proper monomorphism $\mu \in (A, A')$ there is a map $\gamma \in (A', B)$ such that
\[ \alpha - \beta = \gamma \mu; \alpha, \beta \in (B, A) \] are \( p \)-homotopic \( (\alpha \sim \beta) \) if for every proper epimorphism \( \epsilon \in (A', A) \) there is a map \( \delta \in (B, A') \) such that \[ \alpha - \beta = \epsilon \delta. \]

The relations \( _i \alpha \sim \beta \) and \( \alpha \sim _p \beta \) both define an equivalence relation for all \( \alpha, \beta \in (A, B) \) which is compatible with the addition in \( (A, B) \). Thus, the classes of \( _i \)-homotopic maps in \( (A, B) \) form an abelian group \( \Pi^i(A, B) \); likewise, the classes of \( _p \)-homotopic maps in \( (B, A) \) define an abelian group \( \Pi^p(A, B) \).

For a proper object \( A \) (cf. § 1.3), a map \( \alpha \in (A, B) \) is \( _i \)-homotopic to \( o \) if and only if it can be factored through a proper monomorphism \( t \in (A, A') \) with \( A' \) injective: \( \alpha = \gamma t \) for a \( \gamma \in (A', B) \). Hence, for a proper \( A \), \( \Pi^i(A, B) \) can be written as factor group \( (A, B)/\pi^i(A', B), \pi^i(A', B) \) denoting the image of \( \pi^i: (A', B) \to (A, B); \) by duality, it follows that \( \Pi^p(A, B) = (B, A)/\pi^p(B, A') \) for a proper epimorphism \( \pi \in (A'', A) \) with \( A'' \) projective.

**Proposition 5.1.** Let \( \alpha \in (A, B) \) and \( \beta \in (B, C) \) be two maps.

(i) If \( \alpha \sim _i o \), then \( \beta \alpha \sim _i o \).

(ii) If \( \beta \sim _i o \) and \( B \) is a proper object, then \( \beta \alpha \sim _i o \).

**Proof.** The assertion (i) is trivial. To prove (ii), assume that \( B \) is proper. Then there is a proper monomorphism \( t \in (B, B') \) with \( B' \) injective. If \( \beta \sim _i o \), there is a \( \gamma \in (B', C) \) such that \( \beta = \gamma t \). Let \( \mu \in (A', A') \) be a proper monomorphism. Then there exists a \( \gamma' \in (A', B') \) such that \( \omega = \gamma' \mu \). Hence \( \gamma = \gamma' \gamma \) is a map in \( (A', C) \) with \( \beta \alpha = \gamma \mu \).

Some consequences of 5.1 will be examined. Let \( \beta \in (B, B') \) be a map of \( \mathfrak{R} \). If \( \phi \in (A, B) \sim _i o \), then \( \beta \phi \sim _i o \). Thus, for all \( A \) of \( \mathfrak{R} \), \( \beta_*: (A, B) \to (A', B') \) induces a homomorphism \( \beta_*: \Pi^i(A, B) \to \Pi^i(A', B') \). Let \( \alpha \in (A', A) \) be a map of \( \mathfrak{R}' \). If \( \phi \in (A, B) \sim _i o \), then \( \alpha \phi \sim _i o \) (since \( A' \) is proper). Thus, for all \( B \) of \( \mathfrak{R} \), \( \alpha_*: (A, B) \to (A', B') \) induces a homomorphism \( \alpha_*: \Pi^i(A, B) \to \Pi^i(A', B) \). The triple of functions \( \Pi^i(A, B), \alpha_*: \beta_* \) forms then a functor of two variables in \( \mathfrak{R}' \) and in \( \mathfrak{R} \) with values in the category \( \mathfrak{G} \) of abelian groups, that is, a functor \( \Pi^i: \mathfrak{R}' \times \mathfrak{R} \to \mathfrak{G} \). \( \Pi^i \) is an additive functor in both variables. If \( \mathfrak{R} \) is a proper abelian category (cf. § 1.3), \( \Pi^i \) is a functor of the category \( \mathfrak{R} \times \mathfrak{R} \). The abelian groups \( \Pi^i(A, B) \) are the injective homotopy groups \( (i\text{-homotopy groups}) \) from \( A \) to \( B \), and the functor \( \Pi^i: \mathfrak{R}' \times \mathfrak{R} \to \mathfrak{G} \) is called the \( i\text{-homotopy functor} \).

The relation \( \sim _i \) is compatible with the composition of maps, provided that \( \alpha \) and \( \beta \) are maps of \( \mathfrak{R}' \). Thus, we can obtain from \( \mathfrak{R}' \) a new category \( \mathfrak{R}'^i \) as follows: The objects of \( \mathfrak{R}'^i \) are those of \( \mathfrak{R}' \), the maps of \( \mathfrak{R}'^i \) are \( i\text{-homotopy classes} \) of the maps of \( \mathfrak{R}' \), composition and sum in \( \mathfrak{R}'^i \) are induced by the corresponding operations in \( \mathfrak{R}' \). Then \( \mathfrak{R}'^i \) is again an additive category.

The functor \( \Pi^i: \mathfrak{R}' \times \mathfrak{R} \to \mathfrak{G} \) can be considered as functor \( \Pi^i: \mathfrak{R}'^i \times \mathfrak{R} \to \mathfrak{G} \). If \( \mathfrak{R} \) is a proper abelian category, \( \Pi^i \) is a functor of the category \( \mathfrak{R}^i \times \mathfrak{R}^i \).
Dually, there is a \( p \)-homotopy functor \( \Pi^p : \mathcal{R} \times \mathcal{R}' \to \mathcal{G} \) given by the projective homotopy groups \( \Pi^p(A, B) \) and the corresponding induced homomorphisms \( \alpha^* \) and \( \beta^* \). If we denote by \( \mathcal{R}^{op} \) the category where the maps are \( p \)-homotopy classes of the maps of \( \mathcal{R}' \), \( \Pi^p \) can be considered as functor of \( \mathcal{R} \times \mathcal{R}' \). The functors \( \Pi \) and \( \Pi^p \) are dual in the sense of § 1.1.

A map \( \psi \in (A', A) \) is an \( i \)-equivalence between \( A' \) and \( A \) if there exists a \( \psi \in (A, A') \) such that \( \psi \psi \sim 1_A \) and \( \psi \psi \sim 1_{A'} \). Then \( A' \) and \( A \) are said to be of the same \( i \)-type. The notions of \( p \)-equivalence and \( p \)-type are defined dually.

Proposition 5.2. Let \( F : \mathcal{R} \to \mathcal{G} \) be an additive functor. If \( \alpha \sim \circ \) in \( \mathcal{R} \) implies \( F\alpha = \circ \) in \( \mathcal{G} \), then an \( i \)-equivalence \( \psi \) in \( \mathcal{R} \) induces an isomorphism \( F\psi \) in \( \mathcal{G} \).

Proof. The assertion is a direct consequence of the additivity of \( F \) and of the definition of an \( i \)-equivalence. Note that if we take an arbitrary additive category \( \mathcal{R} \) instead of \( \mathcal{G} \), then the conclusion would read: \( F\psi \) is an equivalence in \( \mathcal{R} \).

Let us examine the following consequences of 5.1 and 5.2. By 5.1, the assumption of 5.2 holds for both variables of the functor \( \Pi^i : \mathcal{R}' \times \mathcal{R} \to \mathcal{G} \). Thus, for a proper object \( A \), the groups \( \Pi^i(A, B) \) are determined by the \( i \)-type of \( A \) and \( B \), up to isomorphisms.

Clearly, an \( i \)-equivalence in \( \mathcal{R}' \) induces an equivalence in \( \mathcal{R}' \), and vice versa. Let us consider, in particular, the situation where two functors \( F \) and \( F' : \mathcal{R}' \to \mathcal{R}' \) and a natural equivalence \( h : F \to F' \) are given. The family of homomorphisms \( h(A)^* : \Pi^i(F'A, B) \to \Pi^i(FA, B) \) defines then a natural isomorphism: \( \Pi^i(F \times 1) \to \Pi^i(F' \times 1) \) (\( 1 \) being the identity functor of \( \mathcal{R} \)).

The dual arguments are left to the reader.

It should be noted that the notions introduced in this section depend on the abelian structure \( \mathcal{R} \) chosen in \( \mathcal{R} \). In an additive category \( \mathcal{R} \), there are in general several abelian structures; the one used to define \( i \) and \( p \)-homotopy will be called homotopy-structure. In the special case where \( \mathcal{R} \) has enough injectives and projectives relative to \( \mathcal{R} \), the proper "subcategory" \( \mathcal{R}' \) will be \( \mathcal{R} \) itself. Otherwise, a proper subcategory \( \mathcal{R}' \) must be given explicitly.

6. Suspensions. A suspension of an object \( A \) is an object \( \Sigma A \) which can be embedded in a proper s.e.s. of \( \mathcal{R} \)

\[
(6.1) O \to A \to A^i \to \Sigma A \to O
\]

with \( A^i \) injective. For a proper object \( A \), there always exists a suspension \( \Sigma A \). Let \( \phi \in (A', A) \) be a map of \( \mathcal{R}' \). Then there are maps \( \phi^i \in (A'^i, A^i) \) and \( \Sigma \phi \in (\Sigma A', \Sigma A) \) such that the diagram

\[
(6.2) O \to A \to A^i \to \Sigma A \to O
\]

\[
\phi \downarrow \phi^i \downarrow \Sigma \phi \downarrow
\]

is commutative.
**Proposition 6.1.** Let \( \phi \in (A', A) \) be a map of \( \mathcal{S}' \), and \( \Sigma A' \) and \( \Sigma A \) arbitrary suspensions of \( A' \) and \( A \). Then the map \( \Sigma \phi \) in diagram (6.2) has the following properties:

(i) The \( i \)-homotopy class of \( \Sigma \phi \) is independent of the choice of \( \phi \).

(ii) If \( \phi \sim o \), then \( \Sigma \phi \sim o \).

(iii) If \( \phi \) is an \( i \)-equivalence, then so is \( \Sigma \phi \).

**Proof.** (i) Let \( \{ \phi_1, \Sigma \phi_1 \} \) and \( \{ \phi_2, \Sigma \phi_2 \} \) be two pairs of maps which can be embedded in a diagram of the form (6.2). Put \( \phi_2 \circ \phi_1 = \alpha \), \( \Sigma \phi_2 - \Sigma \phi_1 = \alpha \); then diagram (6.2) is again commutative for \( \phi = o \), \( \phi = o \), \( \Sigma \phi = \alpha \). Since \( \alpha \circ \phi = o \), there is a \( \delta \in (\Sigma A', A') \) such that \( \alpha \circ \delta = \delta \circ \phi \). \( \alpha \circ \phi = \pi \circ \phi \) is an epimorphism implying \( \alpha = \pi \circ \phi \). Clearly, \( \delta \sim o \); hence, \( \alpha \sim o \), that is, \( \Sigma \phi_1 \sim \Sigma \phi_2 \).

(ii) If \( \phi \sim o \), there is a \( \gamma \in (A', A) \) such that \( \phi = \gamma \). Thus, \( \phi \) can be chosen as \( \phi \circ \alpha \). Then \( \pi \circ \phi = \Sigma \phi \circ \psi \), so that \( \Sigma \phi = o \). By (i), we have \( \Sigma \phi \sim o \) for any choice of \( \phi \).

(iii) If \( \phi \in (A', A) \) is an \( i \)-equivalence, there is a \( \psi \in (A, A') \) such that \( \phi \circ \psi = 1_A \) and \( \psi \circ \phi = 1_{A'} \). The maps \( \Sigma (\phi \circ \psi - 1_A) \) and \( \Sigma (\psi \circ \phi - 1_{A'}) \) can be chosen as \( \Sigma \psi \Sigma \phi - 1_A \) and \( \Sigma \phi \Sigma \psi - 1_{A'} \), respectively. By (ii), we have therefore \( \Sigma \psi \Sigma \phi - 1_A \sim o \) and \( \Sigma \phi \Sigma \psi - 1_{A'} \sim o \).

Assigning to each proper \( A \) an s.e.s. of the form (6.1), by 6.1 the pair of functions \( \Sigma A, \Sigma \phi \) forms a covariant functor \( \Sigma : \mathcal{S}' \to \mathcal{S}' \). Besides, \( \Sigma \) is an additive functor. For two different assignments, the functors \( \Sigma \) obtained coincide up to natural \( i \)-equivalences.

The definition of the functor \( \Sigma \) may be iterated by setting \( \Sigma^n = \Sigma \Sigma^{n-1} \) for \( n > 1 \). Thus, we obtain additive covariant functors \( \Sigma^n : \mathcal{S}' \to \mathcal{S}' \), \( n > 1 \), again determined up to natural \( i \)-equivalences, whatever the choice of the s.e.s. (6.1). \( \Sigma^n \) is called the \( n \)-fold suspension functor, \( \Sigma^n A \) \( n \)-fold suspension of \( A \).

Let us consider, first for a fixed assignment of s.e.s. (6.1), the composite additive functors \( \Pi^i(\Sigma^n \times 1) : \mathcal{S}' \times \mathcal{S} \to \mathcal{S} \) (1 being the identity functor of \( \mathcal{S} \)). By the observation made at the end of § 2.5, \( \Pi^i(\Sigma^n \times 1) \) is determined up to natural isomorphisms, whatever the choice of the s.e.s. (6.1). The groups \( \Pi^i(\Sigma^n A, B) \) are the \( \Pi^n \) injective homotopy groups \( \Pi^n(A, B) \), and the functor \( \Pi^i(\Sigma^n \times 1) : \mathcal{S}' \times \mathcal{S} \to \mathcal{S} \) is called the \( \Pi^i \) \( i \)-homotopy functor \( \Pi^n, n > 0 \), \( \Pi^i = \Pi^i(A, B) \).

A dual suspension of an object \( A \) is an object \( \Omega A \) which can be embedded in a proper s.e.s. of \( \mathcal{S} \)

\[
O \to \Omega A \to A \to A \to 0
\]

*It should be noted that the suspension \( \Sigma A \) plays the same rôle as the suspension of a topological space.
with $A^p$ projective. Dually, we define \textit{n-fold dual suspension functors} $\Omega^n$: $\mathcal{R}^p \rightarrow \mathcal{R}^p$ and the composite functors $\Pi^p(1 \times \Omega^n): \mathcal{R} \times \mathcal{R}^p \rightarrow \emptyset$. The groups $\Pi^p(B, \Omega^nA)$ are the \textit{nth projective homotopy groups} $\Pi^n_{\mathcal{P}}(A, B)$; the functor $\Pi^p(1 \times \Omega^n)$ is denoted by $\Pi^n_{\mathcal{P}}$.

It is easily seen that, for each proper object $A$, there is an \textit{injective resolution} $X$ in $\mathcal{R}$, that is, a proper exact sequence

$$0 \rightarrow A \xrightarrow{\partial_1} X_1 \xrightarrow{\partial_2} X_2 \rightarrow \ldots$$

in $\mathcal{R}$ where all $X_i$ are injective. For any object $B$, let us denote the homology groups of the induced complex

$$(X, B): \ldots \rightarrow (X_3, B) \xrightarrow{\partial_1} (X_2, B) \xrightarrow{\partial_2} (X_1, B) \xrightarrow{\partial_1} (A, B) \rightarrow O$$

as follows: $H_n^i(A, B) = \ker \partial^n \cap \text{Im} \partial^{n+1}$ ($n \geq 1$), $H_0^i(A, B) = (A, B)/\text{Im} \partial^n$. Defining in the usual way the induced homomorphisms of the homology groups, we obtain for a fixed resolution of $A$ a sequence of functors $\Pi^n_{\mathcal{P}}$. It will be shown that $\Pi^n_{\mathcal{P}} = \Pi^n_{\mathcal{P}}$ up to natural isomorphisms.

**Proposition 6.2.** Let $\partial_{n+1} = \pi_{n+1} \pi_n$ be a canonical factorization of $\partial_{n+1} \in (X_n, X_{n+1})$. Then the $\pi_{n}$ induce a family of isomorphisms $\rho_n(A, B): \Pi^n_{\mathcal{P}}(A, B) \rightarrow H_n^i(A, B)$ ($n = 0, 1, 2, \ldots$).

**Proof.** Obviously, in an injective resolution $X$ of $A$, the objects $\text{Im} \partial^n_{n+1}$ are $n$-fold suspensions $\Sigma^nA$ of $A$. Thus, the canonical factorizations $\partial_{n+1} = \pi_{n+1} \pi_n$ give a commutative diagram

---

*Again, it should be noted that the dual suspension $\Omega A$ plays the same rôle as the loop space of a topological space.*
where the diagonals are proper s.e.s. For any object $B$, the following induced diagram in $\mathfrak{D}$

```
  O -------> (\Sigma^n A, B) -------> O
  |                     |                     |
  |                     |                     |
  |                     |                     |
\delta^n_n---------\pi_n^n--------------\iota_{n+1}^{n+1}
  |                     |                     |
  |                     |                     |
  |                     |                     |
  \pi_{n-1}^{n-1}-----\iota_n^n--------------\delta_{n+1}^{n+1}
  |                     |                     |
  |                     |                     |
  |                     |                     |
  (\Sigma^{n-1} A, B)------\iota_n^{n-1}--------------(X_n, B)
  |                     |                     |
  |                     |                     |
  |                     |                     |
  (X_n-1, B)------\delta_n^n--------------(X_n, B)
```

is given, where the diagonals are exact. By a standard argument in $\mathfrak{D}$, we obtain $\text{Ker } \delta_n^* = \text{Ker } \iota_n^* = \pi_n^*(\Sigma^n A, B)$ and $\text{Im } \delta_{n+1}^* = \pi_n^*(\iota_{n+1}^*(X_{n+1}, B))$. In addition, the $\pi_n^*$ are monomorphisms, and consequently isomorphisms between $(\Sigma^n A, B)$ and $\text{Ker } \delta_n^*$ as well as between $\iota_{n+1}^*(X_{n+1}, B)$ and $\text{Im } \delta_{n+1}^*$. Thus, the $\pi_n^*$ induce isomorphisms $\pi_n(A, B)$ between the factor groups $\Pi_n(A, B) = (\Sigma^n A, B)/\iota_{n+1}^*(X_{n+1}, B)$ and $H_n^i(A, B) = \text{Ker } \delta_n^*/\text{Im } \delta_{n+1}^*$.

By a straightforward verification, it is seen that the family $\pi_n(A, B)$ defines a natural isomorphism $\pi_n: \Pi_n \to H_n^i$. We have thus shown in a precise way that $\Pi_n = H_n^i$ up to natural isomorphisms. This subsequently justifies the notation $H_n^i(A, B)$.

There is a dual story in which the injective resolution is replaced by a projective one. The homology functors $H_n^p$ obtained coincide then with the homotopy functors $\Pi_n^p$.

**Remark.** Proposition 6.2 says, among other things, that the functors $\Pi_n^i$ can be given in two different ways: first, by means of the $n$-fold suspension, and second, as the homology functor of a complex constructed by means of the injective resolution. In the framework of (2), the first way of introducing $\Pi_n^i$ corresponds to the construction of the left-satellite functors of $\Pi^i$ with respect to the contravariant variable (2, III.1); the second way is (up to an extension of the complexes $(X, B)$ by a term to the right) the construction of the partially left-derived functors of $\text{Hom}$ with respect to the contravariant variable (2, V. 8). A dual interpretation can be given for the functors $\Pi_n^p$.

7. Pairs. The concept of "relative" homotopy groups in topology refers in general to a pair of spaces $A_1 \subset A_2$. The corresponding notion in an additive category is that of a monomorphism $\alpha: A_1 \to A_2$. Since the subse-
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quent arguments can be made as well for arbitrary maps, we shall understand
by a pair \([a; A_1, A_2]\) in \(\mathcal{R}\) (often denoted by \(a\) only) any map \(a \in (A_1, A_2)\).

Let us consider the additive category \(P\mathcal{R}\) of pairs in \(\mathcal{R}\) (cf. § 1.4). As
homotopy structure in \(P\mathcal{R}\) we choose the abelian structure \(P^*\mathcal{R}\) introduced
in Example (c) of § 1.4, and as proper subcategory of \(P\mathcal{R}\), we take the sub¬
category \(P^*\mathcal{R}'\) introduced in Example (d) of § 1.4. Then it is clear what one
is to understand by the functors \(\Pi_n: (P^*\mathcal{R})^i \times P\mathcal{R} \rightarrow \emptyset\) and \(\Pi_n^p: P\mathcal{R}
\times (P^*\mathcal{R}')^p \rightarrow \emptyset\).

For a proper object \(A, \iota A\) is a pair \([\iota; A, A']\) given by a proper monomor¬
phism \(\iota\) of \(\mathcal{R}'\) from \(A\) to an injective \(A'\). Clearly, \(\iota A\) is an object of \(P^*\mathcal{R}'\). For
a map \(\phi \in (A', A)\) of \(\mathcal{R}'\), there always exists a map \(\phi^i \in (A'^i, A^i)\) such that
\(\phi = \{\phi, \phi^i\}\) is a map from \(\iota A'\) to \(\iota A\).

Proposition 7.1. Let \(\phi \in (A', A)\) be a map of \(\mathcal{R}'\). Then the map \(\iota \phi\) from
\(\iota A\) to \(\iota A'\) has the following properties:

(i) The \(i\)-homotopy class of \(\iota \phi\) in \(P\mathcal{R}\) is independent of the choice of \(\phi^i\).

(ii) If \(\phi \sim o\), then \(\iota \phi \sim o\).

(iii) If \(\phi\) is an \(i\)-equivalence, then so is \(\iota \phi\).

Proof. (i) Let \(\phi_1^i\) and \(\phi_2^i\) be two maps such that \(\{\phi, \phi_1, \phi_2\}\) are maps from \(\iota A'
\) to \(\iota A\). Now, \(\{\phi, \phi_1, \phi_2\} = \{o, \phi_1 - \phi_2\}\) is easily seen to be \(i\)-homoto¬
pic to \(o\).

(ii) If \(\phi \sim o\), there is a \(\gamma \in (A'^i, A)\) such that \(\phi = \gamma\). Thus, \(\phi^i\) can be
chosen as \(\phi^i = \iota \gamma\). Now, \(\iota \phi\) can be factored through a conveniently chosen
proper monomorphism \(\iota\) from \(\iota A'\) to an injective pair.

(iii) The proof is analogous to that of proposition 6.1 (iii).

Assigning to each proper object \(A\) an s.e.s. of the form (6.1), that is, a
determinate pair \(\iota A\), by 7.1 the pair of functions \(\iota A\), \(\iota\) forms a covariant
functor \(\iota: \mathcal{R}' \rightarrow (P^*\mathcal{R}')^i\). This functor \(\iota\) is additive and determined up to
natural \(i\)-equivalences, whatever the choice of \(A'\) and \(i \in (A, A')\).

With the functors \(\Sigma^i: \mathcal{R}' \rightarrow \mathcal{R}'\), \(\iota: \mathcal{R}' \rightarrow (P^*\mathcal{R}')^i\), determined up to
natural \(i\)-equivalences, whatever the choice of the s.e.s. (6.1), and with the
functor \(\Pi^i: (P^*\mathcal{R})^i \times P\mathcal{R} \rightarrow \emptyset\) we can for each \(n \geq 1\) construct the com¬
posite functor \(\Pi^i(\iota \Sigma^{i-1} \times 1): \mathcal{R}'^i \times P\mathcal{R} \rightarrow \emptyset\) (1 being the identity functor
of \(P\mathcal{R}\)). This functor is again additive and determined up to natural iso¬
morphisms. It assigns to each proper object \(A\) and each pair \(\beta\) the "mixed"
homotopy group \(\Pi^i(\iota \Sigma^{i-1} A, \beta)\), called \(n\)th "relative" injective homotopy group
\(P_n^i(A, \beta)\) from \(A\) to the pair \(\beta\); the functor \(\Pi^i(\iota \Sigma^{i-1} \times 1)\) is denoted by
\(P_n^i, n \geq 1\).

For a proper object \(A, \epsilon A\) is a pair \([\epsilon; A^p, A]\) given by a proper epimor¬
phism \(\epsilon\) of \(\mathcal{R}'\) from a projective \(A^p\) to \(A\). A dual construction to that of the functor \(\iota\)

*Note that the pair \(\iota \Sigma^{i-1} A\) is the analogue of the pair denoted in (4) by \(\iota_\alpha A\) (cf. (4, p.
274)).
leads to the additive covariant functor $\epsilon$ and for each $n > 1$ to the definition of the composite functors $\Pi^n(1 \times \epsilon \Omega^{n-1})$. The group $\Pi^n(\beta, \epsilon \Omega^{n-1} A)$, is called the $n$th "relative" projective homotopy group $P^n_*(\beta, A)$; the functor $\Pi^n(1 \times \epsilon \Omega^{n-1})$ is denoted by $P^n_*$.†

The choice of $P^n_*$ as homotopy structure in $P_\-------------------------------------

(7.1) $P_n^*(A, \omega B) = \Pi_{n-1}^*(A, B)$ for $\omega B = [\omega; B, O]$,

(7.2) $P_n^*(A, \omega B) = \Pi_n^*(A, B)$ for $\omega B = [\omega; O, B]$;

dually,

(7.1*) $P_n^*(\omega B, A) = \Pi_{n-1}^*(B, A)$ for $\omega B = [\omega, O, B]$,

(7.2*) $P_n^*(\omega B, A) = \Pi_n^*(B, A)$ for $\omega B = [\omega, B, O]$.

We shall show in a precise way how these identifications are possible. Assigning to each map $\varphi \in (B, B')$ of $\Phi$ the maps $\varphi \varphi = [\varphi, \varphi]$ from $\omega B$ to $\omega B'$ and $\varphi \omega = [\varphi, \omega]$ from $\omega B$ to $\omega B'$, we obtain additive covariant functors $\varphi$ and $\varphi: \Phi \rightarrow P_\Phi$.

**Proposition 7.2.** The homomorphisms $\sigma: (\Sigma^{n-1} A, B) \rightarrow (\Sigma^{n-1} A, \omega B)$, defined by $\sigma \varphi = [\varphi, \varphi]$ for all $\varphi \in (\Sigma^{n-1} A, B)$, induce a family of isomorphisms $s(A, B):$ $\Pi_{n-1}^*(A, B) \rightarrow P_n^*(A, \omega B)$ ($n = 1, 2, \ldots$).

**Proof.** It is easy to see that $\sigma$ induces a homomorphism of the respective homotopy classes. The inverse homomorphism of $\sigma$ is defined by $\sigma^{-1}[\varphi_1, \varphi_2] = \varphi_1$ for all $[\varphi_1, \varphi_2] \in (\Sigma^{n-1} A, \omega B)$, and induces again a homomorphism of the homotopy classes.

**Proposition 7.3.** The homomorphisms $\sigma: (\Sigma^{n-1} A, \omega B) \rightarrow (\Sigma^{n-1} A, B)$, defined by $\sigma \varphi = [\varphi_3, \varphi_2] = [\varphi_3, 0]$ (3rd component of $[\varphi_1, \varphi_2]$) for all $[\varphi_1, \varphi_2] \in (\Sigma^{n-1} A, \omega B)$, induce a family of isomorphisms $s(A, B): P_n^*(A, \omega B) \rightarrow \Pi_n^*(A, B)$ ($n = 1, 2, \ldots$).

**Proof.** It is easy to see that, with $P^n\Phi$ as homotopy structure in $P\Phi$, $\sigma$ induces a homomorphism of the respective homotopy classes. Assume that $\Sigma^{n-1} A$ and $\pi \in (X, \Sigma^{n} A)$ are given by the proper s.e.s.

\[ O \rightarrow \Sigma^{n-1} A \xrightarrow{\iota} \Sigma^{n} A \rightarrow O. \]

Then the inverse homomorphism of $\sigma$ is defined by $\sigma^{-1}\phi = [\phi, \phi\pi]$ for all $\phi \in (\Sigma^{n} A, B)$, and induces again a homomorphism of the homotopy classes.

By a straightforward verification, it is seen that the families $s(A, B)$ and $s(A, B)$ define natural isomorphisms $s: \Pi_{n-1}^* \rightarrow P_n^*(1 \times \omega)$ and $s: P_n^*(1 \times \omega) \rightarrow \Pi_n^*$ for all $n \geq 1$. The identifications (7.1) and (7.2) will be made under these natural isomorphisms. By duality, one obtains the identification (7.1*) and (7.2*).

†Note that the pair $\epsilon \Omega^{n-1} A$ is the analogue of the pair denoted in (4) by $\rho_n A$ (cf. (4, p. 274)).
With the functors $\Sigma^n; (P^* \mathcal{R})^! \to (P^* \mathcal{R'})^!$, $\iota: \mathcal{R}'^! \to (P^* \mathcal{R'})^!$ and $\Pi^!; (P^* \mathcal{R})^! \times P \mathcal{R} \to \emptyset$, we can construct the composite functor $\Pi^!(\iota \times 1) = \Pi^!(\Sigma^n \iota \times 1): \mathcal{R}'^! \times P \mathcal{R} \to \emptyset$. It will be shown that $P_n^! = \Pi_{n-1}^!(\iota \times 1)$, up to natural isomorphisms.

Consider the proper s.e.s. in $\mathcal{R}$:

$$O \to A \xrightarrow{i} A^! \xrightarrow{\pi} \Sigma A \to O,$$

$$O \to \Sigma A' \xrightarrow{\pi^!} \Sigma^2 A \to O$$

with $A^!$, $(\Sigma A)^!$ injective.

Lemma 7.4. For the pair $\iota A = [\iota; A^!, A^! + (\Sigma A)^!]$, a standard injective pair $\xi A$ is given by $\xi A = [\xi; A^!, A^! + (\Sigma A)^!]$ where $\xi$ is a splitting monomorphism, and a (standard) suspension $\Sigma A$ of $\iota A$ is given by $\iota \Sigma A$.

Proof. The pair $\xi A = [\xi; X_1, X_2]$ and a map $i = [\kappa_1, \kappa_2]$ from $\iota A$ to $\xi A$ are constructed as follows. Put $X_1 = A^!$, $X_2 = A^! + (\Sigma A)^!$ with direct sum decomposition $(A^!, (\Sigma A)^!, \pi_2, \pi_1, \pi_2')$, and set $\xi = \pi_2$, $\kappa_1 = \iota$ and $\kappa_2 = \pi_1 + \pi_2' \pi$. Clearly, $\xi$ is injective, and $i$ is a monomorphism with 3rd component $\kappa_3 = \iota'$. In order to see that $i$ is a proper monomorphism, and in order to examine the suspension $\Sigma A$ determined by $i$, let us consider the commutative diagram

\[
\begin{array}{ccc}
O & O & O \\
\downarrow & \downarrow & \downarrow \\
O & A^! & \Sigma A \\
\kappa_1 = \iota & \downarrow \kappa_2 & \downarrow \kappa_3 = \iota' \\
O & A^! + (\Sigma A)^! & (\Sigma A)^! \\
\pi_1 & \downarrow & \downarrow \pi_2' \\
\downarrow & \downarrow & \downarrow \\
O & \Sigma A & \Sigma^2 A \\
\downarrow & \downarrow & \downarrow \\
O & O & O
\end{array}
\]

(7.3)

where the columns are proper s.e.s. The maps in the last row are uniquely determined. Since the first two rows are proper s.e.s., by (P4*), the last row is a proper s.e.s., too. Hence, $i$ is a proper monomorphism. Furthermore, the second column splits, so that Coker $\kappa_2$ is injective. Hence, $\Sigma A = \iota \Sigma A$.

By induction with respect to $n$, it follows from 7.4 that $\iota \Sigma^n A$ is an $n$-fold suspension of $\iota A$. Thus, $\iota \Sigma^n = \Sigma^n \iota$ up to natural $i$-equivalences, and therefore $P^! = \Pi_{n-1}^!(\iota \times 1)$ up to natural isomorphisms.

Finally, we state a simple consequence of the result just given and of Proposition 6.2. Let $X$ be an injective resolution in $P^* \mathcal{R}'$ of the proper pair $\iota A$:

$$o \to \iota A \xrightarrow{d_1} \xi_1 \xrightarrow{d_2} \xi_2 \to \ldots$$

For any pair $\beta$, let $H_{\beta}^i(\iota A, \beta)$ denote the homology groups of the induced complex $(X, \beta)$. Then we have
Proposition 7.5. Let $d_{n+1} = i_{n+1} \rho_n$ be a canonical factorization of $d_{n+1} \in (\xi_n, \xi_{n+1})$. Then the $p_n$ induce a family of isomorphisms $p_n(A, \beta): P_{n+1}(A, \beta) \to H_n^{p_n}(A, \beta)$ ($n = 0, 1, 2, \ldots$).

For a fixed resolution of $\omega A$, a homology functor $H_n: P \to \Omega$ can be defined by means of the groups $H_n(A, \beta)$. The family $p_n(A, \beta)$ defines then a natural isomorphism $p_n: P_{n+1} \to H_n$.

Remark. It should be noted that, in choosing the homotopy structure in $P$, we did not take the abelian structure $P\mathcal{E}$ (cf. § 1.4, Example (c)) which would have been the most obvious one to choose. The reason for this is: if the homotopy structure is $P\mathcal{E}$, the identifications $Y_n(A, \beta)$ cannot be obtained. If we insist on these identifications (which are essential in the topological analogue), the most natural choice to define homotopy in $P\mathcal{E}$ is the class $P^*\mathcal{E}$. This choice has been made, although $P^*\mathcal{E}$ has an unpleasant feature: it is not necessarily an exact structure, even if $\mathcal{E}$ is exact. Hence, in order to avoid having to develop the whole theory again in the category of pairs, we were compelled to carry out the procedure of §§ 1.5 and 1.6 in additive categories with abelian structure (instead of in exact categories). But now an additional feature of $P^*\mathcal{E}$ appears: If $\mathcal{E}$ is not an exact structure, $P\mathcal{E}$ has not enough injectives and projectives (relative to $P\mathcal{E}$), even if this is the case for $\mathcal{E}$ (relative to $\mathcal{E}$). To face this new difficulty, we introduced the concept of a proper subcategory $\mathcal{E}'$ of $\mathcal{E}$ relative to $\mathcal{E}$.

8. Double pairs. The introduction of pairs and "relative" homotopy groups can be done in the category $P\mathcal{E}$ of pairs in $\mathcal{E}$ with homotopy structure $P^*\mathcal{E}$ in the very same way as in the category $\mathcal{E}$ with homotopy structure $\mathcal{E}$. To do this, one considers the category $P^2\mathcal{E} = P(P\mathcal{E})$ of pairs in $P\mathcal{E}$ with homotopy structure $P^*(P^*\mathcal{E})$ and the proper subcategory $P^*(P^*\mathcal{E}')$ of $P^2\mathcal{E}$. Then it is clear what one is to understand by the functors $\Pi_n: (P^*(P^*\mathcal{E}'))^i \times P^2\mathcal{E} \to \Omega$. The objects of $P^2\mathcal{E}$ are pairs $[a, a_1, a_2]$ of pairs $a, a_1, a_2$ in $\mathcal{E}$ (often denoted by $a$ only). They will also be called double pairs in $\mathcal{E}$, and $P^2\mathcal{E}$ the category of double pairs in $\mathcal{E}$.

Let $i$ denote the functor from $(P^*\mathcal{E}')^i$ to $(P^*(P^*\mathcal{E}'))^i$ which corresponds to the functor $\iota$ from $\mathcal{E}'^i$ to $(P^*\mathcal{E}')^i$ (cf. § 2.7). By means of $i$, the functors $P_n: (P^*\mathcal{E}')^i \times P^2\mathcal{E} \to \Omega$ are constructed. Moreover, we have now a composite functor $k = i\iota: \mathcal{E}'^i \to (P^*(P^*\mathcal{E}'))^i$, determined up to natural $i$-equivalences. This functor suggests for each $n \geq 2$ the definition of an additive functor $\Pi^i(k\Sigma^{n-2} \times 1): \mathcal{E}'^i \times P^2\mathcal{E} \to \Omega$ (1 being the identity functor of $P^2\mathcal{E}$), determined up to natural isomorphisms. It assigns to each proper object $A$ and each double pair $b$ the "mixed" homotopy groups $\Pi_n^i(A, b)$ called $n$th "relative" injective homotopy groups $T_n^i(A, b)$ from $A$ to the double pair $b$; the functor $\Pi_n^i(k\Sigma^{n-2} \times 1)$ is denoted by $T_n^i, n \geq 2$.

By application of the results of § 1.7 to $P\mathcal{E}$ and $P^2\mathcal{E}$, one shows that:
$P^n_\ast = T_n^\ast(1 \times \delta)$ for the functor $\delta: P_\ast \to P_\ast^2$ corresponding to $\omega: \mathfrak{R} \to P_\ast$; $T_{n+1}^\ast = P_n^\ast(i \times 1), n \geq 1$.

Let $[\alpha_1; A_{11}, A_{12}]$ and $[\alpha_2; A_{21}, A_{22}]$ be pairs in $\mathfrak{R}$, and $a = \{\phi_1, \phi_2\}$ a map from $\alpha_1$ to $\alpha_2$ of $P_\ast$. The double pair $[a; \alpha_1, \alpha_2]$ in $\mathfrak{R}$ is completely characterized by a "directed" commutative diagram in $\mathfrak{R}$

\[
\begin{array}{ccc}
A_{11} & \xrightarrow{\alpha_1} & A_{12} \\
\phi_1 & \downarrow & \downarrow \phi_2 \\
A_{21} & \xrightarrow{\alpha_2} & A_{22}
\end{array}
\] (8.1)

where the double arrow determines the pairs that are mapped. Let $a$ and $a'$ be two double pairs, and $F = \{f_1, f_2\}$ a map from $a$ to $a'$ of $P_\ast^2$. Then $F$ is characterized by the matrix

\[
\begin{bmatrix}
\phi_{11} & \phi_{12} \\
\phi_{21} & \phi_{22}
\end{bmatrix}
\]

where $[\phi_{11}, \phi_{12}] = f_i$ ($i = 1, 2$). The maps $\phi_{ij}$ are called the components of $F$ in $\mathfrak{R}$.

For a double pair $f = [\{\phi_1, \phi_2\}; \alpha_1, \alpha_2]$, given by a diagram of the form (8.1), the transposed "directed" diagram defines again a double pair $[\{\alpha_1, \alpha_2\}; \phi_1, \phi_2]$, called the transposed $f^T$ of $f$. For double pairs $a$ and $b$, and for a map $F \in \{a, b\}$ given by a matrix of the above form, the transposed matrix is a map in $(a^T, b^T)$, called the transposed map $F^T$ of $F$. The pair of functions $a^T$, $F^T$ forms an additive covariant functor $T: P_\ast^2 \to P_\ast^2$, called transposition. Clearly, $TT = 1$ (1 being the identity functor of $P_\ast^2$).

The transposition $T$ gives an additional "structure" in the category $P_\ast^2$ which will be exploited in the proof of the exactness of the homotopy sequences of a triple (see § 3.10). There we shall need the result that $T_n^\ast = T_n^\ast(1 \times T)$ up to natural isomorphism (see 8.4 below).*

**Lemma 8.1.** If $a$ is injective in $P_\ast(P_\ast^2)$, then so is $a^T$.

The verification is straightforward and is left to the reader.

**Lemma 8.2.** The transposition $T: (a, b) \mapsto (a^T, b^T)$ induces a natural isomorphism $t: \Pi^i(k \times 1) \to \Pi^i(Tk \times T)$.

**Proof.** Clearly, $T$ defines a family of isomorphisms $T(a, b): (a, b) \to (a^T, b^T)$, natural with respect to both variables. Let $a = kA$ and $F \in (a, b)$ be $i$-homotopic to $o$. Since $a$ is proper, there is a proper monomorphism $I \in (a, a')$ of $P_\ast(P_\ast^2)$ with $a'$ injective and a map $G \in (a', b)$ such that $F = GI$. Then, $F^T = G^T T$, where $T \in (a^T, a'^T)$. By 8.1, $a'^T$ is injective; thus, $F^T \in (a^T, b^T)$ is $i$-homotopic to $o$. Since $TT = 1$ and $a^T$ is proper too, $F^T \sim T$ implies $F \sim o$. Hence, $T(kA, b)$ induces a family of isomorphisms $t(A, b): \Pi^i(kA, b) \to \Pi^i((kA)^T, b^T)$, natural with respect to both variables.

---

*The topological analogue of the following arguments can be found in (4, § 7).
Lemma 8.3. \( T_k = k \) up to natural \( \iota \)-equivalence.

Proof. This follows from the fact that \( (kA)^T \) and \( kA \) are \( \iota \)-equivalent.

By 8.2 and 8.3 we obtain

Proposition 8.4. The transposition \( T: (a, b) \rightarrow (a^T, b^T) \) defines natural isomorphisms \( t: T_n \iota \rightarrow T_n \iota (1 \times T) \).

The formulation of the notions and results dual to those enunciated above is left to the reader. Note that the transposition is self-dual in \( P^3 \).

Section 3. The Exact Homotopy Sequences

9. The exact homology sequence. We state here a well-known theorem of homological algebra which will be used to prove the exactness of the homotopy sequences of a pair (see section 3.10). The only category considered below is the category \( \mathcal{O} \) of abelian groups.

The terminology used here is that of \((2)\) with some changes that we are going to explain. Considering left-complexes \( X \) and their homology groups \( H(X) \), we lower the indices to avoid writing negative numbers. We shall speak of an exact sequence

\[
O \rightarrow X' \overset{i}{\rightarrow} X \overset{p}{\rightarrow} X'' \rightarrow O
\]

of left-complexes if the short sequences

\[
O \rightarrow X'_n \overset{i_n}{\rightarrow} X_n \overset{p_n}{\rightarrow} X''_n \rightarrow O
\]

given by the components are exact for \( n > 1 \), but only left-exact for \( n = 0 \). Then the following theorem is still valid.

Theorem 9. Let \( O \rightarrow X' \rightarrow X \rightarrow X'' \rightarrow O \) be an exact sequence of left-complexes. Then there is a sequence of (connecting) homomorphisms \( \Delta_n: H_n(X'') \rightarrow H_{n-1}(X') \) such that the sequence of homology groups (homology sequence)

\[
\ldots \rightarrow H_n(X') \rightarrow H_n(X) \rightarrow H_n(X'') \overset{\Delta_n}{\rightarrow} H_{n-1}(X') \rightarrow \ldots \rightarrow H_0(X'')
\]

is exact.

The demonstration of Theorem 9 is contained in \((2, \text{chapter IV})\), where an explicit description of the homomorphisms \( \Delta_n \) is also given. Moreover, the connecting homomorphisms \( \Delta_n \) are natural homomorphisms in the sense that the homology functors \( H_n \) form a connected sequence of functors.

10. The exact homotopy sequences of a pair. Let \( A \) be a proper object and \( \beta \in (B_1, B_2) \) an arbitrary map of \( \mathfrak{G} \). Then one associates to \( A \) and the pair \( \beta = [\beta; B_1, B_2] \), as in \((3)\), the sequence of homotopy groups

\[
S^\ast(A, \beta): \ldots \rightarrow \Pi_n^\ast(A, B_1) \overset{\beta_n^\ast}{\rightarrow} \Pi_n^\ast(A, B_2) \overset{j_n^\ast}{\rightarrow} \Pi_n^\ast(A, \beta) \overset{\delta_n^\ast}{\rightarrow} \Pi_{n-1}^\ast(A, B_1) \rightarrow \ldots \rightarrow \Pi_0^\ast(A, B_2),
\]
called *injective homotopy sequence of the pair* \( \beta \) *with respect to* \( A \). The homomorphisms in \( S_\bullet (A, \beta) \) are defined as follows: (i) \( \beta_\bullet \) is the homomorphism induced by \( \beta \in (B_1, B_2) \); (ii) identifying \( \Pi_n(A, B_2) = P_n(A, \omega B_2) \), \( j_\bullet \) is the homomorphism induced by \( j = \{o, 1_{B_2}\} \) from \( \omega B_2 \) to \( \beta \); (iii) identifying \( \Pi_{n-1}(A, B_1) = P_n(A, \omega B_1) \), \( \partial_\bullet \) is the homomorphism induced by \( \partial = \{1_{B_2}, o\} \) from \( \beta \) to \( \omega B_2 \).

**Theorem 10.** The injective homotopy sequence \( S_\bullet (A, \beta) \) is exact.

**Proof.** Let \( X \) be an injective resolution of \( iA : \)

\[
\cdots \longrightarrow iA \overset{d_1}{\longrightarrow} \xi_1 \overset{d_2}{\longrightarrow} \xi_2 \cdots
\]

such that the \( \xi_n \) are standard injective pairs in the sense of Lemma 7.4, and let \((X, \beta)\) denote the induced left-complex \( \cdots \longrightarrow (\xi_2, \beta) \longrightarrow (\xi_1, \beta) \longrightarrow (iA, \beta) \longrightarrow 0 \). Since

\[
o \longrightarrow \omega B_2 \overset{j}{\longrightarrow} \beta \overset{\partial}{\longrightarrow} \omega B_1 \longrightarrow 0
\]

is obviously an s.e.s. in \( P_\bullet \), the sequences

\[
\cdots \longrightarrow (\xi_n, \omega B_2) \overset{j_\bullet}{\longrightarrow} (\xi_n, \beta) \overset{\partial_\bullet}{\longrightarrow} (\xi_n, \omega B_1)
\]

are exact for all \( n \geq 0 \) (\( \xi_0 = iA \)). Since, for each \( n \geq 1 \), \( \xi_n \) is a standard injective pair \([\xi_n; X_1, X_2]\), there are maps \( \xi_n \in (X_2, X_1) \) such that \( \xi_n^{\omega B_2} = 1_{X_1} \). From this it is easily seen that the homomorphisms \( \phi_n \) are epimorphisms for all \( n \geq 1 \). Consequently, the sequence of left-complexes \( O \rightarrow (X, \omega B_2) \rightarrow (X, \beta) \rightarrow (X, \omega B_1) \rightarrow O \) is exact in the sense of § 3.9. The homology groups \( H_n((X, \beta)) \) are exactly the groups \( H_n(iA, \beta) \) of § 2.7. Hence, by 7.5 and 9, the sequence

\[
S_\bullet (A, \beta) : \cdots \longrightarrow P_{n+1}(A, \omega B_2) \overset{j_\bullet}{\longrightarrow} P_{n+1}(A, \beta) \overset{\partial_\bullet}{\longrightarrow} P_{n+1}(A, \omega B_1)
\]

is exact. Identifying \( P_{n+1}(A, \omega B_2) = \Pi_{n+1}(A, \beta_2) \) and \( \Omega_{n+1}(A, \omega B_1) = \Pi_n(A, B_1) \) by the natural isomorphisms \( \tilde{s} \) and \( s \) respectively, one obtains the injective homotopy sequence \( S_\bullet (A, \beta) \) up to the following deviations: (1) in \( S_\bullet (A, \beta) \), one has the composite homomorphisms \( \Delta_\bullet = \tilde{s}p_{n-1}\Delta_n p_n s \) instead of the homomorphisms \( \beta_\bullet \) induced by \( \beta \); (2) the sequence \( S_\bullet (A, \beta) \) ends with the term \( \Pi_0(A, B_1) \). It is easy to see that, by the assumption \( \Delta_\bullet = \beta_\bullet \) for \( n \geq 1 \), the sequence \( S_\bullet (A, \beta) \) can be extended by the term

\[
\Pi_0(A, B_1) \overset{\beta_\bullet}{\longrightarrow} \Pi_0(A, B_2)
\]

such that it remains exact.

The proof that \( \Delta_\bullet = \beta_\bullet \) for \( n \geq 1 \) can be given in two ways: either by a direct verification with the explicitly given homomorphisms \( s, \tilde{s}, p_n \) and \( \Delta_n \),
or by the following consideration of their naturality property. For an arbitrary object $B$, consider the s.e.s.

\[ 0 \to \hat{\omega}_B \xrightarrow{j'} 1_B \xrightarrow{\delta'} \omega B \to 0 \]

where $1_B = [1_B; B, B]$, $j' = \{o, 1_B\}$, $\delta' = \{1_B, o\}$. The connecting homomorphisms $\Delta_n': H_n^i(\omega A, \omega B) \to H_{n-1}^i(\omega A, \omega B)$ are then isomorphisms; hence, the $\Delta_n' = \beta_{n-1}\Delta_n'\beta_n$ define natural isomorphisms: $\Pi_{n-1}^i \to \Pi_n^i$, $n \geq 1$. The commutative diagram

\[ \begin{array}{ccc}
0 & \xrightarrow{j} & 1_B \\
\downarrow{(\alpha, \beta)} & \downarrow{(1, \beta)} & \downarrow{(1, o)} \\
0 & \xrightarrow{j} & \omega B_1
\end{array} \]

induces the following commutative diagrams

\[ \begin{array}{ccc}
H_n^i(\omega A, \omega B) & \xrightarrow{\Delta_n} & H_{n-1}^i(\omega A, \omega B) \\
\downarrow{P_n} & \downarrow{\beta_n} & \downarrow{\beta_n} \\
H_n^i(\omega A, \omega B_2) & \xrightarrow{\Delta_n} & H_{n-1}^i(\omega A, \omega B_2)
\end{array} \]

Hence, $\Delta_n' = \beta_{n-1}\Delta_n'\beta_n$ where the $\Delta_n'$ are natural isomorphisms. Thus, $\Delta_n'$ can be replaced by $\beta_{n-1}\Delta_n'\beta_n$.

In addition, we have shown that the homomorphisms $\beta_{n-1}, j_{n-1}, \delta_{n-1}$ are natural in the following sense. If $\beta'$ is another pair and $f$ a map from $\beta$ to $\beta'$, then $f$ “induces a map” from $S_n(\omega A, \beta)$ to $S_n(\omega A, \beta')$.

Dually, to $A$ and the pair $\beta = [\beta; B_2, B_1]$, one associates the sequence

\[ S^*(\beta, A): \ldots \to \Pi_n^p(B_1, A) \xrightarrow{\beta_n^p} \Pi_n^p(B_2, A) \xrightarrow{j_n^p} P_n^p(\beta, A) \xrightarrow{\delta_n^p} \Pi_{n-1}^p(B_1, A) \to \ldots \to \Pi_0^p(B_2, A), \]
called *projective homotopy sequence of the pair* $\beta$ with respect to $A$. The homomorphisms in $S^*(\beta, A)$ are then defined as follows: (i) $\beta^{*p}$ is the homomorphism induced by $\beta \in (B_2, B_1)$; (ii) identifying $\Pi_{n}^p(B_2, A) = P_n^p(\omega B_2, A)$, $j^{*p}$ is the homomorphism induced by $j = \{1_{B_1}, 0\}$ from $\beta$ to $\omega B_2$; (iii) identifying $\Pi_{n-1}^p(B_1, A) = P_n^p(\omega B_1, A)$, $\partial^{*p}$ is the homomorphism induced by $\partial = \{0, 1_{B_1}\}$ from $\omega B_1$ to $\beta$.

**Theorem 10*. The projective homotopy sequence $S^*(\beta, A)$ is exact.

Replacing $\mathbb{K}$ by $P\mathbb{K}$, we obtain for a proper pair $\alpha$ and any double pair $b = [\beta_1, \beta_2]$ the exact homotopy sequences $S^*(\alpha, b)$ and $S^*(b, \alpha)$.* Let us take for $\alpha$ a special pair of the form $\alpha = \iota A$ (cf. § 2.7). Then, using the identifications $P_{n+1}^{\iota} = \Pi_{n+1}^{\iota}(1 \times 1)$ and $T_{n+1}^{\iota} = \Pi_{n+1}^{\iota}(1 \times 1)$ (1 being the identity functor in $P\mathbb{K}_1$ and $P^2\mathbb{K}$ respectively), we have an exact sequence of "relative" homotopy groups

$$S^*(A, b) : \ldots \to P_{n+1}(A, \beta_1) \to P_{n+1}(A, \beta_2) \to T_{n+1}(A, b) \to P_n(A, \beta_1) \to \ldots$$

called *injective homotopy sequence of the double pair* $b$ with respect to $A$.

**11. The exact homotopy sequences of a triple.** A triple $[\beta, \gamma; B, C, D]$ in $\mathbb{K}$ (often denoted by $[\beta, \gamma]$ only) is a sequence of the form

$$B \xrightarrow{\beta} C \xrightarrow{\gamma} D.$$

To such a triple, a "directed" commutative diagram

$$\begin{array}{ccc}
B & \xrightarrow{\gamma} & D \\
\downarrow_{\beta} & & \downarrow_{1_D} \\
C & \xrightarrow{\gamma} & D
\end{array}$$

can be associated. This directed diagram determines a double pair $b = [(\beta, 1_D); \gamma \beta, \gamma]$ again denoted by $[\beta, \gamma]$. When, subsequently, we speak of a triple, we always mean the double pair associated in the above way.

Let us consider the exact homotopy sequences of the triple $b = [\beta, \gamma]$ and of its transposed $b^T$, both with respect to a proper object $A$:

$$S^*(A, b) : \ldots \to P_{n+1}(A, \beta) \to P_{n+1}(A, \gamma) \xrightarrow{j^T_\beta} T_{n+1}(A, b) \to P_n(A, \gamma) \to \ldots$$

$$S^*(A, b^T) : \ldots \to P_{n+1}(A, \beta) \to P_{n+1}(A, 1_D) \xrightarrow{j^T_\gamma} T_{n+1}(A, b^T) \to P_n(A, \beta) \to \ldots$$

Obviously, $P_{n+1}^T(A, 1_D) = 0$ for all $n \geq 0$. Thus, the homomorphisms $\partial^T_\beta$ are (natural)isomorphisms. By 8.4, the transposition $T$ defines natural isomor-

---

*These sequences are the analogues of the exact sequences $S^*(\alpha, b)$ and $S^*(b, \alpha)$ of (4, § 4). However, their exactness does not need a separate proof in this context.
phisms \( t: T_{n+1} \to T_{n+1}(1 \times T) \). Hence, putting \( c^t_i = \partial_i T_{n-1}(T_{n-1})^{-1} \) and \( \Delta^t_i = \partial_i T_{n-1}j_* \), one obtains an exact sequence

\[
S^*(A, [\beta, \gamma]) : \ldots \to P_n^*(A, \beta) \xrightarrow{\beta_*} P_n^*(A, \gamma) \xrightarrow{\beta_*} P_n^*(A, \gamma) \to \Delta^t \to P_{n-1}^*(A, \beta) \to \ldots \to P_1^*(A, \gamma).
\]

called injective homotopy sequence of the triple \([\beta, \gamma]\) with respect to \( A \) (cf. (4), Corollary 7.8). The homomorphisms in \( S^*(A, [\beta, \gamma]) \) can be given (more conveniently) as follows: (i) \( c^* \) is the homomorphism induced by \( c = [1_B, \gamma] \) from \( \beta \) to \( \gamma \beta \); (ii) \( b^* \) is the homomorphism induced by \( b = [\beta, 1_D] \) from \( \gamma \beta \) to \( \gamma \); (iii) identifying \( P_n^*(A, \gamma) = T_n^*(A, \partial \gamma) \) (cf. § 2.8), \( \Delta^t \) is the homomorphism induced by

\[
\Delta \begin{bmatrix} \phi_1 \\ \phi_2 \end{bmatrix} = (\phi_1, \phi_1)
\]

for all

\[
\begin{bmatrix} 0 & 0 \\ \phi_1 & \phi_2 \end{bmatrix}
\]

from \( k \Sigma^{n-2} A \) to \( \partial \gamma \).

Proof of (i) and (iii).

(i) \( c = \partial^* T_{n-1} \partial^* T_{n-1} \) and \( T_{n-1} = T \). Given \( \phi_1, \phi_2 \) from \( \iota \Sigma^{n-1} A \) to \( \beta \), choose

\[
F = \begin{bmatrix} \phi_1 & \phi_2 \\ \gamma \phi_2 & * \end{bmatrix}
\]

from \( k \Sigma^{n-1} A \) to \( b^* \). Then \( \partial^* F = \{\phi_1, \phi_2\} \) and

\[
\partial^* T(F) = \begin{bmatrix} \phi_1 & \gamma \phi_2 \\ \phi_2 & * \end{bmatrix} = \{\phi_1, \gamma \phi_2\}.
\]

Hence, \( c = [1_B, \gamma] \).

(iii) \( \Delta^t = \partial^* T j_* \). Given

\[
G = \begin{bmatrix} 0 & 0 \\ \phi_1 & \phi_2 \end{bmatrix}
\]

from \( k \Sigma^{n-2} A \) to \( \partial \gamma \),

\[
\Delta G = \partial^* T(G) = \partial^* T \begin{bmatrix} 0 & 0 \\ \phi_1 & \phi_2 \end{bmatrix} = \partial^* \begin{bmatrix} 0 & \phi_1 \\ 0 & \phi_2 \end{bmatrix} = \{\phi_1, \phi_1\}.
\]

Dually, for a triple \([\gamma, \beta] = [\gamma, \beta; D, C, B]\), one obtains the exact sequence

\[
S^* ([\gamma, \beta], A) : \ldots \to P_n^*(\beta, A) \xrightarrow{c_{**}} P_n^*(\beta \gamma, A) \xrightarrow{b_{**}} P_n^*(\gamma, A) \to \Delta^p \to P_{n-1}^*(\beta, A) \to \ldots \to P_1^*(\gamma, A),
\]
called **projective homotopy sequence of the triple** \([\gamma, \beta]\) with respect to \(A\) (cf. (4), Corollary 7.8*). The homomorphisms in \(S^*(\gamma, \beta, A)\) are then given as follows: (i) \(c^*\) is the homomorphism induced by \(c = \{\gamma, 1_B\}\) from \(\beta\gamma\) to \(\beta\); (ii) \(b^*\) is the homomorphism induced by \(b = \{1_D, \beta\}\) from \(\gamma\) to \(\beta\gamma\); (iii) identifying \(P_\ast\gamma(\gamma, A) = T_\ast\gamma(\alpha\gamma, A)\), \(\Delta^p\) is the homomorphism induced by
\[
\Delta \begin{bmatrix} \phi_2 & \phi_1 \\ o & o \end{bmatrix} = (\phi_1, o).
\]

12. **The exact homotopy sequences of a fibration.** Under certain assumptions for the pairs \(\beta\) in \(\mathcal{R}\), the “relative” sequences \(S^*(\gamma, \beta)\) and \(S^*(\beta, A)\) become “absolute” sequences, that is, sequences without “relative” homotopy groups. In analogy to the situation in topology, these pairs are referred to as fibrations (cf. also (3)).

**Definition.** A pair \([\beta; B_1, B_2]\) is an \(i\)-fibration relative to a proper object \(A\) if it has the following properties: (i) the map \(\beta \in (B_1, B_2)\) has a kernel \(B_0\), called the fibre of \(\beta\), (ii) there is an injective resolution \(X\) of \(A\) such that, for each map \(\phi_2 \in (X_n, B_2)\) where \(X_n\) is an injective object occurring in \(X\), there exists a map \(\phi_1 \in (X_n, B_1)\) with \(\phi_2 = \beta \phi_1\). If property (ii) holds for arbitrary injective objects \(X_n\) of \(\mathcal{R}\), one speaks simply of an \(i\)-fibration.

A pair \([\beta; B_3, B_1]\) is a \(p\)-fibration relative to a proper object \(A\) if the dual properties hold; the cokernel \(B_0\) of the map \(\beta \in (B_2, B_1)\) is then called the cofibre of \(\beta\).

Let \(A\) be a proper object and \([\beta; B_1, B_2]\) an \(i\)-fibration relative to \(A\). The canonical monomorphism from the fibre \(B_0\) to \(B_1\) will be denoted by \(\kappa\). For \(A\) and the double pair \(b\) given by the “directed” commutative diagram
\[
B_0 \longrightarrow O \\
\kappa \downarrow \downarrow \downarrow \\
B_1 \longrightarrow B_2
\]
(12.1)
one proves the following lemma.

**Lemma 12.1** \(T_\ast^\prime(A, b) = o\) for all \(n \geq 2\).

**Proof.** Let \(X\) be an injective resolution of the double pair \(a = kA:\)
\[
o \rightarrow a \xrightarrow{D_1} x_1 \xrightarrow{D_2} x_2 \rightarrow \ldots ,
\]
such that the injective double pairs \(x_n\) are given by diagrams of the form \((8.1)\), where the term \(A_{21}\) coincides with an injective object \(X_n\) of \(\mathcal{R}\) for which fibration-property (ii) of \(\beta\) holds. By Lemma 7.4, it is easily seen that such a resolution of \(kA\) exists. We denote by \((X, b)\) the induced left-complex
\[
\ldots \rightarrow (x_0, b) \xrightarrow{D_2^*} (x_1, b) \xrightarrow{D_1^*} (a, b) \rightarrow O.
\]
The diagram clearly determines an exact sequence

\[ 0 \to b' \xrightarrow{I} b \xrightarrow{P} b'' \] in \( P^2 \).

Thus, the sequences

\[ O \to (x_0, b') \xrightarrow{I} (x_n, b) \xrightarrow{P} (x_n, b'') \]

are exact for all \( n \geq 0 \) \( (x_0 = kA) \). The pair \( \beta \) being an \( i \)-fibration, it will be shown that the \( P^* \) are epimorphisms for \( n \geq 1 \). Consequently, the sequence of left-complexes \( O \to (X, b') \to (X, b) \to (X, b'') \to O \) is exact in the sense of § 3.9.

Let

\[ F = \begin{bmatrix} 0 & 0 \\ \phi_{21} & \phi_{22} \end{bmatrix} \]

be a map from \( x_n \) to \( b'' \), \( n \geq 1 \). The double pair \( x_n \) is given by a diagram of the form (8.1), where \( A_{21} = X_n \) has the property just mentioned. So there is a map \( \phi_{21}' \in (A_{21}, B_1) \) such that \( \phi_{21} = \beta \phi_{21}' \). Since \( \beta \phi_{21}' \phi_1 = \phi_{21} \phi_1 = o \) (for the notation \( \phi_1 \), see diagram (8.1)), there is a \( \phi_{11}' \in (A_{11}, B_0) \) such that \( k \phi_{11}' = \phi_{21}' \phi_1 \). Hence, we have a map

\[ G' = \begin{bmatrix} \phi_{11}' & 0 \\ \phi_{21} & \phi_{22} \end{bmatrix} \]

from \( x_n \) to \( b \) such that \( P_n G = F \).

Now, by the same arguments as in the proof of Theorem 10, the sequence of homotopy groups

\[ \ldots \to T^i_{n+2}(A, b') \to T^i_{n+2}(A, b) \to T^i_{n+2}(A, b'') \to T^i_{n+1}(A, b') \to \ldots \to T^i_2(A, b'') \]
is exact. Furthermore,
\[ T_n^f(A, b') = T_n^f(A, \partial_1 B_2) = P_n^f(A, 1, B_2) = 0 \]
and
\[ T_n^f(A, b') = T_n^f(A, (\partial_1 B_0)^T) = T_n^f(A, \partial_1 B_0) = P_n^{f-1}(A, 1, B_0) = 0 \]
for all \( n > 2 \). Hence, \( T_n^f(A, b') = 0 \) for all \( n > 2 \).

Consider a diagram of the form (12.1), first without the assumption that \( \beta \) is an \( f \)-fibration. For the corresponding double pair \( b = [b; \omega B_0, \beta] \), its transposed \( b^T = [b^T; \kappa, \omega B_2] \), and for the pairs \( [\kappa; B_0, B_1], [\beta; B_1, B_2] \), we have the exact sequences \( S_n^f(A, b), S_n^f(A, b^T), S_n^f(A, \kappa), S_n^f(A, \beta) \). These can be embedded into the diagram

\[
\begin{array}{c}
\ldots \\
\downarrow \\
\Pi_n^f(A, B_1) \\
\downarrow \\
\Pi_n^{f-1}(A, B_0) = P_n^f(A, \omega B_0) \\
\downarrow \\
\Pi_n^{f-1}(A, B_1) \\
\downarrow \\
P_n^f(A, \omega B_2) \rightarrow P_n^f(A, \beta) \rightarrow P_n^{f-1}(A, B_1) \\
\downarrow \\
T_n^f(A, b^T) \\
\downarrow \\
T_n^f(A, b) \end{array}
\]

(12.2)

\[
\begin{array}{c}
\ldots \\
\downarrow \\
\Pi_n^f(A, B_1) \\
\downarrow \\
\Pi_n^{f-1}(A, B_0) = P_n^f(A, \omega B_0) \\
\downarrow \\
\Pi_n^{f-1}(A, B_1) \\
\downarrow \\
P_n^f(A, \omega B_2) \rightarrow P_n^f(A, \beta) \rightarrow P_n^{f-1}(A, B_1) \\
\downarrow \\
T_n^f(A, b^T) \\
\downarrow \\
T_n^f(A, b) \end{array}
\]

satisfying certain commutativity relations.

**Lemma 12.2.** The diagrams (1) and (2) are commutative; diagram (3) is anticommutative.

**Proof.** 1. Identify \( \Pi_n^f(A, B_1) = P_n^f(A, \omega B_1) \), and let \( \{o, \phi\} \) be a map from \( \iota\Sigma^{n-1}A \) to \( \omega B_0 \). Then \( b_*^T j_*^f \{o, \phi\} = b_*^T \{o, \phi\} = \{\kappa, \phi\}. \) Thus, \( b_*^T j_*^f = \beta_* \).

2. Given a map \( \{\phi, o\} \) from \( \iota\Sigma^{n-1}A \) to \( \omega B_0 \), then \( \partial_2 b_* \{\phi, o\} = \partial_2 \{\kappa \phi, o\} = \kappa \phi. \) Thus, \( \partial_2 b_* = \kappa_* \).

3. Let \( \{\phi_1, \phi_2\} \) be a map from \( \iota\Sigma^{n-1}A \) to \( \kappa \). One has to show that

\( b_*^T \partial_1^* + j_*^f b_*^T \{\phi_1, \phi_2\} = b_*^T \partial_1^* \{\phi_1, \phi_2\} + j_*^f b_*^T \{\phi_1, \phi_2\} = \{\kappa \phi_1, o\} + \{\kappa, \beta \phi_2\}
\]

\( = \{\kappa \phi_1, \beta \phi_2\} = (\kappa, \beta) \star \{\phi_1, \phi_2\} \sim o \).

This can be done by considering the homotopy sequence of the triple \( [\kappa, \beta] \) where \( \{\kappa, \beta\} \star = \{\kappa, 1\} \star \{1, \beta\} \star = b_* \{c_* \star = 0 \}. \) Thus,

\( b_* \partial_2^* \sim - j_*^f b_*^T. \)
Assuming now that $\beta$ is an $i$-fibration relative to $A$, the following theorem is obtained (cf. (3, Theorem 5.2)).

**Theorem 12.3.** Let $A$ be a proper object, and $[\beta; B_1, B_2]$ an $i$-fibration relative to $A$; $[\kappa; B_0, B_1]$ is the pair given by the canonical monomorphism $\kappa$ from the fibre $B_0$ of $\beta$ to $B_1$. Then there are natural isomorphisms

$$u: \pi_n(A, \kappa) \to \pi_n(A, B_2) \quad \text{for} \quad n \geq 1,$$

and

$$v: \pi_{n-1}(A, B_0) \to \pi_n(A, \beta) \quad \text{for} \quad n \geq 1,$$

such that (using the notation of diagram (12.2)) the following identifications can be made: (1) $uj_*^i = \beta_*^i$, (2) $\partial_*^i v = \kappa_*^i$, (3) $v^{-1}j_*^i = - \partial_*^i u^{-1}$.

**Proof.** Put $u = b_*^i T_i$ and $v = b_*^i t$. Lemma 12.1 implies, for $n \geq 2$, $u$ and $v$ to be isomorphisms. For $n = 1$, it only follows that $b_*^i T_i$ and $b_*^i t$ are monomorphisms. But, by a separate verification, it is easily seen that they are epimorphisms, and therefore isomorphisms. The relations (1), (2), and (3) are exactly the commutativity relation of Lemma 12.2.

Applying 12.3 to the “relative” homotopy sequences $S_*(A, \beta)$ and $S_*(A, \kappa)$ we obtain two exact “absolute” homotopy sequences

$$T_*(A, \beta): \ldots \to \pi_n(A, B_1) \xrightarrow{\beta_*^i} \pi_n(A, B_2) \xrightarrow{\Delta_*^i = v^{-1}j_*^i} \pi_{n-1}(A, B_0) \xrightarrow{\kappa_*^i} \pi_n(A, B_1) \to \ldots$$

$$T_*(A, \kappa): \ldots \to \pi_n(A, B_0) \xrightarrow{\kappa_*^i} \pi_n(A, B_1) \xrightarrow{\beta_*^i} \pi_n(A, B_2) \xrightarrow{\Delta_*^i = \partial_*^i u^{-1}} \pi_{n-1}(A, B_0) \to \ldots$$

which are one and the same sequence up to a sign of the “connecting homomorphisms” $\Delta_*^i$ and $\Delta_*^{i-1}: v^{-1}j_*^i = - \partial_*^i u^{-1}$. This sequence is called injective homotopy sequence of the $i$-fibration $\beta$ relative to $A$.

Let $[\beta; B_2, B_1]$ be a $p$-fibration relative to $A$. The canonical epimorphism from $B_1$ to the cofibre $B_0$ of $\beta$ will be denoted by $\gamma$. The formulation of the theorem dual to 12.3 is left to the reader. We shall only write down the exact “absolute” homotopy sequences dual to $T_*(A, \beta)$ and $T_*(A, \kappa)$:

$$T_*(\beta, A): \ldots \to \pi_n(B_1, A) \xrightarrow{\beta_*^p} \pi_n(B_2, A) \xrightarrow{\Delta_*^p} \pi_{n-1}(B_0, A) \xrightarrow{\gamma_*^p} \pi_n(B_1, A) \to \ldots$$

$$T_*(\gamma, A): \ldots \to \pi_n(B_0, A) \xrightarrow{\gamma_*^p} \pi_n(B_1, A) \xrightarrow{\beta_*^p} \pi_n(B_2, A) \xrightarrow{\Delta_*^p} \pi_{n-1}(B_0, A) \to \ldots$$

These are again one and the same sequence (up to a sign of $\Delta^p$ and $\Delta^{p-1}$) which is called projective homotopy sequence of the $p$-fibration $\beta$ relative to $A$.

**Section 4. Homotopy Theory in Some Special Categories**

**13. Homotopy for $R$-homomorphisms.** Let $R$ be a ring with unit element. Consider the additive category $\mathcal{M}$ of $R$-modules and choose the
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exact structure \( t \) of \( \mathcal{M} \) as homotopy structure. Then one obtains the homotopy concepts for \( R \)-modules introduced in (3).

Since \( \mathcal{M} \) is a proper abelian category, that is, there are enough \( t \)-injectives and \( t \)-projectives, \( \mathcal{M} \) can be chosen as its own proper subcategory. Hence, the functors \( \Pi^t_\ast \) and \( \Pi^p_\ast \) are functors of the category \( \mathcal{M} \times \mathcal{M} \) (respectively \( \mathcal{M}^t \times \mathcal{M}^t \) and \( \mathcal{M}^p \times \mathcal{M}^p \)).

The category \( P^t_\mathcal{M} \) of pairs in \( \mathcal{M} \) with homotopy structure \( P^*t \) is still a proper category; namely, we have \( P^*t \mathcal{M} = \mathcal{M} \). Hence, the functors \( P^t_\ast \) and \( P^p_\ast \) are functors of the categories \( \mathcal{M} \times P^t_\mathcal{M} \) and \( P^t_\mathcal{M} \times \mathcal{M} \) (respectively \( \mathcal{M}^t \times P^t_\mathcal{M} \) and \( P^t_\mathcal{M} \times \mathcal{M}^p \)). However, \( P^*t \) is a non-exact abelian structure.

The category \( P^t_\mathcal{M} \) of double pairs in \( \mathcal{M} \) with abelian structure \( P^*(P^*t) \) is no longer a proper category. Here we have to consider the proper subcategory \( P^*(P^t) \) relative to \( P^*t \), which is different from \( P^t_\mathcal{M} \).

Let \( R \) be an associative algebra over a commutative ring \( K \). Then there is a natural ring-homomorphism \( \phi: K \to R \) (cf. (2, IX, 1)). By means of this ring-homomorphism, the \( \phi \)-relative structure \( \delta_\phi \) can be introduced in \( \mathcal{M} \). The \( \delta_\phi \)-injectives and \( \delta_\phi \)-projectives are known as weakly injective and weakly projective modules (cf. (2, X, 8)). Taking \( \delta_\phi \) as homotopy structure—we shall speak of the weak homotopy structure in \( \mathcal{M} \)—the corresponding homotopy relations and homotopy groups will be called weak homotopies and weak homotopy groups.

The weak homotopy structure in \( \mathcal{M} \) is very convenient in the following context. There is a simple covariant functor \( C: \mathcal{M} \to \mathcal{M} \) which assigns to each module a weakly injective module, namely \( CA = \text{Hom}_R(R, A) \). A covariant functor \( E: \mathcal{M} \to \mathcal{M} \) with the dual property is given by \( EA = R \otimes_R A \).

14. Chain homotopy. Let us consider the additive category \( D\mathcal{M} \) of complexes in \( \mathcal{M} \) (cf. § 1.4). As homotopy structure in \( D\mathcal{M} \), we choose the abelian structure \( \delta_1 \) introduced in Example (b) of § 1.4. The notations there will be used freely in this part. We are going to show that the concepts of \( i \)- and \( p \)-homotopy both coincide with the concept of chain-homotopy.

Let \( A \) and \( A' \) be two complexes. A chain map \( \phi: A \to A' \) of degree \( p \) is a sequence \( (\phi_i)_{i \in \mathbb{Z}} \) of \( R \)-homomorphisms \( \phi_i \in (A_i, A'_{i+p}) \) such that \( \phi_i = \alpha_i + \phi_{i+p} \). Thus, the chain maps of degree 0 are exactly the maps of the additive category \( \mathcal{D} \mathcal{M} \).

Two chain maps \( \phi, \psi: A \to A' \) of degree \( p \) are homotopic \( (\phi \simeq \psi) \) if there is a sequence \( (\sigma_i)_{i \in \mathbb{Z}} \) of \( R \)-homomorphisms \( \sigma_i \in (A_i, A'_{i+p-1}) \) such that \( \phi_i - \psi_i = \sigma_{i+1} \alpha_i + (-1)^p \sigma_{i+p-1} \). In particular, a map \( \phi \in (A, B) \) is homotopic to \( o \) if \( \phi_i = \sigma_{i+1} \alpha_i + \alpha'_{i-1} \sigma_i \) for a sequence \( (\sigma_i)_{i \in \mathbb{Z}} \) of \( R \)-homomorphisms \( \sigma_i \in (A_i, A'_{i-1}). \)

The chain maps \( \phi: A \to B \) of degree \( p \) form an abelian group \( \text{Hom}_p(A, B) \) with respect to the usual addition of maps. The relation \( \phi \simeq \psi \) defines an equivalence relation for all \( \phi, \psi \in \text{Hom}_p(A, B) \) which is compatible with the
addition in $\text{Hom}_p(A, B)$. Thus, the classes of homotopic chain maps in $\text{Hom}_p(A, B)$ again form an abelian group $\text{Hom}_p(A, B)$.

A map $\phi \in (A, B)$ of $\mathcal{M}$ is $i$-homotopic to $o$ if and only if it can be factored by the proper monomorphism $\mu$ from $A$ to $X(A)$ constructed in Example (b) of § 1.4.

**Lemma 14.1** A chain map $\phi \in \text{Hom}_p(A, B)$ is homotopic to $o$ if and only if there is a $\gamma \in \text{Hom}_p(X(A), B)$ such that $\phi = \gamma \mu$.

**Proof.** Let $\phi = (\phi_i)_{i \in \mathbb{Z}}$ be in $\text{Hom}_p(A, B)$, and assume that there is a $\gamma = (\gamma_i)_{i \in \mathbb{Z}} \in \text{Hom}_p(X(A), B)$ such that $\phi = \gamma \mu$, that is (with the notation of Example (b)), $\phi_i = \gamma_i (\epsilon_i \alpha_i + \epsilon_i')$ for all $i$. Put $\sigma_i = \gamma_{i-1} \gamma_i \epsilon_{i-1}$. Then $(\sigma_i)_{i \in \mathbb{Z}}$ is a sequence of homomorphisms $\sigma_i \in (A_i, B_{i+1})$ such that $\sigma_i \alpha_i + \beta_i \sigma_i = \phi_i$.

Conversely, assume that $\phi \simeq o$, that is, that there exists a sequence $(\sigma_i)_{i \in \mathbb{Z}}$ of homomorphisms $\sigma_i \in (A_i, B_{i+1})$ such that $\sigma_i \alpha_i + \beta_i \sigma_i = \phi_i$. Put $\gamma_i = \beta_i \gamma_i \epsilon_i + \sigma_i + \epsilon_i'$. Then $\gamma_i \epsilon_i \xi_i = \beta_i \gamma_i \epsilon_i$ and $\gamma_i \mu i = \phi_i$.

Dually, a map $\phi \in (B, A)$ is $p$-homotopic to $o$ if and only if it can be factored by the proper epimorphism $\epsilon$ from $Y(A)$ to $A$ constructed in Example (b) of § 1.4. The proof of the following lemma is left to the reader.

**Lemma 14.2.** A chain map $\phi \in \text{Hom}_p(B, A)$ is homotopic to $o$ if and only if there is a $\gamma \in \text{Hom}_p(B, Y(A))$ such that $\phi = \epsilon \gamma$.

Now it follows immediately that a map $\phi \in (A, B)$, considered as chain map in $\text{Hom}_0(A, B)$, is homotopic to $o$ if and only if $\phi \simeq o$ and $\phi \simeq o$. Thus

$$\Pi^i(A, B) = \Pi^p(A, B) = \text{Hom}_p(A, B).$$

For a complex $A$, the construction of a suspension $\Sigma A$ will be given explicitly. $X(A)$ and $\mu \in (A, X(A))$ are to be constructed as in Example (b) of § 1.4. A complex $A'$ and a map $\epsilon \in (X(A), A)$ are given as follows:

$A'_i = A_{i+1}$, $\alpha_i' = -\alpha_{i+1}$, $\epsilon_i = \alpha_i \pi_i - \pi'_i$ (with the notation of Example (b)). Then, $\alpha_i' \epsilon_i = \epsilon_{i+1} \xi_i$ and the sequences

$$O \rightarrow A_i \xrightarrow{\mu_i} X_i \xrightarrow{\epsilon_i} A'_i \rightarrow O$$

are splitting s.e.s. of $\mathcal{M}$. Hence, $A' = \Sigma A$. Iterating this construction, one sees that an $n$-fold suspension $\Sigma^n A$ of $A$ is given by the complex $A'$ where $A'_{i} = A_{i+n}$, $\alpha_i' = (-1)^n \alpha_{i+n}$. Dually, an $n$-fold dual suspension $\Omega^n A$ of $A$ is given by the complex $A'$ where $A'_{i} = A_{i-n}$, $\alpha_i' = (-1)^n \alpha_{i-n}$.

Clearly, one obtains isomorphisms $t_p : (\Sigma^n A, B) \to \text{Hom}_{-p}(A, B)$ by setting

$$t_p(\phi_i)_{i \in \mathbb{Z}} = ((-1)^p \phi_{i-p})_{i \in \mathbb{Z}}$$

for all $\phi = (\phi_i)_{i \in \mathbb{Z}} \in (\Sigma^n A, B)$. By 14.1, $\phi \simeq o$ if and only if $t_p \phi \simeq o$. Hence, $t_p$ induces an isomorphism from $\Pi^i(A, B)$ to $\text{Hom}_{-p}(A, B)$. Similarly, an isomorphism between $\Pi^p(A, B)$ and $\text{Hom}_{-p}(A, B)$ can be given. Thus, up to explicit isomorphisms, $\Pi^p(A, B) = \Pi^p(A, B) = \text{Hom}_{-p}(A, B)$ for all $p \geq 0$. 
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ZUSAMMENFASSUNG

Der Homotopiebegriff, der von Eckmann und Hilton in der Kategorie der Moduln über einem Ring eingeführt wurde (3; 9; 10), wird in dieser Arbeit auf allgemeinere additive Kategorien übertragen. Es wird gezeigt, wie die Homotopietheorie der Moduln und insbesondere die Sätze über die Exaktheit der verschiedenen Homotopiesequenzen für derartige abstrakte Kategorien in allgemeiner Form entwickelt werden können.


In der Kategorie der Paare von Moduln bildet nun die erwähnte Klasse ausgezeichneter Morphismen eine "Abelsche Struktur" in Sinne von Heller (8). Deshalb führen wir unsere Verallgemeinerung in einer additiven Kategorie mit Abelscher Struktur (auch kurz Abelsche Kategorie genannt) durch. Es zeigt sich, dass diese Wahl der zugrundegelegten Kategorie sowohl in der Entwicklung der Theorie als auch in bezug auf neue Anwendungen manche Vorteile bietet.

In einem ersten Abschnitt werden die grundlegenden Definitionen, welche mit dem Begriff der Abelschen Kategorie zusammenhängen, formuliert. Ferner werden Beispiele angegeben, teils um die eingeführten Begriffe zu illustrieren, teils um die Überlegungen in den folgenden Abschnitten vorzubereiten.

Im zweiten Abschnitt werden die Grundbegriffe der Homotopietheorie in einer additiven Kategorie mit Abelscher Struktur entwickelt. In der Kategorie $P\mathcal{F}$ der Paare in $\mathcal{F}$ wird eine Abelsche Struktur, die nur von derjenigen in $\mathcal{F}$ abhängt, definiert, und "relative" Homotopiegruppen werden als spezielle Homotopiegruppen der Kategorie $P\mathcal{F}$ eingeführt. Der Übergang von der Abelschen Kategorie $\mathcal{F}$ zur Abelschen Kategorie $P\mathcal{F}$ kann wiederholt werden und führt zur Abelschen Kategorie $P^2\mathcal{F}$ der Doppelpaare in $\mathcal{F}$.

In einem weiteren Abschnitt werden verschiedene Homotopiesequenzen untersucht, nämlich je zwei zueinander duale Homotopiesequenzen eines Paares und eines Tripels. Statt deren Exaktheit an jeder Stelle direkt zu verifizieren, wird eine Methode benützt, bei welcher die Überlegungen in der Kategorie der Paare durchgeführt werden, und bei welcher die Exaktheit aus der bekannten Tatsache folgt, dass die Homologiesequenz einer exakten Sequenz von Komplexen exakt ist. Ferner werden zwei duale Faserungs-Begriffe behandelt und die entsprechenden "Exzisionssätze" bewiesen.

Der letzte Abschnitt enthält drei Anwendungen auf spezielle Kategorien. Man erhält dabei spezielle Homotopiebegriffe, nämlicy die Homotopie für Moduln über einem Ring, die "schwache Homotopie" für Moduln über einer Algebra, die Kettenhomotopie für Komplexe.
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