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Abstract

Global teleconnection patterns identified by principal component analysis pinpoint leading patterns of
atmospheric variability. In addition they also indicate a possible dynamical linkage between distant
regions on the globe. The physical mechanisms involved in the initiation of these patterns has been
intensively investigated for the last decades. However, there are still controversial views on the mecha-
nisms involved in the generation of teleconnection patterns. There are e.g. three proposed mechanisms
for the Pacific/North America teleconnection pattern (PNA): Stationary Rossby wave propagation along
great circles, unstable modal barotropic growth on the climatological mean winter state or interactions
between the transient and mean atmospheric flow. In this study the focus is on the plausibility of the
proposed mechanisms and will be elaborated by means of theoretical deductions and model simulations.

Non-divergent barotropic stationary Rossby waves on the sphere transmit energy along ray path re-
sembling great circles, where the stationary wave number is the key parameter determining the lateral
reach of the perturbations. The obtained patterns of wave propagation on a climatological winter mean
basic state bear great similarities with the PNA encouraging the interpretation of this teleconnection pat-
tern by means of stationary Rossby wave propagation. However, the choice of a climatological mean
state is somewhat equivocal, especially since recent studies pinpointed the sub-monthly time-scale of the
PNA rendering stationary Rossby wave propagation on a multi-year seasonal time mean questionable.
Thus it is desirable to study the impact of a more day-to-day weather situation on the propagability of
stationary Rossby waves in the atmosphere shedding light on the fact if the argumentation based on a
climatological mean state still holds.

In the study presented here the propagability of stationary Rossby waves is first investigated by means
of a theoretical deduction utilizing different dynamical frameworks with idealized meridionally varying
basic states. It is shown that lateral propagation is strongly reduced for increasing environmental shear
and in fact propagation is even prohibited if a certain threshold of the shear parameter is exceeded.

The second part of the study comprises global model simulations on the sphere with a zonally symmet-
ric barotropic jet. A circular mountain serves as a wave maker in the tropical and subtropical latitudes.
Strong sensitivities are found with respect to the strength of the jet as well as to the relative position of
the mountain. For reduced maximum jet speeds it is shown that stationary Rossby wave propagation
along great circles is still feasible for higher zonal wave numbers. However for maximum zonal jet
speeds in excess of a certain threshold value no evidence is found for wave trains along a great circle
resembling similarity to the PNA. Instead the response pole-ward of the jet is characterized by a zonal
wave number one pattern. The results are shown to be in general agreement with linear barotropic and
quasigeostrophic theory.

In the last part of the thesis non-linear global model simulations are presented initialized with a baro-
clinic and meandering jet. The setup is designed to mimic a more day-to-day like weather situation
compared to the idealized settings in the first part of the thesis. Furthermore the strongly varying struc-
tures contrast the background states of earlier studies using linearizations about a climatological mean
state. The response to a tropical heating is investigated pinpointing dependencies of its amplitude and
downstream extent on distinct features along the mid-latitude wave guide. It is shown that a tropical
heating always triggers a downstream development along the mid-latitude wave guide (jet stream) re-
sembling the characteristics of a growing baroclinic disturbance. The leading edge of the response along
the wave guide progresses with a speed comparable to the mean zonal jet speed at upper levels. Within
the first 15 days of time integration some experiments feature an appreciable response pole-ward of the
jet. However, the pole-ward response is generally not attributable to linear stationary Rossby wave prop-
agation and is in fact due to a pole-ward shift of preexisting troughs and ridges or in fact to wave breaking



events. The latter findings disclose the highly non-linear character of the dynamics involved in producing
the response to the north of the wave guide.
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Zusammenfassung

Globale Telekonnektionmuster, welche durch Hauptkomponentenanalyse bestimmt wurden, zeigen die
maBgebenden Strukturen von atmosphérischer Variabilitit. Zusitzlich verweisen sie auch auf mogliche
dynamische Interaktionen zwischen entfernten Regionen auf dem Erdball. Die physikalischen Mecha-
nismen welche zur Initiierung diese Muster beitragen wurden in den letzten Dekaden intensiv untersucht.
Allerdings gibt es nach wie vor kontroverse Sichtweisen iiber die verschiedenen Mechanismen die mit
der Erzeugung dieser Telekonnektionsmuster verbunden sind. So werden z.B. im wesentlichen drei ver-
schiedene Mechanismen fiir die Entstehung des Pacific/North America Telekonnektionsmusters (PNA)
vorgeschlagen: Ausbreitung von stationdren Rossbywellen entlang von Grosskreisen, instabiles modales
barotropes Wachstum von Storungen auf dem mittleren klimatologischen Zustand der nordlichen Winter-
atmosphire oder die Interaktion zwischen transienten und mittleren atmosphérischen Zustandsgrossen.
Das Haupt-augenmerk der vorliegenden Studie zielt auf die Plausibilitét der vorgeschlagenen Mechanis-
men. Die Untersuchungen basieren auf theoretischen Herleitungen und numerischen Modellsimulatio-
nen.

Die Energie divergenzfreier barotroper Rossbywellen auf einer Kugel breitet sich entlang von Gross-
kreisen aus, wobei die stationdre Wellenzahl den Schliisselparameter darstellt welcher die laterale Reich-
weite der Storung determiniert. Die erhaltenen Muster von Wellenausbreitung auf einem mittleren kli-
matologischen Winterzustand der Atmosphire weisen groBe Ahnlichkeit zum PNA auf. Dieser Fakt
bestéarkt die Interpretation dieses Telekonnektionsmusters durch Ausbreitung von stationdren Rossby-
wellen. Allerdings ist die Wahl eines klimatologischen Hintergrundzustandes fragwiirdig, vor allem
da jlingere Veroftent-lichungen auf die sub-monatige Zeitskala des PNA verwiesen und somit die Aus-
breitung stationdrer Rossbywellen auf einem mehrjihrigen Mittel zweifelhaft erscheint. Folglich ist es
wiinschenswert den Einfluss eines Hintergrundzustandes auf die Ausbreitungsmoglichkeiten von sta-
tiondren Rossbywellen zu untersuchen um somit Aufschluss iiber die Giiltigkeit der Argumentation
basierend auf einem klimatologischen Hintergrund zu geben.

In der vorliegenden Studie wird die Ausbreitung von stationidren Rossbywellen zuerst unter Zuhil-
fenahme theoretischer Herleitungen in verschiedenen dynamischen Bezugssytemen mit idealisierten
meridional variierenden Hintergrundzustinden untersucht. Es zeigt sich, dass die laterale Ausbreitung
stark reduziert ist fiir eine Zunahme der Scherung des Hintergrundzustandes. In der Tat ist die Wellenaus-
breitung nicht moglich sobald der Scherungsparameter einen bestimmten Wert iiberschreitet.

Der zweite Teil der Studie beinhaltet globale Modellsimulationen auf der Erdkugel mit einem zo-
nalsymmetrischen Strahlstrom. Ein runder Berg dient als Wellenerzeuger in den tro-pischen und sub-
tropischen Breitengraden. In den Resultaten wurden Starke Sensitivitdten gegeniiber der Geschwindigkeit
des Strahlstroms sowie gegeniiber der relativen Position des Berges gefunden. Fiir geringere maximale
Geschwindigkeiten des Strahlstroms ist eine Ausbreitung von stationiren Rossbywellen entlang von
Grosskreisen noch moglich. Fiir maximale Windgeschwindigkeiten oberhalb eines Schwellwertes gibt es
allerdings keine Anzeichen mehr fiir Wellenausbreitung entlang von Grosskreisen welche mit dem PNA
in Ubereinklang gebracht werden konnen. Stattdessen sind die Stérungen polwirts des Strahlstroms
charakterisiert durch ein Muster mit einer zonalen Wellenzahl von eins. Es wird gezeigt, dass die
prasentierten Resultate in Vereinbarung mit linearer barotroper und quasigeostrophischer Theorie sind.

Im letzten Teil der Dissertation werden nicht-lineare globale Modellsimulationen prisentiert welche
mit einem baroklinen und meandrierender Strahlstrom initialisiert wurden. Diese Konfiguration wurde
erstellt um das tdgliche Wettergeschehen zu imitieren im Kontrast zu den ersten beiden Studien welche
sich auf sehr idealisierte Hintergrundzusténde beschrinken. Des Weiteren sind die hier gewihlten Struk-
turen in Kontrast zu Hintergrundzustinden friiherer linearer Studien welche auf einem klimatologis-
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chen Mittel als Hintergrundzustand basieren. Die Reaktionen auf eine diabatische Wérme-quelle in den
Tropen zeigt die Sensitivititen der Amplitude und der Reichweite der generierten Stérung in Bezug auf
verschiedene Strukturen des Wellenleiters in den mittleren Breiten. Es zeigt sich, dass ein diabatischer
Antrieb in den Tropen immer eine Entwicklung stromabwirts entlang des Wellenleiters (Strahlstroms)
auslost welche die Eigenschaften einer wachsenden baroklinen Storung hat. Die vordere Flanke der
Storung breitet sich mit einer Geschindigkeit entlang des Wellenleiters aus welche vergleichbar zur mit-
tleren zonalen Geschwindigkeit des Strahlstroms ist. Einige Experimente enthalten eine nennenswerte
Storung polwirts des Strahlstroms innerhalb der erstem 15 Tage der Modellintegration. Allerdings ist
diese Storung in der Regel nicht einer linearen stationdren Ausbreitung einer Rossbywellen zuzuschreiben.
Die Ursache liegt vielmehr in der Vertiefung von schon existierenden Trogen oder Riicken oder ist
sogar durch Wellenbrechen hervorgerufen. Die zuletzt genannten Befunde verweisen auf den hochgradig
nicht-linearen Charakter der involvierten dynamischen Prozesse welche fiir die Stdrungen nordlich des
Strahlstroms verantwortlich sind.
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Chapter 1

Introduction

The aim of this study is to shed light on the generation and propagation of global circulation patterns.
In particular the initiation and propagation of Rossby waves in zonally and meridionally varying back-
ground flows is investigated by means of theoretical and numerical studies.

1.1 Motivation

The climate of the earth features distinct asymmetries in the latitudinal and longitudinal directions. The
asymmetry in the meridional direction stems to first order from the different angles of the sun, yielding
different amounts of insolation at different latitudes. The origin of asymmetries in the zonal direction are
related to the zonally varying lower boundary condition, represented by orography and land-sea contrast.
These effects can be further augmented by dynamical and diabatic effects.

An early study of the contribution of the earths orography to the climatological mean state of the
atmosphere was carried out by Charney and Eliassen (1949) utilizing stationary quasigeostrophic theory.
They attributed a large fraction of the zonal asymmetry of the climate to the main mountain ranges on the
planet. Later Smagorinsky (1953) investigated the contributions from diabatic heating. The studies above
were extended (e.g. Egger, 1976a,b; Grose and Hoskins, 1979; Webster, 1972; Simmons, 1982; Valdes
and Hoskins, 1989; Ting, 1994; Wang and Ting, 1999) using linear and non-linear global simulations.
In general the studies listed above were able to reconstruct the observed climatological mean structures
quite well indicating the importance of the earth orography and diabatic heating on the formation of the
zonal asymmetry of the climate. Held et al. (2002) give a review on the theory and modeling of these
stationary waves.

Complementary to the time mean view on climate, Walker (1909) used the one-point correlation tech-
nique to pinpoint possible dynamical linkages between distant regions on the globe. Several surveys
applying this approach followed identifying well known patterns of atmospheric variability such as the
Arctic Oscillation (Exner, 1913) or the North Atlantic Oscillation (NAO Defant, 1924; Exner, 1924) fol-
lowed by the milestone paper of Walker (1924) where he describes three dominant modes of variability
of the world weather (North Atlantic Oscillation, North Pacific Oscillation and Southern Oscillation).
In a later paper Walker and Bliss (1932) extended the data analysis by a more comprehensive approach
which can be seen as an approximation to a principal component analysis which became widely used in
atmospheric sciences thereafter.

However, the data coverage at that time was rather limited especially regarding the area over the oceans
and some time passed by before Wallace and Gutzler (1981) and Horel and Wallace (1981) published
their influential papers on global teleconnection patterns. The most prominent patterns described in their
studies are the Pacific/North America pattern (PNA) and the NAO. Jakob Bjerknes (Bjerknes, 1964,
1966, 1969), who actually established the term “teleconnections” in atmospheric sciences, was among
the first trying to dynamically explain these patterns and hypothesized that the connection from one part
of the planet to another is explainable by sea surface temperature - sea level pressure interactions.

Hoskins and Karoly (1981) investigated the response of a spherical atmosphere to thermal and oro-
graphic forcing utilizing a linearized steady-state five-layer baroclinic model showing that an easy way
to produce an appreciable response in the middle and high latitudes is by subtropical forcing. The tech-
nique of ray-tracing (adapted from optics) proved to be useful in identifying preferred paths of stationary



2 Chapter 1. Introduction

Rossby wave propagation. The method basically relies on the WIKB (Wentzel, 1926; Jeffreys, 1924;
Kramers, 1926; Brillouin, 1926) approximation, i.e. assuming slow variations of the basic state com-
pared to the scale of the perturbations. The rays are parallel to the local group velocity of stationary
Rossby waves. It was shown that stationary Rossby waves are generally refracted towards higher values
of the stationary wave number which is basically determined by the basic state and the zonal wave num-
ber of the wave to be tracked. Hoskins and Karoly (1981) pointed out an increased pole-ward reach for
Rossby waves with smaller zonal wave numbers. For the climatological mean winter flow Hoskins and
Ambrizzi (1993) pinpointed strong sensitivities of stationary Rossby wave propagation to the background
state showing the existence of wave guides as well as regions which are preferred for propagation.

There are a number of studies relating the growth of low-frequency patterns such as the PNA to linear
dispersion of Rossby waves from a source of tropical heating via energy transmission along ray paths
resembling great circles (Hoskins et al., 1977; Hoskins and Karoly, 1981) producing patterns like the
PNA. Studies mainly comprise a stationary (Lim and Chang, 1983; Branstator, 1985; Sardeshmukh and
Hoskins, 1988; Ting and Sardeshmukh, 1993; Ting and Yu, 1998) or non-stationary (Jin and Hoskins,
1995) approach linearized about idealized basic states or the climatological mean winter flow. Other stud-
ies invoke a barotropic instability due to the zonal asymmetry of the climatological winter mean state as
the key mechanism (Simmons et al., 1983; Frederiksen, 1983; Frederiksen and Webster, 1988; Bransta-
tor, 1990, 1992). However, it was shown that small changes in the damping or in the forcing eliminate
the instability (Borges and Sardeshmukh, 1995; Ting and Sardeshmukh, 1993; Ting and Yu, 1998) cast-
ing doubt on role of the proposed mechanism. Further studies indicate the importance of high-frequency
eddy feedbacks on the time mean state of the atmosphere in generating low-frequency variability patterns
such as the PNA (Egger and Schilling, 1983; Nakamura and Wallace, 1993; Branstator, 1995; Jin et al.,
2006).

It is interesting to note that whereas the PNA is seen as a pattern of seasonal variability Feldstein
(2002) showed that the PNA anomaly completes its life cycle within 2 weeks indicating the sub-monthly
character of the dynamics involved in its generation highlighting the importance of sub-seasonal dynam-
ics in the generation of the PNA.

In general the studies listed above point to the importance of a tropical forcing in the equatorial Pacific
as a trigger for the perturbations in the extra-tropics resembling the PNA. One of the most prominent
patterns of tropical variability connected to outbreaks of strong convective activity, and thus diabatic
heating, is the Madden-Julian Oscillation (MJO) with a recurrence of about 40 days (Madden and Julian,
1971, 1972, 1994; Zhang, 2005). During its convective active phase the MJO is characterized by a
slowly eastward progressing (5 m s~!) conglomeration of convection along the equator, where the active
phase is limited to the Indian and eastern to central Pacific Ocean (Hendon and Salby, 1994; Matthews,
2000; Zhang, 2005). There have been several studies investigating the impacts of the MJO on the mid-
latitudes by means of data analysis and composite studies (Liebmann and Hartmann, 1984; Lau and
Phillips, 1986; Knutson and Weickmann, 1987; Kiladis and Weickmann, 1992; Hsu, 1996; Higgins and
Mo, 1997; Matthews and Kiladis, 1999; Kim et al., 2006) or modeling approaches (Salby et al., 1994;
Hendon and Salby, 1996; Matthews et al., 2004). The MJO was shown to have a significant impact on
the mid-latitudes by initiating global circulation patterns as well as changing the Pacific wave guide.
Recently Mori and Watanabe (2008) investigated the direct impact of the MJO on the PNA by examining
composite life cycles of the PNA. They found a strong coherence between the MJO and the development
of a wave train along the Pacific wave guide which they hypothesize to be generated by the divergent
winds primarily associated with anomalous convection of the MJO.

The studies listed above try to describe the dynamical mechanisms involved in the interaction of a
tropical diabatic heating (as comprised e.g. by the MJO) and the mid-latitude wave guide mainly based
on composite analysis or theories relating evolutions on synoptic time-scales to low-frequency variabil-
ity. However, the day-to-day high-frequency interactions are still yet to be determined. The wave train
along the Pacific wave guide initiated by the MJO (Mori and Watanabe, 2008) resembles the character-
istics of a downstream development (Simmons and Hoskins, 1979; Chang, 1993; Chang and Yu, 1999;



1.2. Aims and objectives of this study 3

Chang, 1999). Hakim (2003) and Danielson et al. (2006) also investigated the occurrence and dynamics
of downstream development in the Pacific sector. Latter study successfully used wave activity fluxes
(Takaya and Nakamura, 1997a,b) to diagnose the downstream progression of wave energy. However, it
should be noted that our dynamical understanding of downstream development, especially the determi-
nation of the phase and group velocity of the perturbation, is still rather limited (Chang, 1999; Hakim,
2003). Since Mori and Watanabe (2008) clearly indicate a relationship between the MJO and a subse-
quent downstream development along the Pacific mid-latitude wave guide it is desirable to gain a better
understanding of the dynamics involved in the initiation of the wave train by tropical convection. It
should also be noted that the forecast performance on the onset and the progression of the MJO is still
very poor in todays numerical weather prediction model (Ferranti et al., 1990; Hendon et al., 2000; Zhang
et al., 2006; Moncrieff et al., 2008).

1.2 Aims and objectives of this study

The aim of this study is to shed light on the generation and propagation of global circulation patterns.
In particular the initiation and propagation of Rossby waves in zonally and meridionally varying back-
ground flows is investigated by means of theoretical and numerical studies, where the primary focus in
the study presented here is on the PNA teleconnection pattern.

Some of the key hypotheses addressed in this thesis are:

e Strong meridional shear of the zonal flow evident in day-to-day weather situation (compared to
climatological mean states) impacts significantly on the propagability of stationary Rossby wave
propagation.

e Stationary Rossby wave propagation along great circles is not realizable if the background state
exhibits a strong jet stream.

e The character of the dynamics involved in teleconnection patterns is not solely attributable to sta-
tionary Rossby waves propagating along great circles and the comprehension of non-linear effects,
i.e. interactions between the forcing and the jet stream as well as interaction of the triggered per-
turbations along the jet stream with the background state, is in fact important.

The first hypothesis is tested in chapter 2 by means of a linear investigation of propagability in a linear
analytic model pinpointing the behavior of meridional Rossby wave propagation through idealized basic
states. The main focus is on the meridional reach of the perturbations in order to better understand the
impact of subtropical Rossby waves on the mid-latitude wave-guide (jet stream).

The second hypothesis is elaborated in chapter 3 where the non-linear evolution in time and space of
stationary Rossby wave patterns in a three dimensional global model is investigated. The initial state of
the atmosphere constitutes a zonally symmetric barotropic jet in each hemisphere where a single moun-
tain located alternatively in the tropical or subtropical latitudes acts as a wave maker on an otherwise
flat planet. The key interests are the sensitivities of the response to the latitude of the forcing and to the
strength of the jet. The idealized nature of the setup helps to shed light on the dynamical features of wave
propagation based upon adopting barotropic and quasigeostrophic Rossby wave theory.

In chapter 4 the focus is on the non-linear interaction between a prescribed stationary or migratory
tropical heating with the extra-tropical flow and hence relating to the third hypothesis. A model setup
is chosen which allows for the maintenance of a time-evolving meandering baroclinic mid-latitude jet in
each hemisphere enabling an interpretation of the results beyond the realm of linearity and with a more
complex and asymmetric nature of the atmosphere compared to a climatological mean.






Chapter 2

On stationary Rossby waves modified by basic shear

2.1 Introduction

Stationary Rossby waves in response to thermal and orographic forcing constitute a large fraction of
the zonal asymmetry of the climatological mean state of the atmosphere (e.g. Charney and Eliassen,
1949; Smagorinsky, 1953; Egger, 1976a,b; Grose and Hoskins, 1979). Also one of the leading patterns
of seasonal variability, the Pacific/North America (PNA) teleconnection pattern identified via one point
correlations of the 500 hPa geopotential by Wallace and Gutzler (1981), is often thought to be resembled
by stationary Rossby waves emanating out of the tropics where they are proposed to be triggered by
diabatic heating and subsequent divergent outflow (e.g. Hoskins and Ambrizzi, 1993; Lim and Chang,
1983; Branstator, 1985; Sardeshmukh and Hoskins, 1988; Ting and Sardeshmukh, 1993; Ting and Yu,
1998).

Hoskins and Karoly (1981) investigated the response of a spherical atmosphere to thermal and oro-
graphic forcing utilizing a linearized steady-state five-layer baroclinic model showing that the easiest
way to produce an appreciable response in the middle and high latitudes is by subtropical forcing. The
technique of ray-tracing was proven to be useful in identifying preferred paths of stationary Rossby wave
propagation. The method basically relies on the WJKB approximation, i.e. assuming slow variations of
the basic state compared to the scale of the perturbations. It was shown that the zonal wave number k
remains constant along the ray path within this framework. Thus the meridional wave number can be

determined locally from the total stationary wave number (KS = B;”) . The rays are parallel to the

local group velocity of stationary Rossby waves. It was shown that stationary Rossby waves are gen-
erally refracted towards higher values of the stationary wave number. Furthermore Hoskins and Karoly
(1981) pointed out an increased pole-ward reach for Rossby waves with smaller zonal wave numbers.
For the climatological mean winter flow Hoskins and Ambrizzi (1993) pinpointed strong sensitivities of
stationary Rossby wave propagation to the background state showing the existence of wave guides as
well as regions which are preferred for propagation.

The motivation for the present study is to pinpoint the behavior of meridional Rossby wave propagation
through idealized basic states. We consider analytic solutions of a steady-state linearized model on a [3-
plane, where the model framework comprises the barotropic, quasigeostrophic shallow-water (QGSW)
or stratified QG set of equations, respectively. Two idealized ambient zonal flow profiles, i.e. a linear
(it = Ay + Up) and a parabolic profile (i = Ayz) are chosen for discussion. The main focus here is on the
meridional reach of the perturbations. This, for example, is of interest in order to better understand the
impact of subtropical Rossby waves on the mid-latitude wave-guide (jet stream), since the waves have
to propagate through non-uniform basic states to reach higher latitudes. We also discuss trapped modal
waves which were identified for the linear basic state profile.

In addition to the horizontal propagation of stationary Rossby waves in a meridionally varying basic
state we also present results for vertically propagating Rossby waves in the QG framework, where we
assume linear (i = Az+ Up) and parabolic (i = Az?) variations of the zonal basic state in the vertical.
The non-stationary solution of the linear profile, i.e. the baroclinic instability problem, is extensively dis-
cussed in the literature (e.g. Charney, 1947; Eady, 1949). The vertical propagation of planetary Rossby
waves was also identified to play a crucial role in the transfer of momentum upward into the Stratosphere
(e.g. Eliassen and Palm, 1961; Charney and Drazin, 1961). Furthermore the dynamics of Stratospheric
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Sudden Warmings are also linked to vertically propagating planetary waves (Matsuno, 1971).

In section 2.2 we derive the linearized vorticity equations for the respective dynamical frameworks.
The results for the linear and parabolic meridional profile are derived in section 2.3. Numerical sim-
ulations utilizing a linear barotropic model initialized with linear and parabolic basic zonal flow are
presented in section 2.4. The results for the linear and parabolic vertical profile are derived in section 2.5
followed by the discussion in section 2.6. Final remarks are given in section 2.7.

2.2 Linear perturbation equations

To discuss the horizontal and vertical propagation of linear Rossby waves in different dynamical frame-
works we derive the respective potential vorticity equations for the barotropic, the QGSW and the strat-
ified QG system assuming a zonal flow basic state which varies in the y-direction (&(y)). For the QG
approximation we also discuss a zonal basic state with variations in the z-direction (ii(z)).

Utilizing the QG vorticity equation (e.g. Pedlosky, 1987)

D 2

I;(Awg%(;ng))wvg ~ 0 2.1
D, 2 3 9
E - E"_Mga‘f‘\/g@ (22)

where N? = 9%‘% is the background stratification, W is the QG stream function, fy is the Coriolis
parameter and f its derivative in the y-direction, and po(z) is the background density varying with height.

We now linearize equation (2.1) around a basic state zonal flow v = (ii(y,z),0)

ug = i(y,z)+u (2.3)
Ve = v 2.4)
6 = 0(yz)+6 (2.5)

which, assuming N? = const, po = pooe” # and substituting ¥ = @eﬁz, yields

a  _d 13 1

N N
+ B_“yy_ﬁ ez = it P, = 0

(2.6) can be solved by defining

D = x(yz)et) 2.7)

where % (y, z) denotes the variations in the y and z-direction. Whereupon we obtain



2.3. Basic state zonal flow only varying in y direction 7

2 B — i, _J iy — il 2
fO ( »oN ( H )> . <k2+ fO ) XZO (28)

Koy + yakeet (i——c) 4N2H?

(2.8) reduces to the corresponding barotropic or QGSW equation if variations in the z-direction are
neglected and H — oo or gh = 4N?H?, respectively. For the derivation of the QGSW equation we fol-
lowed Pedlosky (1987) assuming the zonal basic state to be balanced by an external pressure force. The
advantage of the latter assumption is that the surface of the mean depth of the fluid is allowed to be
constant.

2.3 Basic state zonal flow only varying in y direction

Considering a linear (& = Ay + Up) and a parabolic (i = Ay?) profile for the zonal flow basic state we
derive solutions for x(y) where we assume wave-like behavior in the z-direction for the QG system (i.e.
o= x(y)ei(kx+’"z)). The focus is a priori on stationary wave propagation, i.e. ¢ = 0.

2.3.1 i=Ay+Up A>0

We can rewrite (2.8)

where
2 2
> 2 Joo2 1o
A=k +mm +4N2H2 (2.10)

for the barotropic (m = 0 and H — oo), the QGSW (m = 0 and gh = 4N>H?, where & is the constant
mean depth of the fluid) and the QG system.

(2.9) is a second order differential equation which has wave type solutions for A},E e A? and evanes-
B

cent solutions for Al < A2. Itis worthwhile briefly discussing the nature of propagability in the system
above. For any given A, B, A and Uj there will be a certain value of y where the denominator of the first
term in the brackets in (2.9) will eventually become large enough to prohibit wave propagation. It is also
obvious from (2.9) that the reach of propagability in the y-direction will be enhanced for smaller values
of A (i.e. reduced shear) and/or smaller values of A (i.e. smaller zonal and/or vertical wave numbers
or a shallower fluid in the QGSW framework). Thus larger and more barotropic like (m very small or
zero) perturbations are able to penetrate further through shear than smaller scale perturbations with a rich
structure in the vertical. Therefore (2.9) together with (2.10) also illustrate that one might overestimate
propagability in a purely barotropic system compared to stratified QG theory. As y — —% the first term
in the brackets becomes infinite indicating a decrease in the wave length in the y-direction.

In order to solve (2.9) we can define
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Figure 2.1: Contour plot of Wiy (Yy) or Wiy (yz). Negative values shaded. The abscissa is Yy or Yz
and the ordinate is X for the linear horizontal (it = Ay) and linear vertical (it = Az) profile, respectively.
Contours are drawn every £10%, where x = [—10,9...,9,10].

 — 2/%% 2.11)
v = % 2.12)
v = 20 2.13)

and end up with solutions for ¢ (y) (see pp 504 Abramowitz and Stegun, 1964)

x(») = R {Cle (Yy+ YAUO> + Wiy <Yy+ YAUO> } (2.14)

where Cj /, are constants and My and Wy are the Whittaker functions of the first and second kind,
respectively. K represents the ratio of the planetary vorticity gradient to the shear parameter and A. Hence
K is a measure of wave propagability. For k > N, My, has only unbound solutions for y — oo. Thus we
first focus on the contribution to the solution from W, which takes the form of a purely decaying
function for k¥ < 1, whereas for ¥ > 1 the solution becomes wave like up to a certain value of yy. The
scaling in the y direction with 7y illustrates the sensitivity of the reach in the y-direction to the zonal and
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vertical structure of the perturbation as discussed above. Solutions for y(y) are shown in Fig. 2.1, where
the abscissa and ordinate are yy and K, respectively. The grey shading indicates negative values. Bearing
in mind that K increases for decreasing A it is evident that the ability of wave propagation is reduced for
stronger shear.

If the boundary condition ¥(y = —%) = 0 is requested, My has trapped modal solutions for K =

1,2,3..., which are shown for the first three modes in Fig 2.2 where the abscissa is chosen to be yy again.

Figure 2.2: Modal solutions for x = 1,2,3. The abscissa is Yy or Yz for the linear horizontal (it = Ay),
or the linear vertical (i1 = Az) and the parabolic vertical (ii = Az?) profile, respectively.

232 i=A,0<A<3B

Using A from above, (2.8) can be rewritten for the parabolic profile yielding

vi_1
Yoy + | A7 = y24 x=0 (2.15)
where
2 _ SA-4P (2.16)
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Figure 2.3: Contour plot of Ky(Ay). Negative values shaded. The abscissa is Ly and the ordi-
nate is 3(v) for the parabolic horizontal profile (i = Ay*). Contours are drawn every +10%, where
x=[-10,9...,9,10].

(2.15) is a second order differential equation with similar properties as discussed for (2.9), i.e. wave

21
propagation only exists for (—7@ — Vyz 4 ) > 0, where v is the key parameter of propagability here rep-

resenting the ratio of the planetary vorticity gradient and basic state shear. Since v is imaginary for the
values of A chosen here, v2 < 0. Thus for increasing y the second term in the brackets will eventually
become small enough to prohibit wave propagation. The reach is again primarily determined by the shear
parameter and the zonal and vertical structure of the perturbation, where an increase in shear and/or zonal
and vertical structure reduces the propagability.

Following pp 355 in Abramowitz and Stegun (1964) we obtain solutions for (2.15) of the form

x(y) = R{Ciyh(Ay)+Ca/yKy(Ay)} (2.17)

where Iy and Ky are the 2. Order modified Bessel functions of the first and second kind, respectively. A
similar solution was found by Wurtele et al. (1987) for vertically propagating gravity waves in a parabolic
shear environment. For imaginary v, I, is unbound for y — oo, thus we discard this contribution to the
solution. K, exhibits wave like behavior in y for 3(v) > 1, whereas the solutions become purely decaying
for 3(v) < 1. Fig. 2.3 shows a contour plot (negative values shaded) of the solution, where the abscissa
and ordinate are Ay and 3(Vv), respectively. In the solution displayed in Fig. 2.3 we neglected the
contribution from the /y term in (2.17). One should bear in mind that 3(Vv) is decreasing for increasing
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A. Thus an increase in A reduces the ability of wave propagation in the y-direction. Like for the linear
shear profile the scaling of the y-axis with A illustrates the dependence of the reach of the waves to their
zonal and vertical structure, featuring a further reach for larger scale perturbations with reduced vertical
structure.

2.4 Barotropic model

Supplementary to the analytic solutions we integrated the barotropic vorticity equation linearized around
similar background states (it = Uy + Ay and Uy + Ay?) forward in time until the model reached a steady
state. Here we force the vorticity equation by a prescribed divergence pattern

Gtalet+(B—iy)v = —fD—VE (2.18)

where f is the Coriolis parameter, v{ represents a linear damping term (v =2 x 107° s~!) and

2
b { A(x) (COS(n(xd_XO))COS(n(y;yO))) if ‘X—X()|, ’y_y0| S%
0 iff|x —xol, |y — yo| > 4§

X—Xo

is the distribution of the divergent forcing with A(x) = 8sin(2n(*5%) 4 1), where d = 2 x 10° m and
8 =1x107 s~!. The length and width of the model domain is chosen to be the circumference at 30°
N (L = 3.47 x 10" m). This latitude is also chosen to be the center latitude of the B-plane. y varies
from —L/2 to L/2, whereas x is chosen to vary from —L/4 to L/3. The model is run with 248 grid
points in the x and y direction, resulting in a grid resolution of 1.4 x 10°> m, and with a time increment
of 140 s. We apply a relaxation scheme at the boundaries in the y-direction following Davies (1983),
whereas periodic boundary conditions are applied in the x-direction. The leap-frog scheme is used for
the numerical integration in time.

We consider cases with different values of A for the linear and parabolic profiles with Uy = 0 m s~!

and Uy = 10 m s~ !, respectively. The Uy =0 m s~ and Uy = 10 m s~! studies are equivalent to the
analytic solutions derived for the linear shear profile. For the parabolic shear profile we only found
analytic solutions for Uy = 0 m s~'. However, the numerical simulations with Uy = 10 m s~! and a
parabolic profile demonstrate the more general validity of the analytic results.

241 Uy=0ms"!

For the calculations without a constant zonal flow we shifted the forcing away from the center (xo = 0
m, yo = 5 x 10° m) in order to situate the divergence in an area with significant basic state flow. Fig. 2.4
shows the results for the linear profile with A = 107°/1073 s~! in the top and bottom panel, respectively.
For larger A there is less penetration into the positive y-direction from the forcing. Furthermore there
is a collapse of meridional wave number to infinity as the perturbation reaches the origin of the y-axis
yielding more elongated structures near the y = 0 line. The features depicted above can be directly linked
to the analytic findings presented in Fig. 2.1. In order to pinpoint the sensitivity to the increased shear
we can calculate kk ~ 1076 for A = 1073 and kk ~ 10~ for A = 1075. Hence for the same k we have
values for K being ten times larger for the case with smaller A resulting in enhanced ability of meridional
propagation. The increase in the meridional wave number for y — 0 is also evident in (2.9) where the
first term in the brackets becomes infinite for Uy = 0.
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Figure 2.4: Perturbation vorticity for the linear profile ii = Ay for A = 107% s~! (top panel) and
A =107 s~ (bottom panel). The x and y axis are in km, where the origin of x and y is at 1/4 and
in the center of the domain, respectively. Solid (dashed) lines indicate positive (negative) vorticity.

Fig. 2.5 shows the results for the parabolic profile with A = 107!3/107!2 m~! s~! in the top and
bottom panel, respectively. In principal the same features of wave propagation are evident as for the
linear case, i.e. decreased reach of the perturbation in the positive y-direction from the forcing for larger
values of A and the collapse of the meridional wave number as the perturbation propagates towards y = 0.
To link these numerical simulations to the analytic solution we can calculate the corresponding values of
3 (v) ~4.3 for A= 1012 and 3(v) ~ 14 for A = 10~'3. For these values of v Fig. 2.3 shows enhanced
propagability for the setup with reduced shear. Again, the increase of the meridional wave number of the
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perturbations when approaching the y = 0 can be linked to (2.15) where the second term in the brackets
becomes positively infinite for y — 0 yielding an increase in the meridional wave number.
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Figure 2.5: Perturbation vorticity for the parabolic profile it = Ay* for A = 10" m=! 57! (top panel)
and A = 1072 m~' 57! (bottom panel). The x and y axis are in km, where the origin of x and y is at 1 /4
and in the center of the domain, respectively. Solid (dashed) lines indicate positive (negative) vorticity.



14 Chapter 2. On stationary Rossby waves modified by basic shear

242 Uy=10ms!

Fig. 2.6 shows the response to the forcing (situated at xo = 0 and yo = 0) for Uy = 10 m s~! with A =0,
i.e. no background shear. Downstream development (positive x-direction) of stationary Rossby waves
is evident with symmetric dispersion in the positive and negative y-direction. The reach of the wave
perturbation is solely determined by the damping term in (2.18). The meridional component of the group
velocity is not changing along the wave train, thus the wave is not refracted. The constancy of the group

velocity vector is determined through the constancy of the meridional wave number <l = U% — k2

for a given zonal wave number k and = const and Uy = const.
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Figure 2.6: Perturbation vorticity for the constant zonal basic state profile it = Uy for Uy =10m s~'. The
x and y axis are in km, where the origin of x and y is at 1 /4 and in the center of the domain, respectively.
Solid (dashed) lines indicate positive (negative) vorticity.

Figs. 2.7a/b show the results for the linear shear profile with A = 107%/1075 s~!, respectively. Com-
paring these results to the results with no shear (Fig. 2.6) a reduced reach of the perturbation in the
y-direction is clearly evident for increasing values of A as well as an increase in zonal wave length of
the perturbations with greater distance from the origin of the y-axis. The response in Fig. 2.7a exhibits
a propagating nature in the y-direction up to a certain value of y, whereas the response in Fig. 2.7b,
where A is increased by a factor of ten, does not show a wave-like structure in the y-direction anymore.
The perturbation is basically trapped to the origin of the y-axis in the latter case. The numerical results
can be linked to the analytic findings by inferring a zonal wave number from Fig. 2.7. The dominant
wave number near the center of the domain in Fig. 2.7a fits seven wave-lengths into the channel cor-
responding to k ~ 1.27 x 107® m~!. We can also calculate LXO ~25.4 and kx ~ 7.7 for A = 1076 57!
to infer propagability from Fig. 2.1. The phase diagram basically indicates very weak propagability
for this wave number. However the response further away from y = 0 is characterized by a lower zonal
wave number. k =2 9.05 x 10~7 m~! complies with a perturbation fitting 5 wave-length into the channel
yielding YTUO ~ 18.1 and k =~ 10.9 for A = 10~ s~!. For the latter parameters Fig. 2.1 predicts propaga-
tion for a significant distance in the y-direction. The trapped response in Fig. 2.7b can be linked to Fig.
2.1 by inferring k ~ 1.09 x 10~ m~! (assuming a perturbation fitting 6 wave-lengths into the channel),
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Figure 2.7: Perturbation vorticity for the linear profile i = Uy + Ay for A = 107¢ s~ (top panel) and
A =107 s~ (bottom panel). The x and y axis are in km, where the origin of x and y is at 1 /4 and in the
center of the domain, respectively. Solid (dashed) lines indicate positive (negative) vorticity.

% ~2.2and Kk~ 0.9 for A = 107> s~!, where the phase diagram depicts no propagation.

Figs. 2.8a/b show the results for the parabolic zonal basic state profiles with A = 10713/107!2 m~!
~1, respectively. Again the meridional reach of the perturbation is strongly linked to the value of A,
i.e. for larger A there is less propagation in the y-direction. The response in Fig. 2.8a still shows
characteristics similar to Fig. 2.6 (constant background flow) but features a decrease in zonal wave
number with increasing distance from the origin of the y-axis, whereas the response in Fig. 2.8b exhibits

S
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a much more trapped nature similar to Fig. 2.7b. To link these experiments to our analytic findings we
can again utilize the results displayed in Fig. 2.3 with 3(v) ~ 4.3 and 3(v) ~ 14 for A = 107> m~!
s7land A = 1071 m~! s7!, respectively, suggesting a significant increase in meridional propagation
for the lower value for A. However, from Fig. 2.3 we would still expect Rossby wave propagation for
A =10""2m~! s~! which is depicted in Fig. 2.8b near the forcing where the response resembles wave

characteristics in the y-direction.
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Figure 2.8: Perturbation vorticity for the parabolic profile it = Uy + Ay* (Uy = 10 m s~!) for A= 10713
m~' s (top panel) and A = 1072 m~" s~ (bottom panel). The x and y axis are in km, where the origin
of x and y is at 1/4 and in the center of the domain, respectively. Solid (dashed) lines indicate positive
(negative) vorticity.
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2.5 Basic state zonal flow only varying in z direction

The properties of vertical stationary Rossby wave propagation through linear (z = Az+ Up) and parabolic
(@ = AZ%) zonal basic state profiles are derived for the stratified QG system. For both profiles (linear and
parabolic) we assume wave-like behavior in the x and y direction (i.e. & = X(z)ei(kx+ly )). The focus is a
priori on stationary waves, i.e. ¢ = 0.

251 i=Az+Up, A>0

From (2.8) we obtain a 2nd order differential equation for .

fo H 2., 2
+ = | - | = (k4 17)+ — = 0 2.1
ke Az+Uy ( fg( ) 4H2> x 19

Again we end up with wave-type solutions if the value within the brackets is positive, i.e. the first
term in the brackets has to be large enough. Thus propagability is increased for smaller zonal and
meridional wave numbers, k and /, and for reduced shear (smaller A). As for linear QG theory for a
constant background flow there is also a critical i above which vertical wave propagation is prohibited
(e.g. Charney and Drazin, 1961). The compressibility assumption yielding the term 41? tends to reduce
propagability, too.

In order to solve (2.19) we define

NZ
K = i (2.20)
IV OCETO '
7w
1
= = 221
v 2 (22D
) N2 1
0

and end up with solutions for 7y in the form of (see pp 504 Abramowitz and Stegun, 1964)

U U
x(z = R {CIMK,V (vz+ YAO> + Cy Wiy <yz+ YAO> } (2.23)

where C) , are constants and My y and Wy are the Whittaker functions of the first and second kind,
respectively. The solution is very similar to its horizontal counterpart with linear shear. Analogous to
the discussion above the vertical scaling parameter 7 illustrates the sensitivity of wave propagation to the
horizontal wave numbers. X is basically the ratio of the first and the second term in the brackets. For
K > N, My has only unbound solutions for z — c. Thus we first focus on the contribution from Wy
which takes the form of a purely decaying function for ¥ < 1, whereas for ¥ > 1 the solution becomes
wave like up to a certain value of yz. The results for the basic state with a linear varying profile in the
z-direction are shown in Fig. 2.1, where the abscissa and ordinate are Yz and x, respectively. The grey
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shading indicates negative values. Bearing in mind that K decreases for increasing A it is evident that the
ability of wave propagation is reduced for stronger shear.

If the boundary condition ¥(y = —%) = 0 is requested, My has trapped modal solutions for Kk =

1,2,3..., which are shown for the first three modes in Fig 2.2 where the abscissa is chosen to be yz. We
can solve (2.20) for the resonant total wave number K = v/k? + [? yielding

K = = R — (2.24)

For N =0.01 s, £5(45°), B(45°), H=7000 m and A = 1073 s~! we obtain

Kk=1) = 665x107;k(k=1)=2.12 (2.25)
K(kx=2) = 9.60x107%; k(k=2)=0.31 (2.26)
K(kx=3) = 2.66x107i;k(k=3)=085i (2.27)

where we assumed k = [ for simplicity to calculated the zonal wave number with respect to the circum-
ference of the earth at 45° (the corresponding value of k for = 0 is v/2k). All K are imaginary for k > 3
for the chosen background and basic state parameters indicating a decaying solution in the horizontal.

252 i=A72,A>0

From (2.8) we obtain a 2nd order differential equation for .

N*B 2, 2 (N, o 1 _
et [ (2 e - (@D )| = o 229

(2.28) is again a second order differential equation featuring wave-like solutions if the value wihtin
the brackets in front of % is greater than zero. The first two terms in the brackets become smaller for
increasing z always yielding a level where the sum of the three terms alters its sign. Like for all other
solutions presented within this study the propagability is reduced for higher horizontal wave numbers
and for increasing shear. Like for the linear vertical shear profile the compressibility assumption tends
to reduce propagability as well.

Defining

K = 2 (2.29)

2
H\/4(k2+12)%+§

1) N
Vo= 594 (2.30)

2
y = \/4(k2+12)1;2+;2 (2.31)
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we end up with solutions for  in the form of (see pp 504 Abramowitz and Stegun, 1964)

x(z) = R{C\Miy (v2) +CoWiy (Y2)} (2.32)

where C) , are constants and My y and Wy are the Whittaker functions of the first and second kind,
respectively. The 7y again illustrates the sensitivity of wave propagation to the horizontal wave numbers.
K is basically the ratio of the second (z~!) and the third term in the brackets. It is important to note that
K does not include the shear parameter. The sensitivity of the response to shear is only present in v,
which depicts the importance of the first term in the brackets (z~2) and becomes imaginary if A is large
enough. For k¥ > N, My, has only unbound solutions for z — co. The principal behavior of Wy was
already discussed above for the linear profile.

The results for kK = 0.75 are shown in Fig. 2.9, where we restricted v to be imaginary only. For
v € R the corresponding Wy y is decaying rapidly with z. Changing K in a meaningful range does not
significantly impact on the structures presented in Fig. 2.9. The k chosen here is based on N = 0.01 s,
H = 7000 m, f,(45°) and k =~ 8. Wave-type solutions in the z-direction are evident for larger values of
3 (v). For very small values of 3(v) only a decaying solution is found for . Bearing in mind that 3(v)
decreases for increasing A it is evident that the ability of wave propagation is reduced for stronger shear.
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Figure 2.9: Contour plot of Wy (Yz). Negative values shaded. The abscissa is Yz and the ordinate is K
for the parabolic vertical profile (ii = Az?). Contours are drawn every +=10%, where x = [—10,9...,9, 10].

If the boundary condition ¥(y = —%) = 0 is requested, My has trapped modal solutions for Kk =

1,2,3...if 1;]2—2/[3 = 2. The solutions are shown for the first three modes in Fig. 2.2 where the abscissa is
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chosen to be yz. We can again solve (2.20) for the resonant total wave number K = v/k2 + [2 yielding

f 1 1
= “—\/=—= 2.33
NHV x* 4 (2.33)
For N = 0.01 s, f5(45°) and H = 7000 m we obtain
K(k=1) = 127x107%; k(x=1)=4.06 (2.34)
Kx=2) = 0;k(k=2)=0 (2.35)
K(k=3) = 548x107i;k(k=3)=175i (2.36)

where we assumed k = / for simplicity to calculate the zonal wave number with respect to the circum-
ference of the earth at 45° (the corresponding value of k for = 0 is v/2k). All K are imaginary for k > 3
for the chosen background and basic state parameters indicating a decaying solution in the horizontal.

2.6 Discussion

We showed that the horizontal propagability of stationary Rossby waves is most sensitive to the shear
parameter A and the parameters y or A for the Whittaker or Bessel function type of solutions, respectively.
Whereas the solutions were found to be wave-like only for values of A being small enough, the reach of
the perturbations is mainly determined by the scaling parameters in the y-direction (y and A). Thus the
shear determines the type of response and the zonal and vertical structure of the perturbation (inherent
in the parameters Y and A) determines its meridional reach. We found that larger scale perturbations with
smaller zonal wave numbers have an increased propagability. For the linear shear profile the structure of
the perturbation actually also impacts on the parameter Kk enhancing propagability through an increase
of k for smaller values of A. Within the barotropic framework only the zonal wave number determines
the reach of the perturbation, whereas for the QGSW and the stratified QG system the mean depth of the
fluid and the vertical wave number impact on the reach as well. The meridional propagability is reduced
if the mean depth of the shallow water system is reduced or if the vertical wave number increases. Thus
the reach of Rossby waves can be significantly overestimated by a barotropic model if the perturbation
exhibits a considerable vertical structure.

Our findings can be linked to the results of barotropic Rossby wave ray tracing as introduced by
Hoskins and Karoly (1981) and Hoskins and Ambrizzi (1993). For the idealized profiles presented here
K — oo fory — —% /0, hence all stationary Rossby waves are refracted towards the origin of the y-axis.

~1
Following Hoskins and Ambrizzi (1993) the ray path radius of curvature is r = K> (kiiiS) . With the

chosen linear and parabolic profiles in this study it can be shown that r ~ A~2. Thus the curvature yields
a more rapid refraction of waves for higher values of A. However the strength of our results is that we can
immediately infer propagability from our exact analytic solutions, i.e. for any chosen set of parameters
we can deduce the structure of the response from our phase diagrams without integrating a complete ray
path for each set of parameters, furthermore our solution does not rely on a WIKB approximation.

The numerical simulations in section 2.4 supplement our analytic findings in section 2.3, where the
meridional reach of the waves can be directly inferred from the phase diagrams in Figs. 2.1 and 2.3
illustrating the strength of the deduced solutions.

The analytic solutions for vertical Rossby wave propagation show similar behavior compared to the
horizontal, i.e. for larger values for A the ability of vertical wave propagation is significantly reduced.
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The similarity of the solutions for the linear profiles is manifested in the possibility to display the solu-
tions with the same figure (see Fig. 2.1). The only differences are the scaling of the abscissa and the
values depicted along the ordinate. The similarity of the solutions for the parabolic profiles can easily
be seen by comparing Fig. 2.3 for the horizontal with Fig. 2.9 for the vertical parabolic profile. Again
the values displayed along the abscissa and ordinate are different and the range of the abscissa is chosen
to vary from O to 25 for the vertical case, but the resemblance of the two is striking. Similar to their
horizontal counterparts there is a large sensitivity of the vertical propagability to the horizontal wave

numbers. For the linear and parabolic shear cases we find that k¥ ~ vk% + 1271 yielding larger values of
K, hence increased propagability, for smaller zonal and meridional wave numbers. Since the scaling of
the abscissa is directly proportional to v/k2 + 2, the vertical reach of wave perturbations is enhanced for
smaller wave numbers as well.

The results for the vertical propagation of Rossby waves can be seen as an extension to Charney and
Drazin (1961) who were among the first to comment on the dependence of vertical propagability on the
basic state flow and also investigated the linear varying vertical profile. They also identified an increase
in vertical propagation for smaller wave numbers. Matsuno (1970) and Lindzen et al. (1982) applied
the concepts of Charney and Drazin (1961) to realistic time mean basic states confirming that only the
lowest zonal wave numbers, i.e. one and two, can significantly impact on the stratosphere. Charney and
Drazin (1961) also indicated that planetary perturbations cannot propagate vertically if the stratospheric
polar vortex is very strong due to a critical velocity for which vertical propagation is inhibited.

We identified a level where a critical velocity is reached within our solutions above which propaga-
tion is inhibited. This level is lifted for decreased values of the shear parameter A and a smaller scaling
parameter A which is proportional to the horizontal wave numbers. Thus the earlier findings are covered
by our analytic solutions. In addition our results show that for perturbations approaching a strong jet
from below through a parabolic or linear profile the vertical penetration of Rossby waves is significantly
reduced and again only very long waves with low wave number are able to propagate. Latter finding can
be related to the situation of a very strong polar night vortex. The reduced propagability in the case of a
strong polar vortex has been perceived before indicating the sensitivity of stratospheric sudden warming
to the state of the stratosphere. Due to the decreased propagability Mclntyre (1982) suggested a precon-
ditioning of the polar vortex where planetary waves successively deplete positive zonal momentum in the
lower stratosphere enabling further vertical propagation. In their model study Scott and Polvani (2006)
pinpointed the importance of preconditioning by highlighting the crucial role of the vertical structure of
stratosphere on the propagability of planetary waves and hence on stratospheric sudden warmings.

The solutions also contain trapped modal solutions for all basic state profiles except for the parabolic
profile in the horizontal. The trapped solutions for the horizontally varying profile within the QGSW
framework have been identified before by Harlander et al. (2000). However, their set of QGSW equations
is different to the one presented here due to the fact that they assumed the basic state zonal flow i(y)
to be balanced by a varying mean depth of the fluid /(y). Furthermore in contrast to our derivation
they utilized a WJKB approximation in their study. In our derivation we have chosen the zonal basic
state to be balanced by an external pressure field acting at the free surface of 4. The approximation
by Harlander et al. (2000) has a weakness for large model domains since & can become small or even
negative. First would lead to a loss of the validity of the assumptions made within the QG approximation
and latter would be unphysical. In Harlander et al. (2001) the authors extended their analytic study with
numerical simulations pinpointing the applicability of their earlier findings. Apart from other features
they demonstrated the agreement between their theory and their model simulations by comparing the
resonant zonal wave numbers, which turned out to be 8 in their model studies. They obtain a theoretical
value of k = 7.71 with their chosen shear profile of A = %, whereas for K = 2, which corresponds to
their n = 1 mode, we obtain £ = 8.85. This difference in the solution is due to the discrepancy in the
QGSW set of equations used and the fact that Harlander et al. (2000) used the WJKB approximation for
their derivation.
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2.7 Final remarks

We presented analytic solutions for horizontal stationary Rossby wave propagation through linear and
parabolic zonal basic states (i = Uy + Ay or Ay?) utilizing the barotropic, the QGSW and the stratified
QG framework. These results were supplemented by numerical integrations of a linear barotropic model.
In addition we also discussed analytic solutions for vertical stationary Rossby wave propagation through
zonal basic states with a linear and parabolic structure in the vertical (i = Uy + Az or Uy + Az?) for the
stratified QG system.

We showed that the ability of horizontal and vertical stationary Rossby wave propagation decreases for
increased linear or parabolic shear. For large values of the shear parameter A the propagation of Rossby
waves is inhibited. It was shown that an increase in the zonal and vertical wave numbers decreases the
horizontal propagability, whereas an increase in the zonal and meridional wave numbers decreases the
vertical propagability. The numerical simulations performed with a linear barotropic model facilitate the
analytic findings and even illustrate the more general nature of the results for cases where a constant
mean flow is added to the parabolic basic state zonal flow.

Within the analytic framework we also identified several trapped modal solutions for all basic state
profiles except for the parabolic profile in the horizontal (i = Ay?). Albeit the academic nature of these
modal solutions and their limited applicability to the real atmosphere, their existence illustrates certain
issues for idealized model studies. Numerical simulations with similar basic state profiles and boundary
conditions (% = 0 at y = 0 or z = 0) can be significantly contaminated by these resonant modes, which
might hamper the interpretation of the results.



Chapter 3

Extra-tropical response to sub-tropical Forcing: Global simulations with
an idealized jet

3.1 Introduction

Stationary planetary waves constitute a large fraction of the zonal asymmetry of the climatological mean
state of the atmosphere. Held et al. (2002) reviewed the theory and modeling of these stationary waves.
Studies ranging from stationary quasi-geostrophic (QG) linear theory to the integrations of the primitive
equations on the sphere aimed to highlight the relative contributions of orographic and diabatic forcings
to the composition of the asymmetry (Charney and Eliassen, 1949; Smagorinsky, 1953; Egger, 1976a,b;
Webster, 1972; Hoskins and Karoly, 1981; Simmons, 1982; Valdes and Hoskins, 1989; Ting, 1994; Wang
and Ting, 1999).

The identification of global teleconnection patterns (e.g. Pacific North American (PNA)) (Wallace
and Gutzler, 1981; Horel and Wallace, 1981) suggested a dynamical linkage of distant regions on the
globe. Hoskins et al. (1977) and Hoskins and Karoly (1981) demonstrated that rays of non-divergent
barotropic stationary Rossby waves on the sphere resemble paths along great circles similar to the pattern
of the PNA indicating that the dynamics of teleconnections might be linked to stationary Rossby waves
emerging from the tropical Pacific. Henceforth stationary linear shallow water (Lim and Chang, 1983)
or barotropic (Branstator, 1985; Sardeshmukh and Hoskins, 1988; Hoskins and Ambrizzi, 1993) models
were used to pinpoint the dynamical linkage of the PNA to tropical forcing. The studies mainly comprise
a steady-state approach linearized about the winter mean state of the atmosphere. Global stationary
baroclinic studies linearized about the same basic state basically support the barotropic findings (Ting
and Sardeshmukh, 1993; Ting and Yu, 1998).

Some studies considered a normal mode instability maintained by a fixed forcing as an alternative
cause for the existence of the PNA (e.g. Simmons et al., 1983; Frederiksen and Webster, 1988). However,
it was shown that small changes in the damping or in the forcing eliminate the instability (Borges and
Sardeshmukh, 1995; Ting and Sardeshmukh, 1993; Ting and Yu, 1998) casting doubt on the proposed
mechanism.

The studies listed above are all limited to the scope of linearity and the assumption of steady-state. Jin
and Hoskins (1995) were among the first to investigate the time evolution of the response to a tropical
forcing in a baroclinic model linearized about the climatological winter mean state. Within the first 20
days they identified a similar barotropic response compared to earlier studies before baroclinic instability
dominates their linear integration from day 20 onwards.

In the study presented here we go beyond linearity. We investigate the non-linear evolution in time and
space of stationary Rossby wave patterns in a three dimensional global model. We designed an initial
state of the atmosphere with a zonally symmetric barotropic jet in each hemisphere and analyze the
response forced by a single mountain located alternatively in the tropical or subtropical latitudes on an
otherwise flat planet. The key interests are the sensitivities of the response to the latitude of the forcing
and to the strength of the jet. The idealized nature of the setup helps to shed light on the dynamical
features of wave propagation based upon adopting barotropic and QG Rossby wave theory.

Our initial setup features a critical latitude for stationary Rossby waves at the equator. Linear station-
ary theory would prohibit the transmission of stationary Rossby waves from one hemisphere into the
other since the meridional group velocity becomes zero and the response collapses to very small and
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very elongated structures in the meridional and zonal directions, respectively. Some theories predict the
energy to be trapped along the equator, possibly yielding wave breaking (Dickinson, 1968, 1970) or re-
flection at the critical latitude (Killworth and Mclntyre, 1985; Brunet and Haynes, 1996). However, our
non-linear results show that non-stationary Rossby waves are in fact transmitted from one hemisphere
into the other despite the stationary character of the forcing in our simulations.

In section 3.2 we introduce the model used for this study followed by the description of the initial
conditions and a short recapitulation on the concepts of ray tracing. A brief discussion of three dimen-
sional linear QG Rossby wave dispersion is presented in section 3.3. Our results are presented in section
3.4 where we also introduce our method of wave detection. In section 3.5 we discuss our results in the
context of Rossby wave propagation theory. Our final remarks are given in section 3.6.

3.2 Experiment setup

3.2.1 Model

We utilize the CY31R2 version of the Integrated Forecast System (IFS) from the European Centre for
Medium Range Weather Forecasts (ECMWF) (see ECMWF (2007) and references therein). In a nutshell
the IFS is a hydrostatic, primitive equation, global spectral model with hybrid levels (0 <n < 1) in
the vertical (Simmons and Burridge, 1981). It employs a semi-Lagrangian semi-implicit time-stepping
scheme and was developed for operational forecasts at ECMWE.

Our experiments are performed with a stripped-down version of the model (i.e. dynamical core), basi-
cally constituting an adiabatic version of the full code. Hence all physical parameterizations (radiation,
condensation, convection, boundary layer processes etc.) are switched off. The rational for this is to
facilitate the interpretation by separating the complex nature of diabatic processes hence elucidating the
purely dynamical response.

We integrate the model for a time span of 100 days with 60 levels in the vertical using a triangular
truncation T159, which roughly corresponds to a 125 km grid spacing. The time increment was set to
3600 or 1800 seconds (see below).

The boundary condition for the hybrid level vertical velocity is 1] = O at the bottom (1 = 1) and at the
top (N = 0) of the model domain. The condition at 1 = 0 would allow for reflection of gravity waves
from the lid. The impact of this unphysical reflection is minimized in the IFS by increasing the horizontal
diffusion in the uppermost model levels linearly with log(p).

3.2.2 Initial conditions

The initial fields of the experiment are designed to pinpoint the dynamical behavior of the propagation
of Rossby waves through an idealized background state which comprises a barotropic zonal jet in each
hemisphere. A single circular mountain acts as a wave source on an otherwise flat planet. The zonal wind
profile is geostrophically balanced in an isothermal atmosphere (288 K) yielding a constant stratification
of N~0.018 s7!.

In order to minimize the effects of barotropic instability on the simulations it is desirable to design
a jet profile with an absolute vorticity gradient greater than zero everywhere. If the absolute vorticity
gradient changes sign somewhere the necessary condition for barotropic instability is fulfilled (Drazin
etal., 1982). We found a zonal wind profile on the sphere

U®) = Uy|®@[<exp "® cosd (3.1)
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Figure 3.1: Zonal wind speed [m s~'] (a), absolute vorticity [x107> s~'] (b) and stationary wave
number K (b) as a function of latitude for the setup with a maximum jet speed of 50 m s~ (red) and 10
m s~ (black).

which yields barotropic stability everywhere, except at very high latitudes (i.e. |®| > 85°) for very
large maximum jet speeds (max(U) > 40 m s~!). Uj is a constant defining the maximum wind speed,
@ is the latitude and x and 7y determine the shape of the jet profile. For our setup we have chosen Kk = 6
and y = 8, yielding a jet maximum at around 39° N/S. We will present results for experiments with five
different maximum jet speeds, i.e. 10, 20, 25, 30, 40 and 50 m s~!. All simulations were performed
with a time increment of df = 3600 s except for maximum jet speeds of 40 and 50 m s~! where we set
dt = 1800 s in order to maintain numerical stability.

Our wave source, the circular mountain, is specified by

h(\,®) = { ho cos? <nr(2};éq))) if r(\,®) <R
0 if r(A,®) >R
where A is the longitude, A is the maximum mountain height, R = a/3 corresponds to a third of the
radius of the earth a and r(A,®) is the great circle distance from the center of the mountain. Thus the
dimensions of our orographic forcing are similar to the dimensions of the thermal forcing used in Jin
and Hoskins (1995) and Ting and Yu (1998). The longitudinal position of the mountain is identical for
all experiments, i.e. 180° W, whereas the center latitude is set to 0°, 10°, 20° or 30° N. The standard
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mountain height was chosen to be 4y = 2000 m. The sensitivity of the results to these standard settings
will be discussed in section 3.5.1

Fig. 3.1 shows the velocity profiles for two selected jet profiles with a maximum wind speed of 10
and 50 m s~!. Also shown is the absolute vorticity and the stationary wave number for each jet profile.
The stationary wave number determines the refraction of the waves along their ray paths (Hoskins and
Karoly, 1981; Karoly, 1983; Hoskins and Ambrizzi, 1993). Since we will refer to the concepts of ray
tracing of non-divergent barotropic Rossby waves in the discussion it is worthwhile to briefly outline
some of the key features.

3.2.3 Stationary wave number/Ray tracing

The basic idea is that stationary waves disperse along their local group velocity vector where the disper-
sion relation for barotropic Rossby waves (Rossby, 1939) is used to derive the group velocities. Due to
the complex nature of the equations of motion on the sphere Hoskins and Karoly (1981) utilized the Mer-
cator projection to simplify the set of equations. They furthermore applied the WIKB approximation to
investigate wave propagation on a slowly varying background flow. We basically follow their derivation
but use a slightly different version of the meridional derivative to account for the sphericity of the earth.
Where

O = Um-— I[;m (3.2)
. 0 1 d(Ucos(®?))

b = aod (f cos(®)  aod ) (3-3)
K = Vvm*+1? (3.4)
f o= 2Qsin(®) (3.5)

is the dispersion relation used in our study with B* being the absolute vorticity gradient on the sphere.
o is the frequency of the wave, a is the radius of the earth, U is the background flow, f is the Coriolis
parameter, Q= 86%% s~! and m and [ are the zonal and meridional wave numbers, respectively. Thus the

. *
stationary wave number becomes Ks = 4/ %

We can now use (3.2) yielding

0w m*—1?

Coe = %_U+TB (3.6)
oo 2kl

Cpy = EZFB (3.7)

where C,, and C,, are the zonal and meridional group velocities. The concept of ray tracing assumes

d d d /
ax = ng;a%lzcgy_)l:— (3.8)

to obtain the ray paths of the Rossby waves where m turns out to be constant along the ray (due to the
WIJKB approximation) and / is varying along the paths according to
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B 2
=244/ —— 39
U_c " (3.9)
where ¢ = 2 is the phase speed of the wave, which is usually set to zero for the investigation of

stationary wave propagation. From (3.9) we have propagation in the lateral direction for / € R. For
imaginary / the waves become evanescent. However, linear ray tracing assumes the waves to be reflected
when / becomes zero, thus the evanescent regime is not entered within this technique. It is worthwhile
to briefly discuss the implications of (3.9) for the rays. Assuming / > O (i.e. pole-ward propagation) and
increasing U with latitude, / decreases and its real part becomes zero at a certain latitude depending on
B* and m. When this latitude is reached the meridional component of the group velocity becomes zero
and the wave no longer propagates in the meridional direction (C,, = 0). This is the latitude where the
ray tracing postulates the reflection of the wave with a change in sign of [ thereafter. Hence by looking
for the latitude where [ = 0 one can find the latitude of maximum meridional propagation of a certain
zonal wave number m. It is clear from (3.9) that the extend of meridional propagation is increased for
smaller zonal wave number m.

Inspecting the stationary wave number profiles for our jet setup in Fig. 3.1c a decrease in latitude is
evident for both profiles implying a refraction of stationary waves towards the equator. However, for
the setup with a maximum jet speed of 10 m s~! wave number 4 perturbations can be expected up to a
latitude of 80° N, whereas the setup with 50 m s~! can only sustain very large scale wave perturbations
at higher latitudes.
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Figure 3.2: Zonal wind speed [m s~'] (a), absolute vorticity [x107> s~'] (b) and stationary wave
number K (c) as a function of latitude for the DJF mean at 200 hPa from ERA40 for zonal mean (blue),
western Pacific [120-180 E] (black) and eastern Pacific [180-120 W] (red).
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Fig. 3.2 shows the the zonal wind, absolute vorticity and stationary wave number at 200 hPa for
the 1958-2002 December/January/February (DJF) mean from the ECMWF ERA40 re-analysis data-set
(Uppala and Coauthors, 2005) for a comparison. The blue curves correspond to the zonal mean fields,
whereas the black and red curves correspond to the fields averaged over 120-180 E (western Pacific) and
180-120 W (eastern Pacific), respectively. The zonal mean wind features a jet with a maximum amplitude
of around 40 m s~! at approximately 32° N similar to the eastern Pacific, whereas the western Pacific is
dominated by a very strong sub-tropical jet with tropical easterlies. The strong jet in the western Pacific
results in a very sharp increase in absolute vorticity around 33° N. The stationary wave numbers for the
zonal mean and the eastern Pacific bear some similarities to our idealized flow setup, whereas in the
western Pacific stationary wave propagation is inhibited in the low latitude easterlies and a wave guide
is evident at the latitudes of the jet stream.

3.3 The linear QG stationary response to orography

In order to support our interpretation of the response in the 3D IFS global simulations it is worthwhile
to briefly recapitulate the linear QG stationary response to orography on a B-plane. Following Pedlosky
(1987) we use the QG vorticity equation

_0 fF(10 -

where ¥ is the QG stream-function, i is a constant zonal flow, N = 0.02 s~! is the Brunt Vaisala
frequency, f is the Coriolis parameter and [ its derivative in the y-direction. We centered the model at
30° N and included the effects of compressibility by letting p = poe ™ #, with H = 7000 m and pg = 1.2
kg m~3. The linear damping (v = 6 x 1079 s™!) term is added in order to remove the resonance of the
solution at the stationary wave number. v was chosen to be just large enough to prevent the perturbations
to fully encircle the periodic channel in the x-direction, which lengths was chosen to be the circumference
of the earth at 30° N. The lower boundary condition of the thermodynamic equation is used to force the

waves, assuming w = ﬁg—';

_d _N?0h
<V+Max> lPZ = —M7$ (311)
Mry) = & (312

where /1y = 2000 m is the maximum mountain height and L, = L, = 500 km is the horizontal scale of
the mountain. We can solve (3.10) by defining a streamfunction

¥ = 1()®(xy) (3.13)

where we separated the horizontal and vertical components of the solution into ®(x,y) = et (ke
(1) is the wave number in the x(y)-direction) and (z), respectively. Substituting (3.13) into (3.10) we
obtain
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(a) x10" x 10° (b) x10”

Figure 3.3: Streamfunction [m*> s~ ] of linear, stationary, quasigeostrophic solution forced by a circular
mountain. i =20m s} (a,ce) and it =40 m 5! (b,df). N=0.02 s~ Y. Horizontal distribution at 7 = 10
km (a,b), vertical cross-section at central y = 0 (c,d) and vertical cross-section at x = 0 (e,f).

1 N? [ Bik ) B
Xzz_ﬁXz"‘F(rﬁik—(kz‘f‘l ))X =0 (3.14)

which can be solved by assuming = ¢ yielding

1 (N*[ Bik ;o 1\
Mip = ﬁi’(ﬁ<v+m‘k_(k +l)>—m) (3.15)

where we have an exponentially growing part with height %z due to the reduced density with height
enlarging the perturbation and a complex part resembling the wave structure in the vertical. If the term
within the square root becomes negative we obtain a non-oscillatory solution in the z-direction and have
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to restrict (3.15) to be bound for z — . Hence we only allow for the plus sign in (3.15). On the other
hand we apply the radiating boundary condition for z — oo for wave propagation which also yields the
plus sign in (3.15). The vertical wave number for v = 0 can be defined as

) 1/2
m, = (% (%—(k%ﬂ))—ﬁ) (3.16)

Thus for given spectra k and [ and f = const, N = const, H = const, m, decreases as u increases up to
a critical value of u where m, becomes imaginary and the solution becomes trapped in the vertical.

Figs. 3.3a,b show the horizontal propagation at a height of 10 km for a constant zonal flow of i =
20 and i@ = 40 m s~ !, respectively. The typical downstream development of stationary Rossby waves
with a constant background flow is evident with the main component of group velocity being directed
downstream but also resembling some lateral components. The change in the dominant stationary wave
number depending on 7 is clearly evident (K;(20 m s~ !) = 4.5, K;(40 m s~!) = 3.2). Figs. 3.3c,d show
the vertical propagation in the downstream direction. The phase tilt for an upward and downstream group
velocity is clearly evident. An interesting feature of meridional and vertical propagation is highlighted
in Figs. 3.3e.f where a vertical cross-section in the y-z-direction is shown. The wave crests are aligned
vertically above the mountain but bend down towards the ground away from the obstacle with a decrease
in vertical wave number for increased zonal flow. This structure leads to a more ’barotropic-like’ (i.e.
the less varying with height) response further away from the mountain.

3.4 Global IFS simulations

In order to shed light on the different behavior of wave propagation depending on the basic state and the
position of the forcing we present the time-space evolution of different responses and comment on their
vertical and horizontal structure pinpointing intrinsic dynamical differences in the model simulations.
The main focus herein lies on the latitudinal reach of perturbations and its sensitivity to the chosen
model setup as well as the structure of the perturbation itself.

Fig. 3.4 shows the deviation from the zonal mean of geopotential at 300 hPa displaying the two main
types of responses at day 20 in the model simulations. In Fig 3.4a two distinct ray paths of Rossby wave
propagation are evident. One wave train propagates along the jet stream (approximately 40° N) and the
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Figure 3.4: Deviation from zonal mean of geopotential [m*> s2] at 300 hPa at day 20 of model integra-
tion. The mountain is located at 180 W and 20 N with a maximum jet speed of 10 m s~ (left panel) or
50 m s~ (right panel).
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second wave train crosses the jet and propagates northward along a path similar to a great circle. On the
other hand the wave train in Fig. 3.4b propagates exclusively along the jet stream. The waves in both
cases were forced with the mountain centered at 180W and 20 N. The only difference in the initial setup
is the maximum jet speed which was set to 10 m s~ ! and 50 m s~! in Fig 3.4a and b, respectively.

The effect of the wind speed on the response along the jet is also clearly evident in the dominant
stationary wave number K. For the higher jet speed the wave number is lower compared to the setup
with the reduced jet speed (see Fig. 3.1). Even though there is no clear wave signal evident north of the
jetin Fig. 3.4b one can identify a wave number 1 pattern in the area north of 60° N where the two negative
anomalies located at the west and east coast of North America and the two positive anomalies to the west
of Spain and over central Asia join in the area of northern Canada and northern Europe, respectively.
This suggests that some low wave number components of the forcing are still able to penetrate the jet.

3.4.1 Time evolution and vertical structure

In order to investigate the time evolution of the response along and to the north of the jet we show
Hovmoller (1949) diagrams of geopotential averaged over 30°-50° N (along jet) and 60°-80° N (north
of jet). We only show the wave number 1-8 components of the geopotential, hence the mean and the
small-scale structures are removed. It should be noted that the exclusion of the higher wave number
components does not significantly change the results, but in the following subsection we will discuss
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Figure 3.5: Hovmoeller diagram centered at the longitude of the mountain of geopotential [m* s~2]
(only wavenumber 1-8 components) at 300 hPa (a,b) and 1000 hPa (c,d) averaged over 30-50 N (a,c)
and 60-80 N (b,c) for maximum jet speed of 20 m s~'. The mountain is centered at 180 W O N.
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wave detection based on the first eight Fourier components and therefor decided to restrict the focus to
these wave numbers here as well.

Fig. 3.5 shows the time evolution of geopotential at 300 and 1000 hPa for the setup with a maximum
jet speed of 20 m s~!'. The mountain is located at 180 W and O N. In all panels the stationary response
(constant phase with time) to the mountain is clearly evident, but with a significantly lower wave number
to the north of the jet (right panels). Comparing Fig. 3.5a and 3.5c there is a phase shift of about 45
degrees between the upper and lower levels. This phase shift is completely absent at higher latitudes (see
Figs. 3.5b,d), suggesting that the response has a more barotropic nature north of the jet.

Fig. 3.6 shows the response for the same jet but with the mountain centered at 20° and 30° N. The
response to the mountain at 20° N (Fig. 3.6a,b) resembles some similarities to the response where
the mountain is at 0° N (Fig. 3.5) but the phase of the wave component north of the jet is shifted by
180 degrees. The latter shift suggest that the waves travelled different distances in the horizontal until
reaching the higher latitudes. It is also evident that the response along the jet becomes less coherent with
the mountain situated closer to the jet. Comparing Figs. 3.6a,c and Figs. 3.6b.d it is evident that the
response along the jet becomes even less coherent as the mountain moves closer to the jet maximum and
the response north of the jet is again shifted by about 90 degrees. In the simulation with the mountain
located at 30° N the response north of the jet also starts to become disjointed in time. For both simulations
there is again a clear difference in the leading wave number of the response indicating a reduced wave
number at higher latitudes compared to the mid-latitude response. Like for the case with the mountain
located at 0° N the response resembles a barotropic nature to the north of the jet whereas a phase shift in

Hovmoeller diagram wave# 1-8, lowlat

Hovmoeller diagram wave# 1-8, highlat

day

50 100 150 200 250 300 350 50 100 150 200 250 300 350
longitude longitude

(C) Hovmoeller diagram wave# 1-8, lowlat (d)
1000 100
920

Hovmoeller diagram wave# 1-8, highlat

50 100 150 200 250 300 350 50 100 150 200 250 300 350
longitude longitude

g
-200 3

day

-400

-600

-800

-1000

-1200

Figure 3.6: Hovmoeller diagram centered at the longitude of the mountain of geopotential [m* s=2] (only
wavenumber 1-8 components) at 300 hPa averaged over 30-50 N (a,c) and 60-80 N (b,c) for maximum
jet speed of 20 m s~'. The mountain is centered at 180 W 20 N (a,b) and 180 W 30 N (c,d).
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the vertical is evident for the mid-latitudes (not shown).

The Hovméller diagram in Fig. 3.7 shows the response for a maximum jet speed of 40 m s~!, where
the mountain is centered at 0° (Fig. 3.7a,b) and at 20° (Fig. 3.7c,d), respectively. Again the response
along the mid-latitudes becomes less coherent if the mountain is located closer to the jet maximum.
The phase of the response at higher latitudes is again shifted by about 150° for the different latitudes
of the mountain. However there is only a small phase shift of 20° evident at mid-latitudes. At higher
latitudes the response is dominated by a wave number one pattern whereas a wave number four pattern
is evident at mid-latitude. Again the response at higher latitudes is barotropic in nature in contrast to its
mid-latitude counterpart which exhibits a change of phase in the vertical.

3.4.2 Vertical structure along and to the north of the jet

In order to better understand the structural differences in the vertical Fig. 3.8 shows several vertical
cross-sections of the deviation from the zonal mean of geopotential at day 10 for maximum jet speeds
of 20 ms~! (Figs. 3.8a,c,e) and 40 m g1 (Figs. 3.8b,d.f), respectively. The mountain is centered at 0°
N for all panels. The vertical cross-sections along the jet maximum (40° N, Fig. 3.8a,b) resemble the
structure of vertical propagating Rossby Waves similar to the results obtained with the QG linear model
(Fig. 3.3). The phase tilt featuring an upward and downstream propagation of wave energy is clearly
evident. Examining Figs. 3.8c,d with the cross-sections at 60° N the orientation of the phase lines
exhibits the same structures but with a reduced vertical wave number. Hence the response below 100 hPa
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Figure 3.7: Hovmoeller diagram centered at the longitude of the mountain of geopotential [m* s~2]
(only wave number -8 components) at 300 hPa averaged over 30-50 N (a,c) and 60-80 N (b,c) for
maximum jet speed of 40 m s~ 1. The mountain is centered at 180 W O N (a,b) and 180 W 20 N (c,d).
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Figure 3.8: Vertical cross-sections of deviation from zonal mean of geopotential [m* s=*] at day 10 for
maximum jet speed of 20 m s~ (a,c,e) and 40 m s~ with the mountain centered at 20 N. Cross-sections
for constant latitude of 40 N (a,b) and 60 N (c,d) and at constant longitude of 180 W (e,f). The vertical
axis ranges from 1000 to 5 hPa using a log scale.

at higher latitudes appears almost barotropic. This fact is nicely illustrated in the vertical cross-section
along the 180 W meridian shown in Figs. 3.8e,f. For the case with a maximum jet speed of 20 m s~!
(3.8e) a vertically propagating wave is evident, which is refracted towards higher latitudes in the lower
levels and propagates straight upwards at around 60° N. Again the pattern resembles great similarity to
the linear QG solution presented in Fig. 3.3c. For the larger jet speed the negative perturbation takes up
the space of the entire atmosphere up to 5 hPa north of 50° N. This reduction in the vertical wave number
for increasing zonal flow is inherent in (3.16) where i appears in the denominator. Thus the barotropic
character of the response at higher latitudes can be explained by the nature of meridional and vertical
propagation of stationary QG Rossby waves.



3.4. Global IFS simulations 35

3.4.3 Wave detection along and to the north of the jet

The results presented in the previous section highlight the strong sensitivity of the wave response to
the strength of the jet stream as well as to the center latitude of the mountain. Especially the dominant
wave number north of the jet compared to its mid-latitude value is altered significantly as the wind speed
increases. This is illustrated in Fig. 3.4 where a great circle type wave train is detectable for the jet with
a maximum of 10 m s~! whereas for the setup with the 50 m s~! jet only a wave number one pattern is
evident in the area north of 60° N.

In order to compile a comprehensive overview of these dependencies (maximum jet speed, latitude
of mountain) impacting on the wave propagation we define a wave detection algorithm in order to look
for differences in the wave spectra in the mid- and high-latitudes. A strength of our approach is that we
are not restricted to a purely stationary discussion of the problem and will also be able to comment on
the time evolution as well. We define R to be the ratio of the sum of the squared Fourier components of
the geopotential averaged over 30°-50° N, £3,_,(m), and averaged over 60°-80° N, 22, ¢/ (m), where m
indicates the zonal wave number.

]r(n:j 2%0—80 (m)

R—
=
Yon—j Z30_50(m)

3.17)

This ratio represents the fraction of the perturbation penetrating the jet. The advantage of this approach
is that we can separate different spectral bands from each other, which enables us to determine the
dominant modes in the response. We showed that mainly zonal wave numbers m < 4 are evident at
higher latitudes and that the wave number m = 1 dominates the response for higher jet speeds. In order
to pinpoint the meridional reach of lower wave number perturbations as well as highlighting the impact
of the wave number m = 1 pattern on the results we will focus on two spectral bands. The first band
(m=1,..,4) is designed to detect a significant response at higher latitudes, whereas the second band
(m =2,..,4) demonstrates the sensitivity of the detection to the wave number m = 1 component. In the
following we define an event of significant penetration of the jet as the day when a threshold value of
R > 0.75 is reached and if in addition the average of the remaining time series of the ratio is above the
threshold value as well. The chosen threshold value proves very useful against a manual inspection of
the three dimensional data set.

Fig. 3.9 shows the phase diagrams for the events defined above, where Figs. 3.9a,b,c correspond to
the spectral band m = 1, ..., 4 for different pressure levels (300, 500, 1000 hPa) and Fig. 3.9d shows the
phase diagram for the spectral band m = 2,...,4 at 300 hPa. If no event was detected for a certain set
of parameters we omit the data point in the phase space. For the diagrams including the wave number
one component there are several dependencies evident. There is an increase in time until an event is
detected with increasing maximum jet speed. For example it takes less than 10 days to detect an event
for a maximum jet speed of 10 m s~!, whereas the time of detection varies between 15 and 30 days for
the highest jet speeds. For jets with a maximum amplitude of 40 and 50 m s~! there is a dependence
indicating a delayed penetration of the jet if the mountain is located closer to the equator. Comparing
Figs. 3.9a,b,c for different pressure levels it is clearly evident that an event is identified earlier at upper
levels compared to the lower levels. The latter sensitivity is found to be strongest for the largest jet speed.
Excluding the wave number one contribution from the ratio calculations changes the picture dramatically
(Fig. 3.9d). Events are only detected for a maximum jet speed up to 25 m s~! and for a maximum jet
speed of 30 m s~ ! if the mountain is located south of 30° N. When the mountain is located at the equator
the time of an event is significantly increased. Also comparing Fig. 3.9a,d (both at 300 hPa) it is evident
that the response is delayed if the wave number one component is omitted.

The strong sensitivity to the inclusion of the lowest wave number component in the ratio analysis
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Figure 3.9: Phase diagram with time of wave detection depending on maximum jet speed and center
latitude of mountain. The threshold is chosen to be 0.75 (see text for explanation) for wave numbers 1-4
(a,b,c) and 2-4 (d) of geopotential at 300 hPa (a,d), 500 hPa (b) and 1000 hPa (c).

pinpoints the dominance of this low component in the response for the experiments with higher maximum
jet speeds. This fact is nicely illustrated in Fig. 3.10 where we show different time mean ratios of wave
components at the same latitudes. The time mean ratio is defined as

ljn:l 212at (m)

c (3.18)
ercn=j+1 leat (m)

where /at can be either 30° —50° N or 60° —80° N and the over-bar indicates the time average over 100
days. For Figs. 3.10a,b we have chosen j =2 and k = 4 limiting the focus on the large scale structures in
the model simulations. The corresponding ratio for the latitudes centered around the jet maximum shows
a clear dependence of the ratio on the latitude of the mountain indicating a shift to lower wave number
components for a mountain situated at higher latitudes, i.e. closer to the jet. This is in contrast to the
ratio at higher latitudes where the main dependence is on the maximum jet speed. Above 25 m s~! there
is a very rapid increase in the ratio with a maximum peaking at 40 m s~! and a decrease thereafter for 50
ms~!.

A rather different pattern is evident for the ratios focusing on the relative contributions of larger scale
compared to synoptic scale wave components, i.e. j =4 and k = 8 (Fig. 3.10c,d). At the lower latitudes
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Figure 3.10: Phase diagram for different wave number ratios of geopotential averaged over 60-80 N
(a,c) and 30-50 N (b,d) (see text for explanation). All panels are for 500 hPa. Wave number ratios
1-2/3-4 and wave number ratios 1-4/5-8 are shown in (a,b) and (c,d), respectively

the ratio depends strongly on the maximum jet speed. The phase diagram for the higher latitudes shows a
similar dependency with increasing ratio with the maximum jet speed as above in Fig. 3.10b but now the
maximum occurs for the mountain being centered at a latitude of 10° N and maximum jet speed around
25-30m s,

3.4.4 The southern hemisphere response

Similar to the analysis presented for the northern hemisphere we also investigated the response triggered
by the mountain in the southern hemisphere. For the experiments with the mountain centered at the
equator the results are symmetric in both hemispheres and we obtain the same features as discussed
above for the northern hemisphere. However, if the mountain is shifted to the north of the equator the
response in the southern hemisphere differs significantly from the northern hemisphere. Comparing the
Hovmoller diagrams for the southern hemisphere at the mid- and high latitudes for the 20 and 40 m
s~! jet stream (Fig. 3.11) with the same diagrams as for the northern hemisphere (Fig. 3.6a,b and Fig.
3.7¢c,d) the absence of the stationary wave patterns is evident. The response appears to be exclusively of
transient nature with the characteristics of an westward wave propagation. The dominance of the wave
number one component at higher latitudes is still evident in the southern hemispheric response and like
for the northern hemisphere the wave number of the leading component is reduced at higher compared
to the mid-latitudes.
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Figure 3.11: Hovmoeller diagram centered at the longitude of the mountain of geopotential [m* s~2]
(only wave number 1-8 components) at 300 hPa averaged over 30-50 S (a,c) and 60-80 S (b,d) for
maximum jet speed of 20 m s~ (a,b) and 40 m s~ (c,d). The mountain is centered at 180 W 20 N.
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Figure 3.12: Phase diagram with time of wave detection depending on maximum jet speed and center
latitude of mountain. The threshold is chosen to be 0.75 (see text for explanation) for wave numbers 1-4
(a) and 2-4 (b) for geopotential at 300 hPa.

Despite the non-stationarity of the response we also present the phase diagram with the events detected
in the southern hemisphere for the same threshold as for the northern hemisphere (0.75) applied to the
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wave number components 1-4 and 2-4 at 300 hPa (Fig. 3.12). The diagram for wave number 1-4 (Fig.
3.12a) resembles some similarities with its northern hemispheric counterpart, i.e. the increase in time
of detection for higher jet speeds. The impact of excluding the wave number one component is shown
in Fig. 3.12b, where events are now only detected for the low jet speed experiments. Hence even for
the non-stationary response in the southern hemisphere the wave number one component dominates the
analysis and has the largest contribution at higher latitudes as pointed out before for the Hovmoller
diagrams.

In order to investigate the time mean relative contributions to the response along and to the poleward
of the jet Fig. 3.13 shows the different ratios with j =2 and k =4 (3.13a,b) as well as j =4 and k =8
(Fig. 3.13c,d). Comparing Fig. 3.13a,b with Fig. 3.10a,b for the low spectral ratios a similar rather
flat distribution is evident along jet. However, the higher latitude response differs significantly, where
no distinct peak at the 40 m s~ jet speed is evident for the southern hemisphere. There is a maximum
around 25-30 m s~! but it is much less pronounced than its northern hemispheric counterpart. The ratio
for the lower to higher spectral bands in Fig. 3.13c bears some similarities to the northern hemisphere
(Fig. 3.10c) but featuring a much stronger increase with jet speed exhibiting a very steep ascent from 40
to 50 m s~!. Fig. 3.13d shows that the higher spectral ratios at higher latitudes are also very distinct to
the northern hemisphere where an increases of the ratio with the latitude of the mountain is evident with
the strongest change between 10° and 20° N, whereas Fig. 3.10d reveals a maximum at 10° N for the
northern hemisphere.
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Figure 3.13: Phase diagram for different wave number ratios of geopotential averaged over 60-80 N
(a,c) and 30-50 N (b,d) (see text for explanation). All panels are for 500 hPa. Wave number ratios
1-2/3-4 and wave number ratios 1-4/5-8 are shown in (a,b) and (c,d), respectively
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3.5 Discussion

In order to shed light on the differences in dynamical behavior dependent on the jet speed as well as
the latitude of the mountain we will now discuss the different patterns presented above by adopting the
concepts of linear barotropic and QG Rossby wave theory. At the end of this section we will also present
sensitivity studies to underline the general validity of the experiments carried out.

Fig. 3.14 shows the meridional wave number / (see eq. (3.9)) depending on different zonal wave
numbers m for the jet setup with 10, 20, 40 and 50 m s~!. Since the meridional propagation reaches
the latitude where / becomes zero the zonal wave number m = 1 always has the furthermost reach in the
experiments. We find that zonal wave numbers m = 1,...,4 reach significantly northward of 60° N for
the 10 m s~! jet, whereas only m = 1,2 can be expected to penetrate north of 60° N for 30 m s~! and for
the 50 m s~ jet only zonal wave number one will be able to reach the higher latitudes. This is in very
good qualitative agreement with the analysis presented in the previous section where for a jet speed of
20 m s~! zonal wave number one and two dominated the higher latitude response whereas for a jet speed
speed of 40 m s~! only evidence of wave number one was found at higher latitudes. The dominant zonal
wave numbers at the mid-latitudes were found to be 4, 5 and 6 for the two jet speed setups. Since the
response along the jet can be expected to propagate exclusively along the jet, i.e. Cg, = 0, we can assume
I = 0 and thus can identify the dominant zonal wave numbers in Fig. 3.14. For 20 and 40 m s~! we find
zonal wave number 4, 5 and 6 to be the the ones for which / becomes zero within the latitude band of
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Figure 3.14: Meridional wave number | for k =1, 3 and 5 in black, red and blue for maximum jet speed
of 10 m/s (a), 20 m/s (b), 40 m/s (c) and 50 m/s (d).
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30°-50° N, which again demonstrates the usefulness of the linear barotropic theory.

However, it was also shown that the dominant wave number also depends on the latitude of the moun-
tain, which cannot be simply explained by the diagram in Fig. 3.14. Furthermore there was a depen-
dence of the phase shift evident as well. Comparing Figs. 3.5a, 3.6a and 3.6c for the 20 m s~! jet with
the mountain located at 0°, 20° and 30°, respectively, an increase of zonal wave number is evident with
increasing latitude of the mountain. The dominant wave numbers are still the ones predicted by the sta-
tionary theory, i.e. 4, 5 and 6, but the dominant contributions vary significantly with the latitude of the
mountain with an increase in zonal wave number as the mountain moves closer to the jet. This can be
explained by the wave numbers forced by the mountain at its latitude. The mountain will mainly force
the wave components which correspond to the stationary wave number at and around the latitude of the
forcing. Hence according to Fig. 3.1 the forced spectra will include higher zonal wave numbers at the
lower latitudes compared to the latitudes of the jet. The stationary wave number for the 20 m s~! jet
at 20° N is K;(20°) = 10.4 and for 30° K;(30°) = 7.4. Thus there are a lot of components forced by
the mountain which are not sustainable further northward and will decay away from its source. Due to
their northward evanescence these wave components are only detectable close to the mountain, thus the
further the mountain is away from jet the less impact these components will have on the latitudes of the
jet, but if the mountain is closer to jet there will be a fingerprint on the jet latitudes of the higher wave
number evanescent components. Comparing Figs. 3.7a,c the impact of the higher wave numbers is less
evident for the 40 m s~! jet. There are two reasons for that. First the stationary wave number for a
mountain centered at 30° N is K;(30°) = 6.1, thus already close to the observed wave number 5 and on
the other hand the wave number 6 component is highly evanescent in the jet latitude band compared to
the 20 m s~ ! jet where even wave number 6 is still sustainable up to about 40° N becoming evanescent
only further northward.

The maximum in the ratios at 40 m s~! in Fig. 3.10 can be explained by utilizing Fig. 3.14. The
stationary wave number at the latitudinal belt of interest (60°-80° N) remains above one for the entire
area for 40 m s~! whereas it becomes less than one in the northern part of the belt for the 50 m s~ jet.
This again implies that this wave number is not sustainable at higher latitudes and will be reflected before
crossing the belt or be evanescent further northwards. This results in reduced mean amplitudes for the

50 m s~! jet compared to the 40 m s~ !,

In order to explain the non-stationary response in the southern hemisphere we can again utilize (3.9).
As pointed out above and as is evident in Fig. 3.11 the planetary waves have a negative, i.e. westward,
phase speed, which appears to be rather small (=50 days to encircle the globe for wave number one at
higher latitudes and about 60-70 days for wave number ~4 at mid-latitudes).

Inspecting (3.9) meridional propagation is still possible at it = 0 if ¢ < 0, i.e. westward propagating
Rossby waves can be transmitted into the southern hemisphere through the critical latitude for stationary
Rossby waves. This explains the existence of westward propagating planetary waves in Fig. 3.11 for the
southern hemisphere. Since the arguments of wave refraction in (3.9) are still valid for propagating waves
with constant phase speed for a given zonal wave number we expect only lower zonal wave numbers to
penetrate into higher latitudes, like for the northern hemisphere. Since we know the approximate phase
speeds of the waves crossing the equator we can calculate the meridional wave number at the equator for
m=1withc~10ms~! and m = 4 with c ~ 7.5 m s~! yielding / ~ 10 for both cases. Hence there seems
to exist a preferred meridional wave number for equatorial transmission independent of the zonal wave
number. We obtain the same results if the mountain is located at 30° N. However, so far we are unsure
which mechanisms determine this wave number for the mountain centered at 20° and 30° N and can only
speculate about possible reasons. The wave number might in fact be dependent on the model resolution
as well as be dependent on dynamical aspects. If the mountain is located at 10° N the phase speed is
significantly reduced (not shown) and the transmitted equatorial meridional wave number changes. The
most plausible cause for the different behavior for the mountain centered at 10° N is the possibility of
wave transmission due to its proximity to the equator where the edge of the mountain reaches the equator.
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3.5.1 Sensitivity to the size and height of the mountain

All experiments were carried out with the identical mountain, i.e. 2000 m high and with a radius of one
third of the radius of the earth. Within linear QG theory the lower boundary condition (3.11) is used to
force solutions in (3.10). Neglecting damping and utilizing A from (3.15) the amplitude of the mountain
forcing at z = 0 becomes

R N2 .
dk,1) = —ﬁh(k,l) (3.19)

where the”denotes the Fourier transforms of the variables. Hence the response at the same latitude, i.e.
same f and B with identical N and the same mountain,  depends only on % For wave solutions where
mg > 0 the real part of ®, thus its amplitude, is almost unaffected by changes in i which will primarily
impact on the phase shift of the solution. We tested this by running the QG model for different i and only
found a weak sensitivity of the lower boundary condition to changes in the background flow. Held and
Ting (1990) showed that the amplitude of the response in a baroclinic atmosphere is directly proportional
to i. Thus the vertical sheer of the background flow, i.e. the meridional temperature gradient, dominates
over the advection of the perturbation potential temperature by the zonal background flow. However, due
to the barotropic nature of our model setup their results are not applicable to the study presented here.

Anyhow, the amplitudes of the responses in the different experiments can be separated by a factor of
100 indicating that linear QG theory does not hold for a fully non-linear model. Pierrehumbert (1985)
derived the non-dimensional number Fr~!Ro as the key parameter for non-linearity for rotational flow
across topography, where Fr~! is the inverse Froude number % and Ro is the Rossby number }]—L For
values FrRo < 1 Pierrehumbert (1985) concludes that the flow can be treated as approximately linear. For
the setup of our experiments with the mountain located at 10°, 20° and 30° N we obtain FrRo ~= 0.8,
0.4 and 0.25, respectively. We are not able to calculate FrRo for the experiments at the equator since
Ro — . Hence according to Pierrehumbert (1985) all our calculations are carried out in a quasi-linear
framework. However, one should bear in mind that Pierrehumbert (1985) neglected the B-term in his

semi-geostrophic set of equations disallowing for the existence of Rossby wave propagation.

A plausible cause for the difference in the experiments with the different jet speeds is the resonance at
the stationary wave number evident in (3.19) for K, = vm? +[2 = % where the denominator becomes
zero. The leading zonal wave number of the mountain spectrum is around 9-10 for all mountain latitudes.
Assuming [ to be small (zonal propagation) one can directly infer the resonant m from Fig. 3.1. Thus
for mountains located at 10° and 20° N the response is much closer to resonance for higher jet speeds
where the stationary wave number is smaller compared to the lower jet speeds. However, m, can become
imaginary for increasing i reducing vertical propagability which would account for a reduced response
at upper levels.

The discussion above shows that we cannot rule out non-linearity in our calculations and it might in
fact play an important role in determining the difference in the amplitudes of the responses. In order to
strengthen the confidence in the results presented here we carried out several experiments to check for the
sensitivity of the results to the size and height of the mountain pinpointing the robustness of the material
presented. We reran the experiments with maximum jet speeds of 20 and 40 m s~! and the mountain
centered at 0° and 20° N with half the radius, i.e. R=a/6 and also repeated the same experiments with the
original radius but with the height reduced to 500 m. The differences in the results based on the wave
detection as well as the ratios of the different wave spectra are not significant. In fact the day of detection
is on average only shifted by +3 — 6 days. However, the amplitude of the response is significantly
reduced for all experiments where the mountain size or height is reduced indicating that the spectrum as
well as the height of the mountain are key players in determining the amplitude of the response.
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3.6 Final remarks

We presented the time and space evolution of a global response to a single mountain in an idealized
atmospheric setting with a zonal jet in each hemisphere. The latitude of the mountain as well as the
maximum jet speed were varied to pinpoint the dynamical influences on the wave propagation.

In accordance to earlier studies we find that a constant forcing (i.e. the mountain) always yields a
stationary response in the hemisphere in which it is centered and that the response is mainly composed
of two wave trains: One along the jet and one crossing the jet into higher latitudes. The concepts of ray
tracing of stationary non-divergent barotropic Rossby waves proved to be useful in order to explain the
differences in the 3D response. Especially the dependence of the higher latitude response was to a great
extend attributable to differences in the latitudinal profiles of the stationary wave number.

The lateral structure of forced QG stationary Rossby waves accounts for the difference in the vertical
composition of the response along (wave-like in vertical) compared to north of the jet (quasi-barotropic).
Furthermore we found that a change in the latitude of the mountain leads to a phase shift of the stationary
response north of the jet, which can be attributed to the different path lengths of the rays of the waves.

A remarkable finding of this study is the non-stationarity of the response in the hemisphere without
the mountain. We were able to explain the existence of a non-stationary response by Rossby wave theory
and showed that the concepts of wave refraction still hold for waves with a phase speed unequal zero.
However, the mechanism generating the non-stationary Rossby waves at the equator is still unknown and
requires further investigation.
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Chapter 4

Extra-tropical response to stationary and non-stationary tropical heating:
Non-linear global simulations with a zonally asymmetric jet stream

4.1 Introduction

Global teleconnection patterns identified by e.g. Wallace and Gutzler (1981), Horel and Wallace (1981)
and Barnston and Livezey (1987) show statistical evidence for the interaction of distant regions raising
the question of their dynamical cause and about the atmospheric mechanisms involved in their generation.
Especially the North Atlantic Oscillation (NAO) (e.g. Wanner et al., 2001) and the Pacific/North Amer-
ica pattern (PNA) (e.g. Wallace and Gutzler, 1981) have received great attention over the last decades.
Whereas the PNA is seen as a pattern of seasonal variability Feldstein (2002) showed that the PNA
anomaly completes its life cycle within 2 weeks indicating the sub-monthly character of the dynamics
involved in its generation highlighting the importance of sub-seasonal dynamics in the generation of the
PNA.

There are a number of studies relating the growth of low-frequency patterns such as the PNA to lin-
ear dispersion of Rossby waves from a source of tropical heating via energy transmission along ray
paths resembling great circles (Hoskins et al., 1977; Hoskins and Karoly, 1981) producing patterns like
the PNA. Studies mainly comprise a stationary (Hoskins and Ambrizzi, 1993; Lim and Chang, 1983;
Branstator, 1985; Sardeshmukh and Hoskins, 1988; Ting and Sardeshmukh, 1993; Ting and Yu, 1998)
or non-stationary (Jin and Hoskins, 1995) approach linearized about idealized basic states or the clima-
tological mean winter flow. Other studies propose a barotropic instability due to the zonal asymmetry
of the climatological winter mean state as the key mechanism (Simmons et al., 1983; Frederiksen, 1983;
Frederiksen and Webster, 1988; Branstator, 1990, 1992). However, it was shown that small changes
in the damping or in the forcing eliminate the instability (Borges and Sardeshmukh, 1995; Ting and
Sardeshmukh, 1993; Ting and Yu, 1998) casting doubt on role of the proposed mechanism. Further stud-
ies indicate the importance of high-frequency eddy feedbacks on the time mean state of the atmosphere
in generating low-frequency variability patterns such as the PNA (Egger and Schilling, 1983; Nakamura
and Wallace, 1993; Branstator, 1995; Jin et al., 2006).

However, more or less all studies agree on the importance of a tropical forcing in the equatorial east-
ern Pacific as a trigger for the perturbation in the extra-tropics. One of the most prominent patterns of
tropical variability connected to outbreaks of strong convective activity, and thus diabatic heating, is the
Madden-Julian Oscillation (MJO) with a recurrence of about 40 days (Madden and Julian, 1971, 1972,
1994; Zhang, 2005). During its convective active phase the MJO is characterized by a slowly eastward
progressing (5 m s~!) conglomeration of convection along the equator, where the active phase is limited
to the Indian and eastern to central Pacific Ocean (Hendon and Salby, 1994; Matthews, 2000; Zhang,
2005). There have been several studies investigating the impacts of the MJO on the mid-latitudes by
means of data analysis and composite studies (Liebmann and Hartmann, 1984; Lau and Phillips, 1986;
Knutson and Weickmann, 1987; Kiladis and Weickmann, 1992; Hsu, 1996; Higgins and Mo, 1997;
Matthews and Kiladis, 1999; Kim et al., 2006) or modeling approaches (Salby et al., 1994; Hendon and
Salby, 1996; Matthews et al., 2004). The MJO was shown to have a significant impact on the mid-
latitudes by initiating global circulation patterns as well as changing the Pacific wave guide. Recently
Mori and Watanabe (2008) investigated the direct impact of the MJO on the PNA by examining compos-
ite life cycles of the PNA. They found a strong coherence between the MJO and the development of a
wave train along the Pacific wave guide which they hypothesize to be generated by the divergent winds
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primarily associated with anomalous convection of the MJO.

The studies listed above try to describe the dynamical mechanisms involved in the interaction of a
tropical diabatic heating (as comprised e.g. by the MJO) and the mid-latitude wave guide mainly based
on composite analysis or theories relating evolutions on synoptic time-scales to low-frequency variabil-
ity. However, the day-to-day high-frequency interactions are still yet to be determined. The wave train
along the Pacific wave guide initiated by the MJO (Mori and Watanabe, 2008) resembles the character-
istics of a downstream development (Simmons and Hoskins, 1979; Chang, 1993; Chang and Yu, 1999;
Chang, 1999). Hakim (2003) and Danielson et al. (2006) also investigated the occurrence and dynamics
of downstream developments in the Pacific sector. Latter study successfully used wave activity fluxes
(Takaya and Nakamura, 1997a,b) to diagnose the downstream progression of wave energy. However, it
should be noted that our dynamical understanding of downstream development, especially the determi-
nation of the phase and group velocity of the perturbation, is still rather limited (Chang, 1999; Hakim,
2003). Since Mori and Watanabe (2008) clearly indicate a relationship between the MJO and a subse-
quent downstream development along the Pacific mid-latitude wave guide it is desirable to gain a better
understanding of the dynamics involved in the initiation of the wave train by tropical convection.

In the work of Schwierz et al. (2004) the generation of a wave train along a wave guide is discussed
in an idealized analytical model. They basically show that the impact of a balanced vortex at some some
distance to the wave guide is sufficient to produce a downstream development where the characteristics of
the wave train are mainly defined by the basic state and only the amplitude of the response is determined
by the distance of the vortex to the wave guide and by its amplitude.

In our study we will focus on the non-linear interaction between a prescribed stationary or migratory
tropical heating with the extra-tropical flow. The experiments are conducted with the fully non-linear
adiabatic version of the global model from the European Centre for Medium Range Weather Forecasts
(ECMWF). The model is run in the Held-Suarez (HS, Held and Suarez, 1994) setup. This setup allows
for the maintenance of a meandering baroclinic mid-latitude jet enabling an interpretation of the results
beyond the realm of linearity and with a more complex and asymmetric structure of the atmosphere com-
pared to a climatological mean. The non-linear response to tropical forcing has previously being studied
by Lin and Derome (2004). They found that the amplitude of the PNA features a linear relationship to
the magnitude of the tropical forcing. However their study is based on statistics of a long time integration
whereas here we will focus on the synoptic evolution of the response in time pinpointing some of the
most relevant dynamical processes involved.

Even though the forecast performance on the onset and the progression of the MJO is still very poor
in todays numerical weather prediction models (Ferranti et al., 1990; Hendon et al., 2000; Zhang et al.,
2006) the results presented in this study help to pinpoint some of the key mechanisms involved in the
interaction between a tropical heating and the mid-latitude wave guide shedding light on the main sensi-
tivities of the response.

In section 4.2 we introduce the model used for this study followed by the description of the initial
conditions and specify the forcing. In section 4.3 we present the method used for our investigation.
Our results are presented in sections 4.4 and 4.5 followed by our discussion of the presented material in
section 4.6. In section 4.7 we briefly summarize our findings.

4.2 Experiment setup

4.2.1 Model

We utilize the CY31R2 version of the ECMWF Integrated Forecast System (IFS) (see ECMWF (2007)
and references therein). In a nutshell the IFS is a hydrostatic, primitive equation, global spectral model
with hybrid levels (0 < m < 1) in the vertical (Simmons and Burridge, 1981). It employs a semi-
Lagrangian semi-implicit time-stepping scheme and was developed for operational forecasts at ECMWE.
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Our experiments are performed with a stripped-down version of the model (i.e. dynamical core),
basically constituting an adiabatic version of the full code where we set the model orography to zero
everywhere. Since this model version does not allow for an interaction with the surface the atmosphere,
there is no is response to land-sea contrasts. The model is run in the HS setup which basically comprises
a temperature relaxation yielding a baroclinic jet in each hemisphere centered at about 40° N/S and max-
imizing at a height of around 200 hPa. In addition to the temperature relaxation a Rayleigh damping is
applied to the low-level winds to mimic boundary-layer friction. The motivation for the use of this setup
is to allow for a state of the atmosphere featuring a transient meandering and baroclinic jet with fronts
and eastwards moving high and low pressure systems similar to a more realistic day-to-day situation
compared to a climatological mean state.

The neglect of all physical parameterizations (radiation, condensation, convection, boundary layer
processes etc.) facilitates the interpretation by eliminating complex diabatic processes thereby focusing
purely on the nature of the dynamical response. Together with the HS setup we are thus able to discuss the
impacts of non-linearity and non-stationarity in an idealized but more day-to-day like setting in contrast
to earlier studies utilizing mainly linearizations about a climatological mean winter background state.

The boundary conditions for the hybrid level vertical velocity are | = 0 at the bottom (n = 1) and
at the top (n = 0) of the model domain. The condition at 1 = 0 would allow for reflection of gravity
waves from the lid. The impact of this unphysical reflection is minimized in the IFS by increasing the
horizontal diffusion in the uppermost model levels linearly with log(p).

We integrate the model for a time span of 15 days with 60 levels in the vertical using a triangular
truncation T159, which roughly corresponds to a 125 km grid spacing. The time increment was set to
3600 s.

4.2.2 Initial conditions

To obtain our initial fields we integrated the IFS with the setup outlined above for one year and use the
3D fields of the pertinent variables from the last time step of the simulation as the initial fields for the
integrations presented in this study. The long time span of the integration allows the model to respond
and equilibrate to the HS setup yielding a non-linear, zonally asymmetric transient baroclinic state of
the atmosphere. Fig. 4.1 illustrates the initial situation by means of potential vorticity (PV) on the
320 isentropic surface as well as zonal wind and geopotential height on 200 hPa and temperature and
geopotential height on 850 hPa. The wavy structure of the baroclinic zone between 30 and 60 N/S is
clearly evident featuring PV streamers as well as areas with rather zonal orientation, e.g. between 100°
and 180° E in the southern hemisphere. The zonal speed of the jet varies between 20 and 45 m s~ which
corresponds to realistic jet velocities. However, the stronger zonal and meridional asymmetries present
in reality can yield even higher maximum jet speeds. Comparing the geopotential heights at 200 and
850 hPa (not shown) there are regions with a typical westward phase tilt with height (e.g. 60° E in the
northern hemisphere) indicating growing baroclinic waves, whereas most of the mid-latitude baroclinic
zone appears to be in a rather mature stage of baroclinic development (vertical aligned phase lines).
There are also regions of strong temperature advection evident in Fig. 4.1c indicating the existence of
fronts and frontal dynamics.

Thus the initial state of the atmosphere exhibits some of the complexities of a day-to-day situation in
reality with strong asymmetries in the zonal directions and is of non-steady character. This richness in
structure of our initial fields contrasts the much smoother and more zonal structures within climatolog-
ical mean states which have been used in similar studies before. The incentive of using a much more
complex initial state is to increase the realism of our simulations and to pinpoint dynamical evolutions
with applicability to day-to-day weather evolutions in order to illustrate the impact of tropical forcing on
a short to medium range weather development and forecast.
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Figure 4.1: Initial fields of potential vorticity [PVU] on the 320 K isentropic surface and surface pressure
with contour increment (c.i.) 2.5 hPa (a), Zonal wind speed [m s~'] and geopotential height with c.i. 5
dam at 200 hPa (b) and potential temperature [K] and geopotential height with c.i. 2.5 dam at 850 hPa

(c).

4.2.3 Definition of the heating

In addition to the setup lined out above we apply a temperature forcing in the tropical regions to mimic
diabatic heating from convection. This heating is applied to all simulations except to one reference
experiment which was integrated without the additional heating profile. The specification of our heating
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distribution is similar to the ones used by Jin and Hoskins (1995) and Ting and Yu (1998) , i.e.

Q=AV()H (A, ®) (4.1)

where A is the amplitude and V(1) and H (A, @) are the vertical and horizontal (A =longitude, ® =latitude)
distribution functions, respectively. The horizontal distribution of the heating is given by

HOL®) { cos? (ngj;) cos? (ndggo) if L —ho| < A, | — Po| < AD
0 if |A—Ao| > AN, | —Dy| > AD
where Ay and ® are the center longitude and latitude of the prescribed heating and AA and AP cor-
respond to the half-width of the forcing in the longitudinal and latitudinal directions, respectively. The
standard setting in the study presented here is chosen to be A = 5 K d~!, AL = 30 and A® = 10, which
is comparable to the heating distributions used by Jin and Hoskins (1995) and Ting and Yu (1998). The
sensitivity to the parameters is discussed in section 4.4.5. The center latitude @ is either 0° N, 15° N or
15° S, whereas 12 different center longitudes Ao were investigated for each latitude, encircling the globe
with an increment of 30°. The different longitudes are chosen to highlight the sensitivity of the response
to the different structures evident in the mid-latitudes. Thus we have 36 experiments with a stationary
tropical heating.

The vertical heating distribution takes the form

V(n) = sin(nn) 4.2)

which has a maximum at | = 0.5 and reduces to zero at 1 = 0 and 1 = 1, i.e. the top and the bottom
of the model domain. Thus the maximum is at about the same height as in Ting and Sardeshmukh (1993)
(6 = 0.5) but lower than in Jin and Hoskins (1995) (400 hPa). Matthews et al. (2004) investigated the
sensitivity of the response to the height of the maximum tropical heating and found that the amplitude of
the response decreases for lower heights of maximum heating. This indicates that the results presented
here might underestimate the amplitude of the response compared to more realistic tropical forcing which
was shown to maximize around 400 hPa (Matthews et al., 2004). However, the sensitivity of the vertical
heating distribution is out of the scope of the study presented here.

For the moving forcing we only investigate the response with @y = 0 and assume the corresponding
Ao to be a function of time resembling a speed of 5 m s~ which is comparable to the speed of the MJO
signal (Salby et al., 1994; Hendon and Salby, 1994; Zhang, 2005). All other parameters are the same as
for the standard setting. Thus we have 12 experiments with a moving tropical heating.

Regarding the similarity of our forcing to the MJO one should keep in mind that whilst we prescribe
a tropical heating to mimic the convective active part of the MJO in the Indian and Pacific Ocean, the
MJO is a global phenomenon and the perturbations related to it span the entire globe. Thus by solely
prescribing a tropical heating the features simulated in our experiments will not be able to reproduce a
real MJO circulation.

4.3 Method

We use the difference between the 36 forced model runs with a stationary forcing or the 12 runs with a
moving forcing to the model run without the tropical heating for analyses in order to pinpoint the impact
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of the forcing on the time evolution. The strategy for this has particularly two aspects. First, the unforced
run can be seen as a background state on which the tropical heating generates a response permitting a
direct dynamical interpretation. The second aspect can be seen as an immediate application to medium
range weather prediction. Since the forecasts of tropical convection, especially the onset and evolution of
the MJO in todays numerical weather prediction models are still rather poor (Hendon et al., 2000; Zhang
et al., 2006) the difference between the model simulations indicates the possible impact of a missed or
incorrectly forecasted event of tropical heating like the MJO on a forecast.

From the large variety of variables the discussion of the results concentrates on the difference of
geopotential height on different pressure levels. This choice is especially motivated by the frequent use
of geopotential height in the analysis of teleconnections and in weather forecasting. Furthermore, the
analysis of the 200 hPa isobaric surface allows for the investigation of the evolution along the tropopause
region throughout a large fraction of the globe. An interpretation of PV on an isentropic surface is
hampered by the fact that the isentropic surfaces dip down significantly towards the equator where the
forcing is usually centered. In addition to the difference in the geopotential height the absolute value of
the total gradient of PV on 200 hPa is evaluated where the thick contour line on the plots indicates the 4
PVU per 1000 km value. We have chosen PV on an isobaric surface here instead of an isentropic one in
order to be consistent with the analysis of the difference in the geopotential height fields. We will refer
to the region enclosed by the contour as the mid-latitude wave guide. This nomenclature is motivated
by Rossby wave theory. Rossby waves can only propagate on non-zero PV gradients and can become
trapped along sharp gradients in PV.

We also present an analysis indicating the dependence of the downstream extent of the perturbation
on the distance of the forcing from the wave guide. This is motivated by Schwierz et al. (2004) who
showed that the impact of a balanced perturbation on a PV discontinuity is determined by the distance
of the perturbation to the PV discontinuity as well as its amplitude, or in other words by the magnitude
of the circulation of a balanced vortex in the vicinity of the wave guide. In the following we define the
time of the first impact of our tropical forcing on the wave guide (¢7,) as the time when the absolute
value of the difference of the geopotential height on 200 hPa in the latitudinal belt between 30-60 N/S
exceeds 2 dam for the northern/southern hemisphere, respectively. For this time span we define a mean
and a minimum distance of the wave guide to the center position of the forcing for each hemisphere.
The minimum distance is defined as the minimum great circle distance between (Py, Ay) and the closest
location on the sphere where the absolute PV gradient on 200 hPa exceeds 4 PVU per 1000 km from ¢ =0
until 77, whereas the mean distance is defined as the average of the minimum distances from # = 0 until
trs. Furthermore we define the distance travelled by the perturbation along the wave guide by detecting
the absolute value of the difference of geopotential height exceeding a threshold value of 2 dam within
the latitudinal belt of 30-60 N/S and looking for its rhomboidal distance to (® = £45°, ) to define the
distance travelled in the northern/southern hemisphere.

4.4 Response to stationary heating

In the following we present three case studies highlighting the nature of the response to the tropical
forcing that is inherent in all simulations. The three cases were chosen because they feature significant
differences between each other and yet are recurring features of many simulations.

4.4.1 Time evolution
Forcing centered at 15° N, 120° E

Figs. 4.2a,b,c,d show day 3, 5, 7 and 10 of the experiment with the forcing centered at 15° N and 120° E.
The impact of the heating is evident as a positive geopotential height perturbation at the location of the
forcing by day 3. There are also intrusions into the equatorial region as well as the mid-latitudes. By day



4.4. Response to stationary heating 51

Figure 4.2: Difference in geopotential height between forced minus unforced model run (see text for
explanation). Panels (a,b,c,d) are on 200 hPa, (e) on 850 hPa and (f) on 500 hPa. Forcing (5 Kd™') is
centered at 15° N and 120° E. Thick contour indicates potential vorticity gradient on 200 hPa exceeding
4 PVU per 1000 km. The different panels correspond to day 3 (a), day 5 (b), day 7 (c,e,f) and day 10 (d).

5 a wave train starts to develop along the PV wave guide in the northern hemisphere, and it subsequently
extends downstream. In the southern hemisphere it takes 5 days before the response is evident along the
PV wave guide and it too subsequently extends downstream. An eastward propagating Kelvin-like wave
response is also evident along the equator at day 10.

Forcing centered at 0° N, 150° E

The second case presented for the stationary forcing is the experiment with the forcing centered at 0° N
and 150° E (Fig. 4.3). After three days the typical Matsuno-Gill (Matsuno, 1966; Gill, 1980) response
to a stationary equatorial heating is evident featuring the eastward propagating Kelvin wave and the
westward propagating Rossby wave couplet. The response differs from the idealized analytical solutions
due to non-linearity and the non-uniform background state. By day 5 the influence of the forcing in
the northern hemisphere reaches the PV wave guide and proceeds to trigger a downstream development
along the same wave guide which becomes clearly evident at day 7. On day 7 there is also a downstream
development evident in the southern hemisphere which is also triggered by a lateral propagation towards
the southern hemisphere wave guide. By day 10 distinct wave trains along the PV wave guide are evident
in each hemisphere with a significant northward intrusion of a negative perturbation in the northern
hemisphere around 150° E. The Kelvin wave propagated around 200° along the equator corresponding
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Figure 4.3: Same as Fig. 4.2 but for forcing (5 K d~") centered at 0° N and 150° E.

to a phase speed of about 25.8 m s~!. It is interesting to note that the wave train along the NH wave
guide reaches as far downstream of the center position of the forcing as the Kelvin wave even though the
mid-latitude perturbation was initiated a few days after the Kelvin wave. This indicates a higher group
velocity of the perturbation along the wave guide compared to the phase velocity of the Kelvin wave.

Forcing centered at 0° N, 30° E

Figs. 4.4a,b,c,d show day 3, 5, 7 and 10 of the experiment with the forcing centered at 0° N and 30° E.
The typical Matsuno-Gill (Matsuno, 1966; Gill, 1980) response to stationary equatorial heating is again
evident after 3 days featuring the east-ward propagating Kelvin wave and the Rossby wave couplet to the
west. At day 5 a perturbation is initiated along the southern hemisphere wave guide in the proximity of
the forcing, which subsequently develops downstream (see figures for day 7 and 10). The response along
the northern hemisphere wave guide is very weak and is only evident from day 5 onwards. Comparing
the structure of the wave guides in the different hemispheres in the vicinity of the forcing a significant
excursion of the wave guide towards the tropics is evident in the southern hemisphere, whereas the wave
guide in the northern hemisphere is more distant to the forcing and exhibits a less wavy structure at the
longitude of interest. The amplitude of the response in the southern hemisphere by day 10 is very large
compared to the northern hemisphere and in fact compared to the two case studies presented above. Thus
despite the parity of the tropical heating in the different experiments the response can vary significantly
due to the relative position of the forcing to the wave guide as well as the structure and character of the
wave guide itself.
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Figure 4.4: Same as Fig. 4.2 but for forcing (5 K d="') centered at 0° N and 30° E.

Hovméller diagrams

Fig. 4.5 summarizes the horizontal time evolution of the response along the mid-latitudinal belt by
showing Hovmoller (1949) diagrams of geopotential height averaged between 30-60 N/S for the northern
(NH)/southern hemisphere (SH) from day O until the end of time integration at day 15 for the three case
studies presented above. Figs. 4.5a,b show the development for the NH (a) and the SH (b) hemisphere for
the first experiment discussed above with the heating situated at 15° N 120° E. The disparity in the onset
and evolution of the response in the different hemispheres is clearly evident with an earlier initiation of a
perturbation along the wave guide with subsequent downstream development in the northern hemisphere.
The tilt of the phase lines indicates an eastward phase speed of the perturbations (c ~ 9 m s~'). However,
there is a couple evident in the perturbations from day 7 onwards which is stationary centered about
180° E. The pattern remains stationary for around 6 days before the phase tilt indicates an eastward
progression. From Figs. 4.5a,b we can also infer the group velocity of the perturbations propagating
along the wave guide by inspecting the inclination of the wave train in the diagram where the wave train
encircles the latitudinal belt within about 11 days yielding a group velocity of ¢, ~ 30 m s~ 1. This value
of the group velocity is in fact very close to but smaller than the mean zonal wind speed averaged along
the wave guide in the simulations.

Fig. 4.5c,d shows the diagrams for the NH/SH for the experiment with the heating located at 0° N
150° E. The picture is less clear compared to the previous case. However, in the NH a perturbation is
evident around day 4 and 6 and it subsequently develops downstream. In the southern hemisphere the
response along the wave guide is initiated around day 6 consistent with the earlier discussion.
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Figure 4.5: Hovmoeller diagrams for difference in geopotential height averaged over 30-60 N (NH) or
30-60 S (SH) at 200 hPa for forcing (5 K d="') centered at 15° N and 120° E (NH) (a), 15° N and 120°
E (SH) (b), 0° N and 150° E (NH) (c), 0° N and 150° E (SH) (d), 0° N and 30° E (SH) (e) and moving
forcing starting at 0° N and 30° E (SH) (f).

The Hovmoller diagram for the SH of the experiment with the tropical heating centered at 0° N 30°
E is shown in Fig. 4.5e. The initiation of the perturbation on the wave guide as well as its downstream
development are clearly evident. Compared to the other experiments discussed above the response is the
most clear-cut. The phase and group velocities inferred from the plot are more or less the same as for the
first case presented (c ~9m s~ !, g~ 30m s7h.

For all experiments presented in Fig. 4.5 the quasi-linear nature of the geometry in the response
appears to hold up to about day 12. Afterwards the difference between the forced and un-forced run is
of global nature and it becomes difficult to draw a concise picture of the impact of the tropical forcing
on the flow evolution. However, it is interesting to note, that the main difference between the forecasts
remains more or less confined to the NH and SH wave guides.



4.4. Response to stationary heating 55

4.4.2 Vertical structure

Panels (e) and (f) in Figs. 4.2, 4.4 and 4.4 show the difference in geopotential height on 850 and 500 hPa
at day 7 of time integration and are complementary to panel (c) for 200 hPa in the respective figures. For
all experiments the baroclinic structure of the tropical response to the forcing is evident, resembling the
first baroclinic mode with a reversal in sign of the perturbation between the upper and lower levels.

Fig. 4.6 shows the time evolution of the response with the forcing centered at 0° N 30° E by means
of vertical cross-sections of the difference in geopotential height (shaded) and temperature (contour)
along 45° S. At day 3 the first response appears at upper levels and then subsequently becomes evident
downstream. The response at day 7 and 10 is quasi-barotropic from 100 to 500 hPa before the difference
in geopotential height tilts westward with increasing height in contrast to the the difference in temperature
which tilts in the other direction. This phase tilt is typical for growing baroclinic waves (e.g. Eady, 1949)
and downstream development (Simmons and Hoskins, 1979; Chang, 1993). It should be noted that the
perturbation in geopotential height maximizes near the tropopause at 200 hPa, which is also the level of
maximum jet speed. Above 500 hPa the perturbations in temperature and geopotential are aligned where
positive/negative perturbations in geopotential height are accompanied by negative/positive temperature
perturbations above 250 hPa and positive/negative temperature perturbations below. This feature is in
accordance with the thermal wind relation of geostrophically balanced flow.

The development in time also indicates that the perturbation in geopotential height is first generated
at upper levels and then penetrates downwards and downstream in time, which is in accordance with the
modeling work of Simmons and Hoskins (1979) and the analysis of downstream development presented
by Chang (1993). However, the tilt of the phase with height of geopotential height and temperature
is smaller and only limited to levels below 500 hPa in our study contrasting the analysis presented by
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Figure 4.6: Vertical cross-section of difference in geopotential height [dam] (shaded) and difference in
temperature [K] (contour) for forcing (5 K d="') located at 0° N and 30° E. Panels are for day 3 (a), 5
(b), 7 (c) and 10 (d), respectively.
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Chang (1993) where the tilt is evident throughout the entire troposphere at a slightly higher angle. This
is basically due to the nature of baroclinic waves in the HS setup which was confirmed by looking for
the typical vertical tilt of the phase lines in the baroclinic zone in the unforced simulation.

4.4.3 Extent of perturbation versus distance to wave guide

One of the key features evident in the case studies presented above and inherent to all experiments is
the wide spread in the onset time of the response along the wave guide as well as its downstream extent
and amplitude at a particular time. This raises the question of the salient sensitivities determining these
differences. We already pointed out that the relative distance of the tropical heating to the wave guide
plays a crucial role in increasing the likelihood of initiating a response in mid-latitudes. In section 4.3
we outlined the method for detecting a perturbation along the wave guide. Our measure for the minimum
and mean minimum distance from the forcing to the wave guide as well as the distance propagated by
the perturbation in the latitudinal belt between 30 and 60 N/S was also introduced. Using the data for the
NH and SH from all 36 experiment we have 72 data points which can be used to compile scatter plots
indicating the correlations for different variables.

In Fig. 4.7a the dependence of the time of first detection is plotted against the mean and minimum
distance to the wave guide. The alignment of the data points close to the linear fitted curve is quite
remarkable indicative of a strong relationship between the two variables with earlier detection for a closer
proximity of the forcing to the wave guide. Fig. 4.7b shows the maximum of the absolute amplitude of the
response in geopotential height at 200 hPa at day 5 and 7 versus the time of first detection. Again a clear
relationship is evident with higher amplitudes for an earlier first detection. This basically denotes that the
perturbations are growing in time along the wave guide. Note that the data points for day 5, especially for
higher amplitude perturbations, are much closer to their fitted curve than for day 7 pinpointing that the
perturbations have a tendency to non-linear growth in some experiments after 5 days of time integration.

Fig. 4.8a/b shows a scatter plot for the distance travelled by day 5/7 versus the minimum and the mean
minimum distance of the forcing to the wave guide. Both panels indicate a relationship between the two
measures of the distance to the wave guide and the distance propagated by the perturbation, with a further
downstream extent of the perturbations for day 5 and 7 for smaller distances of the wave guide to the
forcing. The downstream reach of the perturbation is increased for day 7 by about 2000-3000 km, which
can be explained by the group velocity of the perturbation along the wave guide pointed out above.
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Figure 4.7: (a) Scatter plot of time [hours] (first detection of perturbation in geopotential height at 200
hPa between 30-60 N/S) versus minimum (blue) and mean minimum (red) distance (in 1000 km) to PV
wave guide until first detection (see text for details). (b) Scatter plot of time [hours] (first detection of
perturbation in geopotential height at 200 hPa between 30-60 N/S) versus maximum absolute value of
perturbation in geopotential height [dam] at 200 hPa at day 5 (blue) and day 7 (red). Best fitted linear
curves are overlaid.
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Figure 4.8: Scatter plot of distance (in 1000 km) of perturbation in geopotential height at 200 hPa
travelled between 30-60 N/S until day 5 (a) and day 7 (b) versus minimum (blue) and mean minimum
(red) distance (in 1000 km) to PV wave guide until first detection (see text for details). Best fitted linear
curves are overlaid.

It is interesting to note that the differences between the two measures of the distance to the wave
guide, i.e. minimum and mean minimum until first detection, are not very large. From Fig. 4.8 it is also
evident that sometimes the spread in the distances travelled by the perturbation in the mid-latitudes for
given distances to the wave guide is rather large. This fact can be attributed to the different times of first
detection (see Fig. 4.7a), which vary between 30 h and 161 h with a mean value of 88.5 h. Since the
group velocity is comparable in all experiments, an earlier initiation of a perturbation allows for a further
downstream extent in time compared to a perturbation initiated at a later time.

In Fig. 4.9 the relationship between the maximum absolute amplitude of geopotential height on 200
hPa and the minimum and mean minimum distance to the wave guide is illustrated for day 5 and 7. Again
a clear relationship can be inferred between the variables pinpointing higher amplitudes for reduced
distances of the forcing to the wave guide.

In summary the key parameter determining the onset time, amplitude and downstream extent at a
given time of the perturbation is the relative distance between the forcing and the mid-latitude wave
guide. Since all experiments generally never feature the propagation of a wave out of the tropics towards
the wave guide the most-plausible explanation for the initiation of the perturbation along the jet is the
distant interaction of a vortex with a PV discontinuity as depicted by Schwierz et al. (2004).
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Figure 4.9: Scatter plot of maximum absolute value of perturbation in geopotential height [dam] at 200
hPa between 30-60 N/S until day 5 (a) and day 7 (b) versus minimum (blue) and mean minimum (red)
distance (in 1000 km) to PV wave guide until first detection (see text for details). Best fitted linear curves
are overlaid.
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4.4.4 Response pole-ward of wave guide

Earlier studies investigating the stationary response to a tropical heating pointed out the evidence of a
stationary Rossby wave train with energy transmission along a ray path resembling a great circle pole-
ward out of the tropics. These stationary Rossby wave patterns are often thought to be the cause for
the PNA teleconnection pattern (e.g. Lim and Chang, 1983; Ting and Held, 1990; Ting and Yu, 1998).
Jin and Hoskins (1995) and Matthews et al. (2004) showed that these stationary patterns also evolve
in non-stationary linear models within the first 15 days of time integration. However, comparing the
large scale wave response evident in their simulations to our results we find no equivalent evident in our
experiments.

Inspecting the response at day 10 for the three cases presented above (Figs. 4.2d, 4.3d, 4.4d) there is
invariably a perturbation evident pole-ward of the wave guide. However, the response does not feature
the characteristics of a Rossby wave propagating along a great circle indicating that the cause for the
perturbation in the geopotential height is most-likely not due to a Rossby wave propagating through
the wave guide. In fact the perturbation for the first two cases can mainly be attributed to an enhanced
pole-ward excursion of an existing trough.

However, the significant pole-ward perturbation in the SH in Fig. 4.4d around 90° E is not due to a
pole-ward shift of the trough near the forcing. Comparing PV on 320 K (Fig. 4.10) between the un-
forced and forced model run, the pole-ward response in geopotential height in Fig. 4.4 can be related
to an intrusion of tropospheric PV into the higher latitudes which is absent in the un-forced experiment.
This evolution is strongly linked to a wave-breaking in the forced run at day 10 around 60 S and 90° E
with a PV filament subsequently progressing southwards. The filament becomes cut off around day 14
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Figure 4.10: PV [PVU] on 320 isentropic surface for the unforced experiment (a,c,e,g) and the experi-
ment with the forcing centered at 0° N 30° E (b,d.f,h) at day 7 (a,b), day 10 (c,d), day 12 (e,f) and day 14
(&h).
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resembling a closed PV perturbation at higher latitudes. Due to the high degree of non-linearity inherent
in the wave-breaking producing this pole-ward response it seems implausible to explain the response via
stationary linear Rossby wave propagation.

4.4.5 Sensitivity to the amplitude and size of the forcing

Several experiments were repeated with different amplitudes and reduced horizontal extent of the forcing
in order to pinpoint the sensitivity of the results described above with the standard forcing outlined in
section 4.2.3.

Enhancing or reducing the amplitude of the tropical forcing does not significantly impact on the pattern
of the response. An analysis by manual inspection yields that the shapes of the perturbations in the
geopotential height field are almost unaltered compared to the standard setting. However, we find a
quasi-linear relationship between the amplitude of the perturbation and the maximum heating, where
doubling/halving the magnitude of the heating doubles/halves the amplitude of the tropical perturbation
as well as the amplitude of the response along the wave guide. This is in accordance with the findings
of Schwierz et al. (2004) who showed that the relative magnitude of a vortex reaching the wave guide
determines the amplitude of the response. Regarding the linearity with respect to the amplitude of the
forcing a similar relationship was also found by Lin and Derome (2004) who investigated the non-linear
extra-tropical response to a tropical heating perturbation resembling the ENSO signal.

Interestingly a change in the horizontal distribution of the forcing has a similar effect, i.e. the struc-
tures along the wave guide are almost unaltered (checked by manual inspection), whereas the amplitude
decreases for smaller forcings. Halving the zonal and meridional extend of the heating (which is equiva-
lent to halving the effective radius) results in a response with half the amplitude compared to the standard
setting. The reason for this dependency is most-likely twofold. First, a reduction in the size of the forc-
ing increases the distance to the wave guide, which according to Schwierz et al. (2004) will reduce the
amplitude of the response along the wave guide. Second, the smaller area of the forcing projects onto a
spectrum with higher zonal wave numbers. Thus the amplitudes of the larger wave components, which
primarily impact on the wave guide, are reduced.

4.5 Response to non-stationary heating

The results obtained with a moving heating distribution are designed to mimic some aspects of the
impact of a migratory tropical convective event such as the MJO. However, one should bear in mind the
simplifications inherent in the chosen model setup neglecting any diabatic processes, which of course
might change the response in reality. 12 experiments were carried out with different starting locations
of the forcing along the equator. In the following we will present one case study pinpointing similarities
and differences to a similar experiment but carried out with a stationary forcing.

Some interesting questions regarding the difference to the stationary heating are raised due to the
migratory nature of the tropical heating. First, the tropical response which for a stationary forcing is de-
picted by the Matsuno-Gill response might feature different phase speeds in the zonal directions. Second,
there is the possibility of a Doppler shift in the frequency and thus phase speed of the perturbations along
the wave guide yielding a further downstream extent compared to the stationary heating. Another aspect
is the maintenance of the forcing along the wave guide. For a stationary response one would expect a
decreased amplitude in the response for a non-steady forcing. However, as pointed out in the previous
section on the stationary heating, the response is always of transient nature despite the stationarity of the
forcing.
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Figure 4.11: Same as Fig. 4.2 but for moving forcing (5 K d~") starting at 0° N and 30° E.
4.5.1 Time evolution

Fig. 4.11 shows the same fields as the figures discussed in the previous section for the stationary cases,
but now for a translating forcing starting at 0° N 30° (the position for the last case discussed within the
results for the stationary forcing). Comparing Figs. 4.11a,b,c to Figs. 4.4a,b,c the response is similar
and indeed almost identical for the first 5 days but featuring a reduced amplitude compared to its non-
stationary counterpart. The shape of the response along the wave guide is more or less unaffected by the
non-stationarity of the tropical heating. However, the tropical response is shifted towards the east, which
is illustrated by the new center of the response being around 60° E and a further downstream reach of the
Kelvin wave.

After day 5 the heating migrates into an area where it subsequently interacts with a tropical excursion
of the wave guide further downstream around 100° E. This interaction yields another perturbation along
the wave guide. Due to the large distance from the initial longitude the stationary forcing at 30° E is
not able to interact with this tropical intrusion of the wave guide. It is this difference in the interaction
with the wave guide between the two simulations which results in the distinct patterns at day 10 (Fig.
4.11d). The downstream part of the perturbation along the wave guide is still more or less identical
to its non-stationary counterpart (Fig. 4.4d), but the perturbation along the wave guide closer to the
forcing is now modulated significantly, with the negative perturbation in the SH around 100° E being
shifted eastwards and the positive perturbation in the SH around 140 ° E being shifted equator-wards.
The perturbation triggered later subsequently interferes with the existing perturbation hampering the
dynamical interpretation of the further development.
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Figure 4.12: Vertical cross-section of difference in geopotential height [dam] (shaded) and difference in
temperature [K] (contour) for moving forcing (5 K d~') starting at 0° N and 30° E. Panels are for day 3
(a), 5 (b), 7 (c) and 10 (d), respectively.

The Hovmoller diagrams in Figs. 4.5e,f clearly illustrate the similarities of the response. There is
a large qualitative agreement of the two bottom panels, but it is also evident that the amplitude of the
response is reduced for the migratory forcing and almost decays before reaching O E at day 15, whereas
the response for the stationary forcing maintains its strength. Comparing the initial perturbations around
day 5 a reduced initial amplitude for the moving forcing is evident compared to the stationary one. Thus
in contrast to the stationary simulation the translating forcing is either not able to maintain the energy
supply for the wave train or is not able to create a large enough initial perturbation on the wave guide.
Furthermore the interference between the two perturbations triggered along the wave guide might in fact
be destructive yielding reduced amplitudes. Assessing the phase and group velocity from the tilt of the
phase lines and the angle of the wave train with the x-axis in Figs. 4.5e and f we can infer that the phase
as well as the group velocity is unchanged by the moving nature of the forcing ruling out the arguments
for a Doppler shifted response.

Comparing the time of first detection as well as the mean and mean minimum distances to the wave
guide versus the distance of the perturbation travelled along the mid-latitudinal belt for the 12 experi-
ments we find almost no differences between the stationary and non-stationary equatorial heating distri-
butions. This indicates that the moving nature of the forcing does not significantly change the character
of the first interaction of the forcing with the wave guide.

The similarity between the experiments with a stationary and a moving forcing denotes that it is
primarily the first impact of the heating and its footprint on the wave guide which determines the character
of the response in the mid-latitudes. In fact since the perturbation is progressing with a group velocity
of ~ 30 m s~!, which is much larger than the speed of the tropical heating, one might expect that the
subsequent impact of the moving forcing will always be behind the first perturbation. This explains
why the leading edge of the downstream development is almost unchanged compared to the stationary
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forcing.

4.5.2 Vertical structure

Inspecting the vertical structure of the response along the wave guide for the moving forcing (Fig. 4.12)
we find more or less identical structures compared to the ones presented for the stationary forcing featur-
ing the characteristics of baroclinic downstream development with a maximum perturbation in the upper
troposphere. It is only after day 7 that the patterns change significantly around 60-140 E, which can be
attributed to the subsequent interaction of the forcing with the wave guide outlined above.

4.6 Discussion

The material presented above highlights the sensitivity of the amplitude and the downstream reach of the
response to the relative location of the tropical heating to the mid-latitude wave guide. In the following
we will interpret possible dynamical and theoretical explanations for the sensitivity by applying the
findings for downstream development (e.g. Simmons and Hoskins, 1979; Chang, 1993; Chang and Yu,
1999; Chang, 1999) as well as the theory of forced interfacial (i.e. at a PV discontinuity) waves on a
B-plane discussed by Schwierz et al. (2004).

We showed that the group velocity of the perturbations is always much larger than their phase speed.
This was found to be typical for downstream development (Chang, 1993). For neutral non-divergent
Rossby waves this behavior can be explained by the dispersion relation of barotropic Rossby waves
(Rossby, 1939). However, the view is incomplete if unstable waves exist, such as in our experiments. In
contrast to the non-divergent barotropic case the group velocity of the leading wave disturbance is now
defined by the fastest growing perturbation (e.g. Pierrehumbert and Swanson, 1995; Hakim, 2003) but
its group velocity is also bound by the jet-level wind speed. The latter characteristic is in fact true for
all experiments where the perturbation is never progressing downstream faster than the mean zonal wind
speed along the wave guide at 200 hPa.

In Figs. 4.2, 4.3, 4.4 and 4.11 there is always a wave packet evident along the wave guide with
the maximum amplitude near the forcing and smaller amplitudes at the leading edge. This is also in
accordance to wave packet theory in a baroclinically unstable environment with an initially localized
disturbance (Pierrehumbert and Swanson, 1995). The structure of the perturbation with the highest
amplitude in the center of the wave packet is predicted to bear the properties of the most unstable mode
(Simmons and Hoskins, 1979; Farrell, 1983). Comparing the phase tilt in the vertical cross-sections
the largest growth tends not to occur at the leading edge but rather some distance into the wave packet.
Theory would predict the leading edge to have larger wave numbers than in the middle of the wave
packet. However, inspecting the Hovmoller diagrams in Fig. 4.5 we find no evidence for this behavior in
the time evolution of particular phase segments.

Further dynamical investigations are needed to determine the ingredients needed to properly predict
the group and phase velocities from a three dimensional highly complex atmospheric state. It was stated
by e.g. Chang (1999) and Hakim (2003) that we are still lacking a detailed understanding of these
properties. Recently developed three dimensional wave activity fluxes (Takaya and Nakamura, 1997a,b)
were proven useful to qualitatively indicate the path of wave energy from which phase and group velocity
of downstream development can be inferred afterwards (Danielson et al., 2006). Anyhow, we were also
able to determine the phase and group velocities directly from the Hovmoller diagrams.

The results presented above indicate that the dynamical mechanism initiating the perturbation along
the wave guide is less related to a linear wave packet propagating out of the tropics and then dispersing
along the wave guide but is most plausible related to a distant interaction of the wave guide with the tropi-
cal circulation generated by the forcing. In fact the linearity of the response with respect to the amplitude
of the heating as well as the quasi-linear relationship between the distance of the heating to the wave
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guide and the downstream reach of the perturbation make a strong argument for the main mechanism
being related to the vortex-wave guide interactions discussed by Schwierz et al. (2004). Thus a vortex
at some distance to the wave guide but with a part of its circulation actually reaching the wave guide is
sufficient to trigger downstream development along the wave guide. Hence the tropical perturbation does
not need to propagate as a wave out of the tropics in order to interact with the mid-latitudes. Indeed in
Chapter 2 we demonstrated that stationary Rossby wave propagation through a strongly sheared medium
is not feasible. Thus the interaction is mainly determined by the relative distance between the circulation
induced by the heating and the wave guide.

4.7 Final remarks

The non-linear response to tropical heating was investigated in a global three dimensional model which
was run in the Held-Suarez setup comprising a meandering baroclinic mid-latitude jet in each hemi-
sphere. The forcing always generated a response in the extra-tropics but with its amplitude, structure and
time of occurrence being strongly dependent on the distance of the forcing to the wave guide, i.e. the
jet stream. A quasi-linear relationship was found between both the minimum and the mean minimum
distance of the forcing to the wave guide and the downstream reach of the impact by the tropical heating.
The extra-tropical response to the heating was primarily confined to the mid-latitude wave guide. Pole-
ward perturbations were only evident in the case where the forcing generated significant excursions of
preexisting troughs and ridges and for wave breaking yielding the intrusion of mid-latitude air into the
higher latitudes. Thus the pole-ward response in our experiments is generally not explainable by linear
Rossby wave dispersion.

The response along the wave guide always resembles the characteristics of baroclinic downstream
development (Simmons and Hoskins, 1979; Chang, 1993; Chang and Yu, 1999; Chang, 1999) with an
opposite vertical phase tilt of geopotential height and temperature in the lower troposphere resembling
the structure of a growing baroclinic wave (e.g. Eady, 1949). The maximum perturbation in geopotential
height is near the tropopause and always precedes the perturbations near the ground in accordance to
the modeling work by Simmons and Hoskins (1979) and to the regression analysis presented by Chang
(1993). An analysis of the Hovmoller diagrams yielded phase and group velocities of 9 and 30 m s~
respectively, where the group velocity was found to be close to but still smaller than the mean zonal jet
speed along the wave guide.

Since previous studies indicated that the North Pacific mid-latitude wave guide is a region of frequent
occurrence of downstream development (e.g. Chang, 1993; Chang and Yu, 1999; Hakim, 2003) it was
always tempting to assign the role of triggering these wave trains to the convective activity over the
tropical Pacific warm pool area. In fact the results presented here strongly encourage this interpretation.
Of course similar arguments apply for other regions on the globe where tropical heating occurs in the
proximity of a wave guide such as e.g. the western Atlantic Ocean.

The radius and magnitude of the tropical heating were found to project linearly onto the amplitude of
the extra-tropical response indicating that the dynamics involved in the initiation of the first perturbation
along the wave guide might be explainable by linear theory. In fact the applicability of a simple model
with a balanced vortex impacting on a PV interface at some distance proved very useful in interpreting
the results. This implies that the interaction of the tropical heating with the wave guide is dominated
by the distant impact of a balanced perturbation in contrast to Rossby waves emerging directly from the
tropics and dispersing into the mid-latitudes.

However, some open questions remain. We were not able to produce patterns like the PNA in our
simulations which were shown to emerge in similar linear studies with a climatological mean background
flow within the first 15 days of time integration. Earlier studies always highlighted the zonal asymmetries
of the climatological mean state as one of the key ingredients in order to obtain a pattern similar to
the PNA. Since the time mean state of the Held-Suarez setup is zonally symmetric the lack of zonal
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asymmetry might in fact explain the deficiency of our experiments to reproduce a pattern similar to the
PNA. But there is also the absence of orography and land-sea contrast in our model simulations which in
fact might also play a crucial role in interacting with the downstream developing baroclinic wave train
and the importance of those interactions in setting up the PNA pattern remain yet to be determined.



Chapter 5

Concluding remarks and Outlook

In the first part analytic solutions were presented for horizontal stationary Rossby wave propagation
through linear and parabolic zonal basic states (it = Uy + Ay or Ay?) utilizing the barotropic, the QGSW
and the stratified QG framework. In addition we also discussed analytic solutions for vertical stationary
Rossby wave propagation through zonal basic states with a linear and parabolic structure in the vertical
(it = Uy + Az or Uy + Az?) for the stratified QG system.

It was shown that the ability of horizontal and vertical stationary Rossby wave propagation decreases
for increasing linear or parabolic shear. For large shear the propagation of Rossby waves is inhibited. It
was shown that an increase in the zonal and vertical wave numbers decreases the horizontal propagability,
and likewise an increase in the zonal and meridional wave numbers decreases the vertical propagability.
Numerical simulations performed with a linear barotropic model supplemented the analytic findings.
Within the analytic framework we also identified several trapped modal solutions for all basic state
profiles except for the parabolic profile in the horizontal (i = Ay?). Albeit the academic nature of these
modal solutions and their limited applicability to the real atmosphere, their existence illustrates certain
issues for idealized model studies. Numerical simulations with similar basic state profiles and boundary
conditions (¥ = 0 at y = 0 or z = 0) can be significantly contaminated by these resonant modes, which
might hamper the interpretation of the results.

In the second part the time and space evolution of a global response to a single mountain located
at different latitudes in an idealized atmospheric setting with a zonal jet of variable strength in each
hemisphere was investigated. In accordance to earlier studies it was found that a constant forcing (i.e.
the mountain) always yields a stationary response in the hemisphere in which it is centered and that
the response is mainly composed of two wave trains: One along the jet and one crossing the jet into
higher latitudes. The concepts of ray tracing of stationary non-divergent barotropic Rossby waves proved
to be useful in order to explain the differences in the 3D response. Especially the dependence of the
higher latitude response was to a great extend attributable to differences in the latitudinal profiles of
the stationary wave number. The three dimensional structure of forced QG stationary Rossby waves
was found to account for the difference in the vertical composition of the response along (wave-like in
vertical) compared to north of the jet (quasi-barotropic). Furthermore it was shown that a change in the
latitude of the mountain leads to a phase shift of the stationary response north of the jet, which can be
attributed to the different path lengths of the rays of the waves.

A remarkable finding of this study is the non-stationarity of the response in the hemisphere without
the mountain which is in fact explainable by barotropic Rossby wave theory. Furthermore the concepts
of wave refraction still hold for waves with a phase speed unequal zero. However, the generation of the
non-stationary Rossby waves by a stationary mountain requires further analysis.

In the third part of the thesis the non-linear response to tropical heating was investigated in a global
three dimensional model which was run in a setup comprising a meandering baroclinic mid-latitude jet
in each hemisphere. The forcing always generated a response in the extra-tropics but with its amplitude,
structure and time of occurrence being strongly dependent on the distance of the forcing to the wave
guide, i.e. the jet stream. A quasi-linear relationship was found between both the minimum and the
mean minimum distance of the forcing to the wave guide and the downstream reach of the impact by the
tropical heating. The extra-tropical response to the heating was primarily confined to the mid-latitude
wave guide. Pole-ward perturbations were only evident in the case where the forcing generated enhanced
excursions of preexisting troughs and ridges and for wave breaking yielding the intrusion of mid-latitude

65



66 Chapter 5. Concluding remarks and Outlook

air into the higher latitudes. Thus the pole-ward response in the experiments is not explainable by linear
Rossby wave dispersion.

The response along the wave guide always resembles the characteristics of downstream development
with an opposite vertical phase tilt of geopotential height and temperature in the lower troposphere re-
sembling the structure of a growing baroclinic wave. The maximum perturbation in geopotential height
is near the tropopause and always precedes the perturbations near the ground in accordance to earlier
modeling work and regression analysis on an atmospheric data set. An analysis of the Hovmoller dia-
grams yielded phase and group velocities of 9 and 30 m s~ !, respectively, where the group velocity was
found to be close to but still smaller than the mean zonal jet speed along the wave guide.

Since previous studies indicated that the North Pacific mid-latitude wave guide is a region of frequent
occurrence of downstream development it appeares feasible to assign the role of triggering these wave
trains to the convective activity over the tropical Pacific warm pool area. In fact the results presented
here strongly encourage this interpretation. Of course similar arguments apply for other regions on the
globe where tropical heating occurs in the proximity of a wave guide such as e.g. the western Atlantic
Ocean.

The radius and magnitude of the tropical heating were found to project linearly onto the amplitude of
the extra-tropical response indicating that the dynamics involved in the initiation of the first perturbation
along the wave guide might be explainable by linear theory. In fact the applicability of a simple model
with a balanced vortex impacting on a PV interface at some distance proved very useful in interpreting
the results. This implies that the interaction of the tropical heating with the wave guide is dominated
by the distant impact of a balanced perturbation in contrast to Rossby waves emerging directly from the
tropics and dispersing into the mid-latitudes.

However, some open questions remain. While the response to a single mountain with a weak zonally
symmetric jet yielded a response resembling the characteristics of a great circle similar to a pattern such
as the PNA the simulations with a stronger baroclinic and meandering jet did not feature the large scale
stationary wave response. Earlier studies always highlighted the zonal asymmetries of the climatological
mean state as one of the key ingredients in order to obtain a pattern similar to the PNA. Since the time
mean state of the baroclinic setup chosen is zonally symmetric the lack of zonal asymmetry might in fact
explain the deficiency of our experiments to reproduce a pattern similar to the PNA. But there is also
the absence of orography and land-sea contrast in our model simulations which in fact might also play a
crucial role in interacting with the downstream developing baroclinic wave train and the importance of
those interactions in setting up the PNA pattern remain yet to be determined.

Still, it seems equivocal that the response of a tropical forcing in an idealized initial symmetric basic
state is able to reproduce patterns similar to the PNA and on the other hand a setting with a baroclinic
meandering jet which actually comprises a zonally symmetric climatological mean state yields a very
distinct result. One possible implication is that the non-linear interactions between the forcing and the
mid-latitude wave guide, which are argued to be important in the generation of a pattern like the PNA, are
altered by an asymmetry of the time averaged basic state yielding preferred regions for wave breaking
and areas in favor for shifting preexisting troughs and ridges. However, further analysis is needed to
dynamically pinpoint these aspects in the generation of the PNA teleconnection pattern.
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