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Abstract

Linear cryptanalysis and its generalisations are possible ways to attack an iterated block cipher. Their success relies on a certain number of assumptions made by the attacker. In this thesis, the validity of some of these assumptions is investigated.

According to Matsui’s Piling-up Lemma, the imbalance of a sum of independent binary random variables is equal to the product of the imbalances of these random variables. One uses this fact in linear cryptanalysis to compute a lower bound on the probability of success of one’s attack. It is shown that, on average, the imbalance of the sum is at least as large as the product of the imbalances and that for large sample spaces, both expressions are almost always approximately equal. It is deduced that, at least as an approximation, the Piling-up Lemma is applicable in a linear cryptanalysis attack to linked threefold sums even if they are not independent.

The validity of the hypothesis of fixed-key equivalence is investigated. The hypothesis asserts that for any effective input/output sum (I/O sum) virtually all key-dependent imbalances are approximately equal to their average, the average-key imbalance of the I/O sum. A counter-example is given. It is further proved that, for one round of encryption, the average and the variance of the key-dependent imbalances are approximately the same for virtually all I/O sums. Whether the key-dependent imbalances of an I/O sum can then be considered as “approximately equal” is subjective and therefore no conclusion about it is drawn. Finally, the average, over all I/O sums, of the average-key imbalances is computed for any number of rounds. Based on this result, a new quantitative definition of effective I/O sums is given.

The validity of the piling-up hypothesis is studied. This hypothesis is an $m$-ary analogue to Matsui’s Piling-up Lemma. It says that (for certain imbalance measures) the imbalance of a product of independent $m$-ary random variables is in virtually all cases approximately equal to
the product of the imbalances of these random variables. The family of all imbalance measures that are convex-\( \mathcal{U} \) on the set of \( m \)-ary probability distributions, equal to 1 for a constant random variable and equal to 0 for a uniformly distributed random variable, is considered. It is argued that they are all equally appropriate for measuring the goodness of an expression used in the group generalisation of linear cryptanalysis attack. For the measure \( I_2^2 \), which belongs to this family, it is shown that the imbalance of a product of two random variables is on average equal to the product of the imbalances of the two random variables. It is inferred that the piling-up hypothesis holds for two random variables when \( m \) is large enough. By induction, it is shown that the hypothesis also holds for any number of random variables when \( m \) is large enough. Finally, it is argued that \( I_2^2 \) is an appropriate imbalance measure to use in the group generalisation of linear cryptanalysis.

**Keywords.** Iterated block cipher, linear cryptanalysis, imbalance, Piling-up Lemma, hypothesis of fixed-key equivalence, piling-up hypothesis.
Zusammenfassung

Die lineare Kryptoanalyse und ihre Verallgemeinerungen sind mögliche Methoden, um ein iteriertes Blockverschlüsselungsverfahren anzugreifen. Ihr Erfolg basiert auf einer Anzahl Annahmen, welche vom Angreifer (Kryptoanalytiker) gemacht werden. In dieser Doktorarbeit wird die Gültigkeit einiger dieser Annahmen untersucht.


von Runden berechnet. Beruhend auf diesem Resultat wird eine neue quantitative Definition einer wirksamen E/A-Summe gegeben.

Die Gültigkeit der Auftürmhypothese (piling-up hypothesis) wird studiert. Diese Hypothese ist ein Analogon zu Matsuis Auftürmlemma im $m$-wertigen Fall. Sie besagt, dass (für gewisse Unausgeglichenheitsmaße) die Unausgeglichenheit eines Produktes von $m$-wertigen, unabhängigen Zufallsvariablen in praktisch allen Fällen ungefähr gleich dem Produkt der Unausgeglichenheiten dieser Zufallsvariablen ist. Die Familie der Unausgeglichenheitsmaße, welche auf der Menge der $m$-wertigen Wahrscheinlichkeitsverteilungen konvex sind, sowie für konstante Zufallsvariablen den Wert 1 und für gleichverteilte Zufallsvariablen den Wert 0 haben, wird betrachtet. Es wird behauptet, dass sie alle für die Messung der Güte eines in einem Angriff mittels der Gruppenverallgemeinerung der linearen Kryptoanalyse gebrauchten Ausdrucks gleich gut sind. Für das Maß $I_2^*$ aus dieser Familie wird gezeigt, dass die Unausgeglichenheit des Produktes zweier Zufallsvariablen im Durchschnitt gleich dem Produkt der Unausgeglichenheiten beider Zufallsvariablen ist. Es wird bewiesen, dass die Auftürmhypothese für zwei Zufallsvariablen gültig ist, falls $m$ groß genug ist. Mittels vollständiger Induktion wird dann gezeigt, dass bei genug großem $m$ die Hypothese auch für eine beliebige Anzahl von Zufallsvariablen gültig ist. Schließlich wird dargelegt, dass $I_2^*$ in einem Angriff mittels Gruppenverallgemeinerung der linearen Kryptoanalyse ein geeignetes Unausgeglichenheitsmaß ist.
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Chapter 1

Introduction

1.1 ‘What is Cryptology?’

In the last few years, I have often been asked what I was researching. As I answered ‘cryptology’, most people’s reaction was ‘Cryptology? What is cryptology’? I was asked more than once whether my activity had something to do with the study of tombs and graves or of ancient languages. As I tried to explain that cryptology was ‘the theory of secret codes’, I often received the reply ‘So you are a kind of spy’! A minority of my interlocutors could imagine that some ‘large companies’ might ‘code’ communications with their subsidiaries or protect their local networks with passwords; but virtually no one was aware that such coding was relevant to, or important for, the man in the street.

1.2 Terminology

The word “cryptology” comes from the ancient greek words “κρύπτω”, meaning “to hide”, and “λόγος”, meaning “word”, “reason”, or “explanation”. Hence, cryptology is the teaching, or the theory, of hiding.

Recently, Simmons has characterized cryptology as the “science of information integrity” [50]. With time, cryptology has become a scientific field of its own and can be divided roughly into two closely related subfields: cryptography and cryptanalysis. The former is concerned with production or construction (“γράφω” means to write) and the latter one with dismantling. More precisely, cryptography is the design or implementation of techniques intended to aid the purposes of the cryptographer, namely achieving secrecy and/or authenticity. A technique provides secrecy if it
determines who can receive a message; it provides authenticity if it deter-
mines who can have sent a message [32]. In contrast to what one might
assume, secrecy and authenticity are independent in the sense that a sys-
tem that ensures the one property might not ensure the other. In the
case of secrecy, there is usually a message, called the plaintext or cleartext,
that one wants to be read only by a restricted group of individuals. To
attain this goal, one encrypts the plaintext and obtains the ciphertext.
This is done by means of a cipher (also called a cryptographic system or
cryptosystem). A secret key controls the encryption to ensure that only
the authorized people can decrypt the ciphertext and regain the original
message.

Cryptanalysis is performed by cryptanalysts who try to thwart the
cryptographer’s plans, e.g., to read a message not intended for them, to
find the secret key, or to impersonate someone else. One says that they
launch an attack on the algorithm. When they succeed to an extent that
they consider as being enough, one says that they have broken the system.
(One can distinguish several stages in breaking a system [24], but we shall
not struggle with these subtleties.)

Cryptosystems are divided into secret-key systems, also called symmet-
ric systems, and public-key or asymmetric systems. In the former, the
same secret-key is used both for encryption and decryption; in the latter,
encryption and decryption are performed with two different keys, the pub-
lic key and the private key, respectively. As the name suggests, only the
private key need be kept secret by the decrypter; this is enough if the goal
is to prevent anyone else from reading the message. The idea of public-key
encryption is due to Diffie and Hellman in 1976 [12].

Cryptographic techniques have existed for a long time. In ancient
times when one wanted to send a secret message to another party, one
sometimes had it written on a slave’s head, waited until enough hair had
grown, sent the slave on his way, and, upon his arrival, had his hair cut.
Of course, the message was not urgent. More technical methods were
used, too. Caesar shifted all letters of the alphabet by three positions to
encrypt his text, that is, he permuted the letters of the alphabet. During
the following centuries, more and more complicated permutations were
used; permutations are still the building blocks of many cryptographic
techniques. The 19th century saw the advent of mechanical encryption
methods.

Until 1949, cryptology was mainly an empirical field. In this year
Shannon’s celebrated paper [49] made cryptology a science and not just
an art. Shannon presented the model of a secret-key cryptosystem shown
in Figure 1.1. In this model, the secret key $Z$ is passed to both the en-
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crytper and the decrypter. This key is used to encrypt the plaintext $X$ so as to obtain the ciphertext $Y$, and then used to decrypt $Y$ back to recover $X$. The ciphertext $Y$ is transmitted over an insecure channel, i.e., anyone can intercept it. All three quantities $X$, $Y$, and $Z$ are modeled as random variables and $X$ is considered to be statistically independent of $Z$. This is the model we will use. In his paper, Shannon described two basic principles on which practical ciphers should be built: diffusion and confusion. The principle of diffusion stipulates that the statistical structure of the plaintext should be "dissipated" into the statistical structure involving long combinations of digits in the ciphertext; this can be achieved when each digit of the plaintext and/or of the key influences many digits in the ciphertext. The principle of confusion states that "the relation between the simple statistics of $Y$ and the simple description of $Z$ be very complex", i.e., it must be complicated to tell from the ciphertext which key could have been used. These are still today the principles that prevail in the design of encryption algorithms.

![Diagram of Shannon's Secret-Key Cryptosystem]

Figure 1.1: Shannon's Model of a Secret-Key Cryptosystem.

In [49], Shannon also gave a meaning to the concept of security. He defined a cryptosystem to be theoretically secure (in today's terminology: unconditionally secure) if the system is immune against a cryptanalyst who "has unlimited time and manpower available for the analysis" and
who knows only the ciphertext. A system is practically secure (today: computationally secure) against a cryptanalyst if the amount of time and/or computational power necessary to break the system exceeds the attacker's capabilities. Shannon showed that theoretically secure systems exist but that they require that the key be at least as long as the plaintext that it is used to encrypt.

An important principle in cipher design is Kerckhoffs' assumption. Kerckhoffs stated that users of a cryptosystem should always assume that the cryptanalyst knows everything about the process of encryption and decryption except the value of the secret key. This includes complete knowledge of the encryption algorithm. This assumption makes practical sense because everything in a practical cryptosystem except the key must usually remain fixed for a long time so that the cryptanalyst may well learn them by non-technical methods. Also, if one keeps one’s algorithm secret, then one may never know whether it is secure or not. A published algorithm that has been analysed for years by many people and in which no one claims to have found a serious flaw is much more likely to be secure than an algorithm kept secret. Kerckhoffs' assumption is accepted by almost all cipher designers.

Secret-key ciphers are divided into two families: stream ciphers and block ciphers. In a stream cipher, the encryption process has internal memory whereas this is not the case in a block cipher. In a stream cipher, the plaintext is divided into small fragments, often one bit long, and each fragment is processed in a way that depends on the key and on the cipher state. In a block cipher, the plaintext is divided into large blocks (typically of 64 or 128 bits) and each block is encrypted in the same manner. This implies that two identical plaintext blocks yield two identical ciphertext blocks, i.e., patterns of the plaintext leak through. If the plaintext consists of text, this does not matter; it does matter, however, if it is an image. There are ways to prevent this [11]. With a stream cipher, this phenomenon does not occur in general.

1.3 Outline

This thesis treats of an attack on block ciphers called linear cryptanalysis and of some of its generalisations. In particular it examines the validity of three assumptions made by the cryptanalyst when applying different variants of linear cryptanalysis. These assumptions are in fact approximations. In each of these, the cryptanalyst approximates an expression that he would like to but is unable to compute, with another expression that he can calculate. It was not known previously whether the approximations
are allowable, but this ignorance has not prevented attackers from making these assumptions.

Chapter 2 is an introduction to iterated block ciphers and to the linear cryptanalysis attack. We begin by describing iterated block ciphers and mention possible ways to attack them. Then we explain the main idea behind linear cryptanalysis and how the attack itself is performed. We explain the problems in the calculation of the probability of success of the attack and a possible solution. We state Matsui's Piling-up Lemma. Finally, we introduce the imbalance of a binary-valued function and pave the way for Chapters 3 and 4.

In Chapter 3, we consider the application of the Piling-up Lemma to dependent random variables. We first prove two identities involving the imbalance of a sum modulo 2 of binary-valued random variables and the product of the imbalances of these random variables. The first identity is an inequality that narrows the set of values that both expressions can take on; it also shows that in particular cases, the imbalance of the sum can differ considerably from the product of the imbalances. The second identity is a generalisation of the Piling-up Lemma; unfortunately, it is not applicable in practical cases. In the remainder of the chapter, we show that, on average, the imbalance of the sum is at least as large as the product of the imbalances. We begin with two random variables and proceed to an arbitrary number of random variables. We show that, if the sample space on which the random variables are defined is large, then the imbalance of a sum of random variables is in virtually all cases approximately equal to the product of the imbalance of the random variables that compose the sum. We also show for any sample space on which the random variables are defined that, when enough random variables are involved, the imbalance of the sum is in virtually all cases larger than the product of the imbalances. We conclude that in linear cryptanalysis one can use an approximate version of the Piling-up Lemma for linked threefold sums even if they are not independent.

Chapter 4 is concerned with the hypothesis of fixed-key equivalence. We begin by recalling some definitions, after which we reformulate the hypothesis based on our newly defined fixed-key equivalence condition. We introduce a measure for the validity of the fixed-key equivalence condition – the larger the measure, the less the condition is satisfied. The measure is in fact the variance of the key-dependent imbalances. We continue with some algebraic considerations upon which we base the study of the hypothesis for one round of encryption. We fix two balanced functions and compute both the average and the variance of both the average-key imbalance and the validity measure over all one-round I/O sums that are
defined by some round function and by the two fixed balanced functions. We do this first as an example for ciphers where the text blocks and round keys have length three and then generalise to any length. We show that the moments calculated do not depend on the balanced functions chosen. From the results, we conclude that the average-key imbalance and the validity measure are approximately the same for almost all I/O sums. This has consequences on the distribution of the key-dependent imbalances of the I/O sums – we leave it to the reader to decide whether they can be considered as "almost equal". Finally, we take a brief look at the multi-round case. We show that the above average of the average-key imbalance does not depend on the number of rounds. This allows us to make precise the notion of an effective I/O sum.

The piling-up hypothesis is the topic of the last main chapter, Chapter 5. The piling-up hypothesis states that there is an $m$-ary analogue to the Piling-up Lemma, but with an approximation sign instead of an equality. Also, the sum modulo 2 is replaced by a group operation. We show that the piling-up hypothesis holds for a certain imbalance measure if $m$ is large enough. We first recall the group generalisation of linear cryptanalysis and some possible $m$-ary imbalance measures. We choose the imbalance measure $I_2^2$ and examine the validity of the piling-up hypothesis with respect to $I_2^2$ for two independent random variables. We show that on average the imbalance of the product is equal to the product of the imbalances. From the properties of the variance, we deduce that the imbalance of the product is close to the product of the imbalances in virtually all cases if $m$ is large enough. This means that the piling-up hypothesis holds for two random variables. Then it holds by induction for any number of random variables; one must only adapt the meaning of the approximation sign. Because of this and because it is relatively easy to compute, we assert that $I_2^2$ is the "right" imbalance measure to use in the group generalisation of linear cryptanalysis.
Chapter 2

The Linear Cryptanalysis Attack

In this chapter, we describe iterated block ciphers and some attacks on them. One of the attacks, linear cryptanalysis, is presented in detail. We mention two hypotheses made by the cryptanalyst when he uses this attack and recall Matsui’s Piling-up Lemma, which is essential in computing the probability of success of the attack.

2.1 Iterated Block Ciphers

Definition 2.1.1
In an iterated block cipher, the plaintext is first divided into blocks of equal size and then each block is encrypted separately, but with the same key (see Figure 2.1). The plaintext block, denoted by $X$, undergoes a certain number of similar transformations called rounds. In round $i$, the input $Y(i - 1)$ is modified by means of a function $g$, the round function, which is also a function of the round key $Z_i$, to produce the round output $Y(i)$. Thus, $Y(i) = g(Y(i - 1), Z_i)$. The round keys $Z_1, \ldots, Z_r$ are produced from a master key $Z$ by some key schedule algorithm. The number of rounds is denoted by $r$. After $r$ rounds, one obtains the ciphertext $Y$.

The round function is chosen such that the function $g_z = g(\cdot, z)$ is invertible for every value $z$ of the second argument. This is necessary to be able to decrypt the ciphertext and recover the plaintext. Decryption is made in the direction opposite to encryption, i.e., from right to left in Figure 2.1, by using the same round keys and the inverse of $g$. 
Most practical ciphers are iterated ciphers. Examples are DES [11], IDEA [29, 36], the different variants of SAFER [33, 34, 35], FEAL [41, 42, 43], the various LOKI ciphers [8, 9], BlowFish [48], or the RC5 family [46].

![Diagram of an iterated block cipher](image)

**Figure 2.1:** An Iterated Block Cipher.

Hereafter, by “block cipher”, we mean an iterated block cipher. We denote the length of the text blocks (the cipher’s blocklength) by $n$ and the length of the round keys by $k$.

## 2.2 Attacks on an Iterated Block Cipher

### 2.2.1 Kinds of Attacks

Attacks on a cipher (and not only a block cipher) are generally divided into the following categories:

- **Ciphertext-only attack**: The cryptanalyst is assumed to have access only to a certain number of ciphertext blocks, which are all the result of an encryption using the same key. The goal is to use this knowledge to find 1) the corresponding plaintexts, or 2) (parts of) the secret key, or 3) a way to decrypt other messages encrypted with the same key. The goodness of the attack is measured in part by the number of ciphertext blocks necessary to reach a certain probability that the output of the attack is correct. (This probability increases with the number of ciphertext blocks.)
• **Known-plaintext attack:** The cryptanalyst is assumed to know a certain number of pairs \((X, Y)\), where \(X\) is a plaintext block which, when encrypted with the actual secret key, yields the ciphertext block \(Y\). The goal of the attack is to find (parts of) the secret key or a way to decrypt other messages encrypted with the same key. The goodness of the attack is measured in part by the number of pairs necessary to reach a certain probability that the output of the attack is correct.

• **Chosen-plaintext attack:** The cryptanalyst is assumed not only to have access to plaintext/ciphertext pairs, but also to be able to choose a certain number of plaintexts, to have them encrypted with the actual secret key and to get the corresponding ciphertexts. The goal is the same as in a known-plaintext attack and the goodness is measured in part by the number of plaintexts needed.

• **Other technical attacks:** These attacks are more seldom. Examples are the chosen-ciphertext attack or the chosen-key attack [48].

• **Non-technical attacks:** Blackmail, torture, theft, and thelike. These methods can be easier, cheaper, and faster than technical attacks.

### 2.2.2 Examples

Before we explain the linear cryptanalysis attack in the next section, we give here some examples of technical attacks on a block cipher.

An obvious attack is **exhaustive key search.** It consists in taking a few ciphertexts and trying out all possible keys until one has found the right one. That the key found is the right one is verified by decrypting the ciphertexts and determining whether the plaintexts obtained are valid, e.g., whether they are sequences of ASCII-characters that make sense in some language. Usually, two or three decrypted ciphertext blocks are enough to be sure that the key found is the right one [32]. Exhaustive key search can be a ciphertext-only attack. It can be also used as a known-plaintext attack if one knows some plaintext/ciphertext pairs. In that case, there is no need to test whether the plaintext is valid. On average, half of the possible values of the key have to be tested. This attack is how, in a recent contest, DES was broken in 22 hours 15 minutes [47]. This attack is impractical on most modern systems since the number of possible values of the key is too large.

Another often implemented attack is **differential cryptanalysis.** This chosen-plaintext attack, introduced in 1990 by Biham and Shamir [3], works as follows: one chooses at random a certain number \(N\) of plaintexts; then, for each plaintext \(X\), one chooses another plaintext block
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For each pair of plaintexts, the difference is the same. (The definition of difference can vary from cipher to cipher. For instance, in DES, it is the bitwise addition mod 2.) The $2N$ plaintexts are encrypted with the same key. Each pair produces a sequence of differences $\Delta X = \Delta Y(0), \Delta Y(1), \ldots, \Delta Y(r) = \Delta Y$. Differential cryptanalysis uses the fact that the round function is usually cryptographically weak, i.e., if one knows the triple $(\Delta Y(i - 1), Y(i), Y^*(i))$ for a few pairs of plaintexts $(X, X^*)$, then it is feasible to determine (part of) the subkey $Z_i$. This is achieved by choosing a pair $(X, X^*)$ with a specified difference $\alpha$ such that $\Delta Y(r - 1)$ takes a particular value $\beta$ with high probability.

Differential cryptanalysis has been tried out on many ciphers. Lai, Massey and Murphy [36] identified a class of ciphers called Markov ciphers and showed that a Markov cipher is immune against differential cryptanalysis if, for all possible initial differences $\alpha$ between the plaintexts, the $(r - 1)$-round differentials $\Delta Y(r - 1)$ are virtually equally likely. FEAL, BlowFish, DES, LOKI, IDEA and SAFER are Markov ciphers. In their attack on DES with this method [5], Biham and Shamir needed $2^{47}$ chosen plaintexts in order for the probability that the found key is the right one to be acceptably large. FEAL-4 was broken with only 20 plaintexts by Murphy [44]. (This was actually the first published successful differential cryptanalysis attack on a real cipher.) Later, Biham and Shamir broke FEAL-4 with 8 plaintexts and FEAL-8 with 2000 plaintexts [4]. LOKI91 [8] was found secure against differential cryptanalysis by Knudsen [23]. According to Lai, IDEA is secure against differential cryptanalysis already after four rounds [29]. Massey showed [34] that the amount of work necessary to break SAFER K-64 with differential cryptanalysis is at least as large as exhaustive search for six or more rounds; for SAFER K-128, this probably happens for ten or more rounds. (This is because the key in SAFER K-128 is twice as long as in SAFER K-64, and does not mean that SAFER K-128 is less secure than SAFER K-64.)

Linear cryptanalysis is another attack applicable to any block cipher. We will present it more extensively in the next section.

In the last years, cryptanalysts have developed other attacks deriving from differential and linear cryptanalysis or generalising them, like:

- truncated differential attack [6, 25];

- differential-linear cryptanalysis [6, 18, 30]; this attack, which combines differential and linear cryptanalysis, seems very promising; it broke DES reduced to 8 rounds with only 768 chosen plaintext blocks [30]; it is to date the only attack that can break IDEA reduced to 4 rounds for an
arbitrary key [18]; however, it has not yet been applied successfully on a practical cipher with its full number of rounds.

- linear cryptanalysis using multiple approximations [21, 22];
- linear cryptanalysis using non-linear approximations [27];
- binary generalisation of linear cryptanalysis [16, 17];
- group generalisation of linear cryptanalysis [16];
- partitioning cryptanalysis [16];
- correlation cryptanalysis [19].

Also, it has been found that linear cryptanalysis and differential cryptanalysis are related [1, 10, 37].

2.3 Binary Generalisation of Linear Cryptanalysis

2.3.1 Philosophy Behind The Attack

Linear cryptanalysis is a known-plaintext attack that was first applied to FEAL [40] but first became known by its current name after Matsui’s attack on DES [38]. In this section, we describe its binary generalisation, due to Harpes, Kramer and Massey [17]. The attack is based on the following construction (see Figure 2.2):

![Figure 2.2: The Idea Behind Linear Cryptanalysis.](image-url)
One applies a binary-valued function \( f_0 \) to the plaintext and a binary-valued function \( f_{r-1} \) to the output of the second last round; the mod 2 sum of the images is called an \((r - 1)\)-round input/output sum (I/O sum) and is denoted by \( S^{1\ldots r-1} \). The cryptanalyst chooses \( f_0 \) and \( f_{r-1} \) to have the following properties:

- both functions are balanced, i.e., they take on each of the values 0 and 1 for half of their arguments;
- the expression \( |P[S^{1\ldots r-1} = 0|Z_1 = z_1, \ldots, Z_{r-1} = z_{r-1}] - \frac{1}{2}| \) is large for almost all values \( z_1, \ldots, z_{r-1} \) of the round keys.

The cryptanalyst does not know the plaintext so he assumes that all possible plaintexts are equally likely. He models this with a uniformly distributed random variable. This is usual in cryptanalysis. Then, because for fixed round keys all round transformations are invertible, the possible values of \( Y(r - 1) \) are equally likely. If \( X \) and \( Y(r - 1) \) were independent random variables, then \( f_0(X) \) and \( f_{r-1}(Y(r - 1)) \) would be independent and equally likely to be zero or one. Then also \( S^{1\ldots r-1} \) would be equally likely to take on the values 0 and 1 and one would have \( |P[S^{1\ldots r-1} = 0|Z_1 = z_1, \ldots, Z_{r-1} = z_{r-1}] - \frac{1}{2}| = 0 \) for all balanced functions \( f_0 \) and \( f_{r-1} \). But in every cipher, \( X \) and \( Y(r - 1) \), when conditioned on \( z_1, \ldots, z_{r-1} \), are not independent and there are balanced functions \( f_0 \) and \( f_{r-1} \) such that \( |P[S^{1\ldots r-1} = 0|Z_1 = z_1, \ldots, Z_{r-1} = z_{r-1}] - \frac{1}{2}| > 0 \).

This property can be exploited. The goal of the cryptanalyst is to find \( f_0 \) and \( f_{r-1} \) such that \( |P[S^{1\ldots r-1} = 0|Z_1 = z_1, \ldots, Z_{r-1} = z_{r-1}] - \frac{1}{2}| \) is as large as possible for as many round keys as possible.

Now we have seen the idea upon which linear cryptanalysis is based, we explain how it is realized.

### 2.3.2 How The Attack Works

The attack is made under the following assumptions:

- \( X \) is a uniformly distributed random variable on the set of all possible plaintexts;
- the round keys \( Z_1, \ldots, Z_r \) are independent and uniformly distributed; (this is not actually true but is a good approximation to reality if the key schedule algorithm is good.)
- the cryptanalyst knows \( N \) plaintext/ciphertext pairs \( (p/c \text{ pairs}) \ (X,Y) \) where the same key has been used.
2.3. Binary Generalisation of Linear Cryptanalysis

Figure 2.3: Principle of the Linear Cryptanalysis Attack.

The goal of the attack is to find as many bits as possible of the last round key. (There are refinements [39], but we will not discuss them in this thesis.) Basically, the attack itself goes as follows (see Figure 2.3):

For all possible estimates $\tilde{z}$ of the last round key do
Set $c(\tilde{z}) = 0$;
For all p/c pairs $(X, Y)$ do
Decrypt one round of the ciphertext by means of the key estimate $\tilde{z}$;
Call the result $\tilde{Y}(r-1)$;
Set $\tilde{S}^{1...r-1} := f_0(X) \oplus f_{r-1}(\tilde{Y}(r-1))$;
If $\tilde{S}^{1...r-1} = 0$, then increase $c(\tilde{z})$ by one;
end
end;
Output as estimate(s) of $z_r$ the key(s) for which $c(\tilde{z})$ is farthest from $N/2$, that is, set $z_r := \text{argmax}_{\tilde{z}} |c(\tilde{z}) - N/2|$.

Notice that the outer loop might require many executions: if the round keys have length $k$, it requires $2^k$ executions. The algorithm can be speeded up by choosing $f_0$ and $f_{r-1}$ such that $\tilde{S}^{1...r-1}$ involves only $\tilde{k} < k$ bits of the last round key. Then only $2^{\tilde{k}}$ executions are required but one can estimate only those $\tilde{k}$ bits of $z_r$. More generally (see also [16, 17]), one can build equivalence classes of keys, where two keys $z_r$ and $z'_r$ are equivalent if and only if there is a $c \in \{0, 1\}$ such that $f_{r-1} \circ g^{-1}(\cdot, z_r) = f_{r-1} \circ g^{-1}(\cdot, z'_r) \oplus c$. Then it is enough in the outer loop to examine one
representative of each class; on the other hand, the attack can only estimate the class in which the true key lies. One speaks then of the right class and of wrong classes and the representatives are called the right key and wrong keys, respectively [16, 17].

The reason why one outputs precisely the above estimate of $z_r$ is the following assumption [17]:

**Conjecture 2.3.1 (Hypothesis of Wrong-Key Randomization)**

For any I/O sum $S^{1...r-1}$ for which $|P[S^{1...r-1} = 0|Z_1 = z_1, \ldots, Z_{r-1} = z_{r-1}] - \frac{1}{2}|$ is large for virtually all values $z_1, \ldots, z_{r-1}$ of the round keys, the following is true: for virtually all possible full keys $(z_1, \ldots, z_r)$ and for all estimates $\tilde{z}$ of the last round key,

$$\left| \frac{P[\tilde{S}^{1...r-1} = 0|\tilde{Z} = z_r] - \frac{1}{2}}{P[\tilde{S}^{1...r-1} = 0|\tilde{Z} = \tilde{z}] - \frac{1}{2}} \right| \gg 1 \text{ for all } \tilde{z} \neq z_r.$$

This conjecture is plausible for the following reason: if one happens to choose the right key as the estimate, then the one-round decryption is in fact inverting the last encryption round, i.e., one follows actually the dashed path on Figure 2.3, whereas if one chooses a wrong key, one follows the detour through $g^{-1}$ (solid line). But on the detour, one essentially performs two more “encryption” rounds than on the dashed path; therefore, one expects that, on the detour, $\tilde{Y}(r-1)$ is less dependent on $X$ than is $\tilde{Y}(r-1)$ of the more direct way. By the argument of Subsection 2.3.1, $|P[\tilde{S}^{1...r-1} = 0|\tilde{Z} = z_r] - \frac{1}{2}|$ is (much) larger than $|P[\tilde{S}^{1...r-1} = 0|\tilde{Z} = \tilde{z}] - \frac{1}{2}|$.

Moreover, $c(\tilde{z})$ is a natural estimate of $P[\tilde{S}^{1...r-1} = 0|\tilde{Z} = \tilde{z}]$ [16]. Thus, $\frac{1}{N}|c(\tilde{z}) - \frac{1}{2}|$ is an estimate of $|P[\tilde{S}^{1...r-1} = 0|\tilde{Z} = \tilde{z}] - \frac{1}{2}|$. According to the hypothesis of wrong-key randomization, the right key $z_r$ should maximize $\frac{1}{N}|c(\tilde{z}) - \frac{1}{2}|$ and hence also maximize $|c(\tilde{z}) - \frac{N}{2}|$.

### 2.3.3 Probability of Success of the Attack

We have seen above that the distance between $1/2$ and the probability of some event is an important figure. The following definition, which is used throughout the thesis, keeps the expressions shorter [17].

**Definition 2.3.2**

Let $X$ be a binary-valued random variable; then

$$I(X) := 2|P[X = 0] - 1/2| = |2P[X = 0] - 1| = |2P[X = 1] - 1|$$
is the *imbalance of* $X$.

(The factor of two in the definition of $I(X)$ is only for convenience.) One can also define imbalances based on conditional probabilities.

**Definition 2.3.3**

Let $S^{1\ldots i}$ be an $i$-round I/O sum. Then

- $I(S^{1\ldots i}|z_1,\ldots,z_i) := |2P[S^{1\ldots i} = 0|(Z_1,\ldots,Z_i) = (z_1,\ldots,z_i)] - 1|$ is the *key-dependent imbalance* of $S^{1\ldots i}$.
- The expectation of the key-dependent imbalance over all keys,

\[
\bar{I}(S^{1\ldots i}) := E[I(S^{1\ldots i}|Z_1,\ldots,Z_i)] = \frac{1}{(2^k)^i} \sum_{z_1,\ldots,z_i} I(S^{1\ldots i}|z_1,\ldots,z_i),
\]

is called the *average-key imbalance* of $S^{1\ldots i}$.
- An I/O sum is called effective if $\bar{I}(S^{1\ldots i}) \approx 1$.

**Example 2.3.4**

Let $S^1 = f_0(X) \oplus f_1(Y(1)) = h(Z_1)$, where $h$ is balanced. Then $I(S^1) = 0$ but, since the I/O sum is the constant $h(z_1)$ when $Z_1 = z_1$, $I(S^1|z_1) = 1$ for all $z_1$ and therefore $\bar{I}(S^1) = 1$.

We now come to the probability of success [17].

**Definition 2.3.5**

- The *probability of success of the attack*, $p_{GLC}$, is the probability of the event that the output list contains only the right class.
- The *conditional probability of success of the attack*, $p_{GLC}|z_1,\ldots,z_r$, is the probability of the same event given that $(Z_1,\ldots,Z_r) = (z_1,\ldots,z_r)$.

It is shown in [16] that, for fixed values of the round keys, if the hypothesis of wrong-key randomization holds, then the attack finds the true key as reliably as desired if enough p/c pairs are available.

The conditional probability of success is an increasing function of the square of the key-dependent imbalance of the I/O sum used; this suggests that the imbalance is a robust measure for the usefulness of such an I/O sum [17].

The conditional probability of success $p_{GLC}|z_1,\ldots,z_r$ is the true probability of success since in an actual encryption, a fixed key is used. However, the cryptanalyst does not know the key and can at most compute the overall probability of success $p_{GLC}$. To overcome this difficulty, he relies on the following hypothesis.
Conjecture 2.3.6 (Hypothesis of fixed-key equivalence)
For any effective I/O sum and for virtually all keys \((z_1, \ldots, z_{r-1})\), the key-dependent imbalance \(I(S^{1\cdots r-1}|z_1, \ldots, z_{r-1})\) is virtually independent of the value \((z_1, \ldots, z_{r-1})\) of the key, or equivalently,

\[
I(S^{1\cdots r-1}|z_1, \ldots, z_{r-1}) \approx \overline{I}(S^{1\cdots r-1}). \tag{2.1}
\]

This hypothesis seems to hold in many cases and, if it holds, has the following consequences:

1. The conditional probability of success is approximately the same for all keys, i.e., the actual probability of success of the attack is approximately the same whatever key has been used in the encryption.

2. The overall probability of success, \(p_{GLC}\), depends on the square of \(\overline{I}(S^{1\cdots r-1})\) in approximately the same way as the conditional probability of success \(p_{GLC|z_1,\ldots,z_r}\) depends on the square of \(I(S^{1\cdots r-1}|z_1, \ldots, z_{r-1})\).

3. It allows the cryptanalyst to estimate the overall probability of success, \(p_{GLC}\).

4. It is important for the cryptanalyst to find an I/O sum with an average-key imbalance as large as possible.

The validity of the hypothesis of fixed-key equivalence is the topic of Chapter 4.

2.3.4 The Piling-up Lemma

It is usually infeasible to compute the key-dependent imbalances of \(S^{1\cdots r-1}\) and thus its average-key imbalance. An efficient way out of this dead-end can be found in \([16, 17]\) and is briefly described here: one defines threefold sums \(T_i\), \(i = 1, \ldots, r\), by

\[
T_i := f_{i-1}(Y(i-1)) \oplus g_{i-1}(Y(i)) \oplus h_i(Z_i), \tag{2.2}
\]

where \(f_{i-1}\), \(g_{i-1}\) and \(h_i\) are binary-valued functions the first two of which are balanced. Then \(I(T_i) \leq \overline{I}(f_{i-1}(Y(i-1)) \oplus g_{i-1}(Y(i)))\). If \(g_i = f_{i+1},\ 0 \leq i \leq r - 2\), then the threefold sums are called linked and we have

\[
T_1 \oplus \cdots \oplus T_{r-1} = f_0(X) \oplus f_{r-1}(Y(r-1)) \oplus h_1(Z_1) \oplus \cdots \oplus h_{r-1}(Z_{r-1}) = S^{1\cdots r-1} \oplus h_1(Z_1) \oplus \cdots \oplus h_{r-1}(Z_{r-1})
\]
and \( I(T_1 \oplus \cdots \oplus T_{r-1}) \leq \bar{I}(S^{1 \cdots r-1}) \). Thus, finding linked threefold sums allows one at least to lower-bound the average-key imbalance of \( S^{1 \cdots r-1} \).

But another problem arises: it is also infeasible in general to compute the imbalance of \( T_1 \oplus \cdots \oplus T_{r-1} \). However, if \( T_1, \ldots, T_{r-1} \) are independent, then one can use the following lemma.

\[ \text{Lemma 2.3.7 (Piling-up Lemma (Matsui))} \]

Let \( X_1, \ldots, X_s \) be independent random variables with values on \( \mathbb{Z}_2 \). Then

\[
I \left( \bigoplus_{i=1}^{s} X_i \right) = \prod_{i=1}^{s} I(X_i).
\] (2.3)

**Proof:** A proof can be found in [16]. \( \square \)

It is usually feasible to compute the imbalance of \( T_i \) as the threefold sum involves only the input, the output, and the round key of a single round. Then, if \( T_1, \ldots, T_{r-1} \) are independent, we have

\[
I(T_1 \oplus \cdots \oplus T_{r-1}) = I(T_1)I(T_2) \cdots I(T_{r-1}).
\] (2.4)

Still, finding linked, independent threefold sums is very difficult. What one often does is to assume that one's threefold sums are independent and then to apply the Piling-up Lemma. We call this the piling-up approximation and examine the consequences that it entails in Chapter 3. This is also what Matsui did in his attack on DES [38, 39]. There, he applied (2.4) with no concern for independence and used the result directly to compute the probability of success. It is shown in [16] that if \( T_i \) is independent of the round input \( Y(i-1) \) for all \( i \), then \( T_1, \ldots, T_{r-1} \) are independent. A possible way to find threefold sums with this property is given in [16, 17] for a class of ciphers where, in each round, part of the key is combined with the round input by a group operation to form the input to the remainder of the round function in which only the remainder of the round key is used. We know of no other general way to construct independent threefold sums.

**Remark 2.3.8**

The name linear cryptanalysis comes from the fact that, in his original attack on DES, Matsui used linear and affine functions instead of general balanced ones. (Those functions are balanced, too.) On the other hand, this name is a little presumptuous since, with this "linear approximation", one cannot even represent all linear ciphers, as we show in the example below.
Example 2.3.9
Consider a one-round cipher where the ciphertext $Y$ depends on the plaintext $X$ and on the key $Z$ in the manner $Y = A(Z)X$, where $A(Z)$ is an invertible matrix depending on $Z$. Suppose there are two vectors $\alpha$ and $\beta$, not both the zero vector, such that $\alpha \cdot X = \beta \cdot Y$, where $\alpha \cdot X = \alpha_1 X_1 \oplus \alpha_2 X_2 \oplus \cdots \oplus \alpha_n X_n$. Then we have

$$0 = \alpha \cdot X \oplus \beta \cdot Y = \alpha \cdot X \oplus \beta \cdot A(Z)X = \alpha \cdot X \oplus A(Z)^T \beta \cdot X$$

But in general, $c \cdot x = 0$ for all values of $x$ if and only if $c = 0$. Thus, we must have $\alpha = A(z)^T \beta$ for all values $z$ of the key. Now take $A(z_1) = \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix}$ and $A(z_2) = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}$. Let $\alpha = (\alpha_1, \alpha_2)^T$ and $\beta = (\beta_1, \beta_2)^T$. One gets the four equations $\alpha_1 = \beta_1 + \beta_2$, $\alpha_2 = \beta_2$, $\alpha_1 = \beta_1$, and $\alpha_2 = \beta_1 + \beta_2$. It follows that $\alpha_1 = \alpha_2 = \beta_1 = \beta_2 = 0$, which we had excluded. By contradiction, we conclude that $\alpha \cdot X \neq \beta \cdot Y$.

2.3.5 Imbalance of Functions

In this subsection, we define the imbalance of a function and show some obvious, but useful properties of imbalances.

Definition 2.3.10
For any binary-valued function $f$ on some set $M$, define the imbalance of $f$ by $I(f) := I(f(X))$, where $X$ is a uniformly distributed random variable on $M$. For instance, balanced functions have imbalance zero.

Lemma 2.3.11
Let $g$ be an invertible function on $M$ and $f : M \to \mathbb{Z}_2$ be any function. Then $I(f \circ g) = I(f)$. In particular, $f$ is balanced if and only if $f \circ g$ is balanced.

Proof:
The function $g$ is a permutation of $M$. Thus, $f$ and $f \circ g$ are equal to zero for the same number of arguments. \hfill \Box

In a very similar way, we also have:

Lemma 2.3.12
Let $X$ be a binary-valued random variable on a sample space $\Omega$ and $\pi$ be a permutation on $\Omega$. Then $I(X \circ \pi) = I(X)$.

Proof:
$X \circ \pi$ is a binary-valued random variable on $\Omega$ with the same probability distribution as $X$. \hfill \Box
Remark 2.3.13
In fact, for any binary-valued function $f$ on a finite set $M$ one can consider $M$ as a sample space and $f$ as a binary-valued random variable on $M$. Then the imbalance of $f$ as a random variable coincides with the imbalance of $f$ as a function. Thus, every property of the imbalance of a random variable has its equivalent as a property of the imbalance of a function.
We shall use this duality several times. A first illustration of it was given by Lemmata 2.3.11 and 2.3.12; a second example is given by the two Lemmata below.

Lemma 2.3.14
Let $\Omega$ be a finite sample space, and let $X$ be a binary-valued random variable on $\Omega$. Then

1. if $|\Omega|$ is even, i.e., $|\Omega| = 2\vartheta$, then $I(X)$ is of the form $i/\vartheta$, $0 \leq i \leq \vartheta$;
2. if $|\Omega|$ is odd, i.e., $|\Omega| = 2\vartheta + 1$, then $I(X)$ is of the form $i/2\vartheta+1$, $0 \leq i \leq \vartheta$.

Proof:

1. Let $\alpha$ be the number of times $X$ takes on the value 0. Then $I(X) = \frac{|2^{\alpha} - 1|}{2^\vartheta - 1} = \frac{1}{\vartheta}|\alpha - \vartheta|$, which is of the stated form.
2. The proof is similar. □

The dual statement for functions is:

Lemma 2.3.15
Let $M$ be a finite set, and let $f$ be a binary-valued function on $M$. Then

1. if $|M|$ is even, i.e., $|M| = 2\vartheta$, then $I(f)$ is of the form $i/\vartheta$, $0 \leq i \leq \vartheta$;
2. if $|M|$ is odd, i.e., $|M| = 2\vartheta + 1$, then $I(f)$ is of the form $i/2\vartheta+1$, $0 \leq i \leq \vartheta$.

We end the chapter with the following remark.

Remark 2.3.16
When the round keys are fixed, the mapping $X \mapsto Y(r - 1)$ is invertible; we denote this invertible function by $g_{z_1,\ldots,z_{r-1}}$. Then the $(r - 1)$-round I/O sum $S^{1\ldots r-1}$ can be written as

$$S^{1\ldots r-1} = f_0(X) \oplus f_{r-1}(g_{z_1,\ldots,z_{r-1}}(X)) = (f_0 \oplus (f_{r-1} \circ g_{z_1,\ldots,z_{r-1}}))(X).$$

This emphasizes the dependence on $X$ and shows the nature of the function applied to $X$. Moreover, since one assumes that the plaintext $X$
is a uniformly distributed random variable and by Definition 2.3.10, one can write the key-dependent imbalance of $S^{1\ldots r-1}$ as the imbalance of a function, namely

$$I(S^{1\ldots r-1}|z_1, \ldots, z_{r-1}) = I(f_0 \oplus f_{r-1} \circ g_{z_1, \ldots, z_{r-1}}). \quad (2.5)$$

We shall use this fact extensively in Chapter 4.
Chapter 3

The Imbalance of mod 2-Sums of Random Variables

3.1 Matsui's Piling-up Lemma

In the binary generalisation of linear cryptanalysis, one is interested in the imbalance of $T_1 \oplus \cdots \oplus T_{r-1}$, where $T_1, \ldots, T_{r-1}$ are linked threefold sums defined by (2.2). If $T_1, \ldots, T_{r-1}$ are independent, then one can apply Matsui's Piling-up Lemma, which we state here again.

**Lemma 3.1.1 (Piling-up Lemma (Matsui))**

Let $X_1, \ldots, X_r$ be independent random variables with values on $\mathbb{Z}_2$. Then

$$I\left(\bigoplus_{i=1}^{r} X_i\right) = \prod_{i=1}^{r} I(X_i).$$

**Proof:** A proof can be found in [16].

Then the imbalance of $T_1 \oplus \cdots \oplus T_{r-1}$ is equal to the product of the imbalances of $T_1, \ldots, T_{r-1}$. This is useful because the imbalance of the threefold sums is much more easy to compute than the imbalance of $T_1 \oplus \cdots \oplus T_{r-1}$. The problem is now to find independent threefold sums. This is very difficult in practice. What one does usually is to assume that one's threefold sums are independent and then to apply the Piling-up
Lemma. We call this the piling-up approximation. As we will see, this can be dangerous in particular cases but not on the average.

In this chapter, we find relations between the imbalance of a sum of (not necessarily independent) binary random variables and the product of their imbalances. In particular, we address the following question: given \( r \) random variables \( X_1, \ldots, X_r \), for which we do not know their relationship, and given their imbalances \( I(X_1), \ldots, I(X_r) \), what can we say about \( I(X_1 \oplus \cdots \oplus X_r) \)?

We will:

- see that \( I(X_1 \oplus \cdots \oplus X_r) \) can differ considerably from \( I(X_1) \cdots I(X_r) \);
- generalise the Piling-up Lemma to dependent random variables;
- examine how much one risks by assuming that \( I(X_1 \oplus \cdots \oplus X_r) = I(X_1) \cdots I(X_r) \).

### 3.2 Two Identities Valid For All Binary Random Variables

In this section, we prove two relations between the imbalance of a mod 2-sum of binary-valued random variables and the product of the imbalances of these random variables; both relations are valid for both independent and dependent random variables.

#### 3.2.1 An Inequality Between \( I(X_1 \oplus \cdots \oplus X_r) \) and \( I(X_1) \cdots I(X_r) \)

The first relation is an inequality. Our first step to that inequality is the following lemma.

**Lemma 3.2.1**

For any random variables \( X_1 \) and \( X_2 \) with values in \( \mathbb{Z}_2 \), we have

\[
I(X_1) + I(X_2) \leq 1 + I(X_1 \oplus X_2)
\]  

(3.2)

with equality if and only if one of the following holds:

- \( P_{X_1X_2}(0,0) \geq 1/2, P_{X_1X_2}(1,1) = 0; \)
- \( P_{X_1X_2}(1,1) \geq 1/2, P_{X_1X_2}(0,0) = 0; \)
- \( P_{X_1X_2}(0,1) \geq 1/2, P_{X_1X_2}(1,0) = 0; \)
- \( P_{X_1X_2}(1,0) \geq 1/2, P_{X_1X_2}(0,1) = 0. \)
3.2. Two Identities Valid For All Binary Random Variables

Proof:
Let $p_{00} = P_{X_1X_2}(0, 0), p_{01} = P_{X_1X_2}(0, 1), p_{10} = P_{X_1X_2}(1, 0),$ and $p_{11} = P_{X_1X_2}(1, 1).$ Then $P_{X_1}(0) = p_{00} + p_{01}, P_{X_2}(0) = p_{00} + p_{10}$ and $P_{X_1 \oplus X_2}(0) = p_{00} + p_{11} = 1 - (p_{01} + p_{10}).$ Hence, the imbalances of $X_1, X_2,$ and $X_1 \oplus X_2$ are

$$I(X_1) = |2(p_{00} + p_{01}) - 1|,$$

$$I(X_2) = |2(p_{00} + p_{10}) - 1|,$$

$$I(X_1 \oplus X_2) = |2(p_{01} + p_{10}) - 1|.$$

It remains to show that

$$f(p_{00}, p_{01}, p_{10}) := |2(p_{00} + p_{01}) - 1| + |2(p_{00} + p_{10}) - 1| - |2(p_{01} + p_{10}) - 1|$$

is upper-bounded by 1. An easy way to prove this is the following: the value of the expressions inside of each of the three absolute value signs can be either non-negative or negative. This gives eight cases denoted by $+, +, +, +, +, +, +, -,$ $+, +, +, +, +, +, -,$ $+, +, +, +, +, -,$ $+, +, +, +, -,$ $+, +, +, -,$ $+, +, +, -,$ $+, +, -,$ $+, +, -.$ We examine two cases; the others are treated similarly.

+++- Here $f = 2(p_{00} + p_{01}) - 1 + 2(p_{00} + p_{10}) - 1 - 2(p_{01} + p_{10}) + 1 = 4p_{00} - 1.$ But $4p_{00} - 1 \leq 1$ because $2(p_{01} + p_{10}) - 1 \geq 0$ implies $p_{00} \leq 1/2.$ Moreover, $f = 1$ if and only if $p_{00} = 1/2,$ which, because $p_{01} + p_{10} \geq 1/2,$ also implies $p_{01} + p_{10} = 1/2.$

Figure 3.1 shows the regions of $(p_{00}, p_{01}, p_{10})$ where $f$ is equal to 1. Now we note that $I(X_1) + I(X_2) + I(X_3) \leq 1 + I(X_1 \oplus X_2) + I(X_3) \leq 2 + I(X_1 \oplus X_2 \oplus X_3).$ By a simple induction, it follows that for any random variables $X_1, \ldots, X_r$ with values in $\mathbb{Z}_2,$

$$I(X_1) + \cdots + I(X_r) \leq (r - 1) + I(X_1 \oplus \cdots \oplus X_r). \quad (3.3)$$

Moreover, because $a_1a_2 \cdots a_n \leq (a_1 + \cdots + a_n)^n$ for any nonnegative numbers $a_1, \ldots, a_n$ with equality if and only if all $a_i$ are equal, we have

$$I(X_1) \cdots I(X_r) \leq r^{-r}(I(X_1) + \cdots + I(X_r))^r \leq r^{-r}((r - 1) + I(X_1 \oplus \cdots \oplus X_r))^r, \quad (3.4)$$
Figure 3.1: The regions where \( f = 1 \) (they include the boundaries).

with equality everywhere if and only if 
\[
I(X_i) = \frac{1}{r}((r-1)+I(X_1 \oplus \cdots \oplus X_r))
\]
for all \( i \).

We show now that equality is indeed possible. Let \( a, b \) be real numbers with \( 0 < a, b < 1 \), \( a + b \leq 3/2 \) and \( a - b \geq 1/2 \) (see Figure 3.2), and choose \( p_{00} = a - b \), \( p_{01} = b \), \( p_{10} = 1 - a \) and \( p_{11} = 0 \); then \( a \geq 1/2 > b \) so
\[
I(X_1) = |2a - 1| = 2a - 1, I(X_2) = |2b - 1| = 1 - 2b \geq 1 - I(X_1) \text{ and } I(X_1 \oplus X_2) = |2(a-b) - 1| = 2a - 2b - 1 \text{ so we have } I(X_1) + I(X_2) = 1 + I(X_1 \oplus X_2).
\]
Considering all possible such pairs \((a, b)\), we see that the following holds:

For any random variable \( X_1 \) and any real number \( I_2 \) such that 
\[
1 \geq I_2 \geq 1 - I(X_1),
\]
there is a random variable \( X_2 \) such that 
\[
I(X_2) = I_2 \text{ and } I(X_1) + I(X_2) = 1 + I(X_1 \oplus X_2).
\]

Let now \( j \geq 2 \) and suppose that 
\[
I(X_1) + \cdots + I(X_j) = (j-1) + I(X_1 \oplus \cdots \oplus X_j).
\]
Choose \( I_{j+1} \) such that \( 1 \geq I_{j+1} \geq j - (I(X_1) + \cdots + I(X_j)) = 1 - I(X_1 \oplus \cdots \oplus X_j) \). Then there exists a random variable \( X_{j+1} \) such that 
\[
I(X_{j+1}) = I_{j+1} \text{ and } I(X_{j+1}) + I(X_1 \oplus \cdots \oplus X_j) = 1 + I(X_1 \oplus \cdots \oplus X_j \oplus X_{j+1}).\]
But then 
\[
I(X_1) + \cdots + I(X_{j+1}) = j + I(X_1 \oplus \cdots \oplus X_{j+1}).\]
So far we have shown only that equality is possible in (3.3). In order to show that equality everywhere is possible in (3.4), we still must show that this procedure can also yield the case \( I(X_j) = \frac{1}{r}((r - 1) + I(X_1 \oplus \cdots \oplus X_r)) \), \( j = 1, \ldots, r \). That is, we must show that once we have chosen \( I(X_1) = \cdots = I(X_j) = \frac{1}{r}((r - 1) + I(X_1 \oplus \cdots \oplus X_r)) \), we can still choose \( I(X_{j+1}) = I_{j+1} = \frac{1}{r}((r - 1) + I(X_1 \oplus \cdots \oplus X_r)) \geq j - (I(X_1) + \cdots + I(X_j)) \). The inequality is satisfied if and only if
\[
\frac{1}{r}((r - 1) + I(X_1 \oplus \cdots \oplus X_r)) \geq j - \frac{j}{r}((r - 1) + I(X_1 \oplus \cdots \oplus X_r)) \Leftrightarrow I(X_1 \oplus \cdots \oplus X_r) \geq 1 - \frac{r}{j + 1},
\]
which holds for all \( j = 1, \ldots, r - 1 \) so it is indeed possible. The following proposition summarizes the results.

**Proposition 3.2.2**

For any \( r \) random variables \( X_1, \ldots, X_r \) with values in \( \mathbb{Z}_2 \), we have:

1. \( I(X_1) + \cdots + I(X_r) \leq (r - 1) + I(X_1 \oplus \cdots \oplus X_r) \) and

2. \( I(X_1) \cdots I(X_r) \leq r^{-r}((r - 1) + I(X_1 \oplus \cdots \oplus X_r))^r \) with equality if and only if \( I(X_i) = \frac{1}{r}((r - 1) + I(X_1 \oplus \cdots \oplus X_r)) \) for all \( i \).

Moreover, equality can occur in both inequalities. \( \square \)

Figure 3.3 visualises the second inequality of Proposition 3.2.2. The Piling-up Lemma says that if the random variables are independent, then we are always on the diagonal. The second inequality in Proposition 3.2.2 says that, for \( r \geq 2 \), all points on or above the solid line are possible. Hence, for dependent random variables, the product of the imbalances
can differ considerably from the imbalance of the sum. However, in linear cryptanalysis, it is preferable to underestimate \( I(X_1 \oplus \cdots \oplus X_r) \) as \( I(X_1) \cdots I(X_r) \) rather than to overestimate it. Here most of the possible values of \( I(X_1 \oplus \cdots \oplus X_r) \) are larger than or equal to \( I(X_1) \cdots I(X_r) \) so one could say that there is nothing to worry about. But, as we will see later, for given \( I(X_1), \ldots, I(X_r) \), small values of \( I(X_1 \oplus \cdots \oplus X_r) \) occur more often than large ones.

### 3.2.2 Generalisation of Matsui’s Piling-up Lemma

As next, we derive a formula involving both \( I(X_1) \cdots I(X_r) \) and \( I(X_1 \oplus \cdots \oplus X_r) \) that, when applied to independent random variables, reduces to the Piling-up Lemma. Again we require a preliminary result.

**Lemma 3.2.3**

For any integer \( r \geq 2 \) and any real numbers \( x_1, \ldots, x_r \) in \( \{0, 1\} \), we have

\[
x_1 \oplus \cdots \oplus x_r = \sum_{k=1}^{r} (-2)^{k-1} \sum_{1 \leq i_1 < \cdots < i_k \leq r} x_{i_1} \cdots x_{i_k}.
\]

**Proof:**

A proof can be found on page 120 of [31].
For instance, we can write:

- $x_1 \oplus x_2 = (x_1 + x_2) - 2x_1x_2$;
- $x_1 \oplus x_2 \oplus x_3 = (x_1 + x_2 + x_3) - 2(x_1x_2 + x_1x_3 + x_2x_3) + 4x_1x_2x_3$.

We can consider $x_1, \ldots, x_r$ in Lemma 3.2.3 as realizations of binary random variables; taking expectations on both sides of (3.5) yields a formula for the expected value of $X_1 \oplus \cdots \oplus X_r$.

**Corollary 3.2.4**

For any real-valued random variables $X_1, \ldots, X_r$ with values in $\{0, 1\}$,

$$E\left[\bigoplus_{i=1}^r X_i\right] = \sum_{k=1}^r (-2)^{k-1} \sum_{1 \leq i_1 < \cdots < i_k \leq r} E[X_{i_1} \cdots X_{i_k}].$$

**Definition 3.2.5**

For any real-valued random variables $X_1, \ldots, X_r$ and any $r \geq 1$, define $\lambda(X_1, \ldots, X_r) := E[X_1 \cdots X_r] - E[X_1] \cdots E[X_r]$. For $r = 2$, $\lambda(X_1, X_2)$ is the covariance of $X_1$ and $X_2$.

**Lemma 3.2.6**

If $X_1, \ldots, X_r$ are real-valued random variables with values in $\{0, 1\}$, then they are independent if and only if $\lambda(X_{i_1}, \ldots, X_{i_k}) = 0$ for all $k$, $2 \leq k \leq r$, and all $1 \leq i_1 < \cdots < i_k \leq r$.

**Proof:**

The condition is obviously necessary. That it is sufficient follows from the fact that $E[X_{i_1} \cdots X_{i_k}] = P_{X_{i_1} \cdots X_{i_k}}(1, \ldots, 1)$ for all $k$, $2 \leq k \leq r$, and all $1 \leq i_1 < \cdots < i_k \leq r$, and that all the random variables considered have only two possible values, namely 0 and 1. $\square$

This definition allows us to generalise the Piling-up Lemma. But first we need the following lemma:

**Lemma 3.2.7**

For any integer $r \geq 1$ and any real numbers $b_1, \ldots, b_r$, the following identity holds:

$$\sum_{k=1}^r (-1)^{r-k} \sum_{1 \leq i_1 < \cdots < i_k \leq r} \prod_{l=1}^k (1 + b_{i_l}) = b_1 b_2 \cdots b_r + (-1)^{r-1}. \quad (3.7)$$
Proof:
For any real numbers $c_1, \ldots, c_r$, we have

$$
\prod_{j=1}^{r} (c_j - 1) = (-1)^r + \sum_{k=1}^{r} (-1)^{r-k} \sum_{1 \leq i_1 < \cdots < i_k \leq r} \prod_{l=1}^{k} c_{i_l}.
$$

Now set $c_j = b_j + 1$ and put the term $(-1)^r$ on the other side of the equation.

For instance, we have:
- $1 + b_1 = b_1 + 1$;
- $(1 + b_1)(1 + b_2) - [(1 + b_1) + (1 + b_2)] = b_1 b_2 - 1$;
- $(1 + b_1)(1 + b_2)(1 + b_3) - [(1 + b_1)(1 + b_2) + (1 + b_1)(1 + b_3) + (1 + b_2)(1 + b_3)] + [(1 + b_1) + (1 + b_2) + (1 + b_3)] = b_1 b_2 b_3 + 1$.

We can now formulate our second general relationship between $I(X_1 \oplus \cdots \oplus X_r)$ and $I(X_1) \cdots I(X_r)$. Recall that $\text{sgn}(b)$, the sign of a real number $b$, is equal to 1 if $b$ is positive, to $-1$ if $b$ is negative, and to 0 if $b = 0$.

**Theorem 3.2.8**

For any real-valued random variables $X_1, \ldots, X_r$ taking values in $\{0, 1\}$,

$$
I(X_1 \oplus \cdots \oplus X_r) = \left| 2 \left( \sum_{k=2}^{r} (-2)^{k-1} \sum_{1 \leq i_1 < \cdots < i_k \leq r} \lambda(X_{i_1} \cdots X_{i_k}) \right) + (-1)^{r-1} \prod_{i=1}^{r} \varepsilon_i I(X_i) \right|
$$

where $\varepsilon_i = \text{sgn}(2E[X_i] - 1)$.

**Proof:**
By (3.6), we have

$$
E\left[ \bigoplus_{i=1}^{r} X_i \right] = \sum_{k=1}^{r} (-2)^{k-1} \sum_{1 \leq i_1 < \cdots < i_k \leq r} E[X_{i_1} \cdots X_{i_k}]
$$

$$
= \sum_{k=1}^{r} (-2)^{k-1} \sum_{1 \leq i_1 < \cdots < i_k \leq r} \left( \lambda(X_{i_1} \cdots X_{i_k}) + \prod_{l=1}^{k} E[X_{i_l}] \right)
$$
where, in the last equality, we have used the fact that \( E[X_i] = \frac{1}{2}(1 + \varepsilon_i I(X_i)) \) for all \( i \). By Lemma 3.2.7, the second term is equal to \( \frac{1}{2}((-1)^{r-1} \sum_{i=1}^{r} (1 + \varepsilon_i I(X_i)) = 1) \). This implies that

\[
\sum_{k=2}^{r} (-2)^{k-1} \sum_{1 \leq i_1 < \cdots < i_k \leq r} \lambda(X_{i_1} \cdots X_{i_k}) + \frac{1}{2}((-1)^{r-1} \sum_{k=1}^{r} (-1)^{r-k} \sum_{1 \leq t_1 < \cdots < t_k \leq r} E[X_{t_1}] = 1).
\]

In our opinion, this result is more of theoretical than of practical importance since it is infeasible to compute \( \lambda(X_{i_1} \cdots X_{i_k}) \) in practical cases as it requires the knowledge of the joint distribution of \( X_{i_1}, \ldots, X_{i_k} \). But if we know the joint distribution of \( X_1, \ldots, X_k \), \( k = 2, \ldots, r \), then we can also compute \( I(X_{i_1} \oplus \cdots \oplus X_{i_k}) \) without the above formula.

In the remainder of this chapter, we will be concerned with the distribution of the values of \( I(X_{i_1} \oplus \cdots \oplus X_{i_k}) \) over all binary-valued random variables \( X_1, \ldots, X_k \) that have some given imbalance \( I(X_1), \ldots, I(X_k) \), and with the corresponding average and variance. The results allow us to tell whether it is advisable to approximate \( I(X_{i_1} \oplus \cdots \oplus X_{i_k}) \) by \( I(X_{i_1}) \cdots I(X_{i_k}) \) in general. We begin by considering the case \( r = 2 \).

### 3.3 Two Random Variables

This section deals with the average and the variance of the values of \( I(X_1 \oplus X_2) \) over all random variables \( X_1 \) and \( X_2 \) that have the same imbalances \( I(X_1) \) and \( I(X_2) \), respectively. We begin with an example.
Example 3.3.1
Let $X_1$ and $X_2$ be two random variables on a sample space $\Omega$, with $|\Omega| = 4$. By Lemma 2.3.14, a random variable on $\Omega$ can have imbalance 0, 1/2, or 1. Let first $I(X_1) = I(X_2) = 0$, i.e., let $X_1$ and $X_2$ take on each of the values zero and one for two arguments. There are $4^2 = 36$ pairs of random variables having this property. Computing now $I(X_1 \oplus X_2)$ for the 36 possible pairs $(X_1, X_2)$, we find 24 times that $I(X_1 \oplus X_2) = 0$ and 12 times that $I(X_1 \oplus X_2) = 1$, and that $I(X_1 \oplus X_2) = 1/2$ never occurs. We denote this by the triple $(24, 0, 12)$. On the average, $I(X_1 \oplus X_2) = 1/3$. One can do this for any value of $I(X_1)$ and $I(X_2)$. Table 3.1 shows the corresponding triples and, below each triple, the corresponding average. The results are of course symmetrical in $I(X_1)$ and $I(X_2)$.

An alternative view is proposed in Figure 3.4: considering all 256 pairs of random variables $(X_1, X_2)$ on $\Omega$, this figure indicates for how many pairs $(X_1, X_2)$ the possible pair of values $(I(X_1)I(X_2), I(X_1 \oplus X_2))$ occurs. Empty circles mean that the first entry in the pair is a possible value of $I(X_1)I(X_2)$ and that the second entry is a possible value of $I(X_1 \oplus X_2)$, but that the pair $(I(X_1)I(X_2), I(X_1 \oplus X_2))$ never occurs. The full line shows the lower bound $I(X_1 \oplus X_2) \geq 2\sqrt{I(X_1)I(X_2)} \geq 1$ that we proved in Proposition 3.2.2.

<table>
<thead>
<tr>
<th>$I(X_1)$</th>
<th>$I(X_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$1/3$</td>
</tr>
<tr>
<td></td>
<td>$1/2$</td>
</tr>
<tr>
<td>1/2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$1/4$</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$1/2$</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3.1: The Distribution of the Possible Values of $I(X_1 \oplus X_2)$ and their Average.

One sees that, in most cases, $I(X_1 \oplus X_2) \geq I(X_1)I(X_2)$ and (from Table 3.1) that, for $I(X_1)$ and $I(X_2)$ fixed, the average of $I(X_1 \oplus X_2)$ is always at least as large as $I(X_1)I(X_2)$. We want now to show this for any sample space $\Omega$ with an even number of elements and arbitrary imbalances $I(X_1)$ and $I(X_2)$. For this purpose, we could calculate and use the probability distribution of $I(X_1 \oplus X_2)$ given $I(X_1)$ and $I(X_2)$. However, it is easier to handle the average in a direct way as we do below. We will be concerned with the probability distribution when we take up the question of more than two random variables.
Here is how we proceed: we take some sample space $\Omega$ with an even number $2\theta$ of elements. Then we consider two integers $0 \leq i_1, i_2 \leq \theta$ and compute $I(X_1 \oplus X_2)$ for all random variables $X_1$ (resp. $X_2$) with imbalance $I(X_1) = i_1/\theta$ (resp. $I(X_2) = i_2/\theta$). The random variables $X_1$ and $X_2$ are chosen independently and uniformly at random from the set of all random variables with imbalance $I(X_1) = i_1/\theta$ and $I(X_2) = i_2/\theta$, respectively. The distribution of the values obtained has a certain average and a certain variance. We denote these as $E_{\theta}[I(X_1 \oplus X_2)|I(X_1) = \frac{i_1}{\theta}, I(X_2) = \frac{i_2}{\theta}]$ and $Var_{\theta}(I(X_1 \oplus X_2)|I(X_1) = \frac{i_1}{\theta}, I(X_2) = \frac{i_2}{\theta})$, respectively.

Remark 3.3.2
We choose $|\Omega|$ even because in this case the imbalance of a random variable defined on $\Omega$ is of the form $i/\theta$ for some integer $i$, $0 \leq i \leq \theta$ (Lemma 2.3.14). This covers all cases of interest because in "real" cases, threefold sums are functions of a uniformly distributed random vector, consisting of the plaintext and the key, that takes values in a set with an even number of elements, in fact a power of two. By the duality explained in Subsection 2.3.5, we can take that set as the sample space and the threefold sums as random variables on that sample space.

Remark 3.3.3
We allowed ourselves above to write an expected value and a variance for the following reason: we can consider a random variable $X$ (resp. $Y$) whose values are random variables and that is uniformly distributed on...
the set of all random variables having imbalance $i_1/\vartheta$ (resp. $i_2/\vartheta$). That is, to write $X = x$ (resp. $Y = y$) means that $x$ (resp. $y$) is a random variable with imbalance $i_1/\vartheta$ (resp. $i_2/\vartheta$); thus, an expression like $I(x \oplus y)$ has a precise meaning and then
\[ E_\vartheta[I(X_1 \oplus X_2)|I(X_1) = \frac{i_1}{\vartheta}, I(X_2) = \frac{i_2}{\vartheta}] \]
is nothing but the expected value of $I(X \oplus Y)$ taken over the independent random variables $X$ and $Y$.

**Lemma 3.3.4**

Let $X_1$ and $X'_1$ be random variables defined on a sample space $\Omega$ and $I(X_1) = I(X'_1)$. Then there is a permutation $\pi$ on $\Omega$ such that $X'_1 = X_1 \circ \pi$ or $X'_1 = X_1 \circ \pi \oplus 1$ as functions on $\Omega$.

**Proof:**

Let $A = \{\omega \in \Omega|X_1(\omega) = 0\}$, $B = \{\omega \in \Omega|X_1(\omega) = 1\}$, and $A' = \{\omega \in \Omega|X'_1(\omega) = 0\}$. Since $I(X_1) = I(X'_1)$, either $|A'| = |A|$ or $|A'| = |B|$. In the former case, there is a bijection $\pi : \Omega \rightarrow \Omega$ that maps $A'$ into $A$. Then $X'_1 = X_1 \circ \pi$. In the latter case, there is a bijection $\pi : \Omega \rightarrow \Omega$ that maps $A'$ into $B$. Then $X'_1 = X_1 \circ \pi \oplus 1$. \qed

We will make use of the following Lemma several times.

**Lemma 3.3.5**

The multiset \{I(X_1 \oplus X_2)|X_2 \text{ random variable with } I(X_2) = i_2/\vartheta\} is the same for all random variables $X_1$ with imbalance $I(X_1) = i_1/\vartheta$.

**Proof:**

Let $X_1$ and $X'_1$ be two random variables with imbalance $i_1/\vartheta$. Then, by Lemma 3.3.4, there is a permutation $\pi$ on $\Omega$ such that $X'_1 = X_1 \circ \pi$ or $X'_1 = X_1 \circ \pi \oplus 1$ as functions on $\Omega$. Let $X'_2 = X_2 \circ \pi$ or $X'_2 = X_2 \circ \pi \oplus 1$, respectively. Then $I(X'_1 \oplus X'_2) = I((X_1 \oplus X_2) \circ \pi) = I(X_1 \oplus X_2)$ by Lemma 2.3.12. The proof is completed by noting that as $X_2$ runs over the set of all random variables with imbalance $i_2/\vartheta$, $X_2 \circ \pi$ and $X_2 \circ \pi \oplus 1$ run over the same set. \qed

A consequence of this Lemma is that the average over all pairs $(X_1, X_2)$ with constant imbalance $i_1/\vartheta$ and $i_2/\vartheta$ is the same as if we considered only one particular random variable $X_1$ with imbalance $i_1/\vartheta$ and then took the average over all random variables $X_2$ with $I(X_2) = i_2/\vartheta$ constant. Because $I(X_2 \oplus 1) = I(X_2)$ and $I(X_1 \oplus X_2 \oplus 1) = I(X_1 \oplus X_2)$, it is even enough to consider only all random variables $X_2$ for which $P[X_2 = 1]$ is some constant greater than or equal to $1/2$.

A simple choice for $X_1$ is the random variable that is $1$ on the first $\vartheta + i_1$ elements of $\Omega$, and equal to $0$ on the remaining ones, where the elements of $\Omega$ have been numbered in some way and $i_1 \geq 0$. The imbalance of $X_1$ is equal to $i_1/\vartheta$. Let then $P[X_2 = 1] = (\vartheta + i_2)/2\vartheta$ with $i_2 \geq 0$, which
gives \( I(X_2) = i_2 / \vartheta \). There are \( \binom{2\vartheta}{i_1+2} \) such random variables \( X_2 \). Now if \( P_{X_1,X_2}(1,1) = m/2\vartheta \) for some \( m \), then \( P_{X_1,X_2}(1,0) = (\vartheta + i_1 - m)/2\vartheta \), \( P_{X_1,X_2}(0,1) = (\vartheta + i_2 - m)/2\vartheta \) and \( P_{X_1,X_2}(0,0) = (m - i_1 - i_2)/2\vartheta \), that is, \( P[X_1 \oplus X_2 = 0] = (2m - i_1 - i_2)/2\vartheta \), which implies \( I(X_1 \oplus X_2) = |2m - i_1 - i_2 - \vartheta|/\vartheta \). For any \( m \), there are \( \binom{\vartheta + i_1}{i_1} \binom{\vartheta - i_1}{i_2} \) random variables \( X_2 \) with \( P_{X_2}(1) = (\vartheta + i_2)/2\vartheta \) and \( P_{X_1,X_2}(1,1) = m/2\vartheta \).

Which values can \( m \) take on? Obviously, \( 0 \leq m \leq \vartheta + i_1 \); it must also satisfy \( 0 \leq m - i_1 - i_2 \leq \vartheta - i_1 \), i.e., \( i_1 + i_2 \leq m \leq \vartheta + i_2 \). Altogether, we must have \( i_1 + i_2 \leq m \leq \vartheta + \min(i_1,i_2) \). The average we want to compute is symmetrical in \( i_1 \) and \( i_2 \) so we can assume \( i_1 \leq i_2 \), which implies \( i_1 + i_2 \leq m \leq \vartheta + i_1 \). Thus, we have proved the following lemma.

**Lemma 3.3.6**

Let \( \vartheta, i_1 \) and \( i_2 \) be integers with \( \vartheta \geq 1 \) and \( 0 \leq i_1, i_2 \leq \vartheta \). Then the average of \( I(X_1 \oplus X_2) \) over all pairs of random variables \((X_1,X_2)\) such that \( I(X_1) = i_1 / \vartheta \) and \( I(X_2) = i_2 / \vartheta \) is

\[
E_\vartheta \left[ I(X_1 \oplus X_2) \mid I(X_1) = \frac{i_1}{\vartheta}, I(X_2) = \frac{i_2}{\vartheta} \right] = f(\vartheta, i_1, i_2), \tag{3.8}
\]

where

\[
f(\vartheta, i, j) := \frac{1}{\vartheta \binom{\vartheta + i}{j}} \sum_{m=i+j}^{\vartheta + i} \binom{m}{i} \binom{m - i - j}{i} \tag{3.9}
\]

if \( 0 \leq i \leq j \leq \vartheta \), and \( f(\vartheta, i, j) := f(\vartheta, j, i) \) if \( i > j \).

Next, we will be concerned with the properties of the function \( f \). In general, there is no simple form for \( f(\vartheta, i, j) \) because of the absolute value in its definition. But if \( i \) or \( j \) is zero, we can show the following.

**Lemma 3.3.7**

Let \( \vartheta \geq 1 \) and \( k \geq 0 \) be integers. Then

1. For \( \vartheta \) even, \( \vartheta = 2\alpha \):

\[
f(2\alpha, 0, 2k) = \frac{(\alpha + k)(\alpha - k)}{2\alpha^2} \frac{(2\alpha)}{4\alpha} \frac{(2\alpha)}{2\alpha + 2k};
\]

\[
f(2\alpha, 0, 2k + 1) = \frac{(\alpha + k + 1)(\alpha - k)}{2\alpha^2} \frac{(2\alpha)}{4\alpha} \frac{(2\alpha)}{2\alpha + 2k + 1}.
\]
2. For \( \vartheta \) odd, \( \vartheta = 2\alpha + 1 \):

\[
f(2\alpha + 1, 0, 2k) = \frac{2(\alpha + k + 1)(\alpha - k + 1)}{(2\alpha + 1)^2} \frac{\binom{2\alpha+1}{\alpha+k+1} \binom{2\alpha+1}{\alpha+k}}{\binom{4\alpha+2}{2\alpha+2k+1}};
\]

\[
f(2\alpha + 1, 0, 2k + 1) = \frac{2(\alpha + k + 1)(\alpha - k)}{(2\alpha + 1)^2} \frac{\binom{2\alpha+1}{\alpha+k+1}^2}{\binom{4\alpha+2}{2\alpha+2k+2}}.
\]

**Proof:**

1. In this case, for \( 0 \leq j \leq 2\alpha \),

\[
f(2\alpha, 0, j) = \frac{1}{2\alpha } \binom{4\alpha}{2\alpha+j} \sum_{m=j}^{2\alpha} \left( 2m - 2\alpha - j \right) \binom{2\alpha}{m} \binom{2\alpha}{m-j}.
\]

We use the fact that the summand is the same for \( m \) as for \( 2\alpha + j - m \). This implies that

\[
f(2\alpha, 0, j) = \frac{1}{\alpha} \binom{4\alpha}{2\alpha+j} \sum_{m=j}^{A} \left( 2\alpha + j - 2m \right) \binom{2\alpha}{m} \binom{2\alpha}{m-j},
\]

where \( A \) stands for \( \alpha + j/2 - 1 \) if \( j \) is even, and for \( \alpha + (j - 1)/2 \) if \( j \) is odd. We have gotten rid of the unpleasant absolute value. Now, by Gosper's method [14], we find \( T(m) \) such that the term in the new sum is equal to \( T(m+1) - T(m) \), namely

\[
T(m) = \frac{m(m-j)}{2\alpha} \binom{2\alpha}{m} \binom{2\alpha}{m-j}.
\]

Then the sum is equal to

\[
\sum_{m=j}^{A} (T(m+1) - T(m)) = T(A+1) - T(j) = T(A+1),
\]

since \( T(j) = 0 \). Dividing by \( \alpha \binom{4\alpha}{2\alpha+j} \) completes the proof.

2. The proof is very much the same as in 1. Here, for all \( 0 \leq j \leq 2\alpha + 1 \),

\[
f(2\alpha + 1, 0, j) = \frac{1}{(2\alpha + 1) \binom{4\alpha+2}{2\alpha+1+j}} \sum_{m=j}^{2\alpha+1} \left( 2m - 2\alpha - j - 1 \right) \binom{2\alpha+1}{m} \binom{2\alpha+1}{m-j}.
\]

We use the fact that the summand is the same for \( m \) as for \( 2\alpha + 1 + j - m \). Thus, we have

\[
f(2\alpha + 1, 0, j) = \frac{2}{(2\alpha + 1) \binom{4\alpha+2}{2\alpha+1+j}} \sum_{m=j}^{A} \left( 2\alpha + 1 + j - 2m \right) \binom{2\alpha+1}{m} \binom{2\alpha+1}{m-j},
\]
where $A$ stands for $\alpha + j/2$ if $j$ is even, and for $\alpha + (j-1)/2$ if $j$ is odd.

Now, again by Gosper’s method, we find $T(m)$ such that the expression inside the sum is equal to $T(m + 1) - T(m)$, namely

$$T(m) = \frac{m(m - j)}{2\alpha + 1} \binom{2\alpha + 1}{m} \binom{2\alpha + 1}{m - j}.$$ 

Then the sum is equal to $T(A + 1) - T(j) = T(A + 1)$, since $T(j) = 0$. Dividing by $(2\alpha + 1)\binom{4\alpha + 2}{2\alpha + 1 + j}$ and multiplying by two completes the proof. 

**Remark 3.3.8**

One could argue that, in linear cryptanalysis, one avoids at all costs having balanced threefold sums since then the piling-up approximation yields $I(T_1 \oplus \cdots \oplus T_{r-1}) = I(T_1) \cdots I(T_{r-1}) = 0$, that is, one lower-bounds the average-key imbalance of the $(r-1)$-round I/O sum $S^{1 \cdots r-1}$ with the trivial lower bound 0. Thus, it is pointless to consider the case $i_1 = 0$ (or $i_2 = 0$), because this corresponds to $I(X_1) = i_1/\vartheta = 0$ (or to $I(X_2) = i_2/\vartheta = 0$). Nonetheless, Lemma 3.3.7 is useful as we will see later (Proposition 3.3.14).

We next prove that $f(\vartheta, i, j) \geq ij/\vartheta^2$ and that, for large $\vartheta$, $f(\vartheta, i, j) \leq ij/\vartheta^2 + c/\sqrt{\vartheta}$ for some constant $c$. We need the following definition.

**Definition 3.3.9**

For all integers $\vartheta, i, j$ for which it exists, define

$$g(\vartheta, i, j) := \begin{cases} \frac{1}{\vartheta(\vartheta + j)} \sum_{m = i + j}^{\vartheta + i} \binom{2m - i - j - \vartheta}{m} \binom{\vartheta + i}{m} \binom{\vartheta - i}{m - i - j}, & i \leq j \\ g(\vartheta, j, i), & i > j. \end{cases}$$

(3.10)

**Lemma 3.3.10**

For all integers $\vartheta, i, j$ such that $\vartheta \geq 1$ and $0 \leq i, j \leq \vartheta$, we have $g(\vartheta, i, j) = ij/\vartheta^2$.

**Proof:**

Because both $g(\vartheta, i, j)$ and $ij/\vartheta^2$ are symmetrical in $i$ and $j$, it is enough to prove the lemma for $i \leq j$. By (3.10), for $i \leq j$, $g(\vartheta, i, j)$ is the expected value of $(2M - i - j - \vartheta)/\vartheta$ where $M$ is a hypergeometrically distributed random variable, that is,

$$P_M(m) = \binom{\vartheta + i}{m} \binom{\vartheta - i}{m - i - j} / \binom{2\vartheta}{\vartheta + j}.$$ 

But then $E[M] = (\vartheta + i)(\vartheta + j)/2\vartheta$ [7] and the lemma follows immediately. \qed
Now we have \( f(\vartheta, i_1, i_2) \geq g(\vartheta, i_1, i_2) = i_1 i_2 / \vartheta^2 = I(X_1)I(X_2) \) for \( i_1 \leq i_2 \). Because \( f \) and \( g \) obey the same symmetry rule in \( i_1, i_2 \), this property extends to all \( 0 \leq i_1, i_2 \leq \vartheta \) so we have proved:

**Proposition 3.3.11**

Let \( \vartheta, i_1 \) and \( i_2 \) be integers with \( \vartheta \geq 1 \) and \( 0 \leq i_1, i_2 \leq \vartheta \). Then the average of \( I(X_1 \oplus X_2) \) over all pairs of random variables \( (X_1, X_2) \) such that \( I(X_1) = i_1 / \vartheta \) and \( I(X_2) = i_2 / \vartheta \) is lower-bounded by \( i_1 i_2 / \vartheta^2 \). \( \square \)

Now we want to find out by how much, on the average, \( I(X_1 \oplus X_2) \) is greater than \( I(X_1)I(X_2) \). To this end, we make the following definition:

**Definition 3.3.12**

For all integers \( \vartheta, i, j \) such that \( \vartheta \geq 1 \) and \( 0 < i, j < \vartheta \), define \( \tilde{f}(\vartheta, i, j) := f(\vartheta, i, j) - g(\vartheta, i, j) = f(\vartheta, i, j) - ij / \vartheta^2 \).

This function has the following properties:

**Lemma 3.3.13**

Let \( \vartheta, i, j \) be integers. If \( \vartheta \geq 1 \) and \( 0 \leq i \leq \vartheta \), then \( \tilde{f}(\vartheta, i, j) \) can be written as:

1. \( \tilde{f}(\vartheta, i, j) = \frac{\vartheta}{\vartheta(\vartheta+j)} \sum_{m=j}^{\vartheta-i+j-1} (\vartheta - i + j - 2m) (\vartheta+i-j) (\vartheta-i-j) \).

Moreover, if \( \vartheta \geq 1 \) and \( 0 \leq i, j \leq \vartheta \), then the following are true:

2. If \( i + j \geq \vartheta \), then \( \tilde{f}(\vartheta, i, j) = 0 \), otherwise \( \tilde{f}(\vartheta, i, j) > 0 \).

3. If \( i + j < \vartheta \), then \( \tilde{f}(\vartheta, i+1, j+1) < \tilde{f}(\vartheta, i, j) \).

4. If \( i + j < \vartheta \) then \( \tilde{f}(\vartheta, i, j+2) < \tilde{f}(\vartheta, i, j) \) and \( \tilde{f}(\vartheta, i+2, j) < \tilde{f}(\vartheta, i, j) \).

**Proof:**

1. We have \( \tilde{f}(\vartheta, i, j) = f(\vartheta, i, j) - g(\vartheta, i, j) = \)

\[
\frac{1}{\vartheta(\vartheta+j)} \sum_{m=i+j}^{\vartheta+i} \left[ |2m-i-j-\vartheta| - (2m-i-j-\vartheta) \right] \left( \vartheta+i \right) \left( \vartheta-i \right) \left( m-i-j \right).
\]

For any real number \( a \), \( |a| - a \) is equal to \( 2(-a) \) if \( a < 0 \), and to \( 0 \) if \( a \geq 0 \). This explains the factor 2 above. But \( 2m-i-j-\vartheta \) is negative only for \( m \leq (\vartheta + i + j - 2) / 2 \) if \( \vartheta + i + j \) is even, and for \( m \leq (\vartheta + i + j - 1) / 2 \) if \( \vartheta + i + j \) is odd. Both cases are covered by the inequality \( m \leq \lfloor (\vartheta + i + j - 1) / 2 \rfloor \). Finally, we changed the index of summation by means of the substitution \( m \rightarrow m+i \). (That is, we wrote everywhere \( m+i \) instead of \( m \).)
2. Both $\bar{f}$ and the statement to be proved are symmetrical in $i$ and $j$ so it is enough to perform the proof for $i \leq j$.

For $i + j \geq \theta$, we have $[(\theta - i + j - 1)/2] \leq [(i + j - i + j - 1)/2] = j - 1$ so the sum’s upper limit is smaller than its lower limit. The sum computes to 0.

If $i + j < \theta$, say, $\theta = i + j + \alpha$ for some $\alpha \geq 1$, then the sum’s upper limit is equal to $[(2j + \alpha - 1)/2]$, which is larger or equal to $j$; thus, the summation is not empty. It remains to show that it always contains at least one non-zero summand. One shows easily that the binomial coefficients never vanish. They are multiplied by $\theta - i + j - 2m = 2j - 2m + \alpha$. For $\alpha = 1$ and $\alpha = 2$, the sum’s upper limit is $j$ so the sum consists of one summand with $m = j$; but then $2j - 2m + \alpha = \alpha \neq 0$. For larger $\alpha$, there is more than one summand and hence there is at least one $m$ for which $2j - 2m + \alpha \neq 0$.

3. For the same reason as in 2., it is enough to prove it for $i \leq j$. If $i + j = \theta - 1$ or if $i + j = \theta - 2$, then the statement follows from 2. Otherwise, let $\theta > i + j + 2$ be fixed. Define $b(i, j, m) := (\theta - i + j - 2m)(\theta - i + j - 2m + (\theta - i + j - 1)/2)/2j$. Then, for $i \leq j$,

$$
\bar{f}(\theta, i, j) = \frac{2}{\theta} \sum_{m=j}^{(\theta - i + j - 1)/2} b(i, j, m)
$$

and

$$
\bar{f}(\theta, i + 1, j + 1) = \frac{2}{\theta} \sum_{m=j+1}^{(\theta - i + j - 1)/2} b(i + 1, j + 1, m).
$$

We show that $b(i + 1, j + 1, m) < b(i, j, m)$ for all integers $m$ in the range $j + 1 \leq m \leq (\theta - i + j - 1)/2$, for $\theta + i + j$ odd and even. This is obviously true for our purpose. Now

$$
\frac{b(i + 1, j + 1, m)}{b(i, j, m)} = \frac{(m - j)(\theta + i + 1)(\theta + j + 1)}{(m + i + 1)(\theta - i)(\theta - j)} < 1 \quad \Rightarrow \quad (3.11)
$$

$$(m - j)(\theta + i + 1)(\theta + j + 1) < (m + i + 1)(\theta - i)(\theta - j). \quad (3.12)
$$

When we increase $m$, then the left side of (3.12) grows faster than the right side; it is therefore enough to show (3.12) for the largest possible value of $m$, i.e., for $m = (\theta - i + j - 1)/2$ (even if this might not be an integer). In that case, (3.12) reduces to

$$(\theta - i - j - 1)(\theta + i + 1)(\theta + j + 1) < (\theta + i + j + 1)(\theta - i)(\theta - j).$$

This is true if and only if $\theta + i + j + 2ij + 1 > 0$, which obviously holds.
4. If \( i + j = \vartheta - 1 \) or if \( i + j = \vartheta - 2 \), then both statements follow from 2. Let \( i + j < \vartheta - 2 \). Notice that because \( \tilde{f} \) is symmetrical in \( i \) and \( j \), both inequalities are equivalent. However, we will prove the first one for \( i \leq j \) and the second one for \( \vartheta \leq j - 1 \); then both inequalities hold for all \( i, j \) because:

- \( i > j \Rightarrow j \leq i - 1 \) and \( \tilde{f}(\vartheta, i, j + 2) = \tilde{f}(\vartheta, j + 2, i) < \tilde{f}(\vartheta, j, i) = \tilde{f}(\vartheta, i, j) \).
- \( i > j - 1 \Rightarrow j \leq i \) and \( \tilde{f}(\vartheta, i + 2, j) = \tilde{f}(\vartheta, j, i + 2) < \tilde{f}(\vartheta, j, i) = \tilde{f}(\vartheta, i, j) \).

Let \( b(i, j, m) \) be defined as in the proof of 3. We have for \( i \leq j \)

\[
\tilde{f}(\vartheta, i, j) = \frac{2}{\vartheta} \sum_{m=j}^{\lfloor \frac{\vartheta - i + j - 1}{2} \rfloor} b(i, j, m);
\]

\[
\tilde{f}(\vartheta, i, j + 2) = \frac{2}{\vartheta} \sum_{m=j+2}^{\lfloor \frac{\vartheta - i + j + 1}{2} \rfloor} b(i, j + 2, m) = \frac{2}{\vartheta} \sum_{m=j+2}^{\lfloor \frac{\vartheta - i + j + 1}{2} \rfloor} b(i, j + 2, m + 1);
\]

\[
\tilde{f}(\vartheta, i + 2, j) = \frac{2}{\vartheta} \sum_{m=j}^{\lfloor \frac{\vartheta - i + j - 3}{2} \rfloor} b(i + 2, j, m) = \frac{2}{\vartheta} \sum_{m=j}^{\lfloor \frac{\vartheta - i + j - 3}{2} \rfloor} b(i + 2, j, m - 1).
\]

Let \( i \leq j \). In order to prove the first property, we show that \( b(i, j + 2, m + 1) < b(i, j, m) \) for \( j + 1 \leq m \leq (\vartheta - i + j + 1)/2 \). This holds because

\[
\frac{b(i, j + 2, m + 1)}{b(i, j, m)} = \frac{(\vartheta - m)(m - j)(\vartheta - j - 1)}{(\vartheta - m - i + j + 1)(m + i + 1)(\vartheta + j + 1)(\vartheta + j + 2)},
\]

which is smaller than 1 since the \( i \)th term in the numerator is smaller than the \( i \)th term in the denominator and all terms are positive. (Remember, \( i \leq j \); furthermore, \( \vartheta - m - i + j + 1 > 0 \) for all \( m \) in the above range.)

We now turn to the second property. Let \( i \leq j - 1 \). We show that \( b(i + 2, j, m - 1) < b(i, j, m) \) for \( j + 1 \leq m \leq (\vartheta - i + j + 1)/2 \). We have

\[
\frac{b(i + 2, j, m - 1)}{b(i, j, m)} = \frac{(\vartheta + i + 1)(\vartheta + i + 2)(m - j)(\vartheta - i - m + j)}{(\vartheta - i)(\vartheta - i - 1)(m + i + 1)(\vartheta - m + 1)}.
\]

For \( 0 \leq i < \vartheta - 2 \) and \( j + 1 \leq m \leq (\vartheta - i + j + 1)/2 \), the denominator is positive. Now consider \( m \) as a real number. Then the derivative of the numerator with respect to \( m \) is \((\vartheta + i + 1)(\vartheta + i + 2)(\vartheta - i + 2j - 2m),\)
which is larger than $(\vartheta - i)(\vartheta - i - 1)(\vartheta - i - 2m)$, the derivative of the denominator. Thus, it suffices to show that the quotient is smaller than 1 for the largest value of $m$ that we allow, that is, for $m = (\vartheta - i + j + 1)/2$. This happens if and only if

$$
\vartheta^2(-2i + 4j - 2) + 4j\vartheta(i + j + 1) + (2i^3 + 4i^2j + 6i^2 + 2ij^2 + 8ij + 6i + 2j^2 + 4j + 2) > 0.
$$

This holds because we assumed that $i \leq j - 1$ so $-2i + 4j - 2 \geq 2i + 2 > 0$. □

We can thus say:

**Proposition 3.3.14**

Let $f$ be defined by Definition 3.3.12. Then $\tilde{f}$ is nonnegative and takes its maximum at $(\vartheta, 0, 1)$ and at $(\vartheta, 1, 0)$ for even $\vartheta$, and at $(\vartheta, 0, 0)$ for odd $\vartheta$. Moreover, for large $\vartheta$, both maxima are approximately equal to $1/\sqrt{\pi \vartheta}$.

**Proof:**

Because of Lemma 3.3.13, $\tilde{f}$ is non-negative and the points where $\tilde{f}$ reaches its maximum can be only $(i, j) = (0, 0)$, $(i, j) = (0, 1)$ or $(i, j) = (1, 0)$. Because of symmetry, it suffices to compare $f(\vartheta, 0, 0)$ and $f(\vartheta, 0, 1)$. At these points, $\tilde{f}$ is equal to $f$ so we can apply Lemma 3.3.7. If $\vartheta = 1$, then $f(1, 0, 1) = 0$ while $f(1, 0, 0) = 1$. If $\vartheta > 1$, then $\vartheta = 2\alpha$ or $\vartheta = 2\alpha + 1$ for some $\alpha \geq 1$. From Lemma 3.3.7, it follows that

$$
\frac{f(2\alpha, 0, 1)}{f(2\alpha, 0, 0)} = \frac{f(2\alpha + 1, 0, 0)}{f(2\alpha + 1, 0, 1)} = \frac{2\alpha + 1}{2\alpha} > 1
$$

for all $\alpha \geq 1$. Thus, the points where $\tilde{f}$ reaches its maximum are the ones mentioned. There,

$$
\tilde{f}(2\alpha, 0, 1) = \frac{(\alpha + 1)\alpha}{2\alpha^2} \left(\frac{2\alpha}{\alpha+1}\right) \left(\frac{2\alpha}{\alpha}\right) = \frac{2\alpha + 1}{4\alpha} \left(\frac{2\alpha}{\alpha}\right)^2 \quad \text{and}
$$

$$
\tilde{f}(2\alpha + 1, 0, 0) = \frac{2(\alpha + 1)^2}{(2\alpha + 1)^2} \left(\frac{2\alpha+1}{\alpha+1}\right) \left(\frac{2\alpha+1}{\alpha}\right) = \frac{2\alpha + 1}{4\alpha + 1} \left(\frac{2\alpha}{\alpha}\right)^2.
$$

With Stirling's approximation for the factorial [7, 15], we have $(\frac{2n}{n})^2 / (\frac{4n}{2n}) \approx \sqrt{2/\pi n}$ for large $n$. Thus, the maximum of $\tilde{f}$ for large $\vartheta$ is approximately equal to $1/\sqrt{2\pi \vartheta} \approx 1/\sqrt{\pi \vartheta}$. □

Figure 3.5 shows the behaviour of $\tilde{f}(32, i, j)$. We summarize the above results and translate them into the language of imbalances and expectations and obtain:
Theorem 3.3.15

Let \( \Omega \) be some sample space with \( 2\vartheta \) elements and \( i_1, i_2 \) be integers, \( 0 \leq i_1, i_2 \leq \vartheta \). Then the average of \( I(X_1 \oplus X_2) \) over all pairs of random variables \( (X_1, X_2) \) such that \( I(X_1) = i_1/\vartheta \) and \( I(X_2) = i_2/\vartheta \) is lower-bounded by \( i_1i_2/\vartheta^2 \) and upper-bounded by \( i_1i_2/\vartheta^2 + (1 + \varepsilon(\vartheta))/\sqrt{\pi \vartheta} \), where \( \lim_{\vartheta \to \infty} \varepsilon(\vartheta) = 0 \). \( \square \)

Notice that because of the properties of \( \tilde{f} \), the difference between \( I(X_1)I(X_2) \) and the average of \( I(X_1 \oplus X_2) \) tends to decrease as \( I(X_1) \) or \( I(X_2) \) increases and not only when \( \vartheta \) does. In linear cryptanalysis, one is interested in large imbalances. Thus, from this point of view, the approximation of \( I(X_1 \oplus X_2) \) by \( I(X_1)I(X_2) \) is, on the average, a pessimistic one. However, the spread of the different values of \( I(X_1 \oplus X_2) \) around the average might be wide, in which case the approximation is risky in the sense that in many cases \( I(X_1 \oplus X_2) \) might be much smaller than \( I(X_1)I(X_2) \). In order to remove this doubt, we now investigate the variance of \( I(X_1 \oplus X_2) \) over all above mentioned pairs \( (X_1, X_2) \).
For that purpose, we first compute the average of $I^2(X_1 \oplus X_2)$. By the same argument as for the average of $I(X_1 \oplus X_2)$, it suffices to hold $X_1$ fixed and to let $X_2$ run over all random variables with $P_{X_2}(1) = (\vartheta + i_2)/2\vartheta$. The average is given by the following function.

**Lemma 3.3.16**

Let $\vartheta, i_1$ and $i_2$ be integers with $\vartheta \geq 1$ and $0 \leq i_1, i_2 \leq \vartheta$. Then the average of $I^2(X_1 \oplus X_2)$ over all pairs of random variables $(X_1, X_2)$ such that $I(X_1) = i_1/\vartheta$ and $I(X_2) = i_2/\vartheta$ is

$$E_{\vartheta} \left[ I^2(X_1 \oplus X_2) \mid I(X_1) = \frac{i_1}{\vartheta}, I(X_2) = \frac{i_2}{\vartheta} \right] = h(\vartheta, i_1, i_2), \quad (3.13)$$

where

$$h(\vartheta, i, j) := \frac{1}{\vartheta^2} \sum_{m=i+j}^{\vartheta + i} \left( \binom{2m - \vartheta - i - j}{m} \binom{\vartheta - i}{m - i - j} \right)^2$$

if $0 \leq i \leq j \leq \vartheta$, and $h(\vartheta, i, j) := h(\vartheta, j, i)$ if $i > j$.

Fortunately, $h(\vartheta, i, j)$ can be written in a simple form.

**Lemma 3.3.17**

For all integers $\vartheta, i, j$ such that $\vartheta \geq 1$ and $0 \leq i, j \leq \vartheta$,

$$h(\vartheta, i, j) = \frac{1}{2\vartheta - 1} \left( 1 + \frac{2i^2j^2 - \vartheta(i^2 + j^2)}{\vartheta^3} \right)$$

$$= \frac{1}{2\vartheta - 1} + \frac{2\vartheta}{2\vartheta - 1} \frac{i^2}{\vartheta^2} \frac{j^2}{\vartheta^2} - \frac{1}{2\vartheta - 1} \left( \frac{i^2}{\vartheta^2} + \frac{j^2}{\vartheta^2} \right). \quad (3.15)$$

**Proof:**

By the definition of $h$, it is enough to prove the lemma for $i \leq j$. Similarly to Lemma 3.3.10, we note that for $i \leq j$, $h(\vartheta, i, j)$ is the expected value of $(2M - i - j - \vartheta)^2/\vartheta^2$, where $M$ is hypergeometrically distributed. We have [7]

$$E[M] = \frac{(\vartheta + i)(\vartheta + j)}{2\vartheta} \quad \text{and} \quad Var(M) = \frac{(\vartheta + i)(\vartheta + j)}{2\vartheta} \left( 1 - \frac{\vartheta + i}{2\vartheta} \right) \frac{\vartheta - i}{2\vartheta - 1}.$$

Then $h(\vartheta, i, j) = \frac{1}{3\vartheta} \left[ 4E[M^2] - 4(\vartheta + i + j)E[M] + (\vartheta + i + j)^2 \right]$ and the lemma follows. \hfill $\square$
Now the variance of $I(X_1 \oplus X_2)$ is given by $V(\vartheta, i_1, i_2) := h(\vartheta, i_1, i_2) - f^2(\vartheta, i_1, i_2)$. Because $f(\vartheta, i_1, i_2) \geq i_1 i_2 / \vartheta^2$, we can upper-bound the variance by

$$V(\vartheta, i_1, i_2) \leq \frac{1}{2\vartheta - 1} \left( 1 + \frac{2i_1^2 i_2^2 - \vartheta (i_1^2 + i_2^2)}{\vartheta^3} \right) - \frac{i_1^2 i_2^2}{\vartheta^4} = \frac{(\vartheta^2 - i_1^2)(\vartheta^2 - i_2^2)}{\vartheta^4(2\vartheta - 1)} =: A(\vartheta, i_1, i_2).$$

(3.16)

For $0 \leq i_1, i_2 \leq \vartheta$, $A$ is minimal for $i_1 = \vartheta$ or $i_2 = \vartheta$, where $A = 0$, and maximal for $i_1 = i_2 = 0$ with $A(\vartheta, 0, 0) = \frac{1}{2\vartheta - 1}$. Hence, the expected value of $I(X_1 \oplus X_2) - I(X_1)I(X_2)$ lies between 0 and roughly $1/\sqrt{\pi \vartheta}$ and its standard deviation is upper-bounded by something of the order of $1/\sqrt{2\vartheta}$.

The bound (3.16) is rather loose. Numerical results show that $V(\vartheta, i_1, i_2)$ is much smaller than that. The normalized variance, defined for any random variable $X$ by the variance of $X/E[X]$, and by infinity if $E[X] = 0$, is equal to $h/f^2 - 1$. For instance, if $i_1 = i_2 = 0$ and $\vartheta$ is large, this is approximately equal to $\pi/2 - 1 \approx 0.57$. The normalized variance seems to reach its maximum at $i_1 = 1, i_2 = \vartheta - 1$ (where it can be easily computed and is equal to $(\vartheta + 1)/(\vartheta - 1)$). With (3.16), the normalized variance is upper-bounded by $A\vartheta^4/i_1^2 i_2^2 - 1 = \frac{(\vartheta^2 - i_1^2)(\vartheta^2 - i_2^2)}{(4\vartheta - 1)i_1^2 i_2^2}$, which is not bounded in the range $0 \leq i_1, i_2 \leq \vartheta$. Figure 3.6 shows the behaviour of the normalized variance for $\vartheta = 32$.

### 3.3.1 Implication for The Piling-up Approximation for Two Random Variables

In the piling-up approximation, one approximates $I(X_1 \oplus X_2)$ by $I(X_1)I(X_2)$. If $I(X_1 \oplus X_2) > I(X_1)I(X_2)$, then the approximation is pessimistic and we are on the safe side. But it can happen that $I(X_1 \oplus X_2)$ is much smaller than $I(X_1)I(X_2)$.

If $\vartheta$ is “small” and $I(X_1), I(X_2)$ are small, too, then the average of $I(X_1 \oplus X_2)$ is approximately $1/\sqrt{\pi \vartheta}$, which is much larger than $I(X_1)I(X_2)$; because in this case the normalized variance lies around 0.57, most of the values of $I(X_1 \oplus X_2)$ are larger than $I(X_1)I(X_2)$ and it is safe to approximate $I(X_1 \oplus X_2)$ by $I(X_1)I(X_2)$.

Let $I(X_1)$ and $I(X_2)$ be fixed, and let $\vartheta$ be “large”. Then, by Theorem 3.3.15, we can say that the average of $I(X_1 \oplus X_2)$ is between $I(X_1)I(X_2)$ and $I(X_1)I(X_2) + 1/\sqrt{\pi \vartheta}$; thus, it is close to $I(X_1)I(X_2)$. Moreover, for large $\vartheta$, the average of $I^2(X_1 \oplus X_2)$ is by Lemma 3.3.17 equal to $h(\vartheta, i_1, i_2) = \frac{1}{2\vartheta - 1} + \frac{\vartheta}{2\vartheta - 1} I^2(X_1)I^2(X_2) - \frac{1}{2\vartheta - 1}(I^2(X_1) + I^2(X_2)) \approx$
3.4. Any Fixed Number of Random Variables

We now turn to the study of any number of random variables. We take some given integers \(i_1, \ldots, i_r\) such that \(0 \leq i_k \leq \theta\) for all \(k\) and look at the average of \(I(X_1 \oplus \cdots \oplus X_r)\) and of \(I^2(X_1 \oplus \cdots \oplus X_r)\) over all \(r\)-tuples of random variables \((X_1, \ldots, X_r)\) such that \(I(X_k) = i_k/\theta, k = 1, \ldots, r\). If we wanted to compute the averages directly, e.g., by counting arguments as on Page 33, we would have to deal with sums over \(2^{r-1} - 1\) indices which contain complicated multinomial coefficients and are therefore infeasible to compute. We will see that, fortunately, the averages can be computed recursively using properties of the probability distribution of \(I(X_1 \oplus \cdots \oplus X_r)\) given that \(I(X_1) = i_1/\theta, \ldots, I(X_r) = i_r/\theta\). We begin by calculating this probability distribution for \(r = 2\).
3.4.1 The Conditional Probability Distribution of $I(X_1 \oplus X_2)$ given $I(X_1)$ and $I(X_2)$

Let $X_1$ be a random variable with $I(X_1) = i_1/\theta$. We have seen in Section 3.3 that for $0 \leq i_1 \leq i_2 \leq \theta$, of the $\binom{2\theta}{i_1,i_2}$ random variables $X_2$ with $I(X_2) = i_2/\theta$, there were $\binom{\theta + i_1}{m} \binom{\theta - i_1}{m - i_1 - i_2}$ that gave $I(X_1 \oplus X_2) = \lfloor 2m - i_1 - i_2 - \theta \rfloor/\theta$, where $i_1 + i_2 \leq m \leq \theta + i_1$. Sometimes, there is an $m' \neq m$ such that $\lfloor 2m' - i_1 - i_2 - \theta \rfloor = \lfloor 2m - i_1 - i_2 - \theta \rfloor$. Thus, if we want to count the number of $X_2$ such that $I(X_1 \oplus X_2)$ is equal to, say, $\ell/\theta$, we must know for which $\ell$ there are two different values $m$ and $m'$ such that $\lfloor 2m - i_1 - i_2 - \theta \rfloor = \lfloor 2m' - i_1 - i_2 - \theta \rfloor = \ell$.

Now $\lfloor 2m - i_1 - i_2 - \theta \rfloor = \lfloor 2m' - i_1 - i_2 - \theta \rfloor$ for different $m$ and $m'$ only if $2m - i_1 - i_2 - \theta = \theta + i_1 + i_2 - 2m'$, i.e., only if $m' = \theta + i_1 + i_2 - m$. Such $m$ and $m'$ must satisfy $i_1 + i_2 \leq m, m' \leq \theta + i_1$; now $m' = \theta + i_1 + i_2 - m$ and $i_1 + i_2 \leq m, m' \leq \theta + i_1$ both hold if and only if $i_1 + i_2 \leq m \leq \theta$ and $m' = \theta + i_1 + i_2 - m$. Thus, if $m > \theta$, then $m$ has no counterpart $m'$ since this implies $m' < i_1 + i_2$. Finally, there is one value of $m$ for which one must be careful: if $i_1 + i_2 \leq \theta$ and $m = (\theta + i_1 + i_2)/2$ (which lies between $i_1 + i_2$ and $\theta$ so $m'$ exists), then $m' = m$ so that in fact $m$ has no counterpart. This corresponds to the case $\ell = 0$ and can happen only if $\theta + i_1 + i_2$ is even.

Let first $i_1 + i_2 > \theta$. Then $m \geq i_1 + i_2 > \theta$, so $m$ has no counterpart $m'$. Moreover, $|2m - i_1 - i_2 - \theta| = 2m - i_1 - i_2 - \theta$. Thus, there are $\binom{\theta + i_1}{m} \binom{\theta - i_1}{m - i_1 - i_2}$ random variables $X_2$ such that $I(X_1 \oplus X_2) = (2m - i_1 - i_2 - \theta)/\theta$. Since $(2m - i_1 - i_2 - \theta) = \ell$ if and only if $m = (\theta + i_1 + i_2 + \ell)/2$, there are $\binom{\theta + i_1}{\frac{1}{2}(\theta + i_1 + i_2 + \ell)} \binom{\theta - i_1}{\frac{1}{2}(\theta - i_1 - i_2 + \ell)}$ random variables $X_2$ such that $I(X_1 \oplus X_2) = \ell/\theta$. Furthermore, since $\ell = 2m - i_1 - i_2 - \theta$ and $i_1 + i_2 \leq m \leq \theta + i_1$, the probability is non-zero if and only if $\ell \equiv \theta + i_1 + i_2 \pmod{2}$ and $i_1 + i_2 - \theta \leq \ell \leq \theta + i_1 - i_2$.

Next, let $i_1 + i_2 = \theta$. Then $|2m - i_1 - i_2 - \theta| = \lfloor 2m - i_1 - i_2 \rfloor = 2(m - i_1 - i_2) = 2m - i_1 - i_2 - \theta$. If $m > i_1 + i_2$, then $m > \theta$ and $m$ has no counterpart $m'$. If $m = i_1 + i_2$, then $m = (\theta + i_1 + i_2)/2$ and again, as we have seen in the second paragraph, $m$ has no counterpart because $m' = m$. (The latter case corresponds to $\ell = 0$.) Thus, we can draw the same conclusions as for $i_1 + i_2 > \theta$.

Now let $i_1 + i_2 < \theta < m$. Again $m$ has no counterpart and $2m - i_1 - i_2 - \theta$ is positive so we can draw the same conclusions as for $i_1 + i_2 > \theta$. 


Since $2m - i_1 - i_2 - \vartheta > \vartheta - i_1 - i_2$, the $\ell$'s that correspond to this case are the ones with $\ell > \vartheta - (i_1 + i_2)$.

Next, we look at the case $i_1 + i_2 < \vartheta$, $m \leq \vartheta$, $m \neq (\vartheta + i_1 + i_2)/2$. Here $m'$ exists and $m' = \vartheta + i_1 + i_2 - m$. Thus, there are \( \binom{\vartheta + i_1}{m} \binom{\vartheta - i_1}{m'} \) random variables $X_2$ such that $I(X_1 \oplus X_2) = |2m - i_1 - i_2 - \vartheta|/\vartheta$. Without losing generality, we can choose $m < m'$. (Otherwise, exchange $m$ and $m'$.) Then $m < (\vartheta + i_1 + i_2)/2$ and therefore $|2m - i_1 - i_2 - \vartheta| = \vartheta + i_1 + i_2 - 2m$. Moreover, $\vartheta + i_1 + i_2 - 2m = \ell$ if and only if $m = (\vartheta + i_1 + i_2 - \ell)/2$

so there are \( \binom{\vartheta + i_1}{(\vartheta + i_1 + i_2 - \ell)/2} \binom{\vartheta - i_1}{(\vartheta - i_1 - i_2 - \ell)/2} \binom{\vartheta + i_1}{(\vartheta + i_1 + i_2 + \ell)/2} \binom{\vartheta - i_1}{(\vartheta - i_1 - i_2 + \ell)/2} \) random variables $X_2$ such that $I(X_1 \oplus X_2) = \ell/\vartheta$. Those $\ell$ corresponding to this case are the ones with $0 < \ell < \vartheta - (i_1 + i_2)$.

Finally, we consider $\ell = 0$, which occurs for $i_1 + i_2 \leq \vartheta$, $m = (\vartheta + i_1 + i_2)/2$ and $\vartheta + i_1 + i_2$ even. Similarly, we conclude that there are \( \binom{\vartheta + i_1}{(\vartheta + i_1 + i_2)/2} \binom{\vartheta - i_1}{(\vartheta - i_1 - i_2)/2} \) random variables $X_2$ such that $I(X_1 \oplus X_2) = 0$.

If we divide everywhere by $\binom{2\vartheta}{\vartheta + i_2}$, the number of random variables $X_2$ with $I(X_2) = i_2/\vartheta$, we get the conditional probability distribution of $I(X_1 \oplus X_2)$ given $I(X_1)$ and $I(X_2)$. Thus, we have proved:

**Proposition 3.4.1**

Let $X_1$ and $X_2$ be random variables on a sample space $\Omega$ with $2\vartheta$ elements, and let $i_1, i_2$ be integers, $0 \leq i_1 \leq i_2 \leq \vartheta$. Then the conditional probability $P := P(I(X_1 \oplus X_2)|I(X_1), I(X_2))(\frac{\ell}{\vartheta}, \frac{i_1}{\vartheta}, \frac{i_2}{\vartheta})$ that $I(X_1 \oplus X_2) = \ell/\vartheta$ given that $I(X_1) = i_1/\vartheta$ and $I(X_2) = i_2/\vartheta$ is equal to the following:

$$i_1 + i_2 \geq \vartheta \Rightarrow P = S(\ell),$$

$$i_1 + i_2 < \vartheta, \ell > \vartheta - (i_1 + i_2) \Rightarrow P = S(\ell),$$

$$i_1 + i_2 < \vartheta, 0 < \ell \leq \vartheta - (i_1 + i_2) \Rightarrow P = S(\ell) + S(-\ell), \text{ and }$$

$$\ell = 0 \Rightarrow P = S(0) \text{ if } \vartheta + i_1 + i_2 \text{ is even, and}$$

$$P = 0 \text{ otherwise,}$$

where

$$S(\ell) = \left( \frac{1}{2} (\vartheta + i_1 + i_2 + \ell) \right) \left( \frac{1}{2} (\vartheta - i_1 - i_2 - \ell) \right) \left( \frac{1}{2} (\vartheta + i_1 - i_2 + \ell) \right) \left( \frac{1}{2} (\vartheta + i_1 + i_2 - \ell) \right).$$

If $i_1 > i_2$, then the above formulas hold after having exchanged $i_1$ and $i_2$. \[\square\]
Remark 3.4.2
Because the lower index of the binomial coefficients must everywhere be an integer, we must have \( \ell \equiv \vartheta + i_1 + i_2 \mod 2 \). Otherwise the above probabilities are zero.

Hereafter in this chapter, unless stated otherwise, we write a conditional probability distribution without subscripts and without explicitly naming its arguments, e.g., \( P(\ell|i_1,\ldots,i_r) \) will mean the probability that \( I(X_1 \oplus \cdots \oplus X_r) = \ell/\vartheta \) given that \( I(X_1) = i_1/\vartheta,\ldots,I(X_r) = i_r/\vartheta \).

Next, we derive the exact conditions for \( P(\ell|i_1,i_2) = 0 \).

Lemma 3.4.3
Let \( 0 \leq i_1,i_2 \leq \vartheta \). If \( \ell \geq 0 \) and \( \ell \equiv \vartheta + i_1 + i_2 \mod 2 \), then \( P(\ell|i_1,i_2) = 0 \) if and only if \( \ell > \vartheta - |i_1 - i_2| \) or \( \ell < i_1 + i_2 - \vartheta \). Otherwise, \( P(\ell|i_1,i_2) = 0 \) always holds.

Proof:
The last statement in the lemma follows immediately from the fact that \( P(\ell|i_1,i_2) = 0 \) for \( \ell < 0 \) and from Remark 3.4.2. Let now \( \ell \geq 0 \), \( \ell \equiv \vartheta + i_1 + i_2 \mod 2 \). By Proposition 3.4.1, we can write \( P(\ell|i_1,i_2) \) as \( P(\ell|i_1,i_2) = S(\ell) + \delta S(-\ell) \), where

\[
S(\ell) = \left( \frac{\vartheta + i_1}{\frac{1}{2}(\vartheta + i_1 + i_2 + \ell)} \right) \left( \frac{\vartheta - i_1}{\frac{1}{2}(\vartheta - i_1 - i_2 + \ell)} \right) / \left( \frac{2\vartheta}{\vartheta + i_2} \right)
\]

and

\[
\delta = \begin{cases} 
1, & i_1 + i_2 < \vartheta \quad \text{and} \quad 0 < \ell \leq \vartheta - (i_1 + i_2), \\
0, & \text{otherwise}.
\end{cases}
\]

It is easy to check that \( S(\ell) = 0 \) if and only if \( \ell > \vartheta - |i_1 - i_2| \) or \( \ell < i_1 + i_2 - \vartheta \). Moreover, \( \delta = 1 \) only if \( i_1 + i_2 < \vartheta \) and \( 0 < \ell \leq \vartheta - (i_1 + i_2) \), but in that case neither \( \ell > \vartheta - |i_1 - i_2| \) nor \( \ell < i_1 + i_2 - \vartheta \) are satisfied so \( S(\ell) > 0 \) and thus \( P > 0 \). Thus, we have successively:

- \( P = 0 \), \( \delta = 0 \), \( P = S(\ell) \), \( S(\ell) = 0 \), \( \ell > \vartheta - |i_1 - i_2| \) or \( \ell < i_1 + i_2 - \vartheta \);
- \( \ell > \vartheta - |i_1 - i_2| \) or \( \ell < i_1 + i_2 - \vartheta \), \( S(\ell) = 0 \) and \( \delta = 0 \), \( P = S(\ell) \), \( P = 0 \).

Now the expected value of \( I(X_1 \oplus X_2) \) and of \( I^2(X_1 \oplus X_2) \) given \( I(X_1) \) and \( I(X_2) \) can be written as
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\[ f(\vartheta, i_1, i_2) = \sum_{\ell} \frac{\ell}{\vartheta} P(\ell|i_1, i_2), \]

\[ h(\vartheta, i_1, i_2) = \sum_{\ell} \frac{\ell^2}{\vartheta^2} P(\ell|i_1, i_2), \]

where we can let the sums run over all the non-negative integers since only a finite number of terms are different from zero. From here on in this chapter, all sums without precise limits will be sums over all the non-negative integers. This spares us unnecessary perspiration when dealing with different parities of \( \vartheta \) and of the \( i_k \)'s.

### 3.4.2 Only One Random Variable

Before we turn to the study of more than two random variables, we take a brief look at the case of only one random variable. The statements here are all trivial but important for what follows. Let \( 0 \leq i_1 \leq \vartheta \). Then:

- the probability that \( I(X_1) = \ell/\vartheta \) given that \( I(X_1) = i_1/\vartheta \) is \( P(\ell|i_1) = \delta_{\ell,i_1} \);

- the average of \( I(X_1) \) over all random variables with \( I(X_1) = i_1/\vartheta \) is \( f(i_1) = i_1/\vartheta \);

- the average of \( I^2(X_1) \) over all random variables with \( I(X_1) = i_1/\vartheta \) is \( h(i_1) = i_1^2/\vartheta^2 \).

### 3.4.3 Various Properties For More Than Two Random Variables

We now consider expressions for more than two random variables. In the following, we show properties of the probability distribution of \( I(X_1 \oplus \cdots \oplus X_r) \) given \( I(X_1), \ldots, I(X_r) \), of its expected value and of the expected value of its square. These properties hold for any \( r \geq 2 \) unless stated otherwise. In particular, we show that the probability distribution of \( I(X_1 \oplus \cdots \oplus X_r) \) given \( I(X_1), \ldots, I(X_r) \) can be written with terms involving only the probability distribution of \( I(X_1 \oplus X_2) \) given \( I(X_1) \) and \( I(X_2) \), and we deduce from this properties of the expected value of \( I(X_1 \oplus \cdots \oplus X_r) \) and of \( I^2(X_1 \oplus \cdots \oplus X_r) \) conditioned on particular values of \( I(X_1), \ldots, I(X_r) \).
Proposition 3.4.4 (Recursion for $P$)

For any integers $\vartheta$ and $i_1, \ldots, i_r$ such that $\vartheta \geq 1$ and $0 \leq i_1, \ldots, i_r \leq \vartheta$, the probability $P(\ell | i_1, \ldots, i_r)$ that $I(X_1 \oplus \cdots \oplus X_r) = \ell / \vartheta$ given that $I(X_1) = i_1 / \vartheta, \ldots, I(X_r) = i_r / \vartheta$, can be written recursively as

$$P(\ell | i_1, \ldots, i_r) = \sum_k P(\ell | k, i_r) P(k | i_1, \ldots, i_{r-1}). \quad (3.19)$$

Proof:

Here we write $P$ explicitly with indices. We abbreviate $I(X_k)$ as $I_k$ and $I(X_1 \oplus \cdots \oplus X_k)$ as $I_1, \ldots, I_k$, $k = 1, \ldots, r$. By the observations of Subsection 3.4.2, (3.19) holds for $r = 2$. Let now $r > 2$. We have

$$P_{I_1, \ldots, I_r | I_{1}, \ldots, I_{r}}(\ell | i_1, \ldots, i_r) = \sum_k P_{I_1, \ldots, I_r | I_{1}, \ldots, I_{r-1}}(\ell, k | i_1, \ldots, i_r)$$

$$= \sum_k P_{I_1, \ldots, I_r | I_{1}, \ldots, I_{r-1}}(\ell | k, i_1, \ldots, i_r) P_{I_1, \ldots, I_{r-1} | I_{1}, \ldots, I_{r-1}}(k | i_1, \ldots, i_{r-1})$$

$$= \sum_k P_{I_{1,2} | I_{1,2}}(\ell | k, i_r) P_{I_{1,2} | I_{1,2}}(k | i_1, \ldots, i_{r-1}),$$

where in the penultimate equality we have used the facts that, if $I(X_1 \oplus \cdots \oplus X_{r-1})$ and $I(X_r)$ are given, then the probability distribution of $I(X_1 \oplus \cdots \oplus X_r)$ does not depend further on $I(X_1), \ldots, I(X_{r-1})$ and that $I(X_1 \oplus \cdots \oplus X_{r-1})$ does not depend on $I(X_r)$. To obtain the last equality we made the substitutions $X_1 \oplus \cdots \oplus X_{r-1} \rightarrow X_1$ and $X_r \rightarrow X_2$ in the first probability term. Notice that the above sequence of equalities also holds for $r = 2$.

The next corollary follows now by induction.

Corollary 3.4.5

For any integers $\vartheta \geq 1$, $r \geq 3$ and $i_1, \ldots, i_r$ such that $0 \leq i_1, \ldots, i_r \leq \vartheta$,

$$P(\ell | i_1, \ldots, i_r) = \sum_{k_r, k_{r-1}, \ldots, k_3} P(\ell | k_r, i_r) P(k_r | k_{r-1}, i_{r-1}) \times \cdots \times P(k_3 | k_3, i_3) \times P(k_3 | i_1, i_2).$$
In analogy to the two-variable case, we introduce functions \( f \) and \( h \) for the expected values of \( I(X_1 \oplus \cdots \oplus X_r) \) and \( I^2(X_1 \oplus \cdots \oplus X_r) \), respectively, given that \( I(X_1) = i_1/\vartheta, \ldots, I(X_r) = i_r/\vartheta \).

**Definition 3.4.6**

Let \( \vartheta \) and \( i_1, \ldots, i_r \) be integers such that \( \vartheta \geq 1 \) and \( 0 \leq i_1, \ldots, i_r \leq \vartheta \). Denote by \( f(i_1, \ldots, i_r) \) (resp. \( h(i_1, \ldots, i_r) \)) the average of \( I(X_1 \oplus \cdots \oplus X_r) \) (resp. of \( I^2(X_1 \oplus \cdots \oplus X_r) \)) over all \( r \)-tuples of random variables \( (X_1, \ldots, X_r) \) such that \( I(X_1) = i_1/\vartheta, \ldots, I(X_r) = i_r/\vartheta \), that is,

\[
\begin{align*}
  f(i_1, \ldots, i_r) &:= \sum_{\ell} \frac{\ell}{\vartheta} P(\ell|i_1, \ldots, i_r), \\
  h(i_1, \ldots, i_r) &:= \sum_{\ell} \left( \frac{\ell}{\vartheta} \right)^2 P(\ell|i_1, \ldots, i_r)
\end{align*}
\]

(3.20) (3.21)

We now look at some properties of \( f \) and \( h \). We show that both functions can be defined recursively. We find lower and upper bounds for \( f \) and necessary and sufficient conditions for the lower bound to be achieved. We show that the bounds are close to each other when \( \vartheta \) is large. Finally, we show that the value of \( f \) and \( h \) converges as \( r \) increases.

**Lemma 3.4.7 (Recursion for \( f \))**

For any integers \( \vartheta \geq 1 \) and \( 0 \leq i_1, \ldots, i_r \leq \vartheta \), \( f(i_1, \ldots, i_r) = \sum_k f(k, i_r) P(k|i_1, \ldots, i_{r-1}) \).

**Proof:**

For \( r = 2 \), the equation follows from the observations of Subsection 3.4.2. For \( r > 2 \), we use Proposition 3.4.4 and equation (3.17).

\[
\begin{align*}
  f(i_1, \ldots, i_r) &= \sum_{\ell} \frac{\ell}{\vartheta} P(\ell|i_1, \ldots, i_r) = \sum_{\ell, k} \frac{\ell}{\vartheta} P(\ell|k, i_r) P(k|i_1, \ldots, i_{r-1}) \\
  &= \sum_k \left( \sum_{\ell} \frac{\ell}{\vartheta} P(\ell|k, i_r) \right) P(k|i_1, \ldots, i_{r-1}) = \sum_k f(k, i_r) P(k|i_1, \ldots, i_{r-1}).
\end{align*}
\]

Notice again that, thanks to the observations of Subsection 3.4.2, we could also perform the proof for \( r = 2 \) by the above sequence of equalities. \( \square \)
This recursion formula for $f$ allows us to generalise the properties of $f$ from 2 to $r$ random variables. As the first such property, we show that the expected value of $I(X_1 \oplus \cdots \oplus X_r)$ is lower-bounded by the product of imbalances $I(X_1) \cdots I(X_r)$.

**Corollary 3.4.8**

For any integers $\vartheta \geq 1$, $r \geq 1$, and $0 \leq i_1, \ldots, i_r \leq \vartheta$, $f(i_1, \ldots, i_r) \geq \frac{i_1}{\vartheta} \times \cdots \times \frac{i_r}{\vartheta}$.

**Proof:**

By the observations of Subsection 3.4.2, the corollary holds for $r = 1$. We showed in the preceding section that the corollary holds for $r = 2$. For $r > 2$, assume that the corollary holds up to $r - 1$. Then

$$f(i_1, \ldots, i_r) = \sum_k f(k, i_r)P(k|i_1, \ldots, i_{r-1})$$

$$\geq \sum_k \frac{i_r}{\vartheta^2}P(k|i_1, \ldots, i_{r-1}) = \frac{i_r}{\vartheta} \sum_k \frac{k}{\vartheta}P(k|i_1, \ldots, i_{r-1})$$

$$= \frac{i_r}{\vartheta} f(i_1, \ldots, i_{r-1}) \geq \frac{i_1}{\vartheta} \times \cdots \times \frac{i_r}{\vartheta}. \quad \square$$

Next, we give necessary and sufficient conditions for the lower bound of Corollary 3.4.8 to be achieved. For that, we use the following lemma.

**Lemma 3.4.9**

For any integers $\vartheta \geq 1$, $r \geq 1$, and $0 < i_1, \ldots, i_r < \vartheta$, if $\ell < i_1 + \cdots + i_r - (r-1)\vartheta$, then $P(\ell|i_1, \ldots, i_r) = 0$.

**Proof:**

By the observations of Subsection 3.4.2, the lemma holds for $r = 1$. By Lemma 3.4.3, the assertion holds also for $r = 2$. Let $r > 2$. Suppose that $P(k|i_1, \ldots, i_{r-1}) = 0$ for all $k$ such that $k < i_1 + \cdots + i_{r-1} - (r-2)\vartheta$ and let $\ell < i_1 + \cdots + i_r - (r-1)\vartheta$. Then

$$P(\ell|i_1, \ldots, i_r) = \sum_k P(\ell|k, i_r)P(k|i_1, \ldots, i_{r-1})$$

$$= \sum_{k \geq i_1 + \cdots + i_{r-1} - (r-2)\vartheta} P(\ell|k, i_r)P(k|i_1, \ldots, i_{r-1}).$$

If $k \geq i_1 + \cdots + i_{r-1} - (r-2)\vartheta$, then $\ell < i_1 + \cdots + i_r - (r-1)\vartheta \leq k + i_r - \vartheta$. But then $P(\ell|k, i_r) = 0$ according to Lemma 3.4.3. Thus the last sum above is zero and the lemma follows. \square
Notice that the statement of this lemma also follows immediately from inequality (3.3). However, the following corollary cannot be so derived.

**Corollary 3.4.10**

For any integer \( r \geq 1 \), the function \( f \) is equal to its lower bound in Corollary 3.4.8, i.e., \( f(i_1, \ldots, i_r) = \frac{i_1}{\vartheta} \times \cdots \times \frac{i_r}{\vartheta} \), if and only if \( i_1 + \cdots + i_r \geq (r - 1)\vartheta \).

**Proof:**

By the observations of Subsection 3.4.2, the assertion of the corollary holds for \( r = 1 \). By Lemma 3.3.13, the assertion holds for \( r = 2 \). Let \( r > 2 \) and suppose that the corollary holds up to \( r - 1 \).

Let \( i_1 + \cdots + i_r \geq (r - 1)\vartheta \). Because \( i_r \leq \vartheta \), we must have \( i_1 + \cdots + i_{r-1} \geq (r - 2)\vartheta \). Then \( f(i_1, \ldots, i_{r-1}) = \frac{i_1}{\vartheta} \times \cdots \times \frac{i_{r-1}}{\vartheta} \) and

\[
\begin{align*}
f(i_1, \ldots, i_r) &= \sum_k f(k, i_r)P(k|i_1, \ldots, i_{r-1}) \\
&= \sum_{k \geq \vartheta - i_r} f(k, i_r)P(k|i_1, \ldots, i_{r-1}) \\
&= \frac{i_r}{\vartheta} \sum_{k \geq \vartheta - i_r} \frac{k}{\vartheta} P(k|i_1, \ldots, i_{r-1}) \\
&= \frac{i_r}{\vartheta} \sum_k \frac{k}{\vartheta} P(k|i_1, \ldots, i_{r-1}) \\
&= \frac{i_r}{\vartheta} f(i_1, \ldots, i_{r-1}) = \frac{i_1}{\vartheta} \times \cdots \times \frac{i_r}{\vartheta},
\end{align*}
\]

where in the third equality we used the fact that the assertion of the corollary holds for \( r = 2 \), and in the second and the fourth equalities the fact that \( P(k|i_1, \ldots, i_{r-1}) = 0 \) for \( k < \vartheta - i_r \) as then \( k < (r - 1)\vartheta - (r - 2)\vartheta - i_r \leq i_1 + \cdots + i_r - (r - 2)\vartheta - i_r = i_1 + \cdots + i_{r-1} - (r - 2)\vartheta \), which implies \( P(k|i_1, \ldots, i_{r-1}) = 0 \) by Lemma 3.4.9.

Let now \( i_1 + \cdots + i_r < (r - 1)\vartheta \). We examine the cases \( i_1 + \cdots + i_{r-1} \geq (r - 2)\vartheta \) and \( i_1 + \cdots + i_{r-1} < (r - 2)\vartheta \) separately.

Let \( i_1 + \cdots + i_{r-1} \geq (r - 2)\vartheta \). Then \( f(i_1, \ldots, i_{r-1}) = \frac{i_1}{\vartheta} \times \cdots \times \frac{i_{r-1}}{\vartheta} \).

If \( k = i_1 + \cdots + i_{r-1} - (r - 2)\vartheta \), then \( k + i_r = i_1 + \cdots + i_r - (r - 2)\vartheta < \vartheta \) so \( f(k, i_r) > i_r k / \vartheta^2 \). Thus, among all \( k \)'s such that \( k \geq i_1 + \cdots + i_{r-1} - (r - 2)\vartheta \), there is at least one \( k \) with \( f(k, i_r) > i_r k / \vartheta^2 \). Hence,
\[
f(i_1, \ldots, i_r) = \sum_k f(k, i_r) P(k|i_1, \ldots, i_{r-1})
\]
\[
= \sum_{k \geq i_1 + \cdots + i_{r-1} - (r-2)\vartheta} f(k, i_r) P(k|i_1, \ldots, i_{r-1})
\]
\[
> \frac{i_r}{\vartheta} \sum_k \frac{k}{\vartheta} P(k|i_1, \ldots, i_{r-1})
\]
\[
= \frac{i_r}{\vartheta} \sum_k \frac{k}{\vartheta} P(k|i_1, \ldots, i_{r-1})
\]
\[
= \frac{i_r}{\vartheta} f(i_1, \ldots, i_{r-1}) = \frac{i_1}{\vartheta} \times \cdots \times \frac{i_r}{\vartheta},
\]

where to get the second and the fourth equalities we used Lemma 3.4.9.

If \(i_1 + \cdots + i_{r-1} < (r-2)\vartheta\), then \(f(i_1, \ldots, i_{r-1}) > \frac{i_1}{\vartheta} \times \cdots \times \frac{i_{r-1}}{\vartheta}\).

Thus,

\[
f(i_1, \ldots, i_r) = \sum_k f(k, i_r) P(k|i_1, \ldots, i_{r-1})
\]
\[
\geq \frac{i_r}{\vartheta} \sum_k \frac{k}{\vartheta} P(k|i_1, \ldots, i_{r-1})
\]
\[
= \frac{i_r}{\vartheta} f(i_1, \ldots, i_{r-1}) > \frac{i_1}{\vartheta} \times \cdots \times \frac{i_r}{\vartheta}.
\]

We translate our conclusions into the language of imbalances and expectations to obtain:

**Proposition 3.4.11**

Let \(\Omega\) be some sample space with \(2\vartheta\) elements, let \(r \in \mathbb{N}\), and let \(i_1, \ldots, i_r\) be integers, \(0 \leq i_1, \ldots, i_r \leq \vartheta\). Then the average of \(I(X_1 \oplus \cdots \oplus X_r)\) over all \(r\)-tuples of random variables \((X_1, \ldots, X_r)\) such that \(I(X_1) = i_1/\vartheta, \ldots, I(X_r) = i_r/\vartheta\) is lower-bounded by \(i_1 \times \cdots \times i_r/\vartheta^r\). The lower bound is attained if and only if \(i_1 + \cdots + i_r \geq (r-1)\vartheta\).

Next, we show that the expected value of \(I^2(X_1 \oplus \cdots \oplus X_r)\) can be written recursively.
Lemma 3.4.12 (Recursion for $h$)

For any integers $\vartheta \geq 1$ and $0 \leq i_1, \ldots, i_r \leq \vartheta$,

$$h(i_1, \ldots, i_r) = \sum_{\ell} \left( \frac{\ell}{\vartheta} \right)^2 P(\ell|i_1, \ldots, i_r)$$

Proof:

For $r = 2$, the proof is made by noticing that (3.22) reduces to (3.15) if we apply the identity $h(i_1) = i_1^2/\vartheta^2$ of Subsection 3.4.2. For $r > 2$, we assume that the corollary holds up to $r - 1$ and use Proposition 3.4.4 and equation (3.18) to obtain

$$h(i_1, \ldots, i_r) = \sum_k h(k, i_r) P(k|i_1, \ldots, i_{r-1})$$

Approximation 3.4.13

If $i_1, \ldots, i_r$ are small and $\ell$ is large, then $P(\ell|i_1, \ldots, i_r) \approx 0$.

Motivation:

For $r = 2$ this follows from Proposition 3.4.1: $i_1, i_2$ small implies $i_1 + i_2 < \vartheta$; moreover, $(\frac{\vartheta + i_1}{2}(\vartheta + i_1 + i_2 + \ell))$, $(\frac{\vartheta - i_1}{2}(\vartheta - i_1 - i_2 + \ell))$, $(\frac{\vartheta + i_2}{2}(\vartheta + i_1 + i_2 - \ell))$ and $(\frac{\vartheta - i_2}{2}(\vartheta - i_1 - i_2 - \ell))$ are small compared to $(\frac{2\vartheta}{\vartheta + i_2})$; thus, $P(\ell|i_1, i_2)$ is small. For $r > 2$, we suppose that the approximation holds up to $r - 1$ and use Proposition 3.4.4:
\[
P(\ell|i_1, \ldots, i_r) = \sum_{k} P(\ell|k, i_r)P(k|i_1, \ldots, i_{r-1})
\approx \sum_{k \text{ small}} P(\ell|k, i_r)P(k|i_1, \ldots, i_{r-1}) \approx 0,
\]
where both approximations hold by induction: the first because \(P(k|i_1, \ldots, i_{r-1})\) is negligible for large \(k\), and the second because \(P(\ell|k, i_r)\) is negligible for small \(k\).

**Approximation 3.4.14**

If \(i_1, \ldots, i_r\) are small, then \(f(i_1, \ldots, i_r) \approx 1/\sqrt{\pi \vartheta}\) and \(\tilde{f}(i_1, \ldots, i_r) \approx 1/\sqrt{\pi \vartheta}\).

**Motivation:**

Consider first \(r = 2\). From the proof of points 3 and 4 in Lemma 3.3.13, we have

\[
\tilde{f}(i_1, i_2) = \frac{2}{\vartheta} \sum_{m=i_2}^{\left\lfloor \frac{i_1+i_2-1}{2} \right\rfloor} b(i_1, i_2, m)
\]

and

\[
\tilde{f}(i_1+1, i_2+1) = \frac{2}{\vartheta} \sum_{m=i_2+1}^{\left\lfloor \frac{i_1+i_2-1}{2} \right\rfloor} b(i_1+1, i_2+1, m).
\]

There is one term more in \(\tilde{f}(i_1, i_2)\) than in \(\tilde{f}(i_1+1, i_2+1)\), namely \(\frac{2}{\vartheta} b(i_1, i_2, i_2)\), which is equal to \(\frac{2}{\vartheta} (\vartheta - i_1 - i_2) (\vartheta + i_1) / (\vartheta + i_2)\). For small \(i_1, i_2\), by Stirling's approximation of the factorial [7], this is approximately equal to \(4^{-\vartheta} (\frac{\vartheta}{i_1+i_2})^{i_1+i_2} \sqrt{2/\vartheta}\), which is small compared to \(1/\sqrt{\pi \vartheta}\). The terms that appear in both sums can be compared by means of the ratio \(b(i_1+1, i_2+1, m) / b(i_1, i_2, m)\) (equation (3.11)). For small \(m\), this is small compared to 1, but \(b(i_1, i_2, m)\) is also small so the terms for small \(m\) do not differ much. The terms that really influence the value of \(\tilde{f}\) are those with \(m\) large; but for these \(b(i_1+1, i_2+1, m)\) and \(b(i_1, i_2, m)\) are almost equal. Thus, \(\tilde{f}(i_1, i_2)\) and \(\tilde{f}(i_1+1, i_2+1)\) are almost equal for small \(i_1, i_2\).

Similar reasoning applies for \(\tilde{f}(i_1, i_2+2)\) and \(\tilde{f}(i_1+2, i_2)\). Hence, for small \(i_1, i_2\), modifying \(i_1\) and \(i_2\) does not change the value of \(\tilde{f}\) much. But, by Lemma 3.3.7 and Stirling's approximation, \(\tilde{f}(0,0), \tilde{f}(0,1) \approx 1/\sqrt{\pi \vartheta}\). Thus, \(\tilde{f}(i_1, i_2) \approx 1/\sqrt{\pi \vartheta}\) for small \(i_1, i_2\). Now, because \(\tilde{f}(i_1, i_2) - f(i_1, i_2) = i_1 i_2 / \vartheta^2 \ll 1/\sqrt{\pi \vartheta}\), we also have that \(f(i_1, i_2) \approx 1/\sqrt{\pi \vartheta}\) for small \(i_1, i_2\).
For \( r > 2 \), suppose that the approximation is valid up to \( r - 1 \). Then, by Proposition 3.4.7,

\[
f(i_1, \ldots, i_r) = \sum_{k} f(k, i_r) P(k | i_1, \ldots, i_{r-1})
\]

\[
\approx \sum_{k \text{ small}} f(k, i_r) P(k | i_1, \ldots, i_{r-1}) \approx \frac{1}{\sqrt{\pi \vartheta}} \sum_{k \text{ small}} P(k | i_1, \ldots, i_{r-1})
\]

where the first and the last approximation follow from Approximation 3.4.13 and the second approximation from the fact that the approximation to be proved holds for \( r = 2 \). Finally, \( \tilde{f}(i_1, \ldots, i_r) \approx 1/\sqrt{\pi \vartheta} \) because \( \tilde{f}(i_1, \ldots, i_r) - f(i_1, \ldots, i_r) = \frac{i_1}{\vartheta} \times \cdots \times \frac{i_r}{\vartheta} \ll 1/\sqrt{\pi \vartheta} \).

In Approximations 3.4.13 and 3.4.14, we approximated sums over all \( k \) by sums over only the small \( k \)'s; one could worry that this contradicts Lemma 3.4.9. But in the above approximations, we supposed that the \( i \)'s were small, which implies that \( i_1 + \cdots + i_{r-1} - (r - 2)\vartheta \) is negative and so Lemma 3.4.9 does not apply. (\( P(\ell | i_1, \ldots, i_r) \) is zero for negative \( \ell \).)

We translate this result into the language of imbalances and expectations to obtain:

**Approximation 3.4.15**

Let \( \Omega \) be some sample space with \( 2\vartheta \) elements, let \( r \geq 2 \) and let \( i_1, \ldots, i_r \) be integers, \( 0 \leq i_1, \ldots, i_r < \vartheta \). Then the average of \( I(X_1 \oplus \cdots \oplus X_r) \) over all \( r \)-tuples of random variables \( (X_1, \ldots, X_r) \) such that \( I(X_1) = i_1/\vartheta, \ldots, I(X_r) = i_r/\vartheta \) is approximately \( 1/\sqrt{\pi \vartheta} \).

### 3.4.4 Large Sample Spaces

In a linear cryptanalysis attack, one often encounters threefold sums with a fairly large imbalance, typically \( 1/4 \) or \( 1/2 \), and \( \vartheta \) equal to a very large power of two (see Remark 3.3.2). In that case, the lower bound \( \frac{i_1}{\vartheta} \times \cdots \times \frac{i_r}{\vartheta} \) on the average of \( I(X_1 \oplus \cdots \oplus X_r) \) might very well be (much) larger than \( 1/\sqrt{\pi \vartheta} \). Let \( r \) be fixed. Since \( \vartheta \) is large, we can write \( f(i_1, i_2) \leq \frac{i_1 i_2}{\vartheta^2} + 1/\sqrt{\pi \vartheta} \) for all \( i_1, i_2 \). Then, by the recursion formula for \( f \) (Proposition 3.4.7), a simple induction shows that
Thus, if we let $\vartheta$ go to infinity while keeping $\frac{i_k}{\vartheta}$ constant, the product $\frac{i_1}{\vartheta} \cdots \frac{i_r}{\vartheta}$ dominates $\frac{r-1}{\sqrt{\pi \vartheta}}$ and we can conclude that $f(i_1, \ldots, i_r) \approx \frac{i_1}{\vartheta} \cdots \frac{i_r}{\vartheta}$.

Before giving an example, we state this result, which is important for our work.

\textbf{Approximation 3.4.16}

Let $\Omega$ be some sample space with $2\vartheta$ elements, let $r \geq 2$ and let $i_1, \ldots, i_r$ be integers, $0 \leq i_1, \ldots, i_r < \vartheta$. If $\vartheta$ is large enough so that $\frac{i_1}{\vartheta} \cdots \frac{i_r}{\vartheta}$ is much larger than $\frac{r-1}{\sqrt{\pi \vartheta}}$, then the average of $I(X_1 \oplus \cdots \oplus X_r)$ over all $r$-tuples of random variables $(X_1, \ldots, X_r)$ such that $I(X_1) = i_1/\vartheta, \ldots, I(X_r) = i_r/\vartheta$ is approximately $\frac{i_1}{\vartheta} \cdots \frac{i_r}{\vartheta}$. \hfill $\Box$

\textbf{Example 3.4.17}

We cannot generally compute $f(i_1, \ldots, i_r)$ for large $\vartheta$ in practice, but we can show for small values of $\vartheta$ what happens as $\vartheta$ increases. Let $r = 16$ and 

$$(I(X_1), I(X_2), \ldots, I(X_r)) = \left(\frac{1}{32}(3, 4, 5, 7, 9, 11, 12, 12, 14, 16, 17, 21, 23, 28)\right).$$

The product of the imbalances is approximately $4.29 \times 10^{-8}$. For $\vartheta = 32$, the average of $I(X_1 \oplus \cdots \oplus X_r)$ is approximately $3.13/32$, for $\vartheta = 64$, it is approximately $4.47/64$, for $\vartheta = 128$, it is approximately $6.35/128$, and for $\vartheta = 256$, it is approximately $9.00/256$. One sees that as $\vartheta$ increases, the average decreases. As $\vartheta$ goes to infinity, the average converges to approximately $4.29 \times 10^{-8}$.

And what happens to $h(i_1, \ldots, i_r)$, the average of $I^2(X_1 \oplus \cdots \oplus X_r)$, as $\vartheta$ increases? By (3.15), we have $h(i_1, i_2) \approx \frac{i_1^2}{\vartheta^2} \frac{i_2^2}{\vartheta^2} = I^2(X_1)I^2(X_2)$ for large $\vartheta$. The recursion formula (3.22) for $h$ implies that $h(i_1, \ldots, i_r) \approx \frac{i_1^2}{\vartheta^2} \cdots \frac{i_r^2}{\vartheta^2} = I^2(X_1) \cdots I^2(X_r)$ for large $\vartheta$.

\textbf{Implication for the piling-up approximation:} In this subsection, we have seen that, for large $\vartheta$, the average of $I(X_1 \oplus \cdots \oplus X_r)$ is approximately equal to $I(X_1) \cdots I(X_r)$ and that the average of $I^2(X_1 \oplus \cdots \oplus X_r)$ is approximately equal to $I^2(X_1) \cdots I^2(X_r)$. Although this assertion is not
3.5 Letting The Number of Random Variables Go To Infinity

In this last section of the chapter, we investigate the behaviour as \( r \) goes to infinity of the probability distribution of \( I(X_1 \oplus \cdots \oplus X_r) \), given that \( I(X_1) = \frac{i_1}{\vartheta}, \ldots, I(X_r) = \frac{i_r}{\vartheta} \). We begin with an example.

3.5.1 An Example

Example 3.5.1

Table 3.2 gives some examples of the value of \( f(i_1, \ldots, i_r) \) and \( h(i_1, \ldots, i_r) \) for \( 1 \leq r \leq 16 \). We abbreviate the vector \((i_1, i_2, i_3, i_4, i_5, i_6, i_7, i_8, i_9, i_{10}, i_{11}, i_{12}, i_{13}, i_{14}, i_{15}, i_{16})\) as \( \tilde{i} \). The \( i \)-sequences are chosen increasing for convenience, but we recall that \( f \) and \( h \) are symmetrical in all their arguments.

(a) \( \vartheta = 32, \tilde{i} = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) \);
(b) \( \vartheta = 32, \tilde{i} = (2, 2, 4, 6, 6, 8, 8, 8, 8, 12, 12, 12, 12, 12, 12, 12) \);
(c) \( \vartheta = 32, \tilde{i} = (3, 3, 3, 3, 5, 5, 7, 7, 7, 7, 7, 7, 8, 8, 8, 8) \);
(d) \( \vartheta = 32, \tilde{i} = (20, 22, 22, 22, 28, 28, 28, 28, 29, 29, 29, 30, 30, 30, 32, 32, 32) \);
(e) \( \vartheta = 133, \tilde{i} = (11, 11, 13, 14, 17, 21, 22, 34, 34, 34, 40, 56, 59, 64, 78, 90) \).

The results suggest that the sequences \( (f(i_1, \ldots, i_r))_r \) and \( (h(i_1, \ldots, i_r))_r \) converge and that, if the arguments \( i_k \) are not too close to \( \vartheta \), then the convergence is very fast. How can this be explained?

The convergence of the values of \( h \) can be explained by the recursion formula (3.22). Let \( (i_r)_{r \in \mathbb{N}} \) be some sequence of integers, \( 0 \leq i_r \leq \vartheta \). Define

\[
F(x, i) := \frac{1}{2\vartheta - 1} \left( 1 - \frac{i^2}{\vartheta^2} + \left( \frac{2i^2}{\vartheta} - 1 \right)x \right).
\]

Then, by (3.22), \( h(i_1, \ldots, i_r) = F(h(i_1, \ldots, i_{r-1}), i_r), r \geq 2 \). Now
### Table 3.2: Value of $f$ and $2\cdot f$ and $2\cdot f$

<table>
<thead>
<tr>
<th>$\eta \cdot f$</th>
<th>$f \cdot \varphi$</th>
<th>$\eta \cdot f$</th>
<th>$f \cdot \varphi$</th>
<th>$\eta \cdot f$</th>
<th>$f \cdot \varphi$</th>
<th>$\eta \cdot f$</th>
<th>$f \cdot \varphi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000</td>
<td>1.0000</td>
<td>1.3272</td>
<td>1.3277</td>
<td>1.0119</td>
<td>0.98029</td>
<td>0.00001</td>
<td>1.0000</td>
</tr>
<tr>
<td>1.0000</td>
<td>1.0000</td>
<td>1.3272</td>
<td>1.3277</td>
<td>1.0119</td>
<td>0.98029</td>
<td>0.00001</td>
<td>1.0000</td>
</tr>
<tr>
<td>0.9999</td>
<td>1.0000</td>
<td>1.3272</td>
<td>1.3277</td>
<td>1.0119</td>
<td>0.98029</td>
<td>0.00001</td>
<td>1.0000</td>
</tr>
<tr>
<td>1.0000</td>
<td>1.0000</td>
<td>1.3272</td>
<td>1.3277</td>
<td>1.0119</td>
<td>0.98029</td>
<td>0.00001</td>
<td>1.0000</td>
</tr>
<tr>
<td>0.9999</td>
<td>1.0000</td>
<td>1.3272</td>
<td>1.3277</td>
<td>1.0119</td>
<td>0.98029</td>
<td>0.00001</td>
<td>1.0000</td>
</tr>
<tr>
<td>1.0000</td>
<td>1.0000</td>
<td>1.3272</td>
<td>1.3277</td>
<td>1.0119</td>
<td>0.98029</td>
<td>0.00001</td>
<td>1.0000</td>
</tr>
<tr>
<td>0.9999</td>
<td>1.0000</td>
<td>1.3272</td>
<td>1.3277</td>
<td>1.0119</td>
<td>0.98029</td>
<td>0.00001</td>
<td>1.0000</td>
</tr>
<tr>
<td>1.0000</td>
<td>1.0000</td>
<td>1.3272</td>
<td>1.3277</td>
<td>1.0119</td>
<td>0.98029</td>
<td>0.00001</td>
<td>1.0000</td>
</tr>
<tr>
<td>0.9999</td>
<td>1.0000</td>
<td>1.3272</td>
<td>1.3277</td>
<td>1.0119</td>
<td>0.98029</td>
<td>0.00001</td>
<td>1.0000</td>
</tr>
<tr>
<td>1.0000</td>
<td>1.0000</td>
<td>1.3272</td>
<td>1.3277</td>
<td>1.0119</td>
<td>0.98029</td>
<td>0.00001</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

The Imbalance of mod 2-Sums of Random Variables
3.5. Letting The Number of Random Variables Go To Infinity

\[ |F(x,i) - F(y,i)| = \frac{2i^2 - \vartheta}{\vartheta(2\vartheta - 1)} |x - y| \quad \text{and} \quad F(x, \vartheta) = x, \quad \text{all } x, y \text{ in } \mathbb{R}. \]

The absolute value of \( \frac{2i^2 - \vartheta}{\vartheta(2\vartheta - 1)} \) is smaller than 1 for \( 0 \leq i < \vartheta \), and equal to 1 for \( i = \vartheta \). The Banach Fixed-Point Theorem [28] tells us that, for \( i < \vartheta \), \( F(\cdot,i) \) has exactly one fixed point and that the iteration \( x_{n+1} = F(x_n,i) \) converges to that fixed point for any starting value. The fixed point is easily shown to be \( 1/2\vartheta \) for all \( i \); thus, the sequence \( (h(i_1, \ldots, i_r))_r \) converges to \( 1/2\vartheta \) if infinitely many \( i_k \) are smaller than \( \vartheta \). (The speed of convergence might vary from sequence to sequence.) Since \( h(i_1, \ldots, i_{r-1}, \vartheta) = h(i_1, \ldots, i_{r-1}) \), the convergence halts for one step each time \( i_k \) = \( \vartheta \) occurs.

It is more complicated to show the convergence of \( f \) because we have no recursion formula similar to that for \( h \). We begin our investigation of this matter by going back to the recursion formula for \( P(\ell|i_1, \ldots, i_r) \), the conditional probability that \( I(X_1 \oplus \cdots \oplus X_r) = \ell/\vartheta \) given that \( I(X_1) = i_1/\vartheta, \ldots, I(X_r) = i_r/\vartheta \) (Proposition 3.4.4).

3.5.2 The Convergence of The Probability Distribution Explained With Markov Chains

In what follows, we consider a sequence \( (i_r)_{r \in \mathbb{N}} \) of integers, \( 0 \leq i_r \leq \vartheta \), specified in advance, that has infinitely many terms different from \( \vartheta \). For each \( r \geq 1 \), let \( W(r) \) be a random variable with probability distribution \( P_{W(r)}(\ell) = P(\ell|i_1, \ldots, i_r) \). Note that \( W(r) \) takes values in \( \{0,1,\ldots,\vartheta\} \). The sequence \( (W(r))_r \) is a discrete-time stochastic process. Because

\[
P(\ell|i_1, \ldots, i_r) = \sum_k P(\ell|k,i_r)P(k|i_1, \ldots, i_{r-1}),
\]

we have

\[
P_{W(r)}(\ell) = \sum_k P(\ell|k,i_r)P_{W(r-1)}(k).
\]

In general, \( (W(r))_r \) is not a Markov chain. But we can imagine a non-homogeneous Markov chain \( (V(r))_r \) with values in \( \{0,1,\ldots,\vartheta\} \) and transition probabilities \( P_{V(r)}(\ell|V(r-1)) = A_{k\ell}(i_r) \), where \( A_{k\ell}(i_r) = P(\ell|k,i_r) \). Then we have \( P_{V(r)}(\ell) = \sum_k P(\ell|k,i_r)P_{V(r-1)}(k) \). This implies that, if \( W(0) \) and \( V(0) \) have the same probability distribution, then \( W(r) \) and
V(r) also do for all $r \geq 1$. Our goal is to show that, if infinitely many of the $i_r$ are smaller than $\vartheta$, then $(V(r))$, has two steady-state distributions and to calculate these. This will explain the convergence of $f(i_1, \ldots, i_r)$ observed above. We denote the states of $V$ by $0, \ldots, \vartheta$, where “being in state $i$” means that $V(r) = i$. Then $A_{k\ell}(i_r) = P(\ell|k, i_r)$ is the probability of going from state $k$ to state $\ell$. We do all our calculations for $V(r)$ and pass the conclusions allowed on to $W(r)$. We first show that the possible states at a particular “time instant” all have the same parity.

**Lemma 3.5.2**

If $\ell$ and $\vartheta + i_r + k$ do not have the same parity, then $A_{k\ell}(i_r) = 0$.

**Proof:**

This is a restatement of Remark 3.4.2. \hfill \Box

Because $P_{W(0)}(\ell) = P(\ell|i_1) = \delta_{\ell, i_1}$, $W(0)$ is a constant. Thus, at all time instants $r$, $W(r)$ has parity determined by $i_1, \ldots, i_r$. If we take $V(0) = i_1$, the same holds for $V(r)$.

To facilitate the study of the behaviour of $V(r)$, we consider the states with odd and even parity separately. We rewrite the transition matrix $A(i_r)$ with the rows (resp. columns) corresponding to the even-parity states in the upper (resp. left) half and the rows (resp. columns) corresponding to the odd-parity states in the lower (resp. right) half. We obtain in this manner a transition matrix $E(i_r)$ subdivided into four matrices $E_{ee}(i_r), E_{eo}(i_r), E_{oe}(i_r),$ and $E_{oo}(i_r)$, where $E_{ee}(i_r)$ is the submatrix that governs the transition from the even-parity states to the even-parity states as time increases from $r - 1$ to $r$, $E_{eo}(i_r)$ is the submatrix governing the transition from the even-parity states to the odd-parity states, and so on, i.e.,

$$E(i_r) = \left( \begin{array}{c|c} E_{ee}(i_r) & E_{eo}(i_r) \\ \hline E_{oe}(i_r) & E_{oo}(i_r) \end{array} \right). \quad (3.25)$$

We choose to begin the indices of the submatrices at 0. For instance, the $i, j$-entry of $E_{eo}(i_r)$ is $P(2j + 1|2i, i_r)$. The fact that $A_{k\ell}(i_r) = 0$ if $\ell$ and $\vartheta + i_r + k$ have different parity implies that, for all $r$, $E_{ee}(i_r) = E_{oo}(i_r) = 0$ if $i_r \equiv \vartheta + 1 \mod 2$ and $E_{ee}(i_r) = E_{oe}(i_r) = 0$ if $i_r \equiv \vartheta \mod 2$. We also wish to differentiate between $\vartheta$ even and $\vartheta$ odd because the transition matrices are not the same. We reserve the notation $E(i_r)$ only for $\vartheta$ even and write $O(i_r)$ for the transition matrix when $\vartheta$ is odd.
We now concentrate on the matrices $E_{ee}(i_r), E_{eo}(i_r), \ldots, O_{oo}(i_r)$. Because $0 \leq k, \ell \leq \vartheta$ in $P(\ell|k, i_r)$, their indices run from 0 to some maximum which is either $\vartheta/2$, $(\vartheta - 1)/2$ or $\vartheta/2 - 1$. The form of these matrices, which depends only on $i_r$ and on the parity of $\vartheta$, will explain the convergence phenomenon encountered. We show in the appendix to this chapter that, for any $\vartheta$ and any $i_r - 1, i_r < \vartheta$, each of the matrices $E_{ee}(i_r), E_{eo}(i_r), O_{ee}(i_r), O_{oo}(i_r), E_{oe}(i_r - 1)E_{eo}(i_r), E_{eo}(i_r - 1)E_{oe}(i_r), O_{oe}(i_r - 1)O_{eo}(i_r)$ and $O_{eo}(i_r - 1)O_{oe}(i_r)$, if it is not the zero matrix because of the parity of $i_r - 1, i_r$ and $\vartheta$, induces a homogeneous, irreducible, recurrent and aperiodic Markov chain (Proposition 3.A.1). We now calculate the corresponding unique stationary distribution, which is at the same time their steady-state distribution [13]. We first make the following definition.

**Definition 3.5.3**

- For $\vartheta$ even, let

$$e_1 := \frac{1}{2^{2\vartheta - 2}} \begin{pmatrix} \frac{1}{2} \begin{pmatrix} 2\vartheta \\ \vartheta - 2 \end{pmatrix}, & \begin{pmatrix} 2\vartheta \\ 2 \end{pmatrix}, & \cdots, & \begin{pmatrix} 2\vartheta \\ 0 \end{pmatrix} \end{pmatrix}$$

and

$$e_2 := \frac{1}{2^{2\vartheta - 2}} \begin{pmatrix} \begin{pmatrix} 2\vartheta \\ \vartheta - 1 \end{pmatrix}, & \begin{pmatrix} 2\vartheta \\ 2 \end{pmatrix}, & \cdots, & \begin{pmatrix} 2\vartheta \\ 3 \end{pmatrix}, & \begin{pmatrix} 2\vartheta \\ 1 \end{pmatrix} \end{pmatrix}.$$ 

- For $\vartheta$ odd, let

$$o_1 := \frac{1}{2^{2\vartheta - 2}} \begin{pmatrix} \begin{pmatrix} 2\vartheta \\ \vartheta - 1 \end{pmatrix}, & \begin{pmatrix} 2\vartheta \\ 2 \end{pmatrix}, & \cdots, & \begin{pmatrix} 2\vartheta \\ 0 \end{pmatrix} \end{pmatrix}$$

and

$$o_2 := \frac{1}{2^{2\vartheta - 2}} \begin{pmatrix} \begin{pmatrix} 2\vartheta \\ \vartheta - 2 \end{pmatrix}, & \begin{pmatrix} 2\vartheta \\ 2 \end{pmatrix}, & \cdots, & \begin{pmatrix} 2\vartheta \\ 3 \end{pmatrix}, & \begin{pmatrix} 2\vartheta \\ 1 \end{pmatrix} \end{pmatrix}.$$ 

These vectors are *probability vectors*, i.e., their components are non-negative and sum up to one. They have the following property.

**Lemma 3.5.4**

For any $\vartheta$ and any $i_r$, we have, if the matrices below are non-zero:

1. $e_1 E_{ee}(i_r) = e_1$, $e_2 E_{oe}(i_r) = e_2$, $e_1 E_{eo}(i_r) = e_2$, $e_2 E_{oo}(i_r) = e_2$ if $\vartheta$ is even;

2. $o_1 O_{oo}(i_r) = o_1$, $o_2 O_{oe}(i_r) = o_1$, $o_1 O_{oe}(i_r) = o_2$, $o_2 O_{ee}(i_r) = o_2$ if $\vartheta$ is odd.
Proof:

We show that $e_2 E_{oo}(i_r) = e_2$ and that $e_1 E_{ee}(i_r) = e_1$. The proof of the other equalities is similar. These matrices are non-zero if and only if $\vartheta$ and $i_r$ are even.

The easier proof is that of the equality $e_2 E_{oo}(i_r) = e_2$. We have to show that $\sum_{m=0}^{\vartheta/2 - 1} P(2s + 1|2m + 1, i_r)e_{2,m} = e_{2,s}$ for $0 \leq s \leq \vartheta/2 - 1$. Let

$$S_m(s) := \begin{pmatrix} \vartheta + 2m + 1 \\ \frac{1}{2}(\vartheta + 2m + 1 + i_r + 2s + 1) \end{pmatrix} \begin{pmatrix} \vartheta - 2m - 1 \\ \frac{1}{2}(\vartheta - 2m - 1 - i_r + 2s + 1) \end{pmatrix},$$

$$T_m(s) := \begin{pmatrix} \vartheta + 2m + 1 \\ \frac{1}{2}(\vartheta + 2m + 1 + i_r - 2s - 1) \end{pmatrix} \begin{pmatrix} \vartheta - 2m - 1 \\ \frac{1}{2}(\vartheta - 2m - 1 - i_r - 2s - 1) \end{pmatrix}.$$

Then, according to Proposition 3.4.1,

$$\left( \frac{2\vartheta}{\vartheta + i_r} \right) P(2s + 1|2m + 1, i_r) =$$

$$\begin{cases} S_m(s) + T_m(s), & 2m + 1 + i_r < \vartheta \text{ and } 0 < 2s + 1 \leq \vartheta - 2m - 1 - i_r; \\
S_m(s), & \text{otherwise.} \end{cases}$$

We note also that $T_m(s) = S_{-(m+1)}(s)$. Let $t_n = \frac{1}{2^{\vartheta/2}} (\frac{2\vartheta}{\vartheta - 2n - 1})$. Then $e_{2,m} = t_m$ for $m = 0, 1, \ldots, \vartheta/2 - 1$ and $t_m = t_{-(m+1)}$ for all integers $m$. Let first $\frac{\vartheta - i_r}{2} - s \geq 1$. Then

$$\left( \frac{2\vartheta}{\vartheta + i_r} \right) \sum_{m=0}^{\vartheta/2 - 1} P(2s + 1|2m + 1, i_r)e_{2,m}$$

$$= \sum_{m=0}^{\vartheta - i_r - 1 - s} (S_m(s) + T_m(s))t_m + \sum_{m=\frac{\vartheta - i_r}{2} - s}^{\frac{\vartheta}{2} - 1} S_m(s)t_m$$

$$= \sum_{m=0}^{\frac{\vartheta - i_r}{2} - 1 - s} (S_m(s)t_m + S_{-(m+1)}(s)t_{-(m+1)}) + \sum_{m=\frac{\vartheta - i_r}{2} - s}^{\frac{\vartheta}{2} - 1} S_m(s)t_m$$

$$= \sum_{m=\frac{i_r - \vartheta}{2} + s}^{\frac{\vartheta - 1}{2}} S_m(s)t_m.$$

Let now $\frac{\vartheta - i_r}{2} - s \leq 0$. Then $\left( \frac{2\vartheta}{\vartheta + i_r} \right) P(2s + 1|2m + 1, i_r)e_{2,m} = S_m(s)$ for $0 \leq m \leq \frac{\vartheta}{2} - 1$ so that
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\[
\left( \frac{2\vartheta}{\vartheta + i_r} \right)^{\frac{\vartheta}{2} - 1} \sum_{m=0}^{\frac{\vartheta}{2} - 1} P(2s + 1|2m + 1, i_r) e_{2,m} = \sum_{m=0}^{\frac{\vartheta}{2} - 1} S_m(s) t_m = \sum_{m=\frac{i_r+\vartheta}{2} + s}^{\frac{\vartheta}{2} - 1} S_m(s) t_m,
\]

where we used the fact that \( S_m(s) = 0 \) for \( m < \frac{i_r-\vartheta}{2} + s \). Because of this and because \( t_m = 0 \) for \( m \geq \frac{\vartheta}{2} \), we have

\[
\sum_{m=\frac{i_r+\vartheta}{2} + s}^{\frac{\vartheta}{2} - 1} S_m(s) t_m = \sum_{m \in \mathbb{Z}} S_m(s) t_m
\]

\[
= \frac{1}{2^{2\vartheta-2}} \sum_{m \in \mathbb{Z}} \left( \frac{\vartheta + 2m + 1}{2} \right) \left( \frac{\vartheta - 2m - 1}{2} \right) \left( \frac{\vartheta + 2m + 1 + i_r + 2s + 1}{2} \right) \left( \frac{\vartheta - 2m - 1 - i_r - 2s + 1}{2} \right)
\]

\[
= \frac{1}{2^{2\vartheta-2}} \left( \frac{2\vartheta}{\vartheta - 2s - 1} \right) \left( \frac{2\vartheta}{\vartheta + i_r} \right) = t_\delta \left( \frac{2\vartheta}{\vartheta + i_r} \right) = e_{2,s} \left( \frac{2\vartheta}{\vartheta + i_r} \right),
\]

where in the third equality we used the fact that some factorials cancel each other and where in the fourth equality we used Proposition 3.A.2 with \( a = 2\vartheta, b = \frac{\vartheta + i_r}{2} + s + 1, c = \frac{\vartheta - i_r}{2} - s, d = \frac{\vartheta - i_r}{2} + s \). Notice that up to the last equality actually the equations hold for any integer \( s \).

The proof of \( e_1 E_{ee}(i_r) = e_1 \) is a little more complicated, although similar. We have to show that \( \sum_{m=0}^{\vartheta/2} P(2s|2m, i_r)e_{1,m} = e_{1,s} \) for \( 0 \leq s \leq \frac{\vartheta}{2} \). Let

\[
S_m(s) := \left( \frac{\vartheta + 2m + 1}{2} \right) \left( \frac{\vartheta - 2m - 1}{2} \right), \quad T_m(s) := \left( \frac{\vartheta + 2m + 1 + i_r + 2s + 1}{2} \right) \left( \frac{\vartheta - 2m - 1 - i_r - 2s + 1}{2} \right).
\]

Then, according to Proposition 3.4.1,

\[
\left( \frac{2\vartheta}{\vartheta + i_r} \right) P(2s|2m, i_r) =
\begin{cases}
S_m(s) + T_m(s), & 2m + i_r < \vartheta, 0 < 2s \leq \vartheta - 2m - i_r; \\
S_m(s), & \text{otherwise}.
\end{cases}
\]

We note also that \( T_m(s) = S_{-m}(s) \). Let \( t_n = \frac{1}{2^{2\vartheta-2}} \left( \frac{2\vartheta}{\vartheta - 2n} \right) \) for \( n \neq 0 \) and \( t_0 = \frac{1}{2^{2\vartheta-2}} \left( \frac{2\vartheta}{\vartheta} \right) \). Then \( e_{1,m} = t_m \) for \( m = 0, 1, \ldots, \frac{\vartheta}{2} \) and \( t_m = t_{-m} \) for all integers \( m \). Let now \( s > 0 \) and \( \frac{\vartheta - i_r}{2} - s \geq 0 \). Then
\[
\left(\frac{2\vartheta}{\vartheta + i_r}\right)^{\vartheta/2} \sum_{m=0}^{\vartheta/2} P(2s|2m, i_r)e_{1,m} = \sum_{m=0}^{\vartheta/2} S_m(s) t_m
\]
\[
= \sum_{m=0}^{\vartheta/2} (S_m(s) + T_m(s)) t_m + \sum_{m=\frac{\vartheta - i_r}{2} - s + 1}^{\vartheta/2} S_m(s) t_m
\]
\[
= \sum_{m=0}^{\vartheta/2} (S_m(s) t_m + S_{-m}(s) t_{-m}) + \sum_{m=\frac{\vartheta - i_r}{2} - s + 1}^{\vartheta/2} S_m(s) t_m
\]
\[
= \sum_{m=\frac{i_r - \vartheta}{2} + s}^{\vartheta/2} S_m(s) t_m = \frac{1}{2^{2\vartheta - 2}} \sum_{m=\frac{i_r - \vartheta}{2} + s}^{\vartheta/2} S_m(s) \left(\frac{2\vartheta}{\vartheta - 2m}\right),
\]
where in the last equality we used the fact that, on its left, \(S_0(s) t_0\) is counted twice but \(t_0\) is the only one of the \(t_i's\) that has a factor 1/2.

Suppose now that \(\frac{\vartheta - i_r}{2} - s < 0\). Then \(\left(\frac{2\vartheta}{\vartheta + i_r}\right) P(2s|2m, i_r) = S_m(s)\) for \(0 \leq m \leq \vartheta/2\) so that

\[
\left(\frac{2\vartheta}{\vartheta + i_r}\right)^{\vartheta/2} \sum_{m=0}^{\vartheta/2} P(2s|2m, i_r)e_{1,m} = \sum_{m=0}^{\vartheta/2} S_m(s) t_m
\]
\[
= \sum_{m=\frac{i_r - \vartheta}{2} + s}^{\vartheta/2} S_m(s) t_m = \frac{1}{2^{2\vartheta - 2}} \sum_{m=\frac{i_r - \vartheta}{2} + s}^{\vartheta/2} S_m(s) \left(\frac{2\vartheta}{\vartheta - 2m}\right),
\]
where we used the fact that \(S_m(s) = 0\) for \(m < \frac{i_r - \vartheta}{2} + s\). Because of this and because \(\left(\frac{2\vartheta}{\vartheta - 2m}\right) = 0\) for \(m > \frac{\vartheta}{2}\), we have

\[
\frac{1}{2^{2\vartheta - 2}} \sum_{m=\frac{i_r - \vartheta}{2} + s}^{\vartheta/2} S_m(s) \left(\frac{2\vartheta}{\vartheta - 2m}\right) = \frac{1}{2^{2\vartheta - 2}} \sum_{m \in \mathbb{Z}} S_m(s) \left(\frac{2\vartheta}{\vartheta - 2m}\right)
\]
\[
= \frac{1}{2^{2\vartheta - 2}} \left(\frac{2\vartheta}{\vartheta - 2s}\right) \left(\frac{2\vartheta}{\vartheta + i_r}\right) = t_s \left(\frac{2\vartheta}{\vartheta + i_r}\right) = e_{1,s} \left(\frac{2\vartheta}{\vartheta + i_r}\right),
\]
where in the third last equality we used Proposition 3.A.2 again. For \(s = 0\), we have, by Proposition 3.4.1, \(P(0|2m, i_r) = S_m(0)\) so that
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\[
\left( \frac{2\vartheta}{\vartheta + i_r} \right) \sum_{m=0}^{\vartheta/2} P(0|2m, i_r)e_{1,m} = \sum_{m=0}^{\vartheta/2} S_m(0)e_{1,m} = \sum_{m=0}^{\vartheta/2} S_m(0)t_m
\]

\[
= \frac{1}{2} \sum_{m=-\vartheta/2}^{\vartheta/2} S_m(0) \frac{1}{2^{\vartheta-2}} \left( \frac{2\vartheta}{\vartheta - 2m} \right) = \frac{1}{2} \sum_{m \in \mathbb{Z}} S_m(0) \left( \frac{2\vartheta}{\vartheta - 2m} \right)
\]

\[
= \frac{1}{2} 2^{\vartheta-2} \left( \frac{2\vartheta}{\vartheta} \right) \left( \frac{2\vartheta}{\vartheta + i_r} \right) = t_0 \left( \frac{2\vartheta}{\vartheta + i_r} \right) = e_{1,0} \left( \frac{2\vartheta}{\vartheta + i_r} \right).
\]

In particular, we have \( e_1 E_{eo}(i_{r-1}) E_{oe}(i_r) = e_1, \) \( e_2 E_{oe}(i_{r-1}) E_{eo}(i_r) = e_2, \) \( o_1 O_{oe}(i_{r-1}) O_{eo}(i_r) = o_1, \) and \( o_2 O_{eo}(i_{r-1}) O_{oe}(i_r) = o_2. \) We have found the stationary distribution, and thus the steady-state distribution when \( i_{r-1}, i_r < \vartheta, \) of the eight implicitly defined homogeneous Markov chains mentioned above.

3.5.3 The Convergence of The Average

By Lemma 3.5.4 and because \( E(i_r) \) and \( O(i_r) \) are either of the form \( \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \) or of the form \( \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} \) for different parities of \( \vartheta \) and \( i_r, \) we have:

**Corollary 3.5.5**

Let \( \vartheta \geq 1 \) and \( i_r \) be integers, \( 0 \leq i_r \leq \vartheta. \) Then

- For \( \vartheta \) even, \( i_r \) even, \( (e_1, 0) E(i_r) = (e_1, 0) \) and \( (0, e_2) E(i_r) = (0, e_2). \)
- For \( \vartheta \) even, \( i_r \) odd, \( (e_1, 0) E(i_r) = (0, e_2) \) and \( (0, e_2) E(i_r) = (e_1, 0). \)
- For \( \vartheta \) odd, \( i_r \) even, \( (o_2, 0) O(i_r) = (0, o_1) \) and \( (0, o_1) O(i_r) = (o_2, 0). \)
- For \( \vartheta \) odd, \( i_r \) odd, \( (o_2, 0) O(i_r) = (o_2, 0) \) and \( (0, o_1) O(i_r) = (0, o_1), \)

where 0 denotes a sequence of sufficiently many zeros to make the multiplication well defined.

Now let \( \vartheta \) be even. The conclusion for \( \vartheta \) odd are similar. For any \( r \geq 1, \) the product \( E(i_1) \cdots E(i_r) \) is either of the form \( \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix} \) or of the form \( \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix} \begin{pmatrix} 0 & E_{eo}(i_r) \\ E_{oe}(i_r) & 0 \end{pmatrix} \), where \( A \) (resp. \( B \)) is a product of matrices that are either the identity matrix or matrices of the form \( E_{ee}(i) \) or \( E_{eo}(i) E_{oe}(j) \) (resp. \( E_{oo}(i) \) or \( E_{oe}(i) E_{eo}(j) \)). By Corollary 3.4.10,
as \( r \) increases, \( pA \) (resp. \( pB \)) converges to \( e_1 \) (resp. \( e_2 \)) for any starting probability distribution \( p \). This implies that \((p, 0) \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix} \) (resp. \((0, p) \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix} \)) converges to \((e_1, 0) \) (resp. \((0, e_2) \)) for any probability distribution \( p \). Moreover,

\[
\begin{align*}
(e_1, 0) \begin{pmatrix} 0 & E_{eo}(i_r) \\ E_{oe}(i_r) & 0 \end{pmatrix} &= (0, e_2) \quad \text{and} \\
(0, e_2) \begin{pmatrix} 0 & E_{eo}(i_r) \\ E_{oe}(i_r) & 0 \end{pmatrix} &= (e_1, 0).
\end{align*}
\]

It follows that, if \( p \) is the probability distribution of a constant random variable, any sequence \((pE(i_1) \cdots E(i_r))_r \) such that infinitely many \( i_r \) are smaller than \( \theta \) has the two accumulation points \((e_1, 0) \) and \((0, e_2) \).

Thus, for any sequence \((i_r)_r \) that contains infinitely many terms smaller than \( \theta \), the sequence of probability distributions \((P_{I(X_1) \cdots I(X_r)} \cdots P_{I(X_1)}) (\begin{pmatrix} i_1, i_2, \ldots, i_r \end{pmatrix})_r \) has the two accumulation points \((e_{10}, 0, e_{11}, 0, e_{12}, 0, \ldots) \) and \((0, e_{20}, 0, e_{21}, 0, e_{22}, \ldots) \). (This is after rearrangement. Recall that \( e_1 \) is a probability distribution on the even values beginning with 0, and that \( e_2 \) is a probability distribution on the odd values.) Hence, the sequence of averages \((f(i_1, \ldots, i_r))_r \) has two accumulation points, namely the expected values of these two distributions. The expected values are computed below, based on the following Lemma.

**Lemma 3.5.6**

For any integer \( \theta \geq 1 \),

1. \[ \sum_{k=1}^{\theta} k \left( \frac{2^\theta}{\theta - k} \right) = \frac{\theta (2^\theta)}{2} ; \]

For any \( \theta \geq 2 \) even,

2. \[ \sum_{k=1}^{\theta/2} 2^k \left( \frac{2^\theta}{\theta - 2k} \right) = \theta \left( \frac{2^\theta - 2}{\theta - 2} \right) ; \]

3. \[ \sum_{k=0}^{\theta/2 - 1} (2k + 1) \left( \frac{2^\theta}{\theta - (2k + 1)} \right) = \frac{\theta^2}{\theta - 1} \left( \frac{2^\theta - 2}{\theta - 2} \right) , \text{ which is equal to } \theta \left( \frac{2^\theta - 2}{\theta - 2} \right) . \]

For any \( \theta \geq 3 \) odd,

4. \[ \sum_{k=0}^{(\theta - 1)/2} (2k + 1) \left( \frac{2^\theta}{\theta - (2k + 1)} \right) = \theta \left( \frac{2^\theta - 2}{\theta - 1} \right) ; \]

5. \[ \sum_{k=1}^{(\theta - 1)/2} 2^k \left( \frac{2^\theta}{\theta - 2k} \right) = (\theta - 1) \left( \frac{2^\theta - 2}{\theta - 1} \right) , \text{ which is equal to } \theta \left( \frac{2^\theta - 2}{\theta - 2} \right) . \]
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Proof:

1. With Gosper’s method [14], we find \( T(k) \) such that \( T(k + 1) - T(k) = k(\frac{2\vartheta}{\vartheta - k}) \), namely \( T(k) = -\frac{1}{2}(\vartheta + k)(\frac{2\vartheta}{\vartheta - k}) \). Then \( \sum_{k=0}^{\vartheta} k(\frac{2\vartheta}{\vartheta - k}) = T(0) = -T(0) = \frac{\vartheta(2\vartheta)}{2(\vartheta)} \), since \( T(\vartheta + 1) = 0 \).

2. With Gosper’s method, one finds \( T(k) \) such that \( T(k + 1) - T(k) = 2k(\frac{2\vartheta}{\vartheta - 2k}) \), namely \( T(k) = -\vartheta(\frac{2\vartheta - 2}{\vartheta + 2k - 2}) \). Then \( T(\frac{\vartheta}{2} + 1) = -\vartheta(\frac{2\vartheta - 2}{2\vartheta}) = 0 \) and the sum is equal to \( T(\frac{\vartheta}{2} + 1) - T(0) = \vartheta(\frac{2\vartheta - 2}{\vartheta - 2}) \).

3. The left side of the equation is the left side of 2. subtracted from the left side of 1.

4. Again with Gosper’s method, one finds \( T(k) \) such that \( T(k + 1) - T(k) = (2k+1)(\frac{2\vartheta}{\vartheta - (2k+1)}) \), namely \( T(k) = -\vartheta(\frac{2\vartheta - 2}{\vartheta + 2k - 2}) \). Now \( T(\frac{\vartheta}{2} + 1) = -\vartheta(\frac{2\vartheta - 2}{2\vartheta}) = 0 \) and the sum is equal to \( T(\frac{\vartheta}{2} + 1) - T(0) = \vartheta(\frac{2\vartheta - 2}{\vartheta - 1}) \).

5. The left side of the equation is the left side of 4. subtracted from the left side of 1. \( \square \)

Corollary 3.5.7

1. The expected value of \((e_{10}, 0, e_{11}, 0, e_{12}, 0, \ldots)\) is \((\frac{2\vartheta - 2}{\vartheta - 2})^{2}/2^{2\vartheta - 2}\) ;

2. The expected value of \((0, e_{20}, 0, e_{21}, 0, e_{22}, \ldots)\) is \((\frac{2\vartheta - 2}{\vartheta - 1})^{2}/2^{2\vartheta - 2}\) ;

3. The expected value of \((0, o_{10}, 0, o_{11}, 0, o_{12}, \ldots)\) is \((\frac{2\vartheta - 2}{\vartheta - 1})^{2}/2^{2\vartheta - 2}\) ;

4. The expected value of \((o_{20}, 0, o_{21}, 0, o_{22}, 0, \ldots)\) is \((\frac{2\vartheta - 2}{\vartheta - 2})^{2}/2^{2\vartheta - 2}\) ;

Proof:

Divide the last four identities of Lemma 3.5.6 by \( \vartheta^{2\vartheta - 2} \). \( \square \)

With Stirling’s approximation to the factorial, one shows that both \((\frac{2\vartheta - 2}{\vartheta - 2})^{2}/2^{2\vartheta - 2}\) and \((\frac{2\vartheta - 2}{\vartheta - 1})^{2}/2^{2\vartheta - 2}\) behave like \( 1/\sqrt{\pi \vartheta} \) as \( \vartheta \) becomes large.

In particular, for \( \vartheta = 32 \), we have \((\frac{2\vartheta - 2}{\vartheta - 2})^{2}/2^{2\vartheta - 2} \approx 0.98029/\sqrt{\pi \vartheta}\) and \((\frac{2\vartheta - 2}{\vartheta - 1})^{2}/2^{2\vartheta - 2} \approx 1.01191/\sqrt{\pi \vartheta}\). One obtains the data given in Table 3.2.

3.5.4 Implication For The Piling-up Approximation

We saw at the end of Section 3.4 that the average of \( I^2(X_1 \oplus \cdots \oplus X_r) \) given \( I(X_1) = i_1/\vartheta, \ldots, I(X_r) = i_r/\vartheta \) converges, as \( r \) increases, to \( 1/2\vartheta \). Here we have seen that the average of \( I(X_1 \oplus \cdots \oplus X_r) \) converges to \( 1/\sqrt{\pi \vartheta} \).
Thus, the variance of \( I(X_1 \oplus \cdots \oplus X_r) \) converges to \( \frac{1}{\vartheta}(\frac{1}{2} - \frac{1}{\pi}) \) and the normalized variance, defined as the variance of \( X/E[X] \), to \( \pi/2 - 1 \approx 0.57 \).

Thus, for \( \vartheta \) fixed, if \( r \) is large enough and sufficiently many of the numbers \( i_1, \ldots, i_r \) are smaller than \( \vartheta \), then for random variables \( X_k \) with \( I(X_k) = i_k/\vartheta \) for all \( k \), \( I(X_1 \oplus \cdots \oplus X_r) \) is about \( 1/\sqrt{\pi \vartheta} \). Because the normalized variance is approximately 0.57 and because \( I(X_1) \cdots I(X_r) \) is much smaller than \( 1/\sqrt{\pi \vartheta} \) if \( r \) is large enough, in almost all cases \( I(X_1 \oplus \cdots \oplus X_r) > I(X_1) \cdots I(X_r) \). For this reason, it is not too risky to approximate \( I(X_1 \oplus \cdots \oplus X_r) \) with \( I(X_1) \cdots I(X_r) \) if \( r \) is large.

### 3.6 Conclusions

We saw in Subsection 3.4.4 that, when the sample space on which the random variables are defined is large, then \( I(X_1 \oplus \cdots \oplus X_r) \) is approximately equal to \( I(X_1) \cdots I(X_r) \) in most cases, even if the random variables in question are not independent.

Moreover, we concluded in Subsection 3.5.4 that, for any sample space, if \( r \) is large enough, then the approximation \( I(X_1 \oplus \cdots \oplus X_r) \approx I(X_1) \cdots I(X_r) \), although it is not actually valid, errs on the safe side from the linear cryptanalysis point of view.

Thus, in linear cryptanalysis, by Remark 3.3.2 and Subsection 3.5.4, one can safely approximate the imbalance of \( T_1 \oplus \cdots \oplus T_{r-1} \) by the product of the imbalances of \( T_1, \ldots, T_{r-1} \), even if the threefold sums are not independent.

### 3.A Proofs

**Proposition 3.A.1**

For any integers \( i_{r-1}, i_r < \vartheta \), each of the matrices \( E_{ee}(i_r), E_{eo}(i_r), O_{ee}(i_r), O_{oo}(i_r), E_{oe}(i_{r-1})E_{eo}(i_r), E_{eo}(i_{r-1})E_{oe}(i_r), O_{oe}(i_{r-1})O_{eo}(i_r) \) and \( O_{eo}(i_{r-1})O_{oe}(i_r) \), provided it is not the zero matrix because of the parity of \( i_{r-1}, i_r \) and \( \vartheta \), is the transition matrix of a homogeneous, irreducible, recurrent and aperiodic Markov chain.

**Proof:**

In all cases, we use from Lemma 3.4.3 the fact that \( P(\ell | i_1, i_2) = 0 \) if and only if \( \ell > \vartheta - |i_1 - i_2| \) or \( \ell < i_1 + i_2 - \vartheta \).

\( \vartheta \) even, \( i_r \) even

Here \( E_{eo}(i_r) = E_{oe}(i_r) = 0 \) so that \( E(i_r) = \begin{pmatrix} E_{ee}(i_r) & 0 \\ 0 & E_{oo}(i_r) \end{pmatrix} \).
3.A. Proofs

- \( E_{ee}(i_r) : (E_{ee}(i_r))_{m,s} = P(2s|2m, i_r), m, s = 0, \ldots, \vartheta/2 \) and

\[
(E_{ee}(i_r))_{m,s} \neq 0 \Leftrightarrow \begin{cases} 
2s \leq \vartheta - 2m + i_r & m + s \leq \frac{\vartheta + i_r}{2} \\
2s \leq \vartheta - i_r + 2m & s - m \leq \frac{\vartheta - i_r}{2} \\
2s \geq 2m + i_r - \vartheta & m - s \leq \frac{\vartheta - i_r}{2}
\end{cases}
\]

so that \( E_{ee}(i_r) \) has the following form (stars stand for non-zero entries):

\[
\begin{pmatrix}
0 & \frac{\vartheta - i_r}{2} & \frac{\vartheta}{2} \\
\uparrow & \downarrow & \downarrow \\
0 \rightarrow & \star \cdots \star \cdots \star & \star \cdots \star \\
\end{pmatrix}
\]

\[
E_{ee}(i_r) =
\begin{pmatrix}
0 & \frac{\vartheta - i_r}{2} & \frac{\vartheta}{2} \\
\uparrow & \downarrow & \downarrow \\
0 \rightarrow & \star \cdots \star \cdots \star & \star \cdots \star \\
\end{pmatrix}
\]

- \( E_{oo}(i_r) : (E_{oo}(i_r))_{m,s} = P(2s+1|2m+1, i_r), m, s = 0, \ldots, \vartheta/2 - 1 \) and

\[
(E_{oo}(i_r))_{m,s} \neq 0 \Leftrightarrow \begin{cases} 
2s + 1 \leq \vartheta - 2m - 1 + i_r & m + s \leq \frac{\vartheta + i_r}{2} - 1 \\
2s + 1 \leq \vartheta - i_r + 2m + 1 & s - m \leq \frac{\vartheta - i_r}{2} \\
2s + 1 \geq 2m + 1 + i_r - \vartheta & m - s \leq \frac{\vartheta - i_r}{2}
\end{cases}
\]
so that $E_{oo}(i_r)$ has the following form:

\[
E_{oo}(i_r) = \begin{pmatrix}
0 & \frac{\vartheta - i_r}{2} & \frac{\vartheta}{2} - 1 \\
\downarrow & \downarrow & \downarrow \\
0 \rightarrow & \begin{array}{ccc}
* & \cdots & * \\
\vdots & \ddots & \vdots \\
\vdots & & \ddots \\
& \ddots & \\
0 & \ddots & \\
& & \ddots \\
0 & \cdots & \\
& & \\
& & \end{array} & \begin{array}{c}
* \\
0 \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
0 \\
\end{array}
\end{pmatrix}
\]

- $\vartheta$ even, $i_r$ odd

Here $E_{ee}(i_r) = E_{oo}(i_r) = 0$ so that $E(i_r) = \left( \begin{array}{c}
0 \\
E_{oe}(i_r)
\end{array} \right)$.

- $E_{oe}(i_r)$: $(E_{oe}(i_r))_{ms} = P(2s|2m + 1, i_r), m = 0,\ldots, \vartheta/2 - 1, s = 0,\ldots, \vartheta/2$ and

\[
(E_{oe}(i_r))_{ms} \neq 0 \iff \begin{cases}
2s \leq \vartheta - 2m - 1 + i_r & m + s \leq \frac{\vartheta + i_r - 1}{2} \\
2s \leq \vartheta - i_r + 2m + 1 & s - m \leq \frac{\vartheta - i_r + 1}{2} \\
2s \geq 2m + 1 + i_r - \vartheta & m - s \leq \frac{\vartheta - i_r - 1}{2}
\end{cases}
\]
so that \( E_{oe}(i_r) \) has the following form:

\[
E_{oe}(i_r) = \begin{pmatrix}
0 & \frac{\vartheta - i_r + 1}{2} & \frac{\vartheta}{2} \\
\downarrow & \downarrow & \downarrow \\
\star & \star & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \star \\
\vdots & \vdots & \vdots & \ddots & \star & 0 \\
\vdots & \vdots & \vdots & \ddots & \star & \star \\
0 & \ldots & 0 & \star & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \star & \star & \star & 0 \\
0 & \ldots & 0 & \ldots & 0
\end{pmatrix}
\]

- \( E_{eo}(i_r) : (E_{eo}(i_r))_{ms} = P(2s + 1|2m, i_r), \ m = 0, \ldots, \vartheta/2, \ s = 0, \ldots, \vartheta/2 - 1 \) and

\[
(E_{eo}(i_r))_{ms} \neq 0 \iff \begin{cases} 
2s + 1 \leq \vartheta - 2m + i_r & m + s \leq \frac{\vartheta + i_r - 1}{2} \\
2s + 1 \leq \vartheta - i_r + 2m & s - m \leq \frac{\vartheta - i_r - 1}{2} \\
2s + 1 \geq 2m + i_r - \vartheta & m - s \leq \frac{\vartheta - i_r + 1}{2}
\end{cases}
\]
so that $E_{eo}(i_r)$ has the following form:

\[
E_{eo}(i_r) = \begin{pmatrix}
0 & \frac{\vartheta - i_r - 1}{2} & \frac{\vartheta}{2} - 1 \\
0 & \frac{\vartheta - i_r + 1}{2} & \frac{\vartheta - 1}{2} \\
\frac{\vartheta}{2} & 0 & 0
\end{pmatrix}
\]

\[\vartheta \text{ odd, } i_r \text{ even}\]

Here $O_{ee}(i_r) = O_{oo}(i_r) = 0$ so that $O(i_r) = \left( \begin{array}{c|c} 0 & O_{eo}(i_r) \\ \hline O_{oe}(i_r) & 0 \end{array} \right)$.

- $O_{oe}(i_r) : (O_{oe}(i_r))_{ms} = P(2s|2m+1,i_r)$, $m,s = 0, \ldots, (\vartheta - 1)/2$ and

\[
(O_{oe}(i_r))_{ms} \neq 0 \iff \begin{cases}
2s \leq \vartheta - 2m - 1 + i_r & m + s \leq \frac{\vartheta + i_r - 1}{2} \\
2s \leq \vartheta - i_r + 2m + 1 & s - m \leq \frac{\vartheta - i_r + 1}{2} \\
2s \geq 2m + 1 + i_r - \vartheta & m - s \leq \frac{\vartheta - i_r - 1}{2}
\end{cases}
\]
so that $O_{oe}(i_r)$ has the following form:

\[
\begin{pmatrix}
0 \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
0 \\
\end{pmatrix} 
\rightarrow 
\begin{pmatrix}
0 \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
0 \\
\end{pmatrix}
\]

$O_{oe}(i_r) =$

\[
\begin{pmatrix}
0 \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
0 \\
\end{pmatrix} 
\rightarrow 
\begin{pmatrix}
\frac{i_r - 1}{2} \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\frac{i_r}{2} \\
\end{pmatrix}
\]

- $O_{eo}(i_r) : (O_{eo}(i_r))_{ms} = P(2s + 1|2m,i_r)$, $m,s = 0,...,(\vartheta - 1)/2$ and

\[
(O_{eo}(i_r))_{ms} \neq 0 \iff \begin{cases}
2s + 1 \leq \vartheta - 2m + i_r & m + s \leq \frac{\vartheta + i_r - 1}{2} \\
2s + 1 \leq \vartheta - i_r + 2m & s - m \leq \frac{\vartheta - i_r - 1}{2} \\
2s + 1 \geq 2m + i_r - \vartheta & m - s \leq \frac{\vartheta - i_r + 1}{2}
\end{cases}
\]
so that \( O_{eo}(i_r) \) has the following form:

\[
O_{eo}(i_r) = \begin{cases}
0 & \text{if } \vartheta - i_r - \frac{1}{2} \\
\cdots & \text{if } \vartheta - i_r - \frac{1}{2} < 0 \\
0 & \text{if } \vartheta - i_r - \frac{1}{2} > 0
\end{cases}
\]

\[
\vartheta \text{ odd, } i_r \text{ odd}
\]

Here \( O_{eo}(i_r) = O_{oe}(i_r) = 0 \) so that \( O(i_r) = \begin{pmatrix} O_{ee}(i_r) \\ 0 \end{pmatrix} \).

- \( O_{ee}(i_r) : (O_{ee}(i_r))_{m,s} = P(2s|2m,i_r), m,s = 0, \ldots, \vartheta/2-1 \) and

\[
(O_{ee}(i_r))_{m,s} \neq 0 \Leftrightarrow \begin{cases}
2s \leq \vartheta - 2m + i_r & m + s \leq \vartheta + i_r \\
2s \leq \vartheta - i_r + 2m & s - m \leq \vartheta - i_r \\
2s \geq 2m + i_r - \vartheta & m - s \leq \vartheta - i_r
\end{cases}
\]
so that $O_{ee}(i_r)$ has the following form:

\[
O_{ee}(i_r) = \begin{pmatrix}
0 & \vartheta - i_r & \vartheta - 1 \\
\vdots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & 0
\end{pmatrix}
\]

- $O_{oo}(i_r) : (O_{oo}(i_r))_{ms} = P(2s + 1|2m + 1, i_r), m, s = 0, \ldots, (\vartheta - 1)/2$ and

\[
(O_{oo}(i_r))_{ms} \neq 0 \Leftrightarrow \begin{cases}
2s + 1 \leq \vartheta - 2m - 1 + i_r & m + s \leq \frac{\vartheta + i_r}{2} - 1 \\
2s + 1 \leq \vartheta - i_r + 2m + 1 & s - m \leq \frac{\vartheta - i_r}{2} \\
2s + 1 \geq 2m + 1 + i_r - \vartheta & m - s \leq \frac{\vartheta - i_r}{2}
\end{cases}
\]

so that $O_{oo}(i_r)$ has the following form:
The matrices $E_{ee}$ to $O_{oo}$ depend only on $\vartheta$ and $i_r$. Each of the four matrices $E_{ee}(i_r), E_{oo}(i_r), O_{ee}(i_r)$ and $O_{oo}(i_r)$, when $\vartheta$ and $i_r$ have the same parity, can be viewed as transition matrices of a homogeneous Markov chain on the even-parity states and the odd-parity states, respectively (each of these matrices defines implicitly a Markov chain). From the form of these matrices, it can be easily seen that, if $i_r < \vartheta$, this Markov chain is irreducible, recurrent and aperiodic. (Irreducibility is obvious. The Markov chain is recurrent because any two states are reachable from one another, even if the largest index with a non-zero element in the first column of the matrix is smaller than the smallest index with a non-zero element in the last column. Aperiodicity follows from the fact that any two states are reachable from one another and that there is at least one state that has a self-loop, i.e., it is reachable from itself.) The other four matrices $E_{oe}(i_r), E_{eo}(i_r), O_{eo}(i_r)$ and $O_{oe}(i_r)$, which are non-zero when $\vartheta$ and $i_r$ have different parities, are the ones that make us leave the odd-parity states for the even-parity states or vice-versa. Because of this and because of dimensional considerations, we cannot consider them as transition matrices of a homogeneous Markov chain. However, we can do this...
for the products $E_{oe}(i_{r-1})E_{eo}(i_r), E_{eo}(i_{r-1})E_{oe}(i_r), O_{oe}(i_{r-1})O_{eo}(i_r)$ and $O_{eo}(i_{r-1})O_{oe}(i_r)$ (which are non-zero only when $i_{r-1} \equiv i_r \equiv \vartheta+1 \pmod{2}$), since they yield quadratic matrices that leave the state parity invariant. For instance, the form of $E_{eo}E_{oe}$ is as follows.

The other three products are similar. Thus, they implicitly define a homogeneous, irreducible, recurrent and aperiodic Markov chain, either on the even-parity states, or on the odd-parity states. \qed

**Proposition 3.A.2**

For any positive integer $a$ and any integers $b, c, d \geq 0$,

$$
\sum_{m \in \mathbb{Z}} \left( \begin{array}{c} a \\ b+m, c+m, d-m, a-b-c-d-m \end{array} \right) = \left( \begin{array}{c} a \\ a-c-d \\ a-b-d \end{array} \right).
$$

(3.26)
Proof:

The lemma holds if \( b + d > a \) or if \( c + d > a \) because then both sides are zero. Otherwise, (3.26) holds for \( a = 1 \): it suffices to verify (3.26) for the cases \((b, c, d) = (0, 0, 0), (0, 1, 0), (1, 0, 0), (1, 1, 0), (0, 0, 1)\); in these cases, the computation is easy. Now denote the left side of (3.26) by \( S(a) \) and the multinomial coefficient by \( t(a, m) \). We show that \( S(a + 1)/S(a) = (a + 1)^2/(a + 1 - b - d)(a + 1 - c - d) \). This is enough because the right side of (3.26) has the same quotient for two successive values of \( a \). To this end, we use Zeilberger’s method [52], a generalisation of Gosper’s, to find \( T(m) \) such that \( T(m + 1) - T(m) = t(a + 1, m) - \frac{(a + 1)^2}{(a + 1 - b - d)(a + 1 - c - d)} t(a, m) \), namely

\[
T(m) = \frac{(m + b)(m + c)(a + 1)}{(a + 1 - b - d)(a + 1 - c - d)(m - a - 1 + b + c + d)} \times \left( b + m, c + m, d - m, a - b - c - d - m \right).
\]

Now because \( T(m) = 0 \) for \( m \) outside of a certain range, we have

\[
0 = \sum_{m \in \mathbb{Z}} (T(m + 1) - T(m))
= \sum_{m \in \mathbb{Z}} \left[ t(a + 1, m) - \frac{(a + 1)^2}{(a + 1 - b - d)(a + 1 - c - d)} t(a, m) \right]
= \sum_{m \in \mathbb{Z}} t(a + 1, m) - \frac{(a + 1)^2}{(a + 1 - b - d)(a + 1 - c - d)} \sum_{m \in \mathbb{Z}} t(a, m)
= S(a + 1) - \frac{(a + 1)^2}{(a + 1 - b - d)(a + 1 - c - d)} S(a).
\]

We now prove the convergence property mentioned on Page 66. In the following, indices of matrices and vectors begin with zero.

Definition 3.A.3

Let \( a, b \) and \( N \) be nonnegative integers with \( a \leq N \) and \( b \geq 2N - a \). A stochastic matrix \( A \) is of type \((a, b, N)\) if it is an \((N+1) \times (N+1)\) matrix such that \( A_{ij} \neq 0 \) if and only if \(|i - j| \leq a \) and \( i + j \leq b \).

Lemma 3.A.4

Let \( A \) and \( \tilde{A} \) be stochastic matrices of type \((a, b, N)\) and \((\tilde{a}, \tilde{b}, N)\), respectively. Then the stochastic matrix \( A\tilde{A} \) is of type \((\min(N, a + \tilde{a}), \min(2N, a + \tilde{b}, b + \tilde{a}), N)\).
Proof:
We have \((A\tilde{A})_{k\ell} = \sum_m A_{km} \tilde{A}_{m\ell}\), which is positive if and only there exists \(m\) such that all the following inequalities are satisfied:

\[
\begin{cases}
A_{km} > 0 \iff \\
\tilde{A}_{m\ell} > 0 \iff \\
\end{cases}
\begin{align*}
& k - m \leq a & \iff & m \geq k - a \\
& m - k \leq a & \iff & m \leq k + a \\
& k + m \leq b & \iff & m \geq b - k \\
& m - \ell \leq \tilde{a} & \iff & m \leq \ell + \tilde{a} \\
& \ell - m \leq \tilde{a} & \iff & m \leq \ell - \tilde{a} \\
& m + \ell \leq \tilde{b} & \iff & m \leq \tilde{b} - \ell \\
\end{align*}
\]

From the first set of six inequalities follows that

\[
k - \ell \leq a + \tilde{a}, \ \ell - k \leq a + \tilde{a}, \ k + \ell \leq a + \tilde{b}, \ \text{and} \ \ k + \ell \leq a + \tilde{b}. \quad (3.28)
\]

On the other hand, from the inequalities (3.28) follows that

\[
k - a \leq \ell + \tilde{a}, \ \ell - a \leq k + a, \ \ell - a \leq b - k, \ \text{and} \ k - a \leq \tilde{b} - \ell. \quad (3.29)
\]

Moreover, because \(a + b, a + \tilde{b} \geq 2N\) and \(k, \ell \leq N\), we also have \(\ell - a \leq \tilde{b} - \ell\) and \(k - a \leq b - k\). From this and with (3.29), we have

\[
\max(k - a, \ell - \tilde{a}) \leq \min(k + a, \ell + \tilde{a}) \quad \text{and} \quad \max(k - a, \ell - \tilde{a}) \leq \min(b - k, \tilde{b} - \ell),
\]

and there is at least one \(m\) that satisfies the last three inequalities in (3.27). Hence, \((A\tilde{A})_{k\ell} \neq 0\) if and only if (3.28) is satisfied, i.e., if and only if \(|k - \ell| \leq a + \tilde{a}, \ k + \ell \leq a + \tilde{b}, \ \text{and} \ k + \ell \leq a + b\). But \(|k - \ell|\) (resp. \(k + \ell\)) cannot be larger than \(N\) (resp. \(2N\)) so \(A\tilde{A}\) is of type \((\min(N, a + \tilde{a}), \min(2N, a + \tilde{b}, b + a), N)\).

\[
\square
\]

Lemma 3.A.5
Let \(a, \tilde{a}, N, b, \tilde{b}\) be positive integers with \(a, \tilde{a} \leq N, \ b \geq 2N - a\) and \(\tilde{b} \geq 2N - \tilde{a}\). Consider the recursion

\[
a_{r+1} = \min(N, a_r + a|\tilde{a}), \quad b_{r+1} = \min(2N, a_r + b|\tilde{b}, b_r + a|\tilde{a}) \quad (3.30)
\]

with the initial conditions

\[
a_1 = a|\tilde{a}, \quad b_1 = b|\tilde{b}, \quad (3.31)
\]
where in both equations $a|\bar{a}$ (resp. $b|\bar{b}$) means that either $a$ or $\bar{a}$ (resp. either $b$ or $\bar{b}$) can occur; more precisely, at each step, either

$$a_{r+1} = \min(N, a_r + a) \quad \text{and} \quad b_{r+1} = \min(2N, a_r + b, b_r + a) \quad \text{or} \quad (3.32)$$

$$a_{r+1} = \min(N, a_r + \bar{a}) \quad \text{and} \quad b_{r+1} = \min(2N, a_r + \bar{b}, b_r + \bar{a}). \quad (3.33)$$

Let $k_0 := \max(\lceil \frac{N}{a} \rceil, \lceil \frac{N}{\bar{a}} \rceil)$. Then $a_{2k_0} = N$ and $b_{2k_0} = 2N$.

**Proof:**
The proof consists of the following steps:

1. for all $r \geq 1$, $a_r < N \Rightarrow a_{r+1} > a_r$;
2. for all $r \geq 1$, $a_r = N \Rightarrow a_{r+1} = N$;
3. $a_{3k_0} = N$ and $b_{3k_0} = 2N$.

**Proof of the three parts:**

1. If $a_r < N$, then either $a_{r+1} = N > a_r$ or $a_{r+1} = a_r + a|\bar{a} > a_r$.
2. If $a_r = N$, then $a_{r+1} = \min(N, N + a|\bar{a}) = N$.
3. Without losing generality, let $a \leq \bar{a}$. Then $k_0 = \lceil \frac{N}{\bar{a}} \rceil$. We have $a_1 \geq a$, and by a simple induction one shows that $a_n \geq a_n$ for $n < k_0$. Then $a_{k_0} = \min(N, a_{k_0-1} + a|\bar{a})$. But $a_{k_0-1} + a|\bar{a} \geq a(k_0 - 1) + a|\bar{a} \geq a(k_0 - 1) + a = ak_0 \geq N$. Thus, $a_{k_0} = N$, and, by 2., $a_{3k_0} = N$.

Furthermore, we have $b_{k_0+n} \geq \min(2N, b_{k_0} + an)$ for $n \geq 0$: this is true for $n = 0$ since $b_{k_0} \leq 2N$ and hence $b_{k_0} \geq \min(2N, b_{k_0})$. Let it be true for some $n$; then

$$b_{k_0+n+1} = \min(2N, a_{k_0+n} + b|\bar{b}, b_{k_0+n} + a|\bar{a})$$

$$= \min(2N, N + b|\bar{b}, b_{k_0+n} + a|\bar{a})$$

(from above and by 2. of Lemma 3.A.5)

$$= \min(2N, b_{k_0+n} + a|\bar{a}) \quad \text{(since } b, \bar{b} \geq N)$$

$$\geq \min(2N, b_{k_0+n} + a) \geq \min(2N, a) \min(2N, b_{k_0} + an) + a$$

$$= \min(2N, 2N + a, b_{k_0} + a(n + 1)) = \min(2N, b_{k_0} + a(n + 1)).$$

Then $b_{3k_0} \geq \min(2N, b_{k_0} + 2ak_0)$. Because $2ak_0 \geq 2N$, we have $b_{3k_0} = 2N$. \hfill \Box

**Corollary 3.A.6**

Let $A$ and $\bar{A}$ be stochastic matrices of type $(a, b, N)$ and $(\bar{a}, \bar{b}, N)$, respectively. Then there exists $m \in \mathbb{N}$ such that any product of $m$ matrices containing only $A$'s and $\bar{A}$'s gives a matrix with no zero entry.
Proof:

By Lemma 3.A.4, any partial product of A’s and A’s involving n multiplicants yields a matrix of type \((a_n, b_n, N)\), where \(a_n\) and \(b_n\) are defined by (3.30) and (3.31). [When the \((r + 1)\)-st matrix in the product is A, then (3.32) is applied, otherwise (3.33) is applied.] But then, by Lemma 3.A.5, \(a_{3k_0} = N\) and \(b_{3k_0} = 2N\), where \(k_0 = \max(\lfloor \frac{N}{a} \rfloor, \lfloor \frac{N}{b} \rfloor)\). Thus, the product of \(3k_0\) matrices yields a matrix of type \((N, 2N, N)\), which has no zero entry. Hence, it is enough to set \(m = 3k_0\). □

Lemma 3.A.7

Let \(A\) be a stochastic matrix with no zero entry. Denote by \(\| \cdot \|_1\) the vector norm defined by \(\|x\|_1 = \sum_i |x_i|\). Then there exists \(0 \leq \lambda < 1\) such that \(\|xA\|_1 \leq \lambda \cdot \|x\|_1\) for all vectors \(x\) with \(\sum_i x_i = 0\).

Proof:\:

If \(xA = 0\), then the inequality is satisfied for any \(\lambda\). Let now \(xA \neq 0\). Let \(A_{\min} := \min_{i,j} A_{ij}\). This is positive and upper-bounded by \(1/n\). Let \(H\) be the matrix all entries of which are equal to \(A_{\min}\), and let \(G = A - H\). All entries of \(G\) are nonnegative. Then \(xH = 0\) and \(xA = xG\). Further, we have \(\|xM\|_1 \leq \|x\|_1 \cdot \|M\|_1\) for any matrix \(M\) of suitable dimension, where \(\|M\|_1 = \max_j \sum_i |M_{ij}|\) [28]. But then

\[
\|G\|_1 = \max_i \sum_j |G_{ij}| = \max_i \sum_j G_{ij} = \max_i \sum_j (A_{ij} - A_{\min}) = 1 - NA_{\min}
\]

which implies \(\|xA\|_1 = \|xG\|_1 \leq \|x\|_1 \cdot \|G\|_1 = (1 - NA_{\min})\|x\|_1\). □

Proposition 3.A.8

Let \(A\) and \(\tilde{A}\) be stochastic matrices of type \((a, b, N)\) and \((\tilde{a}, \tilde{b}, N)\), respectively, that are the transition probability matrices of two Markov chains \((X_n)\) and \((Y_n)\) that have the same steady-state distribution \(\pi\). Define the sequence of matrices \((B_n)\) as follows: \(B_1 = A\) or \(B_1 = \tilde{A}\); then, at each step, either \(B_{n+1} = B_nA\) or \(B_{n+1} = B_n\tilde{A}\). (That is, we consider any product containing only A’s and \(\tilde{A}\)’s.) Then \(\lim_{n \to \infty} pB_n = \pi\) for any starting probability vector \(p\).

Proof:

By Corollary 3.A.6, there exists \(m \in \mathbb{N}\) such that any product \(B\) of \(m\) matrices containing only A’s and \(\tilde{A}\)’s gives a matrix with no zero entry. By Lemma 3.A.7, for every such matrix \(B\), there exists \(0 \leq \lambda(B) < 1\) such that \(\|xB\|_1 \leq \lambda(B) \cdot \|x\|_1\) for all vectors \(x\) with \(\sum_i x_i = 0\). Since there is only a finite number of such products, there exists \(\lambda_\ast\) such that

---

1I thank Pascal Vontobel for making the proof clearer and shorter.
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\[ ||xB||_1 \leq \lambda_* \cdot ||x||_1 \] for all vectors \( x \) with \( \sum_i x_i = 0 \) and for all such products \( B \). In particular, \( ||xB_m||_1 \leq \lambda_* \cdot ||x||_1 \) since \( B_m \) is such a product. Then, by induction, \( \lim_{k \to \infty} xB_{km} = 0 \) and thus \( \lim_{n \to \infty} xB_n = 0 \). (The latter holds because \( ||xA||_1 \leq ||x||_1 \) for any vector \( x \) and any stochastic matrix \( A \), and because \( B_n \) is stochastic for any \( n \).)

Now the steady-state distribution \( \pi \) is also a stationary distribution of the Markov chains \( (X_n) \) and \( (Y_n) \) so \( \pi A = \pi \tilde{A} = \pi \) and thus \( \pi B_n = \pi \) for all \( n \geq 1 \). Hence,

\[
\lim_{n \to \infty} pB_n = \lim_{n \to \infty} (p - \pi)B_n + \lim_{n \to \infty} \pi B_n = 0 + \pi = \pi. \]

**Remark 3.A.9**

Instead of only two stochastic matrices \( A \) and \( \tilde{A} \), one can also consider any finite number of stochastic matrices different from the identity matrix. The conclusions are the same.

**Corollary 3.A.10**

Let the matrices \( E_{ee}(k), E_{eo}(k), E_{oe}(k), \) and \( E_{oo}(k) \) be as in Proposition 3.A.1, and let \( e_1 \) and \( e_2 \) be defined by Definition 3.5.3. Let \( p \) be a probability vector and let \( B_0 \) be the identity matrix. Then:

1. Define \( (B_n)_{n \in \mathbb{N}} \) such that at each step, \( B_{n+1} = B_n \) or \( B_{n+1} = B_n E_{ee}(i) \) or \( B_{n+1} = B_n E_{eo}(i)E_{oe}(j) \) for some \( i, j < \theta \), and such that among the second and the third recursion, at least one is applied an infinite number of times. Then \( \lim_{n \to \infty} pB_n = e_1 \).

2. Define \( (B_n)_{n \in \mathbb{N}} \) such that at each step, \( B_{n+1} = B_n \) or \( B_{n+1} = B_n E_{oo}(i) \) or \( B_{n+1} = B_n E_{oe}(i)E_{eo}(j) \) for some \( i, j < \theta \), and such that among the second and the third recursion, at least one is applied an infinite number of times. Then \( \lim_{n \to \infty} pB_n = e_2 \).

**Proof:**

We prove the first statement. The proof of the second statement is similar. The matrices \( E_{ee}(i) \) and \( E_{eo}(i)E_{oe}(j) \) are stochastic and of type \( (\frac{\theta_i}{2}, \frac{\theta_i}{2}, \frac{\theta_i}{2}) \) and \( (\min(\frac{\theta_i}{2}, \theta - \frac{i+1}{2}), \min(\theta, \theta - \frac{j-1}{2}), \frac{\theta_i}{2}) \), respectively. Moreover, all have \( e_1 \) as steady-state distribution. The statement holds then by Proposition 3.A.8 and Remark 3.A.9. \( \square \)
Chapter 4

The Hypothesis of Fixed-Key Equivalence

This chapter treats of the hypothesis of fixed-key equivalence [16, 17]. Recall that the cryptanalyst wishes for the following reasons that this hypothesis holds:

- It assures him that the probability of success of his linear cryptanalysis attack is roughly the same regardless of which key has been used in the encryption.
- It allows him to calculate, or at least to estimate, his probability of success.

We begin by recalling some definitions, among others the statement of the hypothesis itself. Then we introduce a measure that allows us to quantify the validity of the hypothesis, i.e., to give a meaning to the approximation sign. We proceed then by presenting some properties of balanced functions and of invertible functions. After this, we come to the heart of the problem and study the validity of the hypothesis of fixed-key equivalence for one round. We give the approximation sign '≈' a quantitative meaning, but we leave to the reader the decision as to the "validity" of the hypothesis. Finally, we take a brief look at the multiple-round case.

4.1 Reminder and Definitions

4.1.1 Modification of The Statement of The Hypothesis

Recall that the $i$-round input/output sum (I/O sum) is defined as $S_{1...i} = f_0(X) \oplus f_i(Y(i))$, where the functions $f_0, f_i : \mathbb{Z}_2^2 \to \mathbb{Z}_2$ are balanced, $X$ is
the plaintext and $Y(i)$ is the output of the $i^{th}$ round of the cipher. When
the round keys for rounds 1 to $i$ are fixed, say, $Z_1 = z_1, \ldots, Z_i = z_i$, then
the transformation from $X$ to $Y(i)$ is performed by an invertible function
that we denote by $g_{z_1, \ldots, z_i}$. Then the $i$-round I/O sum can be written as

$$f_0(X) \oplus f_i(g_{z_1, \ldots, z_i}(X)) = (f_0 \oplus f_i \circ g_{z_1, \ldots, z_i})(X). \quad (4.1)$$

This emphasizes the dependence on $X$ and shows the form of the function
applied to $X$. This is the notation we shall use hereafter. Recall also that
the key-dependent imbalance of $S^{1\cdots i}$ given $Z_1 = z_1, \ldots, Z_i = z_i$ is defined by

$$I(S^{1\cdots i}|z_1, \ldots, z_i) := |2P[S^{1\cdots i} = 0|(Z_1, \ldots, Z_i) = (z_1, \ldots, z_i)] - 1|. \quad (4.2)$$

The average-key imbalance of $S^{1\cdots i}$ is the expected value of the key-depen¬
dent imbalance over all keys, i.e.,

$$\overline{I}(S^{1\cdots i}) := E[I(S^{1\cdots i}|Z_1, \ldots, Z_i)] = \frac{1}{(2^k)^i} \sum_{z_1, \ldots, z_i} I(S^{1\cdots i}|z_1, \ldots, z_i), \quad (4.3)$$

since the round keys are considered to be independent random variables
uniformly distributed on $Z_2^{k_i}$. The I/O sum $S^{1\cdots i}$ is called effective if
$\overline{I}(S^{1\cdots i}) \approx 1$. We come now to the hypothesis of fixed-key equivalence
as stated in [16] and [17].

**Conjecture 4.1.1 (Hypothesis of Fixed-Key Equivalence)**

*For any effective $i$-round I/O sum $S^{1\cdots i}$ and for virtually all keys $z_1, \ldots, z_i$, the key-dependent imbalance $I(S^{1\cdots i}|z_1, \ldots, z_i)$ is virtually independent of the value $(z_1, \ldots, z_i)$ of the key, i.e.,

$$I(S^{1\cdots i}|z_1, \ldots, z_i) \approx \overline{I}(S^{1\cdots i}). \quad (4.4)$$

(Note that we state the hypothesis for $i$ rounds and not just for $i = r - 1$
rounds as in (2.1); this makes no difference since $r$ and $i$ can take on any
value.)

In the statement of this hypothesis, there is much room for interpreta¬
tion: what does the approximation sign mean? What is to be understood
by “virtually all keys”? When is an I/O sum to be considered as “effective”,
i.e., when can one consider its average-key imbalance to be approximately
equal to 1? When an average of numbers between 0 and 1 is almost 1,
then it is natural to conclude that virtually all of these numbers are close
to 1 and therefore close to the average. But in linear cryptanalysis, an I/O
sum with an average-key imbalance of $1/2$ is already to be considered as
good and should therefore fall within the category of “effective” I/O sums. We find in the following example “effective” I/O sums for which (4.4) is not fulfilled.

Example 4.1.2
Consider a cipher with text blocklength 3 and round key length 3 defined by the round function of Table 4.1.

<table>
<thead>
<tr>
<th>$Z$</th>
<th>$(0,0,0)$</th>
<th>$(0,0,1)$</th>
<th>$(0,1,0)$</th>
<th>$(0,1,1)$</th>
<th>$(1,0,0)$</th>
<th>$(1,0,1)$</th>
<th>$(1,1,0)$</th>
<th>$(1,1,1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(0,0,0)$</td>
<td>$(0,0,0)$</td>
<td>$(0,0,0)$</td>
<td>$(0,0,0)$</td>
<td>$(0,0,0)$</td>
<td>$(0,1,0)$</td>
<td>$(0,1,1)$</td>
<td>$(0,1,1)$</td>
<td>$(0,1,1)$</td>
</tr>
<tr>
<td>$(0,0,1)$</td>
<td>$(0,0,0)$</td>
<td>$(0,0,1)$</td>
<td>$(0,0,1)$</td>
<td>$(0,1,0)$</td>
<td>$(0,1,0)$</td>
<td>$(0,1,0)$</td>
<td>$(0,1,0)$</td>
<td>$(0,1,1)$</td>
</tr>
<tr>
<td>$(0,1,0)$</td>
<td>$(0,0,0)$</td>
<td>$(0,0,1)$</td>
<td>$(0,1,0)$</td>
<td>$(0,1,0)$</td>
<td>$(0,1,0)$</td>
<td>$(0,1,0)$</td>
<td>$(0,1,0)$</td>
<td>$(0,1,1)$</td>
</tr>
<tr>
<td>$(0,1,1)$</td>
<td>$(0,0,0)$</td>
<td>$(0,0,1)$</td>
<td>$(0,1,0)$</td>
<td>$(0,1,0)$</td>
<td>$(0,1,0)$</td>
<td>$(0,1,0)$</td>
<td>$(0,1,0)$</td>
<td>$(0,1,1)$</td>
</tr>
<tr>
<td>$(1,0,0)$</td>
<td>$(0,1,1)$</td>
<td>$(1,0,1)$</td>
<td>$(1,0,1)$</td>
<td>$(1,0,0)$</td>
<td>$(1,0,0)$</td>
<td>$(1,0,0)$</td>
<td>$(1,0,0)$</td>
<td>$(1,0,1)$</td>
</tr>
<tr>
<td>$(1,0,1)$</td>
<td>$(0,1,1)$</td>
<td>$(1,0,0)$</td>
<td>$(1,0,0)$</td>
<td>$(1,0,0)$</td>
<td>$(1,0,0)$</td>
<td>$(1,0,0)$</td>
<td>$(1,0,0)$</td>
<td>$(1,0,1)$</td>
</tr>
<tr>
<td>$(1,1,0)$</td>
<td>$(1,0,1)$</td>
<td>$(1,1,0)$</td>
<td>$(1,1,0)$</td>
<td>$(1,1,0)$</td>
<td>$(1,1,0)$</td>
<td>$(1,1,0)$</td>
<td>$(1,1,0)$</td>
<td>$(1,1,0)$</td>
</tr>
<tr>
<td>$(1,1,1)$</td>
<td>$(1,0,1)$</td>
<td>$(1,1,1)$</td>
<td>$(1,1,1)$</td>
<td>$(1,1,1)$</td>
<td>$(1,1,1)$</td>
<td>$(1,1,1)$</td>
<td>$(1,1,1)$</td>
<td>$(1,1,1)$</td>
</tr>
</tbody>
</table>

Table 4.1: Example of a round function.

As we will see below, for any round function, the variance of the key-dependent imbalances can never exceed $1/4$. For all 1-round I/O sums defined by a pair of balanced functions $(f_0, f_1)$, we have computed the average-key imbalance and the variance of the key-dependent imbalances. The largest average-key imbalance is $17/32$ and it is reached for five pairs $(f_0, f_1)$. For these pairs, the variance can take on different values: for $f_0(X) = X_1 \oplus X_2 \oplus X_3$ and $f_1(X) = X_1 X_2 \oplus X_2 X_3 \oplus X_1$, it is only $7/1024$. For $f_0(X) = X_1 \oplus X_2 \oplus X_3$ and $f_1(X) = X_1 X_3 \oplus X_2 X_3 \oplus X_1$, it is $167/1024$. In the other three cases, it is $71/1024$. Obviously, the first pair $(f_0, f_1)$ is the best from the cryptanalyst’s point of view. However, if one searches for only the pair of balanced functions that produces the largest, or at least one of the largest, average-key imbalance, one might very well find the second pair, which has a fairly large variance of the key-dependent imbalances and for which (4.4) does not hold.

For this reason, we regard the hypothesis of fixed-key equivalence as stated above as inadequately formulated. We modify it as follows.
Definition 4.1.3
An $i$-round I/O sum $S^{1\ldots i}$ satisfies the fixed-key equivalence condition, or the fixed-key equivalence condition is valid for $S^{1\ldots i}$, if $I(S^{1\ldots i}|z_1,\ldots, z_i) \approx \bar{I}(S^{1\ldots i})$ for virtually all keys $z_1,\ldots, z_i$.

Conjecture 4.1.4 (Hypothesis of Fixed-Key Equivalence)
For given blocklength $n$, round-key length $k$ and integer $i$, almost all effective $i$-round I/O sums satisfy the fixed-key equivalence condition.

This version, too, contains some imprecision. Our goal is to give this a quantitative meaning. We will not end by concluding whether the hypothesis of fixed-key equivalence holds or not; what we will do is to quantify how well the approximation (4.4) holds. The reader can then decide whether this is well enough in his opinion to say that the hypothesis of fixed-key equivalence is valid.

Throughout this chapter, we will sometimes refer to the hypothesis of fixed-key equivalence simply as “the hypothesis”.

4.1.2 A Measure of The Validity of The Fixed-Key Equivalence Condition
The statement that “the key-dependent imbalances are approximately equal to the average-key imbalance” contains the expression “approximately equal”, which leaves much room for interpretation. To give it a quantitative meaning, we define a measure of the validity of the approximation (4.4) for an I/O sum. It will be equal to 0 if and only if the approximation is in fact an equality for all keys (in which case one says that the I/O sum satisfies the fixed-key equivalence condition exactly), it will be “small” if and only if the I/O sum satisfies the fixed-key equivalence condition to a certain extent, and it will be bounded by a constant for all I/O sums. Moreover, it will allow us to compare the validity of the fixed-key equivalence condition for different I/O sums.

Definition 4.1.5
For any $i$-round I/O sum $S^{1\ldots i}$, define

$$V(S^{1\ldots i}) := \frac{1}{(2^k)^i} \sum_{z_1,\ldots, z_i} (I(S^{1\ldots i}|z_1,\ldots, z_i) - \bar{I}(S^{1\ldots i}))^2. \quad (4.5)$$

This is in fact nothing else than the variance of the key-dependent imbalances and depends only on the two balanced functions and the round function that define the I/O sum.
4.1. Reminder and Definitions

We will soon see some properties of $V$, based on the following Lemma.

**Lemma 4.1.6**

Let $a_1, \ldots, a_n$ be real numbers in the interval $[0, 1]$ with average $\bar{a} = \frac{1}{n} \sum_{i=1}^{n} a_i$. Denote by $\text{Var}(a)$ the variance of the numbers $a_1, \ldots, a_n$ and by $\max(\text{Var}(a))$ the greatest variance that the numbers $a_1, \ldots, a_n$ can have under the condition that their average be $\bar{a}$. Then

1. If $\sum_{i=1}^{n} a_i$ is an integer, then $\max(\text{Var}(a)) = \bar{a}(1 - \bar{a})$.

2. If $\sum_{i=1}^{n} a_i$ is not an integer, then $\bar{a}(1 - \bar{a}) - \frac{1}{4n} \leq \max(\text{Var}(a)) < \bar{a}(1 - \bar{a})$.

**Proof:**

Imagine the numbers $a_1, \ldots, a_n$ as points in the interval $[0, 1]$, e.g., as in Figure 4.1. Now take two points that are not endpoints of the interval and move the left one to the left and the right one to the right by the same amount until one of the points reaches the end of the interval. This does not change the average but increases the variance: if the left point is to the left of $\bar{a}$ and the right point to the right of $\bar{a}$, then the squared distance of both points to $\bar{a}$ increases; if both points are on the left of $\bar{a}$, then by this procedure the squared distance between the left point and $\bar{a}$ is larger than the squared distance between the right point and $\bar{a}$, increases faster than the latter decreases, and after a while the points will possibly be on opposite sides of $\bar{a}$; if both points are to the right of $\bar{a}$, a similar thing happens.

Continue with this procedure until you cannot move anymore points. At the end, there is at most one point left in the interior of the interval, and all other points sit either at 0 or at 1. (There cannot be two points in the interior because one could still move them as above.) Any starting configuration ends up with $\lfloor \sum_{i=1}^{n} a_i \rfloor$ points at 1, one point at $\sum_{i=1}^{n} a_i - \lfloor \sum_{i=1}^{n} a_i \rfloor$ (if $\sum_{i=1}^{n} a_i$ is not an integer), and the other points at 0. Thus, this procedure leads to the configuration that maximizes $\text{Var}(a)$ under the constraint of a given average $\bar{a}$.

1. If $\bar{a}n = \sum_{i=1}^{n} a_i$ is an integer, then no point remains in the interior, since otherwise the numbers would not add up to an integer. Thus, we
end up with $\bar{a}n$ points at 1 and the others at 0. The corresponding variance is $(\bar{a}n(1-\bar{a})^2 + (n-\bar{a}n)\bar{a}^2)/n = \bar{a}(1-\bar{a})$.

2. If $\bar{a}n = \sum_{i=1}^{n} a_i$ is not an integer, then a point remains in the interior of the interval at position $\beta = \sum_{i=1}^{n} a_i - \lceil \sum_{i=1}^{n} a_i \rceil (0 < \beta < 1)$. Then there are $\lfloor \bar{a}n \rfloor = \bar{a}n - \beta$ points at 1 and $n - \bar{a}n + \beta - 1$ points at 0. The corresponding variance is $(\lfloor \bar{a}n \rfloor - \beta)(1-\bar{a})^2 + (n-\bar{a}n + \beta - 1)\bar{a}^2 + (\beta - \bar{a})^2)/n = \bar{a}(1-\bar{a}) - \beta(1-\beta)/n$. The statement of the Lemma follows now from the fact that $0 < \beta(1-\beta) \leq 1/4$.

Corollary 4.1.7
For any $i$-round I/O sum $S^{1...i}$:

1. $0 \leq V(S^{1...i}) \leq 1/4$;

2. $V(S^{1...i}) = 0$ if and only if $S^{1...i}$ satisfies the fixed-key equivalence condition exactly;

3. $V(S^{1...i}) = 1/4$ if and only if half of the key-dependent imbalances of $S^{1...i}$ are zero and the remaining key-dependent imbalances are 1.

Proof:

1. The lower bound holds by definition. Since $V(S^{1...i})$ is the variance of the key-dependent imbalances, we have, by Lemma 4.1.6, $V(S^{1...i}) \leq I(S^{1...i})(1-\bar{I}(S^{1...i})) \leq 1/4$.

2. Is obvious.

3. Let $V(S^{1...i}) = 1/4$, i.e., we have the largest value $V$ can take on. This means that there is a value $\bar{I}$ of the average-key imbalance such that $V = \bar{I}(1-\bar{I})$. This implies that $\bar{I} = 1/2$; this situation can be reached from a starting configuration with average $\bar{I} = 1/2$ by applying the procedure described in the above Lemma. Because we end up with equality in $V = \bar{I}(1-\bar{I})$, we are in situation 1. of the Lemma and at the end there is no point, that is, no key-dependent imbalance, in the interior of the interval. Thus, half of the key-dependent imbalances must be 1 and the others 0. The proof of the converse is trivial. □

The hypothesis of fixed-key equivalence holds if and only if $V(S^{1...i}) \approx 0$ for almost all effective I/O sums. Again, what is meant by the approximation sign is subjective. Since $V(S^{1...i})$ is a variance, it would be nice if it were (much) smaller than the square of the average $\bar{I}(S^{1...i})$ for almost all effective I/O sums, since in this case we could in good conscience consider $I(S^{1...i}|z_1, \ldots, z_i)$ as "almost the same" for all $z_1, \ldots, z_i$. Before proceeding further, we give an example.
4.2 Balanced Functions

Example 4.1.8
Let $n = 3$, $f_0(X) = X_1X_2 \oplus X_3$, $f_1(X) = X_1 \oplus X_2 \oplus X_3$ for the balanced functions, and $g(X, Z) = (X_3, X_2, X_2X_3Z_1 \oplus X_1 \oplus X_2Z_2 \oplus X_3Z_3)$ for the round function. (Here, exceptionally, the $Z_i$'s denote the components of the first-round key.) Then

$$S^1 = X_1X_2 \oplus X_2X_3Z_1 \oplus X_1 \oplus X_2(Z_2 \oplus 1) \oplus X_3Z_3.$$  

Table 4.2 shows the value of $S^1$ as a function of $X$ and $Z$. In this example, $\bar{I}(S^1) = 1/4$ and $V(S^1) = 1/16.$

<table>
<thead>
<tr>
<th>$X$</th>
<th>0 0 0</th>
<th>0 0 1</th>
<th>0 1 0</th>
<th>0 1 1</th>
<th>1 0 0</th>
<th>1 0 1</th>
<th>1 1 0</th>
<th>1 1 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z$</td>
<td>0 1 0</td>
<td>1 1 0</td>
<td>0 0 1</td>
<td>1 0 0</td>
<td>1 1 1</td>
<td>0 0 0</td>
<td>0 1 1</td>
<td>1 1 1</td>
</tr>
<tr>
<td>$I(S^1</td>
<td>Z)$</td>
<td>1/2 0 1/2 0 0 1/2 0 1/2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: Value of $S^1$ in function of $X$ and $Z$.

Remark 4.1.9
Hereafter in this chapter, we use the following notation: $f_1$ and $f_2$ stand for any balanced functions, not necessarily the balanced functions applied to the output of the first and the second round, respectively. For instance, we might say that an $i$-round I/O sum is of the form $f_1(X) \oplus f_2(Y(i))$ for some balanced functions $f_1$ and $f_2$.

4.2 Balanced Functions

In this section, we study some properties of balanced functions, in particular sums of two balanced functions. These observations are not only necessary for our further argumentation, but they also give some insight into the behaviour of balanced functions.
4.2.1 Playing With Balanced Functions

Recall that the imbalance of a function $f$ is defined as the imbalance of the random variable $f(X)$, where $X$ is a uniformly distributed random variable and that, if $g$ is an invertible function, then $I(f \circ g) = I(f)$ (see Subsection 2.3.5).

**Lemma 4.2.1**
For any integer $n \geq 2$, we have:

1. For any function $f : \mathbb{Z}_2^n \to \mathbb{Z}_2$, $I(f) \in \{0, \frac{1}{2n-1}, \ldots, 1\}$.
2. If $f_1, f_2 : \mathbb{Z}_2^n \to \mathbb{Z}_2$ are balanced, then $I(f_1 \oplus f_2) \in \{0, \frac{1}{2n-2}, \ldots, 1\}$.
3. For any positive integer $i$, any fixed keys $z_1, \ldots, z_i$ and any $i$-round I/O sum $S^{1 \cdots i}$, the key-dependent imbalance $I(S^{1 \cdots i}|z_1, \ldots, z_i)$ must take on one of the values $0, \frac{1}{2n-2}, \frac{2}{2n-2}, \ldots, 1$, where $n$ is the text block length.

**Proof:**

1. This follows immediately from Lemma 2.3.15.

2. Call the subset of $\mathbb{Z}_2^n$ on which $f_1$ is equal to 0 "the first half of $\mathbb{Z}_2^n$" and the rest of $\mathbb{Z}_2^n$ "the second half of $\mathbb{Z}_2^n". In the first half, $f_2$ has value 0 $\alpha$ times and value 1 $2^{n-1} - \alpha$ times for some $0 \leq \alpha \leq 2^{n-1}$. The same holds for $f_1 \oplus f_2$. In the second half, $f_2$ has value 0 $2^{n-1} - \alpha$ times and value 1 $2^{n-1} - (2^{n-1} - \alpha) = \alpha$ times, while $f_1 \oplus f_2$ takes on the value 1 $2^{n-1} - \alpha$ times and the value 0 $2^{n-1} - (2^{n-1} - \alpha) = \alpha$ times. Hence, on the whole of $\mathbb{Z}_2^n$, $f_1 \oplus f_2$ is equal to zero $2\alpha$ times. Thus, $I(f_1 \oplus f_2) = |2P[(f_1 \oplus f_2)(X) = 0] - 1| = |2^{2\alpha} - 1| = |\frac{2\alpha}{2^n} - 1|$, which is of the stated form.

3. By Remark 2.3.16, the key-dependent imbalance of $S^{1 \cdots i}$ is equal to $I(f_1 \oplus f_2 \circ g_{z_1, \ldots, z_i})$, where $g_{z_1, \ldots, z_i}$ is some invertible function and $f_1$ and $f_2$ are some balanced functions. By Lemma 2.3.11, $f_2 \circ g_{z_1, \ldots, z_i}$ is balanced. By point 2. of this Lemma, $I(f_1 \oplus f_2 \circ g_{z_1, \ldots, z_i}) \in \{0, \frac{1}{2n-2}, \ldots, 1\}$.

**Corollary 4.2.2**
Let $f : \mathbb{Z}_2^n \to \mathbb{Z}_2$ and $0 \leq i \leq 2^{n-1}$ with $I(f) = i/2^{n-1}$. Then $f$ takes on the value zero either $2^{n-1} + i$ or $2^{n-1} - i$ times.

**Proof:**
Let $X$ be a uniformly distributed random variable on $\mathbb{Z}_2^n$ and $\alpha = P[f(X) = 0]$. Then

\[
\frac{i}{2^{n-1}} = I(f) = |2P[f(X) = 0] - 1| = |2\alpha - 1| \quad \Leftrightarrow
\]
Proposition 4.2.3

Let \( f_1 : \mathbb{Z}_2^n \rightarrow \mathbb{Z}_2 \) be balanced. Then the set \( \{ f_1 \oplus f_2 \mid f_2 \text{ balanced} \} \) contains \( 2 \binom{2^{n-1}}{2^{n-2-i}} \) elements with \( I(f_1 \oplus f_2) = i/2^{n-2} \), \( i = 1, \ldots, 2^{n-2} \) and \( \binom{2^{n-1}}{2^{n-2-i}} \) elements with \( I(f_1 \oplus f_2) = 0 \).

Proof:

Let again \( \{ x \in \mathbb{Z}_2^n \mid f_1(x) = 0 \} \) be "the first half of \( \mathbb{Z}_2^n \)" and the rest of \( \mathbb{Z}_2^n \) be "the second half of \( \mathbb{Z}_2^n \). We have seen in the proof of Lemma 4.2.1 that if \( f_2 \) takes on the value 0 \( \alpha \) times in the first half, then \( f_1 \oplus f_2 \) will be equal to 0 \( 2\alpha \) times on \( \mathbb{Z}_2^n \). Moreover, there are \( \binom{2^{n-1}}{\alpha} \) functions \( f_2 \) with this property. (One must choose \( \alpha \) elements in the first half of \( \mathbb{Z}_2^n \) for which \( f_2 \) is zero and \( \alpha \) elements in the second half for which \( f_2 \) is one.)

Let \( i \neq 0 \). In order to have \( I(f_1 \oplus f_2) = i/2^{n-2} = 2i/2^{n-1} \), \( f_1 \oplus f_2 \) must have value 0 either \( 2^{n-1} + 2i \) times or \( 2^{n-1} - 2i \) times (by Lemma 4.2.2). So necessarily \( 2\alpha = 2^{n-1} \pm 2i \), i.e., \( \alpha = 2^{n-2} \pm i \). The total number of possibilities for \( f_2 \) is then \( \binom{2^{n-1}}{2^{n-2-i}} + \binom{2^{n-1}}{2^{n-2-i}} = 2 \binom{2^{n-1}}{2^{n-2-i}} \).

Now in order to have \( I(f_1 \oplus f_2) = 0 = 0/2^{n-2} \), \( f_1 \oplus f_2 \) must have value 0 \( 2^{n-1} \) times so necessarily \( 2\alpha = 2^{n-1} \), i.e., \( \alpha = 2^{n-2} \). Thus, the total number of possibilities for \( f_2 \) is \( \binom{2^{n-1}}{2^{n-2}} \). \( \Box \)

Example 4.2.4

Table 4.3 shows these numbers for \( n = 3 \).

| Value of \( I(f_1 \oplus f_2) \) | number of times  |
|-------------------------------+-----------------|
| \( \text{combinatorial} \)     | \( \text{numerical} \) |
| 1                             | \( \binom{4}{0} \)  | 2 |
| 1/2                           | \( \binom{4}{1} \)  | 32|
| 0                             | \( \binom{4}{2} \)  | 36|

Table 4.3: Frequency of occurrence of \( I(f_1 \oplus f_2) \) for \( n = 3 \) for a fixed balanced function \( f_1 \).
4.2.2 Algebraic Considerations

In this subsection, $G$ will always be the set of invertible functions on $\mathbb{Z}_2^n$. We recall that $G$ with the operation $\circ$, the concatenation of functions, is a group.

Lemma 4.2.5

For any balanced function $f : \mathbb{Z}_2^n \rightarrow \mathbb{Z}_2$, the set $H(f) = \{ g \in G \mid f \circ g = f \}$ is a subgroup of $G$.

Proof: $H(f) \subseteq G$ is obvious. Let $g_1$ and $g_2$ be elements of $H(f)$. Then $f \circ (g_1 \circ g_2) = (f \circ g_1) \circ g_2 = f \circ g_2 = f$ and $f \circ g^{-1}_1 = (f \circ g_1) \circ g^{-1}_1 = f \circ (g_1 \circ g^{-1}_1) = f$. Thus, $g_1 \circ g_2 \in H(f)$ and $g^{-1}_1 \in H(f)$. □

Lemma 4.2.6

For any balanced function $f : \mathbb{Z}_2^n \rightarrow \mathbb{Z}_2$ and any $g \in G$, the right coset $H(f) \circ g$ is characterised by

$$H(f) \circ g = \{ h \in G \mid f \circ h = f \circ g \}.$$

Proof: If $h \in H(f) \circ g$ then there is $h' \in H(f)$ with $h = h' \circ g$. But then $f \circ h' = f$ and $f \circ h = f \circ h' \circ g = f \circ g$.

If $f \circ h = f \circ g$, then $f \circ h \circ g^{-1} = f$, i.e., $h \circ g^{-1} \in H(f)$, from which it follows that $h \in H(f) \circ g$. □

Corollary 4.2.7

For any balanced $f : \mathbb{Z}_2^n \rightarrow \mathbb{Z}_2$ and any $g \in G$, there are $|H(f)|$ functions $h$ in $G$ such that $f \circ h = f \circ g$.

Corollary 4.2.8

For any balanced $f : \mathbb{Z}_2^n \rightarrow \mathbb{Z}_2$, the multiset $\{ f \circ g \mid g \in G \}$ contains each balanced function $|H(f)|$ times.

Proof: Let $e$ be the neutral element of $(G, \circ)$. By Corollary 4.2.7, for each balanced function $\tilde{f}$ there are $|H(f)|$ elements $h \in G$ with $f \circ h = \tilde{f} \circ e = \tilde{f}$, and all functions of the form $f \circ h$, $h \in G$, are balanced. □

Lemma 4.2.9

Let $f, f_1, f_2 : \mathbb{Z}_2^n \rightarrow \mathbb{Z}_2$ be balanced, let $g_1, g_2 \in G$ with $f \circ g_1 = f_1$ and $f \circ g_2 = f_2$, and let $f_1 \neq f_2$. (By Corollary 4.2.8, $g_1$ and $g_2$ exist.) Then $H(f) \circ g_1 \cap H(f) \circ g_2 = \emptyset$.

Proof: If there were an element $g$ in $H(f) \circ g_1 \cap H(f) \circ g_2$, then there would exist $h_1$ and $h_2$ in $H(f)$ such that $g = h_1 \circ g_1 = h_2 \circ g_2$. But then
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\[ f_1 = f \circ g_1 = f \circ h_1 \circ g_1 = f \circ g = f \circ h_2 \circ g_2 = f \circ g_2 = f_2, \] which is a contradiction. □

**Corollary 4.2.10**

For any balanced \( f : \mathbb{Z}_2^n \rightarrow \mathbb{Z}_2, \) \( |H(f)| = (2^n)!(\frac{2^n}{2^{n-1}}). \)

**Proof:**

By Lemma 4.2.9, there are as many cosets of \( H(f) \) as there are balanced functions, namely, \( (\frac{2^n}{2^{n-1}}). \) Thus, \( (2^n)! = |G| = (\frac{2^n}{2^{n-1}})|H(f)|. \) □

**Proposition 4.2.11**

For any balanced functions \( f_1, f_2 : \mathbb{Z}_2^n \rightarrow \mathbb{Z}_2, \) the multiset \( \{f_1 \oplus f_2 \circ g \mid g \in G\} \) has \( (2^n)! \) elements, of which

\[
\begin{align*}
\left(\frac{2^{n-1}}{2^{n-2}}\right)^2 \frac{(2^n)!}{(\frac{2^n}{2^{n-1}})} & \text{ have imbalance 0 and} \\
2 \left(\frac{2^{n-1}}{2^{n-2} - i}\right)^2 \frac{(2^n)!}{(\frac{2^n}{2^{n-1}})} & \text{ have imbalance } \frac{i}{2^{n-2}}, \quad 1 \leq i \leq 2^{n-2}.
\end{align*}
\]

**Proof:**

By Corollary 4.2.8, the multiset \( \{f_2 \circ g \mid g \in G\} \) contains each balanced function \( |H(f_2)| = (2^n)!/(\frac{2^n}{2^{n-1}}) \) times. By Proposition 4.2.3, the set \( \{f_1 \oplus f \mid f : \mathbb{Z}_2^n \rightarrow \mathbb{Z}_2 \text{ balanced}\} \) contains \( (\frac{2^n}{2^{n-1}}) \) elements, of which \( \left(\frac{2^{n-1}}{2^{n-2}}\right)^2 \) have imbalance 0 and \( 2 \left(\frac{2^{n-1}}{2^{n-2} - i}\right)^2 \) have imbalance \( i/2^{n-2}, \) for \( i = 1, \ldots, 2^{n-2}. \) Combining these two facts completes the proof. □

### 4.3 Validity of The Hypothesis of Fixed-Key Equivalence for One Round

In this long section, we study the validity of the hypothesis of fixed-key equivalence for one round, that is, with \( i = 1 \) in (4.4). We use an averaging argument: we consider a fixed pair \( (f_1, f_2) \) of balanced functions; then both the average-key imbalance \( \overline{I}(S^1) \) and the validity measure \( V(S^1) \) depend on the round function only. We compute the proportion of round functions that yield a particular value of \( \overline{I} \) or of \( V; \) then we can calculate the average and the variance of \( \overline{I} \) and \( V \) over all round functions. These moments depend only on the text length \( n \) and the key length \( k. \) This means that we are not considering only effective I/O sums. Nevertheless, we shall be able to say how well (4.4) holds in general for 1-round I/O
sums. More importantly, the results will also allow us to say for any number of rounds what average-key imbalance can be expected from an I/O sum; this will help in making the notion of an effective I/O sum more precise.

We begin by considering the cases \( k = n = 1 \) and \( k = n = 3 \).

### 4.3.1 Text and Key of Length 1

In this case, the balanced functions are \( f_1(X) = X \oplus \alpha_1 \) and \( f_2(X) = X \oplus \alpha_2 \) for some \( \alpha_1 \) and \( \alpha_2 \) in \( \mathbb{Z}_2 \) and the round function is \( g(X, z) = X \oplus \beta(z) \) for some function \( \beta : \mathbb{Z}_2 \to \mathbb{Z}_2 \). Then \( S^1 = f_1(X) \oplus f_2(g(X, Z)) = \alpha_1 \oplus \alpha_2 \oplus \beta(Z) \); thus, \( I(S^1|z) = 1 \) for all \( z \) and \( \bar{I}(S^1) = 1 \) so all one-round I/O sums satisfy the fixed-key equivalence condition exactly and the hypothesis of fixed-key equivalence holds exactly.

### 4.3.2 Text and Key of Length 3

We skip to the case where both the text and the key have length 3 because this case is still simple enough to keep a general view but already complicated enough to give us an idea about how to tackle the problem for general text and key lengths.

By Proposition 4.2.11, we know that if \( G \) is the set of all invertible functions on \( \mathbb{Z}_2^3 \), then for any fixed balanced functions \( f_1 \) and \( f_2 \), the multiset \( \{f_1 \oplus f_2 \circ g | g \in G\} \) contains \( 2^2 \cdot 8!/(\binom{8}{1}) = 1152 \) elements with imbalance 1, \( 2^2 \cdot 8!/(\binom{8}{2}) = 18432 \) elements with imbalance 1/2 and \( 8!/(\binom{8}{3}) = 20736 \) elements with imbalance 0.

By Lemma 4.2.1, the key-dependent imbalance of \( S^1 \) can take on the values 0, 1/2 or 1. For any round function \( g \), let \( \alpha_g \) be the number of first-round keys \( z \) for which \( I(S^1|z) = 0 \), \( \beta_g \) the number of \( z \) for which \( I(S^1|z) = 1/2 \) and \( \gamma_g \) the number of \( z \) for which \( I(S^1|z) = 1 \). (\( \alpha_g, \beta_g, \gamma_g \) sum up to 8.) Then

\[
\bar{I}(S^1) = \frac{\beta_g + 2\gamma_g}{16} \quad \text{and} \quad V(S^1) = \frac{\beta_g + 4\gamma_g}{32} - (\bar{I}(S^1))^2.
\]

We continue to consider a fixed pair \((f_1, f_2)\) of balanced functions. In order to determine how many round functions give a particular value of \( \bar{I}(S^1) \) or of \( V(S^1) \), we calculate, for each triple of non-negative integers \((\alpha, \beta, \gamma)\) with \( \alpha + \beta + \gamma = 8 \), the number of round functions \( g \) such that \((\alpha_g, \beta_g, \gamma_g) = (\alpha, \beta, \gamma)\). We use the fact that choosing a round function is equivalent to choosing eight invertible functions, one for each possible value of the first-round key. What must we do in order to get \((\alpha, \beta, \gamma)\)?
• Among the 8 first-round keys, we must choose \( \gamma \) for which \( I(S^1|z) = 1 \); for each of these \( \gamma \) keys, we have a choice among 1152 possible invertible functions for \( g_z \).

• Among the remaining \( 8 - \gamma \) keys, we must then choose \( \beta \) for which \( I(S^1|z) = 1/2 \); for each of these keys, there are 18432 possible invertible functions \( g_z \).

• For each of the remaining \( 8 - \gamma - \beta \) keys, there are 20736 possible invertible functions.

Thus, there are \( \binom{8}{\gamma} \binom{8-\gamma}{\beta} \times 1152^\gamma \times 18432^\beta \times 20736^{8-\gamma-\beta} \) round functions giving \((\alpha, \beta, \gamma)\). The probability, taken over all round functions, of obtaining \((\alpha, \beta, \gamma)\) is then

\[
\binom{8}{\gamma} \binom{8-\gamma}{\beta} \times 1152^\gamma \times 18432^\beta \times 20736^{8-\gamma-\beta} \times 40320^{-\gamma} = \binom{8}{\gamma} \binom{8-\gamma}{\beta} \times 1^\gamma \times 16^\beta \times 18^{8-\gamma-\beta} \times 35^{-8}.
\]

It should be noticed that different \((\alpha, \beta, \gamma)\) can yield the same value of \( \bar{I}(S^1) \) or of \( V(S^1) \); by adding the corresponding numbers we get the distribution of the values of \( \bar{I} \) and of \( V \) over all round functions; this distribution is shown in Tables 4.4 and 4.5.

The interpretation of the tables is the following: when the text and the key both have length three, then for any balanced functions \( f_1, f_2 : \mathbb{Z}_2^3 \to \mathbb{Z}_2 \), approximately 25% of the round functions for instance will give \( \bar{I}(S^1) = 1/4 \) and approximately 4% of the round functions will give \( V(S^1) = 1/8 \). One sees that for most round functions, \( V(S^1) \) is "small", which could indicate that (4.4) holds for most one-round I/O sums. We also notice that, for most round functions, the average-key imbalance is also "small". But if an average of non-negative numbers that are upper-bounded by 1 is small, then most of those numbers must be small and so must also be their variance. Thus, it is natural that \( V(S^1) \) be small in most cases. Our hope is to prove that, in most cases, \( V \) is sufficiently small to allow us to say that (4.4) holds.

We can consider the round functions \( g \) as realizations of a discrete, uniformly distributed random variable and \( V(S^1) \) resp. \( \bar{I}(S^1) \) as functions of it. Then what is shown in the tables is the probability distribution of \( V(S^1) \) and of \( \bar{I}(S^1) \). The corresponding expected values and variances are:

\[
E[\bar{I}] = 0.2571 = 9/35;
\]

\[
Var(\bar{I}) = 9.59184 \times 10^{-3} = 47/4900;
\]
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<table>
<thead>
<tr>
<th>$\overline{I}$</th>
<th>16 · $\overline{I}$</th>
<th>proportion</th>
<th>$V$</th>
<th>256 · $V$</th>
<th>proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>4.89 · 10^{-3}</td>
<td>0</td>
<td>0</td>
<td>6.80 · 10^{-3}</td>
</tr>
<tr>
<td>0.063</td>
<td>1</td>
<td>3.48 · 10^{-2}</td>
<td>0.027</td>
<td>7</td>
<td>5.29 · 10^{-2}</td>
</tr>
<tr>
<td>0.125</td>
<td>2</td>
<td>1.10 · 10^{-1}</td>
<td>0.047</td>
<td>12</td>
<td>1.76 · 10^{-1}</td>
</tr>
<tr>
<td>0.188</td>
<td>3</td>
<td>2.06 · 10^{-1}</td>
<td>0.059</td>
<td>15</td>
<td>3.45 · 10^{-1}</td>
</tr>
<tr>
<td>0.250</td>
<td>4</td>
<td>2.50 · 10^{-1}</td>
<td>0.063</td>
<td>16</td>
<td>2.21 · 10^{-1}</td>
</tr>
<tr>
<td>0.313</td>
<td>5</td>
<td>2.08 · 10^{-1}</td>
<td>0.090</td>
<td>23</td>
<td>2.68 · 10^{-2}</td>
</tr>
<tr>
<td>0.375</td>
<td>6</td>
<td>1.20 · 10^{-1}</td>
<td>0.109</td>
<td>28</td>
<td>4.98 · 10^{-2}</td>
</tr>
<tr>
<td>0.438</td>
<td>7</td>
<td>4.87 · 10^{-2}</td>
<td>0.121</td>
<td>31</td>
<td>6.70 · 10^{-2}</td>
</tr>
<tr>
<td>0.500</td>
<td>8</td>
<td>1.38 · 10^{-2}</td>
<td>0.125</td>
<td>32</td>
<td>4.00 · 10^{-2}</td>
</tr>
<tr>
<td>0.563</td>
<td>9</td>
<td>2.70 · 10^{-3}</td>
<td>0.152</td>
<td>39</td>
<td>6.27 · 10^{-3}</td>
</tr>
<tr>
<td>0.625</td>
<td>10</td>
<td>3.71 · 10^{-4}</td>
<td>0.172</td>
<td>44</td>
<td>5.03 · 10^{-3}</td>
</tr>
<tr>
<td>0.688</td>
<td>11</td>
<td>3.56 · 10^{-5}</td>
<td>0.184</td>
<td>47</td>
<td>2.26 · 10^{-3}</td>
</tr>
<tr>
<td>0.750</td>
<td>12</td>
<td>2.39 · 10^{-6}</td>
<td>0.188</td>
<td>48</td>
<td>7.94 · 10^{-4}</td>
</tr>
<tr>
<td>0.813</td>
<td>13</td>
<td>1.09 · 10^{-7}</td>
<td>0.215</td>
<td>55</td>
<td>2.20 · 10^{-4}</td>
</tr>
<tr>
<td>0.888</td>
<td>14</td>
<td>3.25 · 10^{-9}</td>
<td>0.234</td>
<td>60</td>
<td>4.71 · 10^{-5}</td>
</tr>
<tr>
<td>0.938</td>
<td>15</td>
<td>3.25 · 10^{-11}</td>
<td>0.250</td>
<td>64</td>
<td>3.26 · 10^{-6}</td>
</tr>
<tr>
<td>1</td>
<td>16</td>
<td>4.44 · 10^{-13}</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4: Distribution of the values of $\overline{I}(S^1)$.

Table 4.5: Distribution of the values of $V(S^1)$.

$E[V] = 0.0671 = 47/700$;
$Var(V) = 7.97549 \times 10^{-4} = 87539/109760000$.

The exact fractional expressions will be proved later (Corollary 4.3.6 and end of this section).

### 4.3.3 Any Text and Key Lengths

One can follow the same procedure for any text length $n \geq 2$ and any key length $k \geq 1$. However, even for $n = 4$, the tables of the distribution of the values of $\overline{I}(S^1)$ and of $V(S^1)$ become too large to overview. Thus, we concentrate on the probability distribution of $\overline{I}$ and $V$ over all round functions and on their average and variance, for which we will find simple forms. We will prove that, if $n$ and $k$ are sufficiently large, then the variance of $\overline{I}$ and of $V$ is so much smaller than their average that we can consider $\overline{I}$ and $V$ as having virtually constant value. Then we shall be able to make quantitative statements about the validity of (4.4), because $\overline{I}$ and $V$ are the average and the variance, respectively, of the key-dependent imbalances.
4.3. Validity of The Hypothesis for One Round

In the general case, there are $2^k$ possible keys for the first round. Thus, choosing a round function is the same as choosing $2^k$ invertible functions. We again consider two fixed balanced functions $f_1, f_2 : \mathbb{Z}_2^n \rightarrow \mathbb{Z}_2$. We have seen in Lemma 4.2.1 that the key-dependent imbalance $I(S^1|z)$ must take on one of the values $0, \frac{1}{2^n-2}, \frac{2}{2^n-2}, \ldots, 1$. We make the following definitions.

**Definition 4.3.1**

- For any round function $g$ and any integer $i$, $0 \leq i \leq 2^{n-2}$, let $\alpha_i(g)$ be the number of keys $z$ such that $I(S^1|z) = i/2^{n-2}$.

- Let $\alpha = (\alpha_0, \alpha_1, \ldots, \alpha_{2^{n-2}})$ and denote by $\bar{I}(\alpha)$ (resp. $V(\alpha)$) the average-key imbalance (resp. the value of the validity measure) resulting from the distribution $\alpha$ of the key-dependent imbalances.

Knowing $\alpha$, the values of $\bar{I}(\alpha)$ and $V(\alpha)$ are easy to calculate:

**Lemma 4.3.2**

If $n \geq 2$ and $k \geq 1$, then

\[
\bar{I}(\alpha) = \frac{\alpha_1 + 2\alpha_2 + \cdots + 2^{n-2}\alpha_{2^{n-2}}}{2^{n-2}2^k} \quad \text{and} \quad V(\alpha) = \frac{\alpha_1 + 4\alpha_2 + \cdots + 2^{2(n-2)}\alpha_{2^{n-2}}}{2^{2(n-2)}2^k} - \left(\bar{I}(\alpha)\right)^2.
\]

**Proof:**

The right side of the first equation is

\[
\frac{1}{2^k} \sum_{i=0}^{2^{n-2}} \left(\frac{i}{2^{n-2}} \times \left| \left\{ z \left| I(S^1|z) = \frac{i}{2^{n-2}} \right. \right\} \right| \right),
\]

which is the average of the key-dependent imbalance $I(S^1|z)$ over all keys. The proof of the second equality is similar: one considers the variance of the key-dependent imbalance over all keys, which is

\[
\frac{1}{2^k} \sum_{i=0}^{2^{n-2}} \left( \left(\frac{i}{2^{n-2}}\right)^2 \times \left| \left\{ z \left| I(S^1|z) = \frac{i}{2^{n-2}} \right. \right\} \right| \right) - \left(\bar{I}(\alpha)\right)^2.
\]

Next, we compute, for each $\alpha$, the number and the proportion of the round functions $g$ such that $\alpha(g) = \alpha$. 

\[\square\]
Proposition 4.3.3
Let \( P(\alpha) \) denote the probability, taken over all round functions \( g \), that \( \alpha(g) = \alpha \). Then, for any \( n \geq 2 \) and any \( k \geq 1 \),
\[
P(\alpha) = \left( \frac{2^k}{\alpha_{2n-2}} \right) \times \left( \frac{2^k - \alpha_{2n-2}}{\alpha_{2n-2-1}} \right) \times \cdots \times \left( \frac{2^k - \alpha_{2n-2} - \cdots - \alpha_2}{\alpha_1} \right) \times \left( \frac{\left( \frac{2^{n-1}}{2^{n-2}} \right)^2}{2^{n-2}} \right)^{\alpha_{2n-2}} \times \left( \frac{\left( \frac{2^{n-1}}{2^{n-2}} \right)^2}{2^{n-2}} \right)^{\alpha_{2n-2-1}} \times \cdots \times \left( \frac{\left( \frac{2^{n-1}}{2^{n-2}} \right)^2}{2^{n-2}} \right)^{\alpha_1}
\]
\[
\times \left( \frac{\left( \frac{2^{n-1}}{2^{n-2}} \right)^2}{2^{n-2}} \right)^{2^k} = \left( \frac{\left( \frac{2^{n-1}}{2^{n-2}} \right)^2}{2^{n-2}} \right)^{2^k}. \tag{4.6}
\]
(Purposely, we have not converted the binomial coefficients on the first line into a multinomial coefficient.)

Proof:
There are \( \left( \frac{2^k}{\alpha_{2n-2}} \right) \times \left( \frac{2^k - \alpha_{2n-2}}{\alpha_{2n-2-1}} \right) \times \cdots \times \left( \frac{2^k - \alpha_{2n-2} - \cdots - \alpha_2}{\alpha_1} \right) \) ways to split a set of \( 2^k \) elements (the set of all keys for the first round) into \( 2^{n-2} + 1 \) sets with \( \alpha_{2n-2}, \alpha_{2n-2-1}, \ldots, \alpha_1, \alpha_0 = 2^k - \alpha_{2n-2} - \cdots - \alpha_1 \) elements, respectively.

Moreover, we know from Proposition 4.2.11 that if \( G \) is the set of invertible functions on \( \mathbb{Z}_2^n \), then for any balanced functions \( f_1, f_2 : \mathbb{Z}_2^n \to \mathbb{Z}_2 \), the multiset \( \{ f_1 \circ f_2 \circ g \mid g \in G \} \) contains
\[
\frac{\left( \frac{2^{n-1}}{2^{n-2}} \right)^2}{2^{n-2}} \left( \frac{2^n!}{2^{n-1}} \right)^{\alpha_{2n-2}} \text{ elements with imbalance } 0 \text{ and }
\]
\[
2 \left( \frac{2^{n-1}}{2^{n-2}} \right)^2 \left( \frac{2^n!}{2^{n-1}} \right)^{\alpha_{2n-2}} \text{ elements with imbalance } \frac{i}{2^{n-2}}, \quad 1 \leq i \leq 2^{n-2}.
\]

Thus, once \( \alpha_i \) keys have been chosen, \( 1 \leq i \leq 2^{n-2} \), there are
\[
\left( 2 \left( \frac{2^{n-1}}{2^{n-2}} \right)^2 \left( \frac{2^n!}{2^{n-1}} \right) \right)^{\alpha_i} \]
ways to choose \( \alpha_i \) invertible functions \( g_z \) such that \( I(S^1 \mid z) = \frac{i}{2^{n-2}}, \quad 1 \leq i \leq 2^{n-2} \), and
\[
\left( \frac{\left( \frac{2^{n-1}}{2^{n-2}} \right)^2}{2^{n-2}} \right)^{2^k - \alpha_{2n-2} - \cdots - \alpha_1}
\]
ways to choose the remaining $2^k - \alpha_{2^n-2} - \cdots - \alpha_1$ invertible functions $g_z$ such that $I(S^1|z) = 0$. Hence, the number of round functions such that $\alpha(g) = \alpha$ is

$$\binom{2^k}{\alpha_{2^n-2}} \times \binom{2^k - \alpha_{2^n-2}}{\alpha_{2^n-2-1}} \times \cdots \times \binom{2^k - \alpha_{2^n-2} - \cdots - \alpha_2}{\alpha_1} \times \left(2 \left(\frac{2^{n-1}}{2^n}\right)^2 \frac{(2^n)!}{(2^n-1)!}\right)^{\alpha_{2^n-2}} \times \left(2 \left(\frac{2^{n-1}}{2^n-2}\right)^2 \frac{(2^n)!}{(2^n-2)!}\right)^{\alpha_{2^n-2-1}} \times \cdots \times \left(2 \left(\frac{2^{n-1}}{2^n-1}\right)^2 \frac{(2^n)!}{(2^n-1)!}\right)^{\alpha_{2^n-2} - \alpha_1} \times \left(2 \left(\frac{2^{n-1}}{2^n-2}\right)^2 \frac{(2^n)!}{(2^n-2)!}\right)^{\alpha_{2^n-2} - \cdots - \alpha_2} \times \left(2 \left(\frac{2^{n-1}}{2^n-1}\right)^2 \frac{(2^n)!}{(2^n-1)!}\right)^{\alpha_1} \times \left(2 \left(\frac{2^{n-1}}{2^n-2}\right)^2 \frac{(2^n)!}{(2^n-2)!}\right)^{\alpha_{2^n-2} - \cdots - \alpha_1}.$$

Finally, dividing by $(2^n)!^{2k}$, the number of possible round functions, and simplifying the expression yields the result (4.6). \hfill \Box

This allows us now to write $E[I], Var(I), E[V]$ and $Var(V)$, the average and the variance of $I$ and of $V$ over all round functions, where $f_1, f_2$ are two fixed balanced functions, as functions of $n$ and $k$ only. We begin with $E[I]$.

**Corollary 4.3.4**

For any integers $n \geq 2$ and $k \geq 1$, we have $E[I] = \sum_{\alpha} P(\alpha)I(\alpha) =$

$$\left(\frac{2^{n-1}}{2^n}\right)^{2k} \sum_{\alpha_{2^n-2}=0}^{2^k} \sum_{\alpha_{2^n-2-1}=0}^{2^k-\alpha_{2^n-2}} \cdots \sum_{\alpha_1=0}^{2^k-\alpha_{2^n-2} - \cdots - \alpha_2} \left\{ \left(2 \left(\frac{2^{n-1}}{2^n}\right)^2 \frac{(2^n)!}{(2^n-1)!}\right)^{\alpha_{2^n-2}} \times \left(2 \left(\frac{2^{n-1}}{2^n-2}\right)^2 \frac{(2^n)!}{(2^n-2)!}\right)^{\alpha_{2^n-2-1}} \times \cdots \times \left(2 \left(\frac{2^{n-1}}{2^n-1}\right)^2 \frac{(2^n)!}{(2^n-1)!}\right)^{\alpha_{2^n-2} - \cdots - \alpha_1} \times \frac{\alpha_1 + 2\alpha_2 + \cdots + 2^{n-2}\alpha_{2^n-2}}{2^{n-2}2^k}. \right\}.$$

Fortunately, this can be written in a simple form. The following definition will be a big help.
**Definition 4.3.5**
For any non-negative integers \(i\) and \(j\), we define

\[
f(i, j) := 2 \left( \frac{2j}{j-i} \right)^2 .
\]

**Proposition 4.3.6**
For any integers \(n \geq 2\) and \(k \geq 1\), we have \(E[\tilde{I}] = \frac{(2^{n-1})^2}{2(2^n)}\).

**Proof:**
In order to simplify the notation, we introduce \(m := 2^{n-2}\) and \(p := 2^k\). We take the long expression in Corollary 4.3.4 and equate it to \(\frac{(2^{n-1})^2}{2(2^n)}\). Then we move to the other side of the equation obtained the term before the sums and the denominator of the last fraction to get the equation

\[
\sum_{\alpha_m=0}^{p} \sum_{\alpha_{m-1}=0}^{p-\alpha_m} \cdots \sum_{\alpha_1=0}^{p-\alpha_m-\cdots-\alpha_2} \left\{ \frac{(p)}{\alpha_m} \times \frac{(p-\alpha_m)}{\alpha_{m-1}} \times \cdots \times \frac{(p-\alpha_m-\cdots-\alpha_2)}{\alpha_1} \right\} \times \left( 2 \left( \frac{2m}{2m-2} \right)^2 \right)^{\alpha_m} \times \left( 2 \left( \frac{2m}{2m-2} \right)^2 \right)^{\alpha_{m-1}} \times \cdots \times \left( 2 \left( \frac{2m}{2m-2} \right)^2 \right)^{\alpha_1} \times (\alpha_1 + 2\alpha_2 + \cdots + m\alpha_m) = \frac{pm}{2} \left( \frac{4m}{2m} \right)^{p-1} .
\]

Now we take out of each sum everything that does not depend on its index and use the definition of \(f\). The equation becomes

\[
\sum_{\alpha_m=0}^{p} \left( \frac{p}{\alpha_m} \right) f(m, m)^{\alpha_m} \sum_{\alpha_{m-1}=0}^{p-\alpha_m} \left( \frac{p-\alpha_m}{\alpha_{m-1}} \right) f(m-1, m)^{\alpha_{m-1}} \cdots
\]

\[
\sum_{\alpha_1=0}^{p-\alpha_m-\cdots-\alpha_2} \left( \frac{p-\alpha_m-\cdots-\alpha_2}{\alpha_1} \right) f(1, m)^{\alpha_1} (\alpha_1 + 2\alpha_2 + \cdots + m\alpha_m) = \frac{pm}{2} \left( \frac{4m}{2m} \right)^{p-1} .
\]

It appears as if we could define the left side of the equation recursively. In fact, we can: for any integers \(n \geq 0\), \(k \geq 1\) and \(a \geq 0\) and any complex number \(b\), we define recursively
4.3. Validity of The Hypothesis for One Round

\[ H_1(n, k, a, b) := \sum_{\gamma=0}^{n} \binom{n}{\gamma} f(k, k + a)^\gamma H_1(n - \gamma, k - 1, a + 1, b + k\gamma) \]  \hspace{1cm} (4.8) \\

with the initial condition \( H_1(n, 0, a, b) := b \). As the reader can easily check, the left side of (4.7) is \( H_1(p, m, 0, 0) \). In the appendix to this chapter (Proposition 4.A.5), we prove that, for all \( k \geq 0 \),

\[ H_1(n, k, a, b) = \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^{n-1} \times \left\{ b \left[1 + \sum_{j=1}^{k} f(j, k + a)\right] + n \sum_{j=1}^{k} jf(j, k + a)\right\} \]  \hspace{1cm} (4.9) \\

where empty sums are treated as zero. (Since \( 1 + \sum_{j=1}^{\ell} f(j, k + a) \neq 0 \) for all \( \ell \), neither (4.8) nor (4.9) gives problems when the first argument of \( H_1 \) is zero.) Thus,

\[ H_1(p, m, 0, 0) = \left(1 + \sum_{j=1}^{m} f(j, m)\right)^{p-1} \left\{ p \sum_{j=1}^{m} jf(j, m) + 0\right\}. \]

Finally, we use Lemmata 4.A.1 and 4.A.2 by multiplying their identities by the appropriate constant and by changing the index of summation:

- Statement 1) of Lemma 4.A.1 implies \( 1 + \sum_{j=1}^{m} f(j, m) = \binom{4m}{2m}/(2m)^2 \).
- Statement 1) of Lemma 4.A.2 implies \( \sum_{j=1}^{m} jf(j, m) = m/2 \).

Then \( H_1(p, m, 0, 0) = \frac{pm}{2} \binom{4m}{2m}/(2m)^2 \). \hspace{1cm} \square

The other moments \( Var(I), E[V] \) and \( Var(V) \) can also be rewritten with the help of Proposition 4.3.3:

**Lemma 4.3.7**

1. \( Var(I) + (E[I])^2 = E[I^2] = \sum_{\alpha_2n-2=0}^{2^k} \sum_{\alpha_1=0}^{2^k-\alpha_2n-2-\cdots-\alpha_2} P(\alpha) \left(\frac{\alpha_1 + 2\alpha_2 + \cdots + 2n-2\alpha_2n-2}{2n-22k}\right)^2 ; \)
2. \( E[V] = \sum_{\alpha_{2n-2}=0}^{2^k} \cdots \sum_{\alpha_1=0}^{2^k-\alpha_{2n-2}-\cdots-\alpha_2} P(\alpha) \times \)
\[
\left[ \frac{\alpha_1 + 4\alpha_2 + \cdots + 2^{(n-2)}\alpha_{2n-2}}{2^{(n-2)}2^k} - \left( \frac{\alpha_1 + 2\alpha_2 + \cdots + 2^{n-2}\alpha_{2n-2}}{2^{n-2}2^k} \right)^2 \right]
\]
\[
= \sum_{\alpha_{2n-2}=0}^{2^k} \cdots \sum_{\alpha_1=0}^{2^k-\alpha_{2n-2}-\cdots-\alpha_2} P(\alpha) \frac{\alpha_1 + 4\alpha_2 + \cdots + 2^{(n-2)}\alpha_{2n-2}}{2^{(n-2)}2^k}
\]
\[
- \left[ \text{Var}(\overline{T}) + (E[\overline{T}])^2 \right];
\]

3. \( \text{Var}(V) + (E[V])^2 = E[V^2] = \)
\[
= \sum_{\alpha_{2n-2}=0}^{2^k} \cdots \sum_{\alpha_1=0}^{2^k-\alpha_{2n-2}-\cdots-\alpha_2} P(\alpha) \times \)
\[
\left[ \frac{\alpha_1 + 4\alpha_2 + \cdots + 2^{(n-2)}\alpha_{2n-2}}{2^{(n-2)}2^k} - \left( \frac{\alpha_1 + 2\alpha_2 + \cdots + 2^{n-2}\alpha_{2n-2}}{2^{n-2}2^k} \right)^2 \right]^2
\]
\[
= \sum_{\alpha_{2n-2}=0}^{2^k} \cdots \sum_{\alpha_1=0}^{2^k-\alpha_{2n-2}-\cdots-\alpha_2} P(\alpha) \left[ \left( \frac{\alpha_1 + 4\alpha_2 + \cdots + 2^{(n-2)}\alpha_{2n-2}}{2^{(n-2)}2^k} \right)^2 \right.
\]
\[
- 2 \frac{\alpha_1 + 4\alpha_2 + \cdots + 2^{(n-2)}\alpha_{2n-2}}{2^{(n-2)}2^k} \left( \frac{\alpha_1 + 2\alpha_2 + \cdots + 2^{n-2}\alpha_{2n-2}}{2^{n-2}2^k} \right)^2
\]
\[
+ \left( \frac{\alpha_1 + 2\alpha_2 + \cdots + 2^{n-2}\alpha_{2n-2}}{2^{n-2}2^k} \right)^4 \right].
\]

There are simple forms for these expressions, too. The way to find them is similar to that used in the proof of Proposition 4.3.6. We need the following functions.

**Definition 4.3.8**
For any integers \( n \geq 0, k \geq 1 \) and \( a \geq 0 \) and any complex numbers \( b \) and \( c \) (\( b \) and \( c \) subject to the conditions mentioned below), we define recursively

\[
H_2(n, k, a, b^2) := \sum_{\gamma=0}^{n} \binom{n}{\gamma} f(k, k + a)^\gamma H_2(n - \gamma, k - 1, a + 1, (b + k\gamma)^2); \quad (-\pi/2 < \arg(b) \leq \pi/2 \quad \text{or} \quad b = 0)
\]  \quad (4.10)
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\[ H_3(n, k, a, b) := \sum_{\gamma=0}^{n} \binom{n}{\gamma} f(k, k + a)^{\gamma} H_3(n - \gamma, k - 1, a + 1, b + k^2 \gamma); \]

(no condition) \hspace{1cm} (4.11)

\[ H_4(n, k, a, b^2) := \sum_{\gamma=0}^{n} \binom{n}{\gamma} f(k, k + a)^{\gamma} H_4(n - \gamma, k - 1, a + 1, (b + k^2 \gamma)^2); \]

\((-\pi/2 < \arg(b) \leq \pi/2 \text{ or } b = 0) \hspace{1cm} (4.12)\]

\[ H_5(n, k, a, b^4) := \sum_{\gamma=0}^{n} \binom{n}{\gamma} f(k, k + a)^{\gamma} H_5(n - \gamma, k - 1, a + 1, (b + k \gamma)^4); \]

\((-\pi/4 < \arg(b) \leq \pi/4 \text{ or } b = 0) \hspace{1cm} (4.13)\]

\[ H_6(n, k, a, b, c^2) := \sum_{\gamma=0}^{n} \binom{n}{\gamma} f(k, k + a)^{\gamma} H_6(n - \gamma, k - 1, a + 1, b + k^2 \gamma, (c + k \gamma)^2) \]

\((-\pi/2 < \arg(c) \leq \pi/2 \text{ or } c = 0) \hspace{1cm} (4.14)\]

\(H_6\) has one argument more than the other functions) with the initial conditions \(H_2(n, 0, a, b^2) = H_4(n, 0, a, b^2) = b^2, H_3(n, 0, a, b) = b, H_5(n, 0, a, b^4) = b^4\) and \(H_6(n, 0, a, b, c^2) = bc^2\).

We have then (still with \(m = 2^{n-2}\) and \(p = 2^k\)):

\[ \operatorname{Var}(\overline{I}) + \left(\mathbb{E}[\overline{I}]\right)^2 = \frac{1}{m^2 p^2} \left(\frac{2m}{m^2}\right)^p H_2(p, m, 0, 0); \hspace{1cm} (4.15)\]

\[ \mathbb{E}[V] = \frac{1}{m^2 p^2} \left(\frac{2m}{m^2}\right)^p p H_3(p, m, 0, 0) - \left[\operatorname{Var}(\overline{I}) + \left(\mathbb{E}[\overline{I}]\right)^2\right]; \hspace{1cm} (4.16)\]

\[ \operatorname{Var}(V) + \left(\mathbb{E}[V]\right)^2 = \]

\[ \frac{1}{m^4 p^4} \left(\frac{2m}{m^2}\right)^p \left[p^2 H_4(p, m, 0, 0) - 2p H_6(p, m, 0, 0) + H_5(p, m, 0, 0)\right]. \hspace{1cm} (4.17)\]

Similarly to the result (4.9), we find the following formulas for \(H_2(n, k, a, b^2), \ldots, H_6(n, k, a, b, c^2)\).
Proposition 4.3.9
For any integers $n \geq 0$, $k \geq 0$ and $a \geq 0$ and any complex numbers $b$ and $c$ ($b$ and $c$ subject to the conditions of Definition 4.3.8), we have

\[
H_2(n, k, a, b^2) = \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^{n-2} \left\{ b^2 \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^2 + 2 \binom{n}{2} \left(\sum_{j=1}^{k} j f(j, k + a)\right)^2 \\
+ \binom{n}{1} \left(1 + \sum_{j=1}^{k} f(j, k + a)\right) \left[\sum_{j=1}^{k} j^2 f(j, k + a) + 2b \sum_{j=1}^{k} j f(j, k + a)\right] \right\};
\]

\[
H_3(n, k, a, b) = \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^{n-1} \left\{ b \left(1 + \sum_{j=1}^{k} f(j, k + a)\right) + n \sum_{j=1}^{k} j^2 f(j, k + a) \right\};
\]

\[
H_4(n, k, a, b^2) = \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^{n-2} \left\{ b^2 \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^2 + 2 \binom{n}{2} \left(\sum_{j=1}^{k} j^2 f(j, k + a)\right)^2 \\
+ \binom{n}{1} \left(1 + \sum_{j=1}^{k} f(j, k + a)\right) \left[\sum_{j=1}^{k} j^4 f(j, k + a) + 2b \sum_{j=1}^{k} j^2 f(j, k + a)\right] \right\};
\]

\[
H_5(n, k, a, b^4) = \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^{n-4} \left\{ \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^4 \left[b^4\right] \\
+ \binom{n}{1} \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^3 \left[4b^3 \sum_{j=1}^{k} j f(j, k + a) \\
+ 6b^2 \sum_{j=1}^{k} j^2 f(j, k + a) + 4b \sum_{j=1}^{k} j^3 f(j, k + a) + \sum_{j=1}^{k} j^4 f(j, k + a)\right] \right\};
\]

\[
\ldots
\]

(continued on next page)
4.3. Validity of The Hypothesis for One Round

(continued from previous page)

\[\begin{align*}
&+ 2 \binom{n}{2} \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^2 \left[6b^2 \left(\sum_{j=1}^{k} j f(j, k + a)\right)^2ight] \\
&+ 12b \sum_{j=1}^{k} j f(j, k + a) \sum_{j=1}^{k} j^2 f(j, k + a) \\
&+ 3 \left(\sum_{j=1}^{k} j^2 f(j, k + a)\right)^2 + 4 \sum_{j=1}^{k} j f(j, k + a) \sum_{j=1}^{k} j^3 f(j, k + a) \\
&+ 6 \binom{n}{3} \left(1 + \sum_{j=1}^{k} f(j, k + a)\right) \left[4b \left(\sum_{j=1}^{k} j f(j, k + a)\right)^3ight] \\
&+ 6 \binom{k}{3} \left(\sum_{j=1}^{k} j f(j, k + a)\right)^2 \sum_{j=1}^{k} j^2 f(j, k + a) \\
&+ 24 \binom{n}{4} \left(\sum_{j=1}^{k} j f(j, k + a)\right)^4 \}
\end{align*}\]

\[H_0(n, k, a, b, c^2) = \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^{n-3} \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^3 \left[b c^2\right] \]

\[+ \binom{n}{1} \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^2 \left[b \sum_{j=1}^{k} j^2 f(j, k + a) + 2bc \sum_{j=1}^{k} j f(j, k + a) \\
+ 2c \sum_{j=1}^{k} j^3 f(j, k + a) + c^2 \sum_{j=1}^{k} j^2 f(j, k + a) + \sum_{j=1}^{k} j^4 f(j, k + a)\right] \]

\[+ 2 \binom{n}{2} \left(1 + \sum_{j=1}^{k} f(j, k + a)\right) \left[b \left(\sum_{j=1}^{k} j f(j, k + a)\right)^2 \right] \]

\[+ 2c \sum_{j=1}^{k} j f(j, k + a) \sum_{j=1}^{k} j^2 f(j, k + a) \\
+ \left(\sum_{j=1}^{k} j^2 f(j, k + a)\right)^2 + 2 \sum_{j=1}^{k} j f(j, k + a) \sum_{j=1}^{k} j^3 f(j, k + a) \}
\]

\[+ 6 \binom{n}{3} \left(\sum_{j=1}^{k} j f(j, k + a)\right)^2 \sum_{j=1}^{k} j^2 f(j, k + a) \}
\]
Proof:
Most of the appendix to this chapter is dedicated to the proof of these identities.

**Corollary 4.3.10**
(Recall that $m = 2^{n-2}$ and $p = 2^k$.)

\[
H_2(p, m, 0, 0) = \left( \frac{4m}{2m} \right)^p \frac{m^2}{4m - 1} + \left( \frac{4m}{2m} \right)^{p-2} p(p - 1) \frac{m^2}{4};
\]

\[
H_3(p, m, 0, 0) = \left( \frac{4m}{2m} \right)^p \frac{m^2}{4m - 1};
\]

\[
H_4(p, m, 0, 0) =
\]

\[
H_5(p, m, 0, 0) =
\]

\[
H_6(p, m, 0, 0, 0) =
\]

**Proof:**
From Proposition 4.3.9, we have

\[
H_2(p, m, 0, 0) = \left( 1 + \sum_{j=1}^{m} f(j, m) \right)^{p-2} \left\{ 2 \left( \frac{p}{2} \right) \left( \sum_{j=1}^{m} jf(j, m) \right)^2 
+ \left( \frac{p}{1} \right) \left( 1 + \sum_{j=1}^{m} f(j, m) \right) \left[ \sum_{j=1}^{m} j^2 f(j, m) \right] \right\};
\]
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\[ H_3(p, m, 0, 0) = \left( 1 + \sum_{j=1}^{m} f(j, m) \right)^{p-1} \left\{ p \sum_{j=1}^{m} j^2 f(j, m) \right\}; \]

\[ H_4(p, m, 0, 0) = \left( 1 + \sum_{j=1}^{m} f(j, m) \right)^{p-2} \left\{ 2 \left( \frac{p}{2} \right) \left( \sum_{j=1}^{m} j^2 f(j, m) \right)^2 \right. \]
\[ + \left. \left( \frac{p}{1} \right) \left( 1 + \sum_{j=1}^{m} f(j, m) \right) \left[ \sum_{j=1}^{m} j^4 f(j, m) \right] \right\}; \]

\[ H_5(p, m, 0, 0) = \left( 1 + \sum_{j=1}^{m} f(j, m) \right)^{p-4} \left\{ \right. \]
\[ \left. \left( \frac{p}{1} \right) \left( 1 + \sum_{j=1}^{m} f(j, m) \right)^3 \left[ \sum_{j=1}^{m} j^4 f(j, m) \right] + 2 \left( \frac{p}{2} \right) \left( 1 + \sum_{j=1}^{m} f(j, m) \right)^2 \right. \]
\[ \left. 7 \left( \sum_{j=1}^{m} j^2 f(j, m) \right)^2 + 4 \left( \sum_{j=1}^{m} j f(j, m) \right) \sum_{j=1}^{m} j^3 f(j, m) - \left( \sum_{j=1}^{m} j^2 f(j, m) \right)^2 \right] \]
\[ + 6 \left( \frac{p}{3} \right) \left( 1 + \sum_{j=1}^{m} f(j, m) \right) \left[ 6 \left( \sum_{j=1}^{m} j f(j, m) \right) \sum_{j=1}^{m} j^2 f(j, m) \right] \]
\[ + 24 \left( \frac{p}{4} \right) \left( \sum_{j=1}^{m} j f(j, m) \right)^4 \];

\[ H_6(p, m, 0, 0) = \left( 1 + \sum_{j=1}^{m} f(j, m) \right)^{p-3} \left\{ \right. \]
\[ \left. \left( \frac{p}{1} \right) \left( 1 + \sum_{j=1}^{m} f(j, m) \right)^2 \left[ \sum_{j=1}^{m} j^4 f(j, m) \right] + 2 \left( \frac{p}{2} \right) \left( 1 + \sum_{j=1}^{m} f(j, m) \right) \right. \]
\[ \left. 3 \left( \sum_{j=1}^{m} j^2 f(j, m) \right)^2 + 2 \left( \sum_{j=1}^{m} j f(j, m) \right) \sum_{j=1}^{m} j^3 f(j, m) - \left( \sum_{j=1}^{m} j^2 f(j, m) \right)^2 \right] \]
\[ + 6 \left( \frac{p}{3} \right) \left( \sum_{j=1}^{m} j f(j, m) \right) \sum_{j=1}^{m} j^2 f(j, m) \left\} \right. \];

Now we use Lemmata 4.4.1 and 4.4.2. By multiplying with the appropriate constant and changing the index of summation, we get:

- Statement 1) of Lemma 4.4.1 implies \( 1 + \sum_{j=1}^{m} f(j, m) = \frac{(4m)}{(2m)^2} \);

- the statements of Lemma 4.4.2 imply...
(a) \[ \sum_{j=1}^{m} j f(j, m) = \frac{m}{2}; \]

(b) \[ \sum_{j=1}^{m} j^2 f(j, m) = \frac{m^2}{4m-1} \left( \frac{2m}{m} \right)^2; \]

(c) \[ \sum_{j=1}^{m} j^3 f(j, m) = \frac{m^3}{2(2m-1)}; \]

(d) \[ \sum_{j=1}^{m} j^4 f(j, m) = \frac{1}{(2m)^2} \left( -3m^4 \left( \frac{4m^2}{2m-1} \right) + 8m^4 \left( \frac{4m^2-2}{2m-1} \right) + 4m^2(2m-1)^2 \left( \frac{4m^2-4}{2m-2} \right) \right) \]

The proof is completed by substituting these identities into the expressions for \( H_2(p, m, 0, 0), \ldots, H_6(p, m, 0, 0, 0) \) and making some factorisations. □

Finally, we use Corollary 4.3.10 and equations (4.15), (4.16) and (4.17) to obtain closed expressions for \( \text{Var}(I) \), \( E[V] \) and \( \text{Var}(V) \). The results are summarized in the theorem below, which we state without proof. (The proof uses only elementary and standard algebraic transformations.)

**Theorem 4.3.11**

Let \( f_1, f_2 : \mathbb{Z}_2^n \rightarrow \mathbb{Z}_2 \) be two balanced functions. Then the expectation and the variance (over all round functions \( g \) of ciphers with block length \( n \) and round key length \( k \)) of \( I(S^1) \) and \( V(S^1) \), where \( I(S^1) \) is the average-key imbalance of \( S^1 \) and \( V(S^1) \) is defined by (4.5), where \( S^1 = f_1(X) \oplus f_2(g(X, Z)) \), and where \( X \) is a random variable uniformly distributed on \( \mathbb{Z}_2^n \), are

\[
\begin{align*}
E[I] &= \frac{(2m)^2}{2(2m)}, \\
\text{Var}(I) &= \frac{1}{p(4m-1)} - \frac{1}{4p} \left( \frac{2m}{4m} \right)^4 = \frac{1}{p(4m-1)} - \frac{1}{p} (E[I])^2, \\
E[V] &= \frac{p-1}{p} \left( \frac{1}{4m-1} - \frac{(2m)^4}{4(2m)} \right) = (p-1) \text{Var}(I) \quad \text{and} \\
\text{Var}(V) &= \frac{(p-1)(3-p)}{p^3(4m-1)^2} + \frac{(p-1)^2(3m-2)}{p^3m(4m-1)(4m-3)} \\
&\quad - \frac{(2m)^4}{(4m)^2} \left[ \frac{(p-1)^2}{p^3(2m-1)} + \frac{(p-1)(3-2p)}{p^3(4m-1)} \right] + \frac{(2m)^8}{8p^3}. 
\end{align*}
\]

where \( m = 2^{n-2} \) and \( p = 2^k \). □
The formulas for the four moments are finally quite simple and we wonder whether they could be found in a less fastidious way. Table 4.6 shows the value of the four moments for some block lengths \( n \) with key length \( k = n \).

<table>
<thead>
<tr>
<th>( n, k )</th>
<th>( E[\bar{I}] )</th>
<th>( Var(\bar{I}) )</th>
<th>( E[V] )</th>
<th>( Var(V) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1/3</td>
<td>1/18 = 5.5 \times 10^{-2}</td>
<td>1/6</td>
<td>8.10 \times 10^{-3}</td>
</tr>
<tr>
<td>3</td>
<td>9/35 = 0.257</td>
<td>9.59 \times 10^{-3}</td>
<td>6.71 \times 10^{-2}</td>
<td>7.98 \times 10^{-4}</td>
</tr>
<tr>
<td>4</td>
<td>1225/6435 = 0.190</td>
<td>1.90 \times 10^{-3}</td>
<td>2.85 \times 10^{-2}</td>
<td>1.02 \times 10^{-4}</td>
</tr>
<tr>
<td>5</td>
<td>1.38 \times 10^{-1}</td>
<td>4.15 \times 10^{-4}</td>
<td>1.29 \times 10^{-2}</td>
<td>1.25 \times 10^{-5}</td>
</tr>
<tr>
<td>6</td>
<td>9.86 \times 10^{-2}</td>
<td>9.62 \times 10^{-5}</td>
<td>6.06 \times 10^{-3}</td>
<td>1.51 \times 10^{-6}</td>
</tr>
<tr>
<td>7</td>
<td>7.01 \times 10^{-2}</td>
<td>2.31 \times 10^{-5}</td>
<td>2.94 \times 10^{-3}</td>
<td>1.85 \times 10^{-7}</td>
</tr>
<tr>
<td>8</td>
<td>4.97 \times 10^{-2}</td>
<td>5.66 \times 10^{-6}</td>
<td>1.44 \times 10^{-3}</td>
<td>2.29 \times 10^{-8}</td>
</tr>
<tr>
<td>10</td>
<td>2.49 \times 10^{-2}</td>
<td>3.48 \times 10^{-7}</td>
<td>3.56 \times 10^{-4}</td>
<td>3.54 \times 10^{-10}</td>
</tr>
<tr>
<td>12</td>
<td>1.25 \times 10^{-2}</td>
<td>2.17 \times 10^{-8}</td>
<td>8.88 \times 10^{-5}</td>
<td>5.52 \times 10^{-12}</td>
</tr>
<tr>
<td>14</td>
<td>6.23 \times 10^{-3}</td>
<td>1.35 \times 10^{-9}</td>
<td>2.22 \times 10^{-5}</td>
<td>8.62 \times 10^{-14}</td>
</tr>
<tr>
<td>16</td>
<td>3.12 \times 10^{-3}</td>
<td>8.46 \times 10^{-11}</td>
<td>5.55 \times 10^{-6}</td>
<td>1.35 \times 10^{-15}</td>
</tr>
</tbody>
</table>

**Table 4.6:** Value of the four moments for different block sizes.

We shall soon give a meaning to the results. But before doing so, we want to study the asymptotic behaviour of the four moments as \( n \) and \( k \) go to infinity.

**Theorem 4.3.12**

The asymptotic behaviours of \( E[\bar{I}] \), \( Var(\bar{I}) \), \( E[V] \) and \( Var(V) \) as \( n \to \infty \) and \( k \to \infty \) are the following (where \( a(n, k) \overset{n,k}{\sim} b(n, k) \) means that \( \lim_{n\to\infty} \lim_{k\to\infty} a(n, k)/b(n, k) = 1 \), and so on).

\[
\begin{align*}
    E[\bar{I}] & \overset{n}{\sim} \sqrt{\frac{2}{\pi}} \frac{2^{-n/2}}{} \text{, independently of } k; \\
    Var(\bar{I}) & \overset{n}{\sim} \frac{\pi - 2}{\pi} 2^{-(n+k)} \text{ for all } k; \\
    E[V] & \overset{n,k}{\sim} \frac{\pi - 2}{\pi} 2^{-n}; \\
    Var(V) & \overset{n,k}{\sim} 2 \frac{\pi^2 - 8}{\pi^2} 2^{-(2n+k)}.
\end{align*}
\]

**Proof:**

By Stirling’s approximation of the factorial \([7]\), \( \binom{2a}{a} \overset{a}{\sim} 2^{2a}/\sqrt{\pi a} \). Then \( \binom{2m}{m}^2 = \binom{4m}{2m} \overset{m}{\sim} \sqrt{2/\pi m} \). Hence, since \( p = 2^k \) and \( m = 2^{n-2} \) go to infinity
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if and only if \( k \) and \( n \) do, we have, by Theorem 4.3.11,

\[
E[\bar{I}] \approx \frac{1}{2} \sqrt{\frac{2}{\pi m}} = \sqrt{\frac{2}{\pi}} \cdot 2^{-n/2}, \quad \text{independently of } k;
\]

\[
Var(\bar{I}) \approx \frac{1}{p} \left( \frac{1}{4m - 1} - \frac{1}{2\pi m} \right)
= \frac{2\pi m - 4m + 1}{p \cdot 2\pi m(4m - 1)} \approx \frac{\pi - 2}{4\pi} \frac{1}{pm} = \frac{\pi - 2}{\pi} 2^{-(n+k)},
\]

\[
E[V] = (p - 1)Var(\bar{I}) \approx \frac{\pi - 2}{4\pi} \frac{p - 1}{pm} \approx \frac{\pi - 2}{4\pi} \frac{1}{m} = \frac{\pi - 2}{\pi} 2^{-n}.
\]

Finally, because

\[
\frac{(p-1)^2}{p^3(2m-1)} + \frac{(p-1)(3-2p)}{p^3(4m-1)} = \frac{(p-1)(p+2m-2)}{p^3(2m-1)(4m-1)} \approx \frac{p+2m-2}{8p^2m^2},
\]

we have

\[
Var(V) \approx \frac{1}{p(4m)^2} + \frac{3}{p(4m)^2} - \frac{2}{\pi m} \frac{p + 2m - 2}{8p^2m^2} - \frac{4}{\pi^2 m^2} \frac{1}{4p}
= \frac{(\pi^2 - 8)p - 2\pi p - 4\pi m}{8\pi^2 p^2 m^3} \approx \frac{\pi^2 - 8}{8\pi^2} \frac{1}{pm^2} = \frac{2}{\pi^2} \frac{\pi - 2}{2^{-(2n+k)}}.
\]

4.3.4 Interpretation of The Results

Suppose that the block length \( n \) and the key length \( k \) are large enough. Then, whatever the choice of the balanced functions \( f_1, f_2 \), on the average \( \bar{I}(S^1) \approx \sqrt{\frac{2}{\pi}} 2^{-n/2} \) and \( V(S^1) \approx \frac{\pi - 2}{\pi} 2^{-n} \). Moreover, the relative variances \( Var(\bar{I}/E[\bar{I}]) \) and \( Var(V/E[V]) \) are of the order of \( 2^{-k} \). Hence, we can say that \( \bar{I}(S^1) \) (resp. \( V(S^1) \)) is very close to \( \sqrt{\frac{2}{\pi}} 2^{-n/2} \) (resp. \( \frac{\pi - 2}{\pi} 2^{-n} \)) for almost all I/O sums involving \( f_1 \) and \( f_2 \). But this fact holds for any \( f_1, f_2 \). Thus, \( \bar{I}(S^1) \approx \sqrt{\frac{2}{\pi}} 2^{-n/2} \) and \( V(S^1) \approx \frac{\pi - 2}{\pi} 2^{-n} \) for almost all I/O sums, and the longer the round keys, the smaller the proportion of I/O sums for which \( \bar{I}(S^1) \) and \( V(S^1) \) are far from these values.

Remember that \( \bar{I}(S^1) \) is the average and \( V(S^1) \) is the variance of the key-dependent imbalances. Hence, for almost all I/O sums, the relative variance of the key-dependent imbalances is \( V(S^1)/\bar{I}(S^1)^2 \approx \frac{\pi - 2}{2} \approx 0.57 \). It is now for everyone to decide for himself whether he considers the key-dependent imbalances to be "approximately equal".
In the case of more than one round, we were not able to compute the average and the variance of $I$ and of $V$ as we did for one round. The main reason is the following: in the 1-round case, we made intensive use of the fact that defining a round function is equivalent to defining as many invertible functions as there are possible first-round keys. Then we based our proofs on the number of functions of the form $f_1 \oplus f_2 \circ g$ that have a certain imbalance, where $f_1$ and $f_2$ are balanced and fixed and $g$ runs over all invertible functions on the binary $n$-tuples. With that result, we calculated the number of round functions for which the 1-round I/O sum has a certain distribution of the key-dependent imbalances. Counting was feasible because, for any first-round key $z_1$, the distribution of the functions $g_{z_1} = g(\cdot, z_1)$, as $g$ runs over all possible round functions, is uniform on the set of invertible functions on the binary $n$-tuples.

In the multiple round case, $i$-round I/O sums are constructed by means of functions of the form $f_1 \oplus f_2 \circ g_{z_1} \circ \cdots \circ g_{z_i}$, where $g_{z_1}, \ldots, g_{z_i}$ are invertible and thus $g_{z_1} \circ \cdots \circ g_{z_1}$ is also invertible, and $f_1$ and $f_2$ are again balanced. However, the distribution of the functions $g_{z_1} \circ \cdots \circ g_{z_1}$ on the set of invertible functions on the binary $n$-tuples, as $g$ runs over all possible round functions, is no longer uniform for all values $z_1, \ldots, z_i$ of the round keys. Because of this, we were not able to count the number of round functions for which the $i$-round I/O sum has a certain distribution of the key-dependent imbalances.

We tried to see whether it was possible somehow to calculate the expected value and the variance of $I$ and $V$ recursively in the number of rounds. The only moment with which we succeeded was the average of $I(f_1(X) \oplus f_2(Y(i)))$ over all round functions for fixed balanced functions $f_1$ and $f_2$. According to (2.5), we can write the key-dependent imbalance of $S^{1\ldots i}$ as $I(S^{1\ldots i}|z_1, \ldots, z_i) = I(f_1 \oplus f_2 \circ g_{z_1, \ldots, z_i})$. Let $\omega$ be the number of possible round functions and let $E_i[I]$ be the average of the average-key imbalance of $S^{1\ldots i}$ over all round functions $g$, with fixed balanced functions $f_1$ and $f_2$. Then

$$E_1[I] = \frac{1}{\omega} \sum_g I(S^1) = \frac{1}{\omega} \sum_g \frac{1}{2^k} \sum_{z_1} I(f_1 \oplus f_2 \circ g_{z_1})$$

$$= \frac{1}{2^k} \sum_{z_1} \left( \sum_g I(f_1 \oplus f_2 \circ g_{z_1}) \right)$$

and
\[ E_i[\overline{I}] = \frac{1}{\omega} \sum_g \overline{I}(S^{1 \ldots i}) = \frac{1}{\omega} \sum_g \left( \frac{1}{2^k} \right)^i \sum_{z_1, \ldots, z_i} I(f_1 \oplus f_2 \circ g_{z_1, \ldots, z_i}) \]

\[ = \left( \frac{1}{2^k} \right)^{i-1} \sum_{z_2, \ldots, z_i} \left[ \frac{1}{2^k} \sum_{z_1} \frac{1}{\omega} \sum_g I(f_1 \oplus (f_2 \circ g_{z_2, \ldots, z_i}) \circ g_{z_1}) \right] \]

\[ = \left( \frac{1}{2^k} \right)^{i-1} \sum_{z_2, \ldots, z_i} E_1[\overline{I}] = E_1[\overline{I}], \]

where in the penultimate equality we used the fact that \( f_2 \circ g_{z_2, \ldots, z_i} \) is a balanced function that does not depend on \( z_1 \). This somewhat surprising equality is summarized in Theorem 4.4.1. But before stating this theorem, we show that one cannot do the same for the other moments. Consider, for instance, the average of \( \overline{I}^2(S^{1 \ldots i}) \) over all ciphers. For \( i = 1 \) this becomes

\[ E_1[\overline{I}^2] = \frac{1}{\omega} \sum_g \overline{I}^2(S^1) = \frac{1}{\omega} \sum_g \left( \frac{1}{2^k} \sum_{z_1} I(f_1 \oplus f_2 \circ g_{z_1}) \right)^2 \]

\[ = \frac{1}{2^{2k}} \sum_{z_1, z_1'} \frac{1}{\omega} \sum_g I(f_1 \oplus f_2 \circ g_{z_1}) \cdot I(f_1 \oplus f_2 \circ g_{z_1'}). \]

If we try to use the same factorisation as before, we get, for instance for \( i = 2 \),

\[ E_2[\overline{I}] = \frac{1}{\omega} \sum_g \overline{I}^2(S^{12}) = \frac{1}{\omega} \sum_g \left( \left( \frac{1}{2^k} \right)^2 \sum_{z_1, z_2} I(f_1 \oplus f_2 \circ g_{z_1, z_2}) \right)^2 \]

\[ = \frac{1}{2^{2k}} \sum_{z_2, z_2'} \left[ \frac{1}{2^{2k}} \sum_{z_1, z_1'} \frac{1}{\omega} \sum_g I(f_1 \oplus (f_2 \circ g_{z_2}) \circ g_{z_1}) \cdot I(f_1 \oplus (f_2 \circ g_{z_2'}) \circ g_{z_1'}) \right]. \]

But now the expression in square brackets is not equal to \( E_1[\overline{I}^2] \), because in general \( f_2 \circ g_{z_2} \) is different from \( f_2 \circ g_{z_2'} \). Even if we try to average further over all balanced functions \( f_2 \) and/or all balanced functions \( f_1 \), we stumble over this obstacle. Nevertheless, as said above, we still have:
Theorem 4.4.1

Let \( f_1, f_2 : \mathbb{Z}_2^n \to \mathbb{Z}_2 \) be two balanced functions. Then the expectation (over all round functions \( g \) of ciphers with block length \( n \) and round key length \( k \)) of the average-key imbalance for \( i \) rounds \( \overline{I}(S^{1\ldots i}) \), where \( S^{1\ldots i} = f_1(X) \oplus f_2(Y(i)) \) is an \( i \)-round I/O sum, where \( Y(i) \) is the output of the \( i \)th round of the cipher defined by the round function \( g \) and where \( X \) is a random variable uniformly distributed on \( \mathbb{Z}_2^n \), is independent of \( i \) and of the length of the round keys and is equal to

\[
E[\overline{I}] = \frac{\left(\frac{2^{n-1}}{2^{n-2}}\right)^2}{2^{n-1}}. \quad (4.18)
\]

This gives one a point of reference when using linear cryptanalysis to attack a cipher. Note that \( \frac{\left(\frac{2^{n-1}}{2^{n-2}}\right)^2}{2^{n-1}} \) is also the joint average over all ciphers and all pairs of balanced functions \( f_1, f_2 \). On the other hand, for a fixed cipher, the average of \( \overline{I}(f_1(X) \oplus f_2(Y(i))) \) over all pairs of balanced functions \( f_1, f_2 \) may be different from \( \frac{\left(\frac{2^{n-1}}{2^{n-2}}\right)^2}{2^{n-1}} \).

Suppose now that one has an \((r-1)\)-round I/O sum with corresponding balanced functions \( f_0 \) and \( f_{r-1} \). If its average-key imbalance is substantially larger than \( \frac{\left(\frac{2^{n-1}}{2^{n-2}}\right)^2}{2^{n-1}} \), then the cipher in question "fits well" to the I/O sum. In general, this does not imply the converse statement that the I/O sum fits well to the cipher, because the average over all \( f_0 \) and \( f_{r-1} \) of the average-key imbalance may be larger than \( \frac{\left(\frac{2^{n-1}}{2^{n-2}}\right)^2}{2^{n-1}} \) in which case the I/O sum found might have no exceptional property. However, one would expect that, for a cipher that is more resistant than the average cipher against linear cryptanalysis, the average over all pairs of balanced functions \( f_0, f_{r-1} \) will be smaller than \( \frac{\left(\frac{2^{n-1}}{2^{n-2}}\right)^2}{2^{n-1}} \) so that the \((r-1)\)-round I/O sum found with average-key imbalance substantially larger than \( \frac{\left(\frac{2^{n-1}}{2^{n-2}}\right)^2}{2^{n-1}} \) would be "very good" to use in a linear cryptanalysis attack.

These considerations and Theorem 4.3.12 lead us to formulate the following more precise definition of an effective I/O sum:

Definition 4.4.2

An I/O sum is effective if its average key imbalance is substantially larger than \( \sqrt{\frac{2}{\pi}} 2^{-n/2} \).
Example 4.4.3
In his attack on DES [39], Matsui found a sum of linked threefold sums with imbalance $1.19 \times 2^{-20}$, which lower-bounds the average-key imbalance of a 14-round I/O sum. This is substantially larger than $\sqrt{\frac{2}{\pi}} 2^{-32}$. To calculate the imbalance, he used the Piling-up Lemma without caring whether the threefold sums were independent. Thus, the true imbalance might be different. However, as explained in Subsection 3.5.4, the true imbalance is probably close to $1.19 \times 2^{-20}$. According to our definition above, his 14-round I/O sum is effective.

4.A Proofs

4.A.1 Two Lemmata

Lemma 4.A.1
For any integer $m \geq 0$,

1. $\sum_{k=0}^{m} \binom{m}{k}^2 = \binom{2m}{m}$;

2. $\sum_{k=0}^{m} k \binom{m}{k}^2 = \frac{m}{2} \binom{2m}{m}$;

3. $\sum_{k=0}^{m} k^2 \binom{m}{k}^2 = m^2 \binom{2(m-1)}{m-1}$;

4. $\sum_{k=0}^{m} k^3 \binom{m}{k}^2 = \frac{m^2}{2} (m+1) \binom{2(m-1)}{m-1}$;

5. $\sum_{k=0}^{m} k^4 \binom{m}{k}^2 = m^3 \binom{2(m-1)}{m-1} + m^2 (m-1)^2 \binom{2(m-2)}{m-2}$.

Proof:
The first two identities can be found in [45, p. 622].

3. We use $\binom{m}{k} = \frac{m}{k} \binom{m-1}{k-1}$; to be general, we define $g(j, m) := \sum_{k=0}^{m} k^j \binom{m}{k}^2$. Then

$$\sum_{k=0}^{m} k^j \binom{m}{k}^2 = \sum_{k=1}^{m} k^j \frac{m^2}{k^2} \binom{m-1}{k-1}^2 = m^2 \sum_{k=1}^{m} k^{j-2} \binom{m-1}{k-1}^2$$

$$= m^2 \sum_{k=0}^{m-1} (k+1)^{j-2} \binom{m-1}{k}^2 = m^2 \sum_{i=0}^{m-1-j} \sum_{i=0}^{j-2} \binom{j-2}{i} k^i \binom{m-1}{k}^2$$

$$= m^2 \sum_{i=0}^{j-2} \binom{j-2}{i} \sum_{k=0}^{m-1} k^i \binom{m-1}{k}$$. 

so that $g(j, m) = m^2 \sum_{i=0}^{j-2} \binom{j-2}{i} g(i, m-1)$. Applied to $j = 2$, this gives $g(2, m) = m^2 g(0, m-1)$.
4. \[ g(3, m) = m^2(g(0, m - 1) + g(1, m - 1)) = \frac{m^2}{2}(m + 1)^2 \binom{2(m-1)}{m-1} . \]

5. \[ g(4, m) = m^2(g(0, m - 1) + 2g(1, m - 1) + g(2, m - 1)) = m^2 \binom{2(m-1)}{m-1} + m^2(m - 1)^2 \binom{2(m-2)}{m-2} . \]

\[ \square \]

**Lemma 4.A.2**
For any integer \( m \geq 1 \),

1. \[ \sum_{k=0}^{m-1} \binom{2m}{k}^2 (m - k) = \frac{m}{4} \binom{2m}{m}^2 . \]

2. \[ \sum_{k=0}^{m-1} \binom{2m}{k}^2 (m - k)^2 = \frac{m^2}{2(4m - 1)} \binom{2m}{2m} . \]

3. \[ \sum_{k=0}^{m-1} \binom{2m}{k}^2 (m - k)^3 = \frac{m^3}{4(2m - 1)} \binom{2m}{m}^2 . \]

4. \[ \sum_{k=0}^{m-1} \binom{2m}{k}^2 (m - k)^4 = \frac{1}{3} \left( -3m^4 \binom{4m}{2m} + 8m^4 \binom{4m-2}{2m-1} + 4m^2 (2m - 1)^2 \binom{4m-4}{2m-2} \right) . \]

**Proof:**
We begin with the proofs of 2. and 4. We use Lemma 4.A.1.

\[
\sum_{k=0}^{m-1} \binom{2m}{k}^2 (m - k)^2 = \frac{1}{2} \sum_{k=0}^{2m} \binom{2m}{k}^2 (m - k)^2 \\
= \frac{1}{2} \left[ m^2 \sum_{k=0}^{2m} \binom{2m}{k}^2 - 2m \sum_{k=0}^{2m} k \binom{2m}{k}^2 + \sum_{k=0}^{2m} k^2 \binom{2m}{k}^2 \right] \\
= \frac{1}{2} \left[ m^2 \binom{4m}{2m} - 2m^2 \binom{4m}{2m} + 4m^2 \binom{4m-2}{2m-1} \right] \\
= \frac{1}{2} \left[ 4m^2 \binom{4m-2}{2m-1} - m^2 \binom{4m}{2m} \right] \\
= \frac{1}{2} \left[ 4m^2 \binom{4m}{2m} \frac{4m}{4m(4m-1)} - m^2 \frac{4m}{2m} \right] \\
= \frac{1}{2} \left( \frac{4m}{2m} \right) \left[ \frac{4m^3}{4m - 1} - m^2 \right] = \frac{m^2}{2(4m - 1)} \binom{4m}{2m} .
\]

Statement 4. is proved in the same way by again using Lemma 4.A.1:

\[
\sum_{k=0}^{m-1} \binom{2m}{k}^2 (m - k)^4 = \frac{1}{2} \sum_{k=0}^{2m} \binom{2m}{k}^2 (m - k)^4
\]
\[\begin{align*}
\frac{1}{2} \left[ \sum_{k=0}^{2m} \binom{2m}{k}^2 \left( m^4 - 4m^3 k + 6m^2 k^2 - 4mk^3 + k^4 \right) \right] \\
= \frac{1}{2} \left[ m^4 \binom{4m}{2m} - 4m^3 m \binom{4m}{2m} + 6m^2 4m^2 \binom{4m-2}{2m-1} \\
- 4m \frac{4m^2}{2} (2m+1) \binom{4m-2}{2m-1} + 8m^3 \binom{4m-2}{2m-1} \\
+ 4m^2(2m-1)^2 \binom{4m-4}{2m-2} \right] \\
= \frac{1}{2} \left[ -3m^4 \binom{4m}{2m} + 8m^4 \binom{4m-2}{2m-1} + 4m^2(2m-1)^2 \binom{4m-4}{2m-2} \right].
\end{align*}\]

Statement 1. cannot be proved directly (i.e., by simple sum manipulations). By using Gosper's method [14], one finds \( T_k \) such that \( T_{k+1} - T_k = \binom{2m}{k}^2 (m-k) \), namely \( T_k = \frac{k^2}{4m} \binom{2m}{k}^2 \). Then \( \sum_{k=0}^{m-1} \binom{2m}{k}^2 (m-k) = T_m - T_0 = \frac{m}{4} \binom{2m}{m}^2 \).

Using the same method, one finds \( S_k \) with \( S_{k+1} - S_k = \binom{2m}{k}^2 (m-k)^3 \) to be
\[ S_k = \frac{2k^4 - 2k^3(2m+1) + k^2m(2m+3)}{4(2m-1)} \binom{2m}{k}^2. \]

Then \( \sum_{k=0}^{m-1} \binom{2m}{k}^2 (m-k)^3 = S_m - S_0 = \frac{m^3}{4(2m-1)} \binom{2m}{m}^2. \)

In the remainder of the appendix, we prove Equation (4.9) and Proposition 4.3.9.

4.A.2 Preliminary Identities

Lemma 4.A.3
For any non-negative integers \( n, i, \) and \( j \) and any real number \( x \),
\[ \sum_{w=0}^{n} \binom{n}{w} \binom{n-w}{i} \binom{n}{j} x^w = \binom{n}{i+j} \binom{n}{i} x^i (1 + x)^{n-i-j} \tag{4.19} \]
with the convention \( 0^0 = 1. \)

Proof:
If \( x = 0 \), then the equation becomes \( \binom{n}{0} \binom{n}{i} 0^0 = \binom{n}{i+j} \binom{n}{i} 0^i \); this holds because \( \binom{0}{i} \) is 0 if \( i \neq 0 \) and 1 if \( i = 0 \). Suppose now \( x \neq 0 \). The summand on the left side is zero if \( w < i \) or if \( w > n-j \) so we can let the
sum run only from \( i \) to \( n - j \). Furthermore, multiplying out the binomial coefficients transforms the equation into

\[
\sum_{w=i}^{n-j} \frac{n!}{i!j!(w-i)!(n-w-j)!} x^w = \frac{n!}{i!j!(n-i-j)!} x^i (1 + x)^{n-i-j}.
\]

Multiplying both sides by \( i!j!x^{-i}/n! \) yields

\[
\sum_{w=i}^{n-j} \frac{(n-i-j)!}{(w-i)!(n-w-j)!} x^{w-i} = (1 + x)^{n-i-j}.
\]

But the left side of this equation is equal to \( \sum_{w=0}^{n-i-j} (n-w) x^w \) and hence the equation holds by the binomial formula [7]. \(\square\)

**Lemma 4.A.4**

For any integers \( n \geq 0 \) and \( k \) and any complex numbers \( b, c \) and \( x \), the following identities hold:

1a) \( \sum_{w=0}^{n} \binom{n}{w} x^w = (1 + x)^n; \)

1b) \( \sum_{w=0}^{n} \binom{n}{w} x^w \binom{n-w}{1} = \binom{n}{1} (1 + x)^{n-1}; \)

1c) \( \sum_{w=0}^{n} \binom{n}{w} x^w \binom{n-w}{2} = \binom{n}{2} (1 + x)^{n-2}; \)

1d) \( \sum_{w=0}^{n} \binom{n}{w} x^w \binom{n-w}{3} = \binom{n}{3} (1 + x)^{n-3}; \)

1e) \( \sum_{w=0}^{n} \binom{n}{w} x^w \binom{n-w}{4} = \binom{n}{4} (1 + x)^{n-4}; \)

2a) \( \sum_{w=0}^{n} \binom{n}{w} x^w (b + kw) = (1 + x)^n b + \binom{n}{1} x (1 + x)^{n-1} k; \)

2b) \( \sum_{w=0}^{n} \binom{n}{w} x^w (b + kw) \binom{n-w}{1} = \binom{n}{1} (1 + x)^{n-1} b + 2 \binom{n}{2} x (1 + x)^{n-2} k; \)

2c) \( \sum_{w=0}^{n} \binom{n}{w} x^w (b + kw) \binom{n-w}{2} = \binom{n}{2} (1 + x)^{n-2} b + 3 \binom{n}{3} x (1 + x)^{n-3} k; \)

2d) \( \sum_{w=0}^{n} \binom{n}{w} x^w (b + kw) \binom{n-w}{3} = \binom{n}{3} (1 + x)^{n-3} b + 4 \binom{n}{4} x (1 + x)^{n-4} k; \)

3a) \( \sum_{w=0}^{n} \binom{n}{w} x^w (b + kw)^2 = (1 + x)^n b^2 + \binom{n}{1} x (1 + x)^{n-1} (2bk + k^2) \\
\quad + 2 \binom{n}{2} x^2 (1 + x)^{n-2} k^2; \)

3b) \( \sum_{w=0}^{n} \binom{n}{w} x^w (b + kw)^2 \binom{n-w}{1} = \binom{n}{1} (1 + x)^{n-1} b^2 \\
\quad + 2 \binom{n}{2} x (1 + x)^{n-2} (2bk + k^2) + 6 \binom{n}{3} x^2 (1 + x)^{n-3} k^2; \)

3c) \( \sum_{w=0}^{n} \binom{n}{w} x^w (b + kw)^2 \binom{n-w}{2} = \binom{n}{2} (1 + x)^{n-2} b^2 \\
\quad + 3 \binom{n}{3} x (1 + x)^{n-3} (2bk + k^2) + 12 \binom{n}{4} x^2 (1 + x)^{n-4} k^2; \)
4a) \[ \sum_{w=0}^{n} \binom{n}{w} x^w (b + kw)^3 = (1 + x)^n b^3 + \binom{n}{1} x (1 + x)^{n-1} (3b^2 k + 3bk^2 + k^3) + 2 \binom{n}{2} x^2 (1 + x)^{n-2} (3bk^2 + 3k^3) + 6 \binom{n}{3} x^3 (1 + x)^{n-3} k^3; \]

4b) \[ \sum_{w=0}^{n} \binom{n}{w} x^w (b + kw)^3 \binom{n-w}{1} = \binom{n}{1} (1 + x)^{n-1} b^3 + 2 \binom{n}{2} x (1 + x)^{n-2} (3b^2 k + 3bk^2 + k^3) + 6 \binom{n}{3} x^2 (1 + x)^{n-3} (3bk^2 + 3k^3) + 24 \binom{n}{4} x^3 (1 + x)^{n-4} k^3; \]

5a) \[ \sum_{w=0}^{n} \binom{n}{w} x^w (b + kw)^4 = (1 + x)^n b^4 + \binom{n}{1} x (1 + x)^{n-1} (4b^3 k + 6b^2 k^2 + 4bk^3 + k^4) + 2 \binom{n}{2} x^2 (1 + x)^{n-2} (6b^2 k^2 + 12bk^3 + 7k^4) + 6 \binom{n}{3} x^3 (1 + x)^{n-3} (4bk^3 + 6k^4) + 24 \binom{n}{4} x^4 (1 + x)^{n-4} k^4; \]

6a) \[ \sum_{w=0}^{n} \binom{n}{w} x^w (b + k^2 w)(c + kw) = (1 + x)^n bc + \binom{n}{1} x (1 + x)^{n-1} (ck^2 + bk + k^3) + 2 \binom{n}{2} x^2 (1 + x)^{n-2} k^3; \]

6b) \[ \sum_{w=0}^{n} \binom{n}{w} x^w (b + k^2 w)(c + kw) \binom{n-w}{1} = \binom{n}{1} (1 + x)^{n-1} bc + 2 \binom{n}{2} x (1 + x)^{n-2} (ck^2 + bk + k^3) + 6 \binom{n}{3} x^2 (1 + x)^{n-3} k^3; \]

6c) \[ \sum_{w=0}^{n} \binom{n}{w} x^w (b + k^2 w)(c + kw)^2 = (1 + x)^n bc^2 + \binom{n}{1} x (1 + x)^{n-1} (c^2 k^2 + 2bck + 2ck^3 + bk^2 + k^4) + 2 \binom{n}{2} x^2 (1 + x)^{n-2} (2ck^3 + bk^2 + 3k^4) + 6 \binom{n}{3} x^3 (1 + x)^{n-3} k^4. \]

**Proof:**

Some of the identities are trivial. The proofs of the others make use of Lemma 4.A.3 and of the following identities, valid for any real number \( w \) and any integer \( n \):

- \( w^2 = 2 \binom{w}{2} + \binom{w}{1} \);
- \( w^3 = 6 \binom{w}{3} + 6 \binom{w}{2} + \binom{w}{1} \);
- \( w^4 = 24 \binom{w}{4} + 36 \binom{w}{3} + 14 \binom{w}{2} + \binom{w}{1} \).
- \( \binom{n}{1} (n-1)_1 = 2 \binom{n}{2} \);
- \( \binom{n}{1} (n-1)_2 = 3 \binom{n}{3} \);
- \( \binom{n}{1} (n-1)_3 = 4 \binom{n}{4} \);
- \( \binom{n}{2} (n-2)_1 = 3 \binom{n}{3} \);
- \( \binom{n}{2} (n-2)_2 = 6 \binom{n}{4} \);
- \( \binom{n}{3} (n-3)_1 = 4 \binom{n}{4} \).

We will use identities 2a), 2b), 2c) and 3a) also with \( k^2 \) instead of \( k \).
4.A.3 Proof of (4.9) and of Proposition 4.3.9

All proofs make repeated use of Lemma 4.A.4.

**Proposition 4.A.5**

For any integers $n \geq 0$, $k \geq 1$ and $a \geq 0$ and any complex number $b$, let $H_1(n, k, a, b)$ be defined by the recursion

$$H_1(n, k, a, b) := \sum_{\gamma=0}^{n} \binom{n}{\gamma} f(k, k+a)^\gamma H_1(n-\gamma, k-1, a+1, b+k\gamma)$$

and the initial condition $H_1(n, 0, a, b) := b$. Then, for any integer $k \geq 0$,

$$H_1(n, k, a, b) = \left(1 + \sum_{j=1}^{k} f(j, k+a)\right)^{n-1} \left\{ \binom{n}{1} \sum_{j=1}^{k} j f(j, k+a) + \left(1 + \sum_{j=1}^{k} f(j, k+a)\right) b \right\}.$$  

**Proof:**

It is easy to see that (4.21) implies $H_1(n, 0, a, b) = b$. (Empty sums are treated as zero.) We prove the general case by induction. Let $k \geq 1$ and let the proposition hold up to $k-1$. Then (ignoring the stars $\star$; they will be used in the proof of the identity satisfied by the function $H_3$)

$$H_1(n, k, a, b) = \sum_{w=0}^{n} \binom{n}{w} f(k, k+a)^w H_1(n-w, k-1, a+1, b+k^*w)$$

$$= \sum_{w=0}^{n} \binom{n}{w} f(k, k+a)^w \left(1 + \sum_{j=1}^{k-1} f(j, k+a)\right)^{n-w-1} \times$$

$$\left\{ \binom{n-w}{1} \sum_{j=1}^{k-1} j^* f(j, k+a) + \left(1 + \sum_{j=1}^{k-1} f(j, k+a)\right) (b+k^*w) \right\}$$

$$= \left(1 + \sum_{j=1}^{k-1} f(j, k+a)\right)^{n-1} \sum_{w=0}^{n} \binom{n}{w} \left(\frac{f(k, k+a)}{1 + \sum_{j=1}^{k-1} f(j, k+a)}\right)^w \times$$

$$\left\{ \binom{n-w}{1} \sum_{j=1}^{k-1} j^* f(j, k+a) + \left(1 + \sum_{j=1}^{k-1} f(j, k+a)\right) (b+k^*w) \right\}.$$
\[= \left( 1 + \sum_{j=1}^{k-1} f(j, k + a) \right)^{n-1} \left\{ \right. \]
\[\sum_{j=1}^{k-1} j^* f(j, k + a) \left( \begin{array}{c} n \\ 1 \end{array} \right) \left( 1 + \frac{f(k, k + a)}{1 + \sum_{j=1}^{k-1} f(j, k + a)} \right)^{n-1} + \left( 1 + \sum_{j=1}^{k-1} f(j, k + a) \right) \left[ \left( 1 + \frac{f(k, k + a)}{1 + \sum_{j=1}^{k-1} f(j, k + a)} \right)^n b + \left( \begin{array}{c} n \\ 1 \end{array} \right) \frac{f(k, k + a)}{1 + \sum_{j=1}^{k-1} f(j, k + a)} \left( 1 + \frac{f(k, k + a)}{1 + \sum_{j=1}^{k-1} f(j, k + a)} \right)^{n-1} k^* \right] \}
\[= \left( 1 + \sum_{j=1}^{k-1} f(j, k + a) \right)^{n-1} \left\{ \right. \]
\[\sum_{j=1}^{k-1} j^* f(j, k + a) \left( \begin{array}{c} n \\ 1 \end{array} \right) \left( 1 + \frac{f(k, k + a)}{1 + \sum_{j=1}^{k-1} f(j, k + a)} \right)^{n-1} + \left( 1 + \sum_{j=1}^{k-1} f(j, k + a) \right) \left[ \left( 1 + \frac{f(k, k + a)}{1 + \sum_{j=1}^{k-1} f(j, k + a)} \right)^n b + \left( \begin{array}{c} n \\ 1 \end{array} \right) \frac{f(k, k + a)}{1 + \sum_{j=1}^{k-1} f(j, k + a)} \left( 1 + \frac{f(k, k + a)}{1 + \sum_{j=1}^{k-1} f(j, k + a)} \right)^{n-1} k^* \right] \}
\]

(we cancel all terms \( 1 + \sum_{j=1}^{k-1} f(j, k + a) \) and factor out some other terms)

\[= \left( 1 + \sum_{j=1}^{k} f(j, k + a) \right)^n b + \left( \begin{array}{c} n \\ 1 \end{array} \right) \left( 1 + \sum_{j=1}^{k} f(j, k + a) \right)^{n-1} \left[ \sum_{j=1}^{k-1} j^* f(j, k + a) + k^* f(k, k + a) \right] \]
\[= \left( 1 + \sum_{j=1}^{k} f(j, k + a) \right)^{n-1} \times \]
\[\left\{ \left( 1 + \sum_{j=1}^{k} f(j, k + a) \right)^n b + \left( \begin{array}{c} n \\ 1 \end{array} \right) \sum_{j=1}^{k} j^* f(j, k + a) \right\}. \]

The proofs of the other identities use even longer formulae. To keep them a little shorter, we introduce some abbreviations.
Definition 4.A.6

- \( f_k := f(k, k + a) \);
- \( F_{i,l} := \sum_{j=1}^{l} j^i f(j, k + a) \).

The following identities, which are easy to prove, will be very useful.

Lemma 4.A.7

- \( 1 + \frac{f_k}{F_{0,k-1}} = \frac{1+F_{0,k}}{1+F_{0,k-1}} \);
- \( F_{1,k} = k f_k + F_{1,k-1} \);
- \( F_{2,k} = k^2 f_k + F_{2,k-1} \);
- \( F_{3,k} = k^3 f_k + F_{3,k-1} \);
- \( F_{4,k} = k^4 f_k + F_{4,k-1} \);
- \( F_{1,k}^2 = k^2 f_k^2 + 2k f_k F_{1,k-1} + F_{1,k-1}^2 \);
- \( F_{2,k}^2 = k^4 f_k^2 + 2k^2 f_k F_{2,k-1} + F_{2,k-1}^2 \);
- \( F_{1,k}^3 = k^3 f_k^3 + 3k^2 f_k^2 F_{1,k-1} + 3kf_k F_{1,k-1}^2 + F_{1,k-1}^3 \);
- \( F_{1,k}^4 = k^4 f_k^4 + 4k^3 f_k^3 F_{1,k-1} + 6k^2 f_k^2 F_{1,k-1}^2 + 4kf_k F_{1,k-1}^3 + F_{1,k-1}^4 \);
- \( F_{1,k} F_{2,k} = k^3 f_k^2 + k^2 f_k F_{1,k-1} + k f_k F_{2,k-1} + F_{1,k-1} F_{2,k-1} \);
- \( F_{1,k} F_{3,k} = k^4 f_k^2 + k^3 f_k F_{1,k-1} + k f_k F_{3,k-1} + F_{1,k-1} F_{3,k-1} \);
- \( F_{1,k} F_{2,k} = k^4 f_k^3 + 2k^3 f_k^2 F_{1,k-1} + k^2 f_k F_{1,k-1}^2 + k^2 f_k^2 F_{2,k-1} + 2k f_k F_{1,k-1} F_{2,k-1} + F_{1,k-1}^2 F_{2,k-1} \).

Now we are ready to face and defeat the other monsters.
Proposition 4.A.8

For any integers \( n \geq 0, k \geq 1 \) and \( a \geq 0 \) and any complex number \( b \) such that \(-\pi/2 < \text{arg}(b) \leq \pi/2\) or \( b = 0 \), let \( H_2(n, k, a, b^2) \) be defined by the recursion

\[
H_2(n, k, a, b^2) := \sum_{\gamma=0}^{n} \binom{n}{\gamma} f(k, k + a)^\gamma H_2(n - \gamma, k - 1, a + 1, (b + k\gamma)^2) \quad (4.22)
\]

and the initial condition \( H_2(n, 0, a, b^2) := b^2 \). Then, for any integer \( k \geq 0 \),

\[
H_2(n, k, a, b^2) = \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^{n-2} \left\{ \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^2 [b^2] + \binom{n}{1} \left(1 + F_{0,k}\right) \left[F_{2,k} + 2b F_{1,k}\right] + 2 \binom{n}{2} \left[F_{1,k}^2\right] \right\}. \quad (4.23)
\]

Proof:

It is easy to see that (4.23) implies \( H_2(n, 0, a, b^2) = b^2 \). We prove the general case by induction. Let \( k \geq 1 \) and assume that the proposition holds up to \( k - 1 \). First we rewrite (4.23) with the above introduced abbreviations:

\[
H_2(n, k, a, b^2) = \left(1 + F_{0,k}\right)^{n-2} \left\{ \left(1 + F_{0,k}\right)^2 [b^2] + \binom{n}{1} \left(1 + F_{0,k}\right) \left[F_{2,k} + 2b F_{1,k}\right] + 2 \binom{n}{2} \left[F_{1,k}^2\right] \right\}. \quad (4.24)
\]

Then

\[
H_2(n, k, a, b^2) = \sum_{w=0}^{n} \binom{n}{w} f_k^w H_2(n - w, k - 1, a + 1, (b + kw)^2)
\]

\[
= \sum_{w=0}^{n} \binom{n}{w} f_k^w \left(1 + F_{0,k-1}\right)^{n-w-2} \left\{ \left(1 + F_{0,k-1}\right)^2 [b + kw]^2 \right\} + 2 \binom{n-w}{2} \left[F_{1,k-1}^2\right] + \binom{n-w}{1} \left(1 + F_{0,k-1}\right) \left[F_{2,k-1} + 2(b + kw) F_{1,k-1}\right] \}
\]
\[ \begin{align*}
&= \left(1 + F_{0,k-1}\right)^{n-2} \left\{ \sum_{w=0}^{n} \binom{n}{w} \left(\frac{f_k}{1 + F_{0,k-1}}\right)^w \left[ (b + kw)^2 \left(1 + F_{0,k-1}\right)^2 \right. \\
&\left. \quad + 2 \left(\frac{n-w}{2}\right) F_{1,k-1}^2 + \left(1 + F_{0,k-1}\right) F_{2,k-1} \left(1 - \frac{w}{n}\right) \right] \right\} \\
&= \left(1 + F_{0,k-1}\right)^{n-2} \left\{ \left(1 + F_{0,k-1}\right)^2 \left[ b^2 \left(1 + F_{0,k-1}\right)^2 \right. \\
&\left. \quad + \left(1 + F_{0,k-1}\right) \left(1 + F_{0,k-1}\right)^n \right] \right\} \\
&= \left(1 + F_{0,k-1}\right)^{n-2} \left\{ \left(1 + F_{0,k-1}\right)^2 \left[ b^2 \right. \\
&\left. \quad + \left(1 + F_{0,k-1}\right) \left[ 2b kf_k + k^2 f_k + F_{2,k-1} + 2bF_{1,k-1} \right] \right] \right\} \\
&= \left(1 + F_{0,k-1}\right)^{n-2} \left\{ \left(1 + F_{0,k-1}\right)^2 \left[ b^2 \right. \\
&\left. \quad + \left(1 + F_{0,k-1}\right) \left[ F_{2,k} + 2bF_{1,k} + 2 \left(\frac{n}{2}\right) \left[ F_{1,k}^2 \right] \right] \right] \right\}. \]
\]
Proposition 4.A.9
For any integers \( n \geq 0, k \geq 1 \) and \( a \geq 0 \) and any complex number \( b \), let \( H_3(n, k, a, b) \) be defined by the recursion

\[
H_3(n, k, a, b) := \sum_{\gamma=0}^{n} \binom{n}{\gamma} f(k, k + a)^\gamma H_3(n - \gamma, k - 1, a + 1, b + k^2\gamma)
\]

(4.25)

and the initial condition \( H_3(n, 0, a, b) := b \). Then, for any integer \( k \geq 0 \),

\[
H_3(n, k, a, b) = \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^{n-1} \left\{ b \left(1 + \sum_{j=1}^{k} f(j, k + a)\right) + \binom{n}{1} \sum_{j=1}^{k} j^2 f(j, k + a) \right\}.
\]

(4.26)

Proof:
The proof is essentially the same as that of Proposition 4.A.5: square there every symbol that has a star, or, if you prefer, set \(* = 2\) everywhere. □

Proposition 4.A.10
For any integers \( n \geq 0, k \geq 1 \) and \( a \geq 0 \) and any complex number \( b \) such that \(-\pi/2 < \arg(b) \leq \pi/2\) or \( b = 0 \), let \( H_4(n, k, a, b^2) \) be defined by the recursion

\[
H_4(n, k, a, b^2) := \sum_{w=0}^{n} \binom{n}{w} f(k, k + a)^w H_4(n - w, k - 1, a + 1, (b + k^2w)^2)
\]

(4.27)

and the initial condition \( H_4(n, 0, a, b^2) := b^2 \). Then, for any integer \( k \geq 0 \),

\[
H_4(n, k, a, b^2) = \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^{n-2} \left\{ \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^2 [b^2] \\
+ \binom{n}{1} \left(1 + \sum_{j=1}^{k} f(j, k + a)\right) \left[ \sum_{j=1}^{k} j^4 f(j, k + a) + 2b \sum_{j=1}^{k} j^2 f(j, k + a) \right] \\
+ 2 \binom{n}{2} \left[ \left(\sum_{j=1}^{k} j^2 f(j, k + a)\right)^2 \right] \right\}.
\]

(4.28)
Proof:

The proof is essentially the same as the one of Proposition 4.A.8: replace in that proof $H_2$ by $H_4$, $F_{1,k-1}$ (resp. $F_{1,k}$; $F_{2,k-1}$, $F_{2,k}$) by $F_{2,k-1}$ (resp. $F_{2,k}$, $F_{3,k-1}$, $F_{4,k}$); also replace $k$ (resp. $k^2$) by $k^2$ (resp. $k^4$) at all places except in indices, in limits of a sum or in the second argument of $H_2$. 

Proposition 4.A.11

For any integers $n \geq 0$, $k \geq 1$ and $a \geq 0$ and any complex number $b$ such that $-\pi/4 < \arg(b) \leq \pi/4$ or $b = 0$, let $H_5(n, k, a, b^4)$ be defined by the recursion

$$H_5(n, k, a, b^4) := \sum_{w=0}^{n} \binom{n}{w} f(k, k + a)^w H_5(n - w, k - 1, a + 1, (b + k\gamma)^4)$$

and the initial condition $H_5(n, 0, a, b^4) := b^4$. Then, for any integer $k \geq 0$,

$$H_5(n, k, a, b^4) = \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^n \left\{\left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^4 b^4\right\}$$

$$+ \binom{n}{1} \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^3 \left[4b^3 \sum_{j=1}^{k} j f(j, k + a)\right]$$

$$+ 6 b^2 \sum_{j=1}^{k} j^2 f(j, k + a) + 4b \sum_{j=1}^{k} j^3 f(j, k + a) + \sum_{j=1}^{k} j^4 f(j, k + a)\right]\right\}$$

$$+ 2 \binom{n}{2} \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^2 \left[\right.$$

$$6 b^2 \left(\sum_{j=1}^{k} j f(j, k + a)\right)^2 + 12 b \sum_{j=1}^{k} j f(j, k + a) \sum_{j=1}^{k} j^2 f(j, k + a)$$

$$+ 3 \left(\sum_{j=1}^{k} j^2 f(j, k + a)\right)^2 + 4 \sum_{j=1}^{k} j f(j, k + a) \sum_{j=1}^{k} j^3 f(j, k + a)\right]\right\}$$

$$+ 6 \binom{n}{3} \left(1 + \sum_{j=1}^{k} f(j, k + a)\right) \left[4 b \left(\sum_{j=1}^{k} j f(j, k + a)\right)^3\right.$$

$$+ 6 \left(\sum_{j=1}^{k} j f(j, k + a)\right)^2 \sum_{j=1}^{k} j^2 f(j, k + a)\right]\right\}$$

$$+ 24 \binom{n}{4} \left(\sum_{j=1}^{k} j f(j, k + a)\right)^4 \right\}.$$  (4.30)
Proof:
To prove that (4.30) implies $H_5(n, 0, a, b^4) = b^4$ is easy. We prove the general case by induction. Let $k \geq 1$ and assume that the proposition holds up to $k - 1$. First we rewrite (4.30) with the above introduced abbreviations:

$$H_5(n, k, a, b^4) = \left( 1 + F_{0,k} \right)^{n-4} \left\{ (1 + F_{0,k})^4 \left[ b^4 \right] \right\}$$

$$+ \binom{n}{1} \left( 1 + F_{0,k} \right)^3 \left[ 4b^3F_{1,k} + 6b^2F_{2,k} + 4bF_{3,k} + F_{4,k} \right]$$

$$+ 2 \binom{n}{2} \left( 1 + F_{0,k} \right)^2 \left[ 6b^2F_{2,k} + 12bF_{1,k}F_{2,k} + 3F_{2,k}^2 + 4F_{1,k}F_{3,k} \right]$$

$$+ 6 \binom{n}{3} \left[ 4bF_{1,k}^3 + 6F_{1,k}^2F_{2,k} \right] + 24 \binom{n}{4} \left[ F_{1,k}^4 \right]. \quad (4.31)$$

Then

$$H_5(n, k, a, b^4) = \sum_{w=0}^{n} \binom{n}{w} f(k, k + a)^w H_5(n-w, k-1, a+1, (b+k\gamma)^4)$$

$$= \sum_{w=0}^{n} \binom{n}{w} f_k^w \left( 1 + F_{0,k-1} \right)^{n-w-4} \left\{ (1 + F_{0,k-1})^4 \left[ (b+kw)^4 \right] \right\}$$

$$+ \binom{n-w}{1} \left( 1 + F_{0,k-1} \right)^3 \left[ 4(b+kw)^3F_{1,k-1} \right]$$

$$+ 6(b+kw)^2F_{2,k-1} + 4(b+kw)F_{3,k-1} + F_{4,k-1} \right]$$

$$+ 2 \binom{n-w}{2} \left( 1 + F_{0,k-1} \right)^2 \left[ 6(b+kw)^2F_{1,k-1} \right]$$

$$+ 12(b+kw)F_{1,k-1}F_{2,k-1} + 3F_{2,k-1}^2 + 4F_{1,k-1}F_{3,k-1} \right]$$

$$+ 6 \binom{n-w}{3} \left( 1 + F_{0,k-1} \right) \left[ 4(b+kw)F_{1,k-1}^3 + 6F_{1,k-1}^2F_{2,k-1} \right]$$

$$+ 24 \binom{n-w}{4} \left[ F_{1,k-1}^4 \right] \right\}$$
\[
\begin{align*}
&= (1 + F_{0,k-1})^{n-4} \sum_{w=0}^{n} \binom{n}{w} \left( \frac{f_k}{1 + F_{0,k-1}} \right)^w \left\{ \\
&\quad (1 + F_{0,k-1})^4 (b + k w)^4 + 4 \left(1 + F_{0,k-1}\right)^3 F_{1,k-1} \binom{n-w}{1} (b + k w)^3 \\
&\quad + 6 \left(1 + F_{0,k-1}\right)^3 F_{2,k-1} \binom{n-w}{1} (b + k w)^2 \\
&\quad + 4 \left(1 + F_{0,k-1}\right)^3 F_{3,k-1} \binom{n-w}{1} (b + k w) \\
&\quad + \left(1 + F_{0,k-1}\right)^3 F_{4,k-1} \binom{n-w}{1} \\
&\quad + 12 \left(1 + F_{0,k-1}\right)^2 F_{1,k-1}^2 \binom{n-w}{2} (b + k w)^2 \\
&\quad + 24 \left(1 + F_{0,k-1}\right)^2 F_{1,k-1} F_{2,k-1} \binom{n-w}{2} (b + k w) \\
&\quad + 6 \left(1 + F_{0,k-1}\right)^2 F_{2,k-1}^2 \binom{n-w}{2} \\
&\quad + 8 \left(1 + F_{0,k-1}\right)^2 F_{1,k-1} F_{3,k-1} \binom{n-w}{2} \\
&\quad + 24 \left(1 + F_{0,k-1}\right)^2 F_{1,k-1}^3 \binom{n-w}{3} (b + k w) \\
&\quad + 36 \left(1 + F_{0,k-1}\right)^2 F_{1,k-1} F_{2,k-1} \binom{n-w}{3} + 24 F_{1,k-1}^4 \binom{n-w}{4} \right\} \\
&= (1 + F_{0,k-1})^{n-4} \left\{ (1 + F_{0,k-1})^4 \left[\left(\frac{1 + F_{0,k}}{1 + F_{0,k-1}}\right)^n\right] [b^4] \\
&\quad + \binom{n}{1} \frac{f_k}{1 + F_{0,k-1}} \left(\frac{1 + F_{0,k}}{1 + F_{0,k-1}}\right)^{n-1} [4b^3 k + 6b^2 k^2 + 4bk^3 + k^4] \\
&\quad + \binom{n}{2} \frac{f_k}{1 + F_{0,k-1}} \left(\frac{1 + F_{0,k}}{1 + F_{0,k-1}}\right)^{n-2} [6b^2 k^2 + 12bk^3 + 7k^4] \\
&\quad + \binom{n}{3} \frac{f_k}{1 + F_{0,k-1}} \left(\frac{1 + F_{0,k}}{1 + F_{0,k-1}}\right)^{n-3} [4bk^3 + 6k^4] \\
&\quad + \binom{n}{4} \frac{f_k}{1 + F_{0,k-1}} \left(\frac{1 + F_{0,k}}{1 + F_{0,k-1}}\right)^{n-4} [k^4] \right\}
\end{align*}
\]
(continued on next page)
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\[ +4 \left( 1 + F_{0,k-1} \right)^3 F_{1,k-1} \left[ \frac{n}{1} \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-1} \right] [b^3] \]

\[ + 2 \left( \frac{n}{2} \right) \frac{f_k}{1 + F_{0,k-1}} \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-2} [3b^2k + 3bk^2 + k^3] \]

\[ + 6 \left( \frac{n}{3} \right) \left( \frac{f_k}{1 + F_{0,k-1}} \right)^2 \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-3} [3bk^2 + 3k^3] \]

\[ + 24 \left( \frac{n}{4} \right) \left( \frac{f_k}{1 + F_{0,k-1}} \right)^3 \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-4} [k^3] \]

\[ + 6 \left( 1 + F_{0,k-1} \right)^3 F_{2,k-1} \left[ \frac{n}{1} \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-1} \right] [b^2] \]

\[ + 2 \left( \frac{n}{2} \right) \frac{f_k}{1 + F_{0,k-1}} \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-2} [2bk + k^2] \]

\[ + 6 \left( \frac{n}{3} \right) \left( \frac{f_k}{1 + F_{0,k-1}} \right)^2 \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-3} [k^2] \]

\[ + 4 \left( 1 + F_{0,k-1} \right)^3 F_{3,k-1} \left[ \frac{n}{1} \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-1} \right] [b] \]

\[ + 2 \left( \frac{n}{2} \right) \frac{f_k}{1 + F_{0,k-1}} \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-2} [k] \]

\[ + \left( 1 + F_{0,k-1} \right)^3 F_{4,k-1} \left( \frac{n}{1} \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-1} \right) \]

\[ + 12 \left( 1 + F_{0,k-1} \right)^2 F_{1,k-1}^2 \left[ \frac{n}{2} \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-2} \right] [b^2] \]

\[ + 3 \left( \frac{n}{3} \right) \frac{f_k}{1 + F_{0,k-1}} \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-3} [2bk + k^2] \]

\[ + 12 \left( \frac{n}{4} \right) \left( \frac{f_k}{1 + F_{0,k-1}} \right)^2 \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-4} [k^2] \]

\[ + 24 \left( 1 + F_{0,k-1} \right)^2 F_{1,k-1} F_{2,k-1} \left[ \frac{n}{2} \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-2} \right] [b] \]

\[ + 3 \left( \frac{n}{3} \right) \frac{f_k}{1 + F_{0,k-1}} \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-3} [k] \]

\[ \ldots \]
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\[
+6 \left( 1 + F_{0,k-1} \right)^2 F_{2,k-1}^2 \left( \frac{n}{2} \right) \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-2}
\]

\[
+8 \left( 1 + F_{0,k-1} \right)^2 F_{1,k-1} F_{3,k-1} \left( \frac{n}{2} \right) \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-2}
\]

\[
+24 \left( 1 + F_{0,k-1} \right) F_{1,k-1}^3 \left[ \left( \frac{n}{3} \right) \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-3} \right] [b]
\]

\[
+4 \left( \frac{n}{4} \right) \frac{f_k}{1 + F_{0,k-1}} \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-4} [k]
\]

\[
+36 \left( 1 + F_{0,k-1} \right) F_{2,k-1}^2 F_{2,k-1} \left( \frac{n}{3} \right) \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-3}
\]

\[
+24 F_{1,k-1}^4 \left( \frac{n}{4} \right) \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-4}
\]

(all \(1 + F_{0,k-1}\)-expressions inside the curly brackets cancel, and we factor out the binomial coefficients)

\[
= \left( 1 + F_{0,k-1} \right)^{n-4} \left\{ \left( 1 + F_{0,k} \right)^4 \left[ b^4 \right] \right. \right.
\]

\[
+ \left( \frac{n}{1} \right) \left( 1 + F_{0,k} \right)^3 \left[ f_k (4b^3 k + 6b^2 k^2 + 4bk^3 + k^4) + 4F_{1,k-1} b^3 
\right.
\]

\[
+6F_{2,k-1} b^2 + 4F_{3,k-1} b + F_{4,k-1} \right]\]

\[
+ 2 \left( \frac{n}{2} \right) \left( 1 + F_{0,k} \right)^2 \left[ f_k^2 (6b^2 k^2 + 12bk^3 + 7k^4) 
\right.
\]

\[
+ 4F_{1,k-1} f_k (3b^2 k + 3bk^2 + k^3) + 6F_{2,k-1} f_k (2bk + k^2) + 4F_{3,k-1} f_k k 
\]

\[
+ 6F_{1,k-1}^2 b^2 + 12F_{1,k-1} F_{2,k-1} b + 3F_{2,k-1} + 4F_{1,k-1} F_{3,k-1} \right]\]

\[
+ 6 \left( \frac{n}{3} \right) \left( 1 + F_{0,k} \right) \left[ f_k^3 (4bk^3 + 6k^4) + 4F_{1,k-1} f_k^2 (3bk^2 + 3k^3) 
\right.
\]

\[
+ 6F_{2,k-1} f_k^2 (k^2) + 6F_{1,k-1} f_k (2bk + k^2) 
\]

\[
+ 12F_{1,k-1} F_{2,k-1} f_k (k) + 4F_{3,k-1}^3 + 6F_{1,k-1}^2 F_{2,k-1} \right]\]

\[
+ 24 \left( \frac{n}{4} \right) \left[ f_k^4 k^4 + 4F_{1,k-1} f_k^3 k^3 + 6F_{1,k-1}^2 f_k^2 k^2 + 4F_{1,k-1} f_k k + F_{1,k-1}^4 \right] \}
\]
\[
\begin{align*}
= & \quad \left(1 + F_{0,k-1}\right)^{n-4} \left\{ \left(1 + F_{0,k}\right)^{4} \left[ b^{4} \right] \right. \\
& \quad \left. + \binom{n}{1} \left(1 + F_{0,k}\right)^{3} \left[ 4b^{3}(k f_{k} + F_{1,k-1}) + 6b^{2}(k^{2} f_{k} + F_{2,k-1}) \right. \\
& \quad \left. \quad + 4b(k^{3} f_{k} + F_{3,k-1}) + (k^{4} f_{k} + F_{4,k-1}) \right] \right. \\
& \quad \left. + 2 \binom{n}{2} \left(1 + F_{0,k}\right)^{2} \left[ 6b^{2}(k^{2} f_{k}^{2} + 2k f_{k} F_{1,k-1} + F_{2,k-1}^{2}) \\
& \quad \quad + 12b(k^{3} f_{k}^{2} + k^{2} f_{k} F_{1,k-1} + k f_{k} F_{2,k-1} + F_{1,k-1} F_{2,k-1}) \right. \\
& \quad \quad \left. \quad + 3(k^{4} f_{k}^{2} + 2k^{2} f_{k} F_{2,k-1}) \right] \\
& \quad \quad \left. \quad + 4(k^{4} f_{k}^{2} + k^{3} f_{k} F_{1,k-1} + k f_{k} F_{3,k-1} + F_{1,k-1} F_{3,k-1}) \right] \\
& \quad \left. + 6 \binom{n}{3} \left(1 + F_{0,k}\right) \left[ 4b(k^{3} f_{k}^{3} + 3k^{2} f_{k}^{2} F_{1,k-1} + 3k f_{k} F_{1,k-1}^{2} + F_{1,k-1}^{3}) \right. \\
& \quad \quad \left. \quad + 6(k^{4} f_{k}^{3} + 2k^{3} f_{k}^{2} F_{1,k-1} + k^{2} f_{k}^{2} F_{2,k-1} + k f_{k} F_{1,k-1}^{2} \right. \\
& \quad \quad \quad \left. \quad \quad + 2k f_{k} F_{1,k-1} F_{2,k-1} + F_{1,k-1}^{2} F_{2,k-1}) \right] \right. \\
& \quad \left. \quad \left. \quad + 24 \binom{n}{4} \left[ f_{k}^{4} F_{k}^{4} + 4F_{1,k-1} f_{k}^{3} F_{k}^{3} + 6F_{1,k-1}^{2} f_{k}^{2} F_{k}^{2} + 4F_{1,k-1}^{3} f_{k} F_{k} + F_{1,k-1}^{4} \right] \right. \\
= & \quad \left(1 + F_{0,k}\right)^{n-4} \left\{ \left(1 + F_{0,k}\right)^{4} \left[ b^{4} \right] \right. \\
& \quad \left. + \binom{n}{1} \left(1 + F_{0,k}\right)^{3} \left[ 4b^{3} F_{1,k} + 6b^{2} F_{2,k} + 4b F_{3,k} + F_{4,k} \right] \right. \\
& \quad \left. \left. \quad + 2 \binom{n}{2} \left(1 + F_{0,k}\right)^{2} \left[ 6b^{2} F_{1,k}^{2} + 12b F_{1,k} F_{2,k} + 3F_{2,k}^{2} + 4F_{1,k} F_{3,k} \right] \right. \\
& \quad \left. \quad \left. \quad + 6 \binom{n}{3} \left(1 + F_{0,k}\right) \left[ 4b F_{1,k}^{3} + 6F_{1,k}^{2} F_{2,k} \right] + 24 \binom{n}{4} \left[ F_{1,k}^{4} \right] \right}. \end{align*}
\]
Proposition 4.A.12
For any integers $n \geq 0$, $k \geq 1$ and $a \geq 0$ and any complex numbers $b$ and $c$ such that $-\pi/2 < \arg(c) \leq \pi/2$ or $c = 0$, let $H_6(n, k, a, b, c^2)$ be defined by the recursion

$$H_6(n, k, a, b, c^2) := \sum_{w=0}^{n} \binom{n}{w} f(k, k + a)^w H_6(n - w, k - 1, a + 1, b + k^2 w, (c + kw)^2)$$

and the initial condition $H_6(n, 0, a, b, c^2) := bc^2$. Then, for any integer $k \geq 0$,

$$H_6(n, k, a, b, c^2) = \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^{n-3} \left\{ \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^3 \left[bc^2\right] \right. \right.$$  

$$+ \binom{n}{1} \left(1 + \sum_{j=1}^{k} f(j, k + a)\right)^2 \left[ b \sum_{j=1}^{k} j^2 f(j, k + a) + 2bc \sum_{j=1}^{k} j f(j, k + a) \right.$$  

$$+ 2c \sum_{j=1}^{k} j^3 f(j, k + a) + c^2 \sum_{j=1}^{k} j^2 f(j, k + a) + \sum_{j=1}^{k} j^4 f(j, k + a) \right] \right.$$  

$$+ \left. 2 \binom{n}{2} \left(1 + \sum_{j=1}^{k} f(j, k + a)\right) \left[ b \left(\sum_{j=1}^{k} j f(j, k + a)\right)^2 \right.$$  

$$+ 2c \sum_{j=1}^{k} j f(j, k + a) \sum_{j=1}^{k} j^2 f(j, k + a) + \left(\sum_{j=1}^{k} j^2 f(j, k + a)\right)^2 \right.$$  

$$+ 2 \sum_{j=1}^{k} j f(j, k + a) \sum_{j=1}^{k} j^3 f(j, k + a) \right] \right.$$  

$$+ \left. 6 \binom{n}{3} \left(\sum_{j=1}^{k} j f(j, k + a)\right) \sum_{j=1}^{k} j^2 f(j, k + a) \right\}.$$

Proof:
To prove that (4.33) implies $H_6(n, 0, a, b, c^2) = bc^2$ is easy. We prove the general case by induction. Let $k \geq 1$ and assume that the proposition holds up to $k - 1$. First we rewrite (4.33) with the usual abbreviations:
\[ H_6(n, k, a, b, c^2) = \left(1 + F_{0,k}\right)^{n-3} \left\{ \left(1 + F_{0,k}\right)^3 \left[ bc^2 \right] \right. \]
\[ + \binom{n}{1} \left(1 + F_{0,k}\right)^{2} \left[ bF_{2,k} + 2bcF_{1,k} + 2cF_{3,k} + c^2F_{2,k} + F_{4,k} \right] \]
\[ + 2 \binom{n}{2} \left(1 + F_{0,k}\right) \left[ bF_{2,k}^2 + 2cF_{1,k}F_{2,k} + F_{2,k}^2 + 2F_{1,k}F_{3,k} \right] \]
\[ + 6 \binom{n}{3} \left[ F_{1,k}^2F_{2,k}\right] \} \}
\]

Then
\[ H_6(n, k, a, b, c^2) = \sum_{w=0}^{n} \binom{n}{w} f_k^w H_6(n - w, k - 1, a + 1, b + k^2w, (c + kw)^2) \]
\[ = \sum_{w=0}^{n} \binom{n}{w} f_k^w \left(1 + F_{0,k-1}\right)^{n-w-3} \left\{ \left(1 + F_{0,k-1}\right)^3 \left[ (b + kw)(c + kw)^2 \right] \right. \]
\[ + \binom{n-w}{1} \left(1 + F_{0,k-1}\right)^{2} \left[ (b + k^2w)F_{2,k-1} + 2(b + kw)(c + kw)F_{1,k-1} \right. \]
\[ + 2(c + kw)F_{3,k-1} + (c + kw)^2F_{2,k-1} + F_{4,k-1} \]
\[ + 2 \binom{n-w}{2} \left(1 + F_{0,k-1}\right) \left[ (b + k^2w)F_{1,k-1}^2 + 2(c + kw)F_{1,k-1}F_{2,k-1} \right. \]
\[ \left. + F_{2,k-1}^2 + 2F_{1,k-1}F_{3,k-1} \right] \]
\[ + 6 \binom{n-w}{3} \left[ F_{1,k-1}^2F_{3,k-1}\right] \}
\]
\[ = \left(1 + F_{0,k-1}\right)^{n-3} \sum_{w=0}^{n} \binom{n}{w} \left( \frac{f_k}{1 + F_{0,k-1}} \right)^w \left\{ \left(1 + F_{0,k-1}\right)^3 \left[ (b + kw)(c + kw)^2 \right] \right. \]
\[ + \left(1 + F_{0,k-1}\right)^{2} F_{2,k-1} \left(1 + \frac{n-w}{1}\right) (b + k^2w) \]
\[ + 2 \left(1 + F_{0,k-1}\right)^{2} F_{1,k-1} \left(1 + \frac{n-w}{1}\right) (b + k^2w)(c + kw) \]
\[ \ldots \] (continued on next page)
(continued from previous page)

\[ +2 \left( 1 + F_{0,k-1} \right)^2 F_{3,k-1} \left( \begin{array}{c} n - w \\ 1 \end{array} \right) (c + kw) \]

\[ + \left( 1 + F_{0,k-1} \right)^2 F_{2,k-1} \left( \begin{array}{c} n - w \\ 1 \end{array} \right) (c + kw)^2 \]

\[ + \left( 1 + F_{0,k-1} \right)^2 F_{4,k-1} \left( \begin{array}{c} n - w \\ 1 \end{array} \right) \]

\[ + 2 \left( 1 + F_{0,k-1} \right) F_{1,k-1}^2 \left( \begin{array}{c} n - w \\ 2 \end{array} \right) (b + k^2 w) \]

\[ + 4 \left( 1 + F_{0,k-1} \right) F_{1,k-1} F_{2,k-1} \left( \begin{array}{c} n - w \\ 2 \end{array} \right) (c + kw) \]

\[ + 2 \left( 1 + F_{0,k-1} \right) F_{2,k-1}^2 \left( \begin{array}{c} n - w \\ 2 \end{array} \right) \]

\[ + 4 \left( 1 + F_{0,k-1} \right) F_{1,k-1} F_{3,k-1} \left( \begin{array}{c} n - w \\ 2 \end{array} \right) + 6 F_{1,k-1}^2 F_{2,k-1} \left( \begin{array}{c} n - w \\ 3 \end{array} \right) \]

\[ = \left( 1 + F_{0,k-1} \right)^{n-3} \left\{ \left( 1 + F_{0,k-1} \right)^3 \left[ \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^n \right] [bc^2] \right. \]

\[ + \left( \begin{array}{c} n \\ 1 \end{array} \right) \frac{f_k}{1 + F_{0,k-1}} \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-1} \left[ c^2 k^2 + 2bc + 2ck^3 + bk^2 + k^4 \right] \]

\[ + 2 \left( \begin{array}{c} n \\ 2 \end{array} \right) \left( \frac{f_k}{1 + F_{0,k-1}} \right)^2 \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-2} \left[ 2ck^3 + bk^2 + 3k^4 \right] \]

\[ + 6 \left( \begin{array}{c} n \\ 3 \end{array} \right) \left( \frac{f_k}{1 + F_{0,k-1}} \right)^3 \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-3} \left[ k^4 \right] \]

\[ + \left( 1 + F_{0,k-1} \right)^2 F_{2,k-1} \left[ \left( \begin{array}{c} n \\ 1 \end{array} \right) \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-1} \right] [b] \]

\[ + 2 \left( \begin{array}{c} n \\ 2 \end{array} \right) \frac{f_k}{1 + F_{0,k-1}} \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-2} \left[ b^2 \right] \]

\[ + 2 \left( 1 + F_{0,k-1} \right) F_{1,k-1} \left[ \left( \begin{array}{c} n \\ 1 \end{array} \right) \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-1} \right] [bc] \]

\[ + 2 \left( \begin{array}{c} n \\ 2 \end{array} \right) \frac{f_k}{1 + F_{0,k-1}} \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-2} \left[ c^2 k^2 + bk + k^3 \right] \]

\[ + 6 \left( \begin{array}{c} n \\ 3 \end{array} \right) \left( \frac{f_k}{1 + F_{0,k-1}} \right)^2 \left( \frac{1 + F_{0,k}}{1 + F_{0,k-1}} \right)^{n-3} \left[ k^3 \right] \]

\[ \ldots \]
(continued from previous page) ... 

\[ +2 \left(1 + F_{0,k-1}\right)^2 F_{3,k-1} \frac{n}{1} \left(1 + F_{0,k} \right) \frac{n-1}{1 + F_{0,k-1}} \left(1 + F_{0,k} \right) \frac{n-2}{1 + F_{0,k-1}} \left[ k \right] \]

\[ +2 \left(1 + F_{0,k-1}\right)^2 F_{2,k-1} \frac{n}{1} \left(1 + F_{0,k} \right) \frac{n-1}{1 + F_{0,k-1}} \left(1 + F_{0,k} \right) \frac{n-2}{1 + F_{0,k-1}} \left[ k^2 \right] \]

\[ +6 \left(1 + F_{0,k-1}\right)^2 F_{4,k-1} \frac{n}{1} \left(1 + F_{0,k} \right) \frac{n-1}{1 + F_{0,k-1}} \left(1 + F_{0,k} \right) \frac{n-2}{1 + F_{0,k-1}} \left[ k^3 \right] \]

\[ +2 \left(1 + F_{0,k-1}\right)^2 F_{1,k-1} \frac{n}{1} \left(1 + F_{0,k} \right) \frac{n-1}{1 + F_{0,k-1}} \left(1 + F_{0,k} \right) \frac{n-2}{1 + F_{0,k-1}} \left[ b \right] \]

\[ +3 \left(1 + F_{0,k-1}\right)^2 F_{1,k-1} \frac{n}{1} \left(1 + F_{0,k} \right) \frac{n-1}{1 + F_{0,k-1}} \left(1 + F_{0,k} \right) \frac{n-2}{1 + F_{0,k-1}} \left[ k^3 \right] \]

\[ +4 \left(1 + F_{0,k-1}\right)^2 F_{1,k-1} \frac{n}{1} \left(1 + F_{0,k} \right) \frac{n-1}{1 + F_{0,k-1}} \left(1 + F_{0,k} \right) \frac{n-2}{1 + F_{0,k-1}} \left[ c \right] \]

\[ +3 \left(1 + F_{0,k-1}\right)^2 F_{1,k-1} \frac{n}{1} \left(1 + F_{0,k} \right) \frac{n-1}{1 + F_{0,k-1}} \left(1 + F_{0,k} \right) \frac{n-2}{1 + F_{0,k-1}} \left[ k \right] \]

\[ +2 \left(1 + F_{0,k-1}\right)^2 F_{2,k-1} \frac{n}{1} \left(1 + F_{0,k} \right) \frac{n-1}{1 + F_{0,k-1}} \left(1 + F_{0,k} \right) \frac{n-2}{1 + F_{0,k-1}} \left[ c \right] \]

\[ +4 \left(1 + F_{0,k-1}\right)^2 F_{1,k-1} \frac{n}{1} \left(1 + F_{0,k} \right) \frac{n-1}{1 + F_{0,k-1}} \left(1 + F_{0,k} \right) \frac{n-2}{1 + F_{0,k-1}} \left[ c \right] \]

\[ +6 F_{1,k-1}^2 F_{2,k-1} \frac{n}{1} \left(1 + F_{0,k} \right) \frac{n-1}{1 + F_{0,k-1}} \left(1 + F_{0,k} \right) \frac{n-2}{1 + F_{0,k-1}} \left[ c \right] \]

(all \(1 + F_{0,k-1}\)-expressions inside the curly brackets cancel, and we factor out the binomial coefficients)
\[
\begin{align*}
\mathcal{A} &= \left(1 + F_{0,k-1}\right)^{n-3} \left\{ \left(1 + F_{0,k}\right)^3 \left[ bc^2 \right] \right. \\
&\quad + \binom{n}{1} \left(1 + F_{0,k}\right)^2 \left[ f_k(c^2k^2 + 2bck + 2ck^3 + bk^2 + k^4) + F_{2,k-1}b \\
&\quad + 2F_{1,k-1}bc + 2F_{3,k-1}c + F_{2,k-1}c^2 + F_{4,k-1} \right] \\
&\quad + 2 \binom{n}{2} \left(1 + F_{0,k}\right) \left[ f_k^2(2ck^3 + bk^2 + 3k^4) + F_{2,k-1}f_kk^2 \\
&\quad + 2F_{1,k-1}f_k(ck^2 + bk + k^3) + 2F_{3,k-1}f_kk + F_{2,k-1}f_k(2ck + k^2) \\
&\quad + F_{1,k-1}b + 2F_{1,k-1}F_{2,k-1}c + F_{2,k-1}^2 + 2F_{1,k-1}F_{3,k-1} \right] \\
&\quad + 6 \binom{n}{3} \left[ f_k^3k^4 + 2F_{1,k-1}f_k^2k^3 + F_{2,k-1}f_k^2k^2 + F_{1,k-1}f_kk^2 \\
&\quad + 2F_{1,k-1}F_{2,k-1}f_kk + F_{1,k-1}F_{2,k-1}F_{1,k-1}F_{2,k-1} \right] \left\} \\
&= \left(1 + F_{0,k-1}\right)^{n-3} \left\{ \left(1 + F_{0,k}\right)^3 \left[ bc^2 \right] \right. \\
&\quad + \binom{n}{1} \left(1 + F_{0,k}\right)^2 \left[ b(k^2f_k + F_{2,k-1}) + 2bc(kf_k + F_{1,k-1}) \\
&\quad + 2c(k^3f_k + F_{3,k-1}) + c^2(k^2f_k + F_{2,k-1}) + (k^4f_k + F_{4,k-1}) \right] \\
&\quad + 2 \binom{n}{2} \left(1 + F_{0,k}\right) \left[ b(k^2f_k^2 + 2kf_k F_{1,k-1} + F_{2,k-1}) \\
&\quad + 2c(k^3f_k^2 + k^2f_k F_{1,k-1} + k^2f_k F_{2,k-1} + F_{1,k-1}F_{2,k-1}) \\
&\quad + (k^4f_k^2 + k^2f_k F_{1,k-1} + k^2f_k F_{2,k-1} + F_{2,k-1}) \\
&\quad + 2(k^2f_k^2 + k^3f_k F_{1,k-1} + k^3f_k F_{3,k-1} + F_{1,k-1}F_{3,k-1}) \right] \\
&\quad + 6 \binom{n}{3} \left[ k^4f_k^3 + 2k^3f_k^2 F_{1,k-1} + k^2f_k^2 F_{2,k-1} + k^2f_k F_{1,k-1}F_{2,k-1} \\
&\quad + 2kf_k F_{1,k-1}F_{2,k-1} + F_{1,k-1}F_{2,k-1} \right] \left\} 
\end{align*}
\]
\[
= \left( 1 + F_{0, k} \right)^{n-3} \left\{ \left( 1 + F_{0, k} \right)^3 \left[ bc^2 \right] + \binom{n}{1} \left( 1 + F_{0, k} \right)^2 \left[ bF_{2, k} + 2bcF_{1, k} + c^2F_{2, k} + F_{4, k} \right] + 2 \binom{n}{2} \left( 1 + F_{0, k} \right) \left[ bF_{1, k} + 2cF_{1, k}F_{2, k} + F_{2, k}^2 + 2F_{1, k}F_{3, k} \right] + 6 \binom{n}{3} \left[ F_{1, k}^2F_{2, k} \right] \right\}.
\]
Chapter 5

The Piling-Up Hypothesis

Matsui’s Piling-up Lemma is used in the binary generalisation of linear cryptanalysis (and also in Matsui’s original linear cryptanalysis) to compute the probability of success of the attack (see Chapter 2). Harpes has shown [16] that in the group generalisation of linear cryptanalysis, which is briefly described below, the imbalance of a product of independent random variables is not in general equal to the product of their imbalances. However, he noticed that in most cases both values were very close to each other. This led him to propose a conjecture that he called the piling-up hypothesis. The purpose of this chapter is to study whether this hypothesis holds.

In Section 5.1, we present briefly the attack called the group generalisation of linear cryptanalysis and state the piling-up hypothesis. Section 5.2 is concerned with the validity of this hypothesis for a certain imbalance measure; we show for this measure that the hypothesis holds by proving that on average the imbalance of a product of two random variables is equal to the product of the imbalances of these random variables and by proving that on average the squared distance between the imbalance of the product and the product of the imbalances is small. We relegate a long proof to the appendix.

5.1 Group Generalisation of Linear Cryptanalysis

This attack [16] is a further generalisation of linear cryptanalysis in which one replaces:
• binary-valued balanced functions by \( m \)-ary balanced functions \((m \geq 2)\), that is, functions that take on each value in \{0, 1, \ldots, m - 1\} for the same number of arguments;

• mod 2-addition \( \oplus \) by a group operation \( * \) on \( \mathbb{Z}_m \);

• I/O sums \( S = f(X) \oplus g(Y) \) by I/O differences \( D = f(X) \ast g(Y)^{-1} \), where \( g(Y)^{-1} \) is the inverse of \( g(Y) \) under the group operation \( * \);

• threefold sums \( T = f(X) \oplus g(Y) \oplus h(K) \) by I/K/O combinations \( C = f(X) \ast h(K) \ast g(Y)^{-1} \).

Also, the binary imbalance \( I(X) = |2P[X = 0] - 1| \) is replaced by one of the following.

\[
(\ell^1\text{-imbalance}) \quad I_1(p) := \frac{m}{2(m - 1)} \sum_{i=0}^{m-1} \left| p_i - \frac{1}{m} \right| \quad (5.1)
\]

(Euclidian imbalance) \( I_2(p) := \sqrt{\frac{m}{m - 1} \sum_{i=0}^{m-1} p_i^2 - \frac{1}{m - 1}} \quad (5.2) \)

\( (\ell^\infty\text{-imbalance}) \quad I_\infty(p) := \frac{m}{m - 1} \max_i \left| p_i - \frac{1}{m} \right| \quad (5.3) \)

(peak imbalance) \( I_p(p) := \frac{m}{m - 1} \max_i \left( p_i - \frac{1}{m} \right) \quad (5.4) \)

(peak-to-peak imbalance) \( I_{pp}(p) := \max_i p_i - \min_i p_i \quad (5.5) \)

(redundancy imbalance) \( I_{red}(p) := 1 - \frac{H(p)}{\log m} \quad (5.6) \)

where \( H(p) \) is the entropy of a random variable with probability vector \( p \). A probability vector \( p = (p_0, p_1, \ldots, p_{m-1}) \) is a vector whose components are non-negative and sum up to 1. It corresponds to the probability distribution of some \( m \)-ary random variable \( X \) with \( P_X(i) = p_i, i = 0, 1, \ldots, m - 1 \). We shall talk of \( p \) as a probability vector when \( p \) is any point in \( \mathbb{R}^m \) with the above property and more specifically as a probability distribution when \( p \) is related to some random variable. Both concepts are equivalent. Note that the value of the imbalances does not change if one permutes the indices of \( p \). (We call that operation a permutation of \( p \).) For the imbalance of a random variable \( X \) with probability distribution \( p \), we shall write interchangeably \( I(X) \) or \( I(p) \), depending on which is more convenient. Harpes has shown [16] that the following properties hold for all of the above imbalances:

• \( 0 \leq I(p) \leq 1 \) for all probability vectors \( p \);
• $I(p) = 0 \iff p_i = \frac{1}{m}$ for all $i$;

• $I(p) = 1 \iff$ there is an $i$ with $p_i = 1$ and $p_j = 0$ for all $j \neq i$.

Hereafter, we omit the redundancy imbalance from consideration because it does not possess some natural properties that the others do; for instance, as can be easily seen, all the others reduce for $m = 2$ to the binary imbalance defined in Chapter 2. Also, we will write $I$ when we mean that the imbalance considered may be any of the five imbalances $I_1, I_2, I_\infty, I_p,$ and $I_{pp}$.

**Remark 5.1.1**

The generalisation of linear cryptanalysis applies only for $\pi$ equal to a power of 2 when, as we consider, both the plaintext and the ciphertext are binary $n$-tuples and thus have $2^n$ possible values. In that case, $m$-ary balanced functions must take on each value for $2^n/m$ arguments; but this number is an integer only if $m = 2^l$ with $0 \leq l \leq n$. Nevertheless, because in this chapter we are concerned only with imbalances, we will not restrict ourselves to powers of two for $m$. Everything in this chapter, unless stated otherwise, is valid for any integer $m \geq 2$.

Harpes has shown other properties of the imbalances, valid for any group operation $*$ on $\mathbb{Z}_m$ and any independent $m$-ary random variables $X$ and $Y$ [16]:

a) As a function on $m$-ary probability distributions, $I$ is convex-$\cup$;

b) $I(X * Y) \leq \min(I(X), I(Y))$;

c) $I_1(X * Y) \leq \frac{2(m-1)}{m} I_1(X) \cdot I_1(Y)$;

d) $I_2(X * Y) \leq \sqrt{m-1} I_2(X) \cdot I_2(Y)$.

e) The one-peak distribution $p = (\frac{1+(m-1)e}{m}, \frac{1-e}{m}, \ldots, \frac{1-e}{m})$, where $-\frac{1}{m-1} \leq e \leq 1$, has imbalance $I(p) = |e|$.

f) If $X$ and $Y$ have one-peak distributions, then $X * Y$ also has a one-peak distribution and

$$I(X * Y) = I(X) \cdot I(Y). \quad (5.7)$$

However, (5.7) does not hold in general for independent random variables $X$ and $Y$, as can be seen from the following example, taken from [16]:
Example 5.1.2
Let \( p = \left( \frac{1}{2}, \frac{1}{2}, 0, 0 \right) \) and \( q = \left( \frac{1}{2}, 0, \frac{1}{2}, 0 \right) \) be probability distributions for independent random variables \( X \) and \( Y \). Let the group operation \( \ast \) be \( \oplus_4 \), addition mod 4. Then \( X \oplus_4 Y \) is uniformly distributed and thus \( I(X \oplus_4 Y) = 0 \). However, \( I_1(X) = \frac{2}{3}, I_2(X) = \sqrt{\frac{1}{3}}, I_\infty(X) = \frac{1}{3}, I_p(X) = \frac{1}{3} \) and \( I_{pp}(X) = \frac{1}{2} \) and \( Y \) has the same imbalance as \( X \). Thus \( I(X \oplus_4 Y) = 0 \neq I(X)I(Y) \).

However, it seems that in most cases the imbalance of a product of independent random variables is approximately equal to the product of the imbalances of the individual random variables. This fact led Harpes to suggest the following hypothesis:

**Remark 5.1.4**
It is enough to consider the piling-up hypothesis (5.8) for random variables that are not balanced: if one of them is balanced, then their product is balanced and we have equality with 0 on both sides. Thus, in what follows, all random variables will be assumed to have non-zero imbalance. This allows us to make the following definition.

**Definition 5.1.5**
For any imbalance measure \( I \), define the piling-up factor as

\[
\Delta(X_1, X_2) := \frac{I(X_1 \ast X_2)}{I(X_1)I(X_2)}. \tag{5.9}
\]
5.2. Validity of the Hypothesis for the Imbalance $I_2^2$

We will write $\Delta_1$ for the piling-up factor based on the imbalance $I_1$, and so on.

The piling-up factor normalizes the departure from the piling-up hypothesis and allows one to compare in particular cases how far one is from the equality $I(X_1 \ast X_2) = I(X_1)I(X_2)$. The piling-up hypothesis for two random variables reads:

$$\Delta(X_1, X_2) \approx 1 \quad (5.10)$$

For any group operation $\ast$ on $\mathbb{Z}_m$, $\Delta(X_1, X_2) \approx 1$ for almost all $m$-ary independent random variables $X_1, X_2$.

Remark 5.1.6
The bounds c) and d) on Page 5.1 become now:

c) $\Delta_1(X, Y) \leq \frac{2(m-1)}{m}$;

d) $\Delta_2(X, Y) \leq \sqrt{m-1}$.

Remark 5.1.7
All imbalance measures that are convex-$\cup$ on the set of all probability distributions, equal to 1 for a constant random variable, and equal to 0 for a uniformly distributed random variable are in a sense equally appropriate for measuring the usefulness of an expression (an I/O sum or an I/O difference or a threefold sum or an I/K/O combination) for use in an attack. Imbalance does not provide an absolute goodness of such an expression but rather a relative goodness that allows one to compare different expressions. Thus, in a particular situation, it is enough to prove that the piling-up hypothesis holds for one imbalance measure and then to use that imbalance measure to estimate the probability of success of the attack. Note that this does not imply that if the hypothesis holds for one imbalance measure, then it also holds for the other imbalance measures.

5.2 Validity of the Hypothesis for the Imbalance $I_2^2$

In the remainder of the chapter, we prove that the piling-up hypothesis holds for the imbalance measure $I_2^2$ (that is, the square of the Euclidian
imbalance $I_2$). The imbalance $I^2_2$ is convex-$\cup$ because it is the square of a non-negative convex-$\cup$ function. We have

$$I^2_2(p) = \frac{m}{m-1} \sum_{i=0}^{m-1} p_i^2 - \frac{1}{m-1} = \frac{m}{m-1} \sum_{i=0}^{m-1} \left( p_i - \frac{1}{m} \right)^2. \quad (5.11)$$

Sometimes, one of the above forms is more convenient than the other. The corresponding piling-up factor is

$$\Delta^2_2(X_1, X_2) = \frac{I^2_2(X_1 \ast X_2)}{I^2_2(X_1)I^2_2(X_2)}. \quad (5.12)$$

Matsui's Piling-up Lemma says that $\Delta^2_2(X_1, X_2) = 1$ for all independent random variables $X_1, X_2$ when $m = 2$. Harpes has shown [16] that the same holds for $m = 3$. For that reason, we could consider only $m \geq 4$; this we will do, but only from that point where by this restriction we can avoid laborious case distinctions.

### 5.2.1 Averaging Over One Random Variable

In this subsection, we consider a random variable $X_1$ with probability distribution $p$, a second probability vector $q$, and the average of $I^2_2(X_1 \ast X_2)$ over all random variables $X_2$ independent of $X_1$ that have $q$ or a permutation of $q$ as their probability distribution. We show that for any $m \geq 2$ and any group operation $\ast$ on $\mathbb{Z}_m$, this average is always equal to $I^2_2(p)I^2_2(q)$.

**Definition 5.2.1**

For any probability vector $p$ of length $m$ and any permutation $\pi$ of $\{0, \ldots, m-1\}$, let $p_\pi$ be the probability vector defined by $(p_\pi)_i := p_{\pi(i)}$. Then $I^2_2(p_\pi) = I^2_2(p)$.

**Remark 5.2.2**

If $X_1$ and $X_2$ are independent and $X_1$ (resp. $X_2$) has $p$ (resp. $q$) as its probability distribution where $p_i = P_{X_1}(i)$ and $q_i = P_{X_2}(i)$, then the probability that $X_1 \ast X_2$ be equal to $i$ is $P_{X_1 \ast X_2}(i) = \sum_{j=0}^{m-1} P_{X_1}(j)P_{X_2}(j^{-1} \ast i) = \sum_{j=0}^{m-1} p_j q_{j^{-1} \ast i}$, where $j^{-1}$ is the inverse of $j$ under the group operation $\ast$. Thus, the imbalance of $X_1 \ast X_2$ is given by

$$I^2_2(X_1 \ast X_2) = \frac{m}{m-1} \sum_{i=0}^{m-1} \left( \sum_{j=0}^{m-1} p_j q_{j^{-1} \ast i} - \frac{1}{m} \right)^2. \quad (5.13)$$
5.2. Validity of the Hypothesis for the Imbalance $I_2^2$

Now the number of random variables that have probability distribution $q$ is the same as the number of random variables that have probability distribution $q_\pi$, and this holds for every permutation $q_\pi$ of $q$. Thus, in order to calculate the average of (5.13) over all random variables $X_2$ that are independent of $X_1$ and have $q$ or a permutation of $q$ as their probability distribution, it is enough, for each permutation of $q$ (including the identity permutation), to consider a single random variable $X_2$ having that probability distribution. Thus, we must average the right side of (5.13) over all probability vectors $q_\pi$ with $\pi \in S_m$, where $S_m$ is the symmetric group of order $m$. Nevertheless, we shall continue talking about “the average over all random variables $X_2$ that are independent of $X_1$ and have $q$ or a permutation of $q$ as probability distribution”.

We seek the value of

$$E[I_2^2(X_1 \ast X_2)] = \frac{1}{m!} \sum_{\pi \in S_m} \frac{m}{m-1} \sum_{i=0}^{m-1} \left( \sum_{j=0}^{m-1} p_j q_{\pi(j-1 \ast i)} - \frac{1}{m} \right)^2,$$

(5.14)

where we will later discuss the validity of using expected value notation here. The product of the imbalance of $X_1$ and $X_2$ is

$$I_2^2(X_1) \cdot I_2^2(X_2) = \left( \frac{m}{m-1} \right)^2 \left( \sum_{j=0}^{m-1} p_j^2 - \frac{1}{m} \right) \left( \sum_{i=0}^{m-1} q_i^2 - \frac{1}{m} \right).$$

(5.15)

We will prove that (5.14) is identical to (5.15). We need the following Lemmata.

**Lemma 5.2.3**

For any $m$-ary probability vectors $p$ and $q$ and any $i \in \mathbb{Z}_m$,

$$\sum_{\pi} \left( \sum_{j=0}^{m-1} p_j q_{\pi(j-1 \ast i)} - \frac{1}{m} \right)^2 = \sum_{\pi} \left( \sum_{j=0}^{m-1} p_j q_{\pi(j)} - \frac{1}{m} \right)^2$$

(5.16)

where $\sum_{\pi}$ is the sum over all permutations $\pi$ of $\{0, \ldots, m-1\}$.

**Proof:**

For any permutation $\pi$, define the set of pairs $M_\pi := \{(j, \pi(j)) \mid 0 \leq j \leq m-1\}$, and consider the functions $h : \mathbb{Z}_m \rightarrow \mathbb{Z}_m, h(j) := j^{-1} \ast i$, and $f : S_m \rightarrow S_m, f(\pi) := \pi \circ h$. Both $h$ and $f$ are invertible and thus the function $F : M_\pi \mapsto M_{f(\pi)}$ is also invertible. Explicitly, $M_{f(\pi)} = \{(j, \pi(j^{-1} \ast i)) \mid 0 \leq j \leq m-1\}$. Thus, the set of all $M_{f(\pi)}$, $\pi \in S_m$, is equal to the set of all $M_\pi$, $\pi \in S_m$. Now consider the pairs of indices of the products $pq$ in (5.16). On the left, one sums over all $M_{f(\pi)}$, $\pi \in S_m$, 

\[ \text{Left} = \sum_{\pi} \left( \sum_{j=0}^{m-1} p_j q_{\pi(j-1 \ast i)} - \frac{1}{m} \right)^2. \]

\[ \text{Right} = \sum_{\pi} \left( \sum_{j=0}^{m-1} p_j q_{\pi(j)} - \frac{1}{m} \right)^2. \]

The summands on the left are the same as the summands on the right, up to a permutation of $\pi$. Therefore, the two sums are equal, and we have proved (5.16).
and over all pairs of indices in $M_f(\pi)$, while on the right, one sums over all $M_\pi, \pi \in S_m$, and over all pairs of indices in $M_\pi$. Thus, equality must hold. \hfill \Box

**Lemma 5.2.4**

Let $a_0, a_1, \ldots, a_{m-1}$ be real numbers. Then, for any $0 \leq k \neq l \leq m-1$,

$$\sum_{\pi} a_{\pi(k)} = (m-1)! \sum_{i=0}^{m-1} a_i$$

and

$$\sum_{\pi} a_{\pi(k)} a_{\pi(l)} = (m-2)! \sum_{0 \leq i \neq j \leq m-1} a_i a_j,$$

where $\sum_{\pi}$ is the sum over all permutations in $S_m$. (There are analogous identities for more than two indices.)

**Proof:**

For any $0 \leq k \neq l \leq m-1$ and any $0 \leq i \neq j \leq m-1$, there are $(m-1)!$ permutations that map $k$ to $i$ and there are $(m-2)!$ permutations that map $k$ to $i$ and $l$ to $j$. \hfill \Box

We are now ready to prove the following theorem.

**Theorem 5.2.5**

Let $m \geq 2$ be an integer and $I_2^2$ be defined by (5.11); let $\mathbf{q}$ be a probability vector with $m$ elements and $X_1$ be a random variable with values on $(\mathbb{Z}_m, \ast)$. Then the average of $I_2^2(X_1 \ast X_2)$ over all random variables $X_2$ independent of $X_1$ that have $\mathbf{q}$ or a permutation of $\mathbf{q}$ as their probability distribution is

$$E[I_2^2(X_1 \ast X_2)] = I_2^2(X_1) \cdot I_2^2(\mathbf{q}). \quad (5.17)$$

**Proof:**

Let $\mathbf{p}$ be the probability distribution of $X_1$. Then the aforementioned average is

$$E[I_2^2(X_1 \ast X_2)] = \frac{1}{m!} \sum_{\pi} \frac{m}{m-1} \sum_{i=0}^{m-1} \left( \sum_{j=0}^{m-1} p_j q_{\pi(j-1 \ast i)} - \frac{1}{m} \right)^2 \quad \text{(by (5.14))}$$

$$= \frac{1}{(m-1)!} \frac{m}{m-1} \sum_{\pi} \left( \sum_{j=0}^{m-1} p_j q_{\pi(j)} - \frac{1}{m} \right)^2 \quad \text{(by Lemma 5.2.3)}$$

$$= \frac{1}{(m-1)!} \frac{m}{m-1} \sum_{\pi} \left( \sum_{j=0}^{m-1} p_j q_{\pi(j)} \right)^2 - \frac{2}{m} \sum_{j=0}^{m-1} p_j q_{\pi(j)} + \frac{1}{m^2}$$

$$= \frac{1}{(m-1)!} \frac{m}{m-1} \sum_{\pi} \left( \sum_{j=0}^{m-1} p_j q_{\pi(j)} \right)^2 - \frac{2}{m} \sum_{j=0}^{m-1} p_j q_{\pi(j)} + \frac{1}{m^2}$$
5.2. Validity of the Hypothesis for the Imbalance $I_2^2$

\[
\begin{align*}
&= \frac{1}{(m-1)!} \frac{m}{m-1} \sum_{0 \leq i, j \leq m-1} p_i p_j \sum_{\pi} q_{\pi(i)} q_{\pi(j)} \\
&\quad - \frac{1}{(m-1)!} \frac{2}{m-1} \sum_{j=0}^{m-1} p_j \sum_{\pi} q_{\pi(j)} + \frac{1}{(m-1)!} \frac{m}{m-1} \sum_{\pi} \frac{1}{m^2} \\
&\quad + \frac{1}{(m-1)!} \frac{m}{m-1} \sum_{0 \leq i \neq j \leq m-1} p_i p_j \sum_{\pi} q_{\pi(i)} q_{\pi(j)} \\
&\quad - \frac{1}{(m-1)!} \frac{2}{m-1} \sum_{j=0}^{m-1} p_j \sum_{\pi} q_{\pi(j)} + \frac{1}{(m-1)!} \frac{m}{m-1} \sum_{\pi} \frac{1}{m^2} \\
&= \frac{1}{(m-1)!} \frac{m}{m-1} \sum_{j=0}^{m-1} p_j^2 (m-1)! \sum_{i=0}^{m-1} q_i^2 \\
&\quad \text{(by Lemma 5.2.4)} \\
&\quad + \frac{1}{(m-1)!} \frac{m}{m-1} \sum_{0 \leq i \neq j \leq m-1} p_i p_j (m-2)! \sum_{0 \leq k \neq l \leq m-1} q_k q_l \\
&\quad - \frac{1}{(m-1)!} \frac{2}{m-1} \sum_{j=0}^{m-1} p_j (m-1)! \sum_{i=0}^{m-1} q_i + \frac{1}{(m-1)!} \frac{m}{m-1} \frac{m!}{m^2} \\
&= \frac{m}{m-1} \sum_{j=0}^{m-1} p_j^2 \sum_{i=0}^{m-1} q_i^2 + \frac{1}{m-1} \frac{m}{m-1} \sum_{0 \leq i \neq j \leq m-1} p_i p_j \sum_{0 \leq k \neq l \leq m-1} q_k q_l \\
&\quad - \frac{2}{m-1} \frac{1}{m-1} \\
&= \frac{m}{m-1} \sum_{j=0}^{m-1} p_j^2 \sum_{i=0}^{m-1} q_i^2 + \frac{1}{m-1} \frac{m}{m-1} \left(1 - \sum_{j=0}^{m-1} p_j^2 \right) \left(1 - \sum_{i=0}^{m-1} q_i^2 \right) - \frac{1}{m-1} \\
&= \frac{m}{m-1} \left( \sum_{j=0}^{m-1} p_j^2 \sum_{i=0}^{m-1} q_i^2 + \frac{1}{m-1} - \frac{1}{m-1} \sum_{j=0}^{m-1} p_j^2 - \frac{1}{m} \sum_{i=0}^{m-1} q_i^2 \right. \\
&\quad \left. + \frac{1}{m} \sum_{j=0}^{m-1} p_j^2 \sum_{i=0}^{m-1} q_i^2 - \frac{1}{m} \right) \\
&= \left( \frac{m}{m-1} \right)^2 \left( \sum_{j=0}^{m-1} p_j^2 \sum_{i=0}^{m-1} q_i^2 - \frac{1}{m} \sum_{j=0}^{m-1} p_j^2 - \frac{1}{m} \sum_{i=0}^{m-1} q_i^2 + \frac{1}{m^2} \right) \\
\end{align*}
\]
\[
\left( \frac{m}{m-1} \right)^2 \left( \sum_{j=0}^{m-1} p_j^2 - \frac{1}{m} \right) \left( \sum_{i=0}^{m-1} q_i^2 - \frac{1}{m} \right) = I_2^2(p) \cdot I_2^2(q) = I_2^2(X_1) \cdot I_2^2(q).
\]

\[\square\]

**Remark 5.2.6**

We wrote an expected value in (5.17) for the following reason: we can define a random variable \(Y\) whose values are \(m\)-ary random variables and which is uniformly distributed on the set of all random variables that have \(q\) or a permutation of \(q\) as their probability distribution. That is, if \(Y = y\) then \(y\) is an \(m\)-ary random variable that has \(q\) or a permutation of \(q\) as its probability distribution. Then an expression like \(I_2^2(X_1 \ast y)\) has a meaning, and the theorem says that \(E_Y[I_2^2(X_1 \ast Y)] = I_2^2(X_1) I_2^2(q)\). (The subscript \(Y\) in \(E_Y\) means that the expectation is taken on \(Y\).)

Theorem 5.2.5 still does not provide an \(m\)-ary analogue to Matsui's Piling-up Lemma since we do not yet know how far the values \(I_2^2(X_1 \ast X_2)\) are in general from \(I_2^2(X_1) \cdot I_2^2(X_2)\). In order to find this, we reuse our model of a random variable \(Y\) uniformly distributed on the set of all random variables having \(q\) or a permutation of \(q\) as probability distribution, but this time we look at the variance rather than the expected value.

We first consider \(E_Y[I_2^4(X_1 \ast Y)]\). We have, for \(X_1\) and \(X_2\) independent,

\[
I_2^4(X_1 \ast X_2) = \left( \frac{m}{m-1} \right)^2 \left( \sum_{j=0}^{m-1} \left( \sum_{i=0}^{m-1} p_j q_{j-1 \ast i} - \frac{1}{m} \right)^2 \right)^2
\]

\[
= \left( \frac{m}{m-1} \right)^2 \sum_{i=0}^{m-1} \sum_{k=0}^{m-1} \left( \sum_{j=0}^{m-1} p_j q_{j-1 \ast i} - \frac{1}{m} \right)^2 \left( \sum_{l=0}^{m-1} p_l q_{l-1 \ast k} - \frac{1}{m} \right)^2.
\]

Because \(k^{-1}\) runs over \(\mathbb{Z}_m\) as \(k\) runs over \(\mathbb{Z}_m\), we can replace \(q_{1 \ast k}\) by \(q_{l^{-1} \ast k^{-1}}\). Then the expected value is

\[
E_Y[I_2^4(X_1 \ast Y)] = \left( \frac{m}{m-1} \right)^2 \frac{1}{m!} \times
\]

\[
\sum_{i=0}^{m-1} \sum_{k=0}^{m-1} \sum_{\pi \in S_m} \left( \sum_{j=0}^{m-1} p_j q_{\pi(j-1 \ast i)} - \frac{1}{m} \right)^2 \left( \sum_{l=0}^{m-1} p_l q_{\pi(l^{-1} \ast k^{-1})} - \frac{1}{m} \right)^2.
\]

Hereafter in this chapter, we omit the group operation \(\ast\) in subscripts where no misunderstanding can occur. The following Lemma simplifies the indices in (5.18).
Lemma 5.2.7
For any $m$-ary probability distributions $p$ and $q$,

$$E_Y[I_2^4(X_1 * Y)] = \left( \frac{m}{m - 1} \right)^2 \sum_{l=0}^{m-1} \sum_{k=0}^{m-1} \left( \sum_{j=0}^{m-1} p_j q_{\pi(j)} - \frac{1}{m} \right)^2 \left( \sum_{l=0}^{m-1} p_l q_{\pi(ikl)} - \frac{1}{m} \right)^2. \tag{5.19}$$

Proof:
We show that the expressions inside the sum over $k$ are equal in (5.18) and in (5.19). We use the same technique as in Lemma 5.2.3. Let $i$ and $k$ be fixed. For any permutations $\pi$ and $\bar{\pi}$, define the sets of four-tuples $M_{\pi,\bar{\pi}} := \{(j, \pi(j), l, \bar{\pi}(l)) | 0 \leq j, l \leq m - 1\}$ and consider the functions $h_1, h_2 : \mathbb{Z}_m \to \mathbb{Z}_m, h_1(j) := j^{-1} * i, h_2(l) := l^{-1} * k^{-1}$, and $f_1, f_2 : S_m \to S_m, f_1(\pi) := \pi \circ h_1, f_2(\pi) := \pi \circ h_2$. The four indices of the $p$’s and $q$’s in (5.18) run over all $\pi \in S_m$ and all elements of $M_{f_1(\pi), f_2(\pi)}$. Since $(f_2 \circ f_1^{-1})(\pi)(l) = (\pi \circ h_1^{-1} \circ h_2)(l) = \pi(i * k * l)$, the four indices of the $p$’s and $q$’s in (5.19) run over all $\pi \in S_m$ and all elements of $M_{\pi,(f_2 \circ f_1^{-1})(\pi)}$. But because $h_1, h_2, f_1$ and $f_2$ are invertible, 
$$\{M_{f_1(\pi), f_2(\pi)} | \pi \in S_m\} = \{M_{\pi,(f_2 \circ f_1^{-1})(\pi)} | \pi \in S_m\}.$$ Thus, both expressions inside the sum over $k$ must be the same.

The averages we are taking for the moment are not symmetrical in $X_1$ and $X_2$, respectively in $p$ and $q$. Thus, we provisionally distinguish between probability vectors we write with $p$ and such we write with $q$. The following definitions will help keeping the formulas shorter.

Definition 5.2.8
For a probability vector $q$, define

$$Q_i := \sum_r q_r^i; \quad Q_{ij} := \sum_{r \neq s} q_r^i q_s^j;$$

$$Q_{ijk} := \sum_{r, s, t \text{ all different}} q_r^i q_s^j q_t^k; \quad Q_{ijkl} := \sum_{r, s, t, u \text{ all different}} q_r^i q_s^j q_t^k q_u^l.$$

All $Q$’s with more than one index can be written as functions of the $Q_i$. We need the following:

Lemma 5.2.9
1. $Q_{11} = 1 - Q_2$;
2. $Q_{21} = Q_2 - Q_3$;
3. $Q_{31} = Q_3 - Q_4$;
4. \( Q_{22} = Q_2^2 - Q_4; \)

5. \( Q_{111} = 1 - 3Q_2 + 2Q_3; \)

6. \( Q_{211} = Q_2 - 2Q_3 + 2Q_4 - Q_2^2; \)

7. \( Q_{1111} = 1 - 6Q_2 + 8Q_3 + 3Q_2^2 - 6Q_4. \)

We will also use the following abbreviations:

**Definition 5.2.10**

For an \( m \)-ary probability vector \( p \) and for any \( j \in \mathbb{Z}_m \), define

- \( P_r := \sum_n p_r^n; \)
- \( P_{rs} := P_{rs}(j) := \sum_n p_r^n p_s^j; \)
- \( P_{rst} := P_{rst}(j) := \sum_n p_r^n p_s^j p_t^n; \)

Notice that the \( P \)'s are not defined the same way as the \( Q \)'s. Moreover, they depend on \( j \). They have the following properties, that we state without their simple proofs.

**Lemma 5.2.11**

Let \( e_\ast \) be the neutral element, \( j \) be an element of order two, and \( i \) be any element, of \( \langle \mathbb{Z}_m, \ast \rangle \). Then

1. \( P_{rs}(e_\ast) = P_{r+s} \) and \( P_{rst}(e_\ast) = P_{r+s+t} \);

2. \( P_{rs}(i^{-1}) = P_{sr}(i) \);

3. \( P_{rs}(j) = P_{rs}(j^{-1}) = P_{sr}(j) \) and \( P_{rst}(j) = P_{r+t,s}(j) \).

If we fix \( i \) and \( k \), the inner summation including only \( \pi, j \) and \( l \) in (5.19) can be decomposed into nine parts as follows:

\[
\sum_{\pi \in S_m} \left( \sum_{j=0}^{m-1} p_j q_{\pi(j)} - \frac{1}{m} \right)^2 \left( \sum_{l=0}^{m-1} p_l q_{\pi(ikl)} - \frac{1}{m} \right)^2 =
\]

\[
\begin{aligned}
\text{1} & (ik) - \frac{2}{m} \text{2} (ik) + \frac{1}{m^2} \text{3} (ik) - \frac{2}{m^2} \text{4} (ik) + \frac{4}{m^3} \text{5} (ik) - \frac{2}{m^3} \text{6} (ik) \\
& + \frac{1}{m^2} \text{7} (ik) - \frac{2}{m^3} \text{8} (ik) + \frac{1}{m^4} \text{9} (ik)
\end{aligned}
\]

(5.20)

where
We show in the appendix to this chapter (Proposition 5.A.1) that

\[ 1(ik) = (m - 1)!Q_4 P_{22}(ik) \]
\[ + (m - 2)!Q_{31}(2P_{12}(ik) + 2P_{21}(ik) - 4P_{22}(ik)) \]
\[ + (m - 2)!Q_{22}(P_2^2 + 2P_{11}(ik) - 3P_{22}(ik)) \]
\[ + (m - 3)!Q_{211}(2P_2 + 4P_{11}(ik) - 6P_{12}(ik) - 6P_{21}(ik)) \]
\[ + 12P_{22}(ik) - 2P_2^2 - 4P_{11}^2(ik) \]
\[ + (m - 4)!Q_{1111}(1 - 2P_2 - 4P_{11}(ik) + 4P_{12}(ik) + 4P_{21}(ik)) \]
\[ + P_2^2 + 2P_{11}^2(ik) - 6P_{22}(ik) \]

\[ 2(ik) = (m - 1)!Q_3 P_{21}(ik) + (m - 2)!Q_{21}(P_2 + 2P_{11}(ik) - 3P_{21}(ik)) \]
\[ + (m - 3)!Q_{111}(1 - P_2 - 2P_{11}(ik) + 2P_{21}(ik)) \]

\[ 3(ik) = (m - 1)!Q_2 P_2 + (m - 2)!Q_{11}(1 - P_2) \]

\[ 4(ik) = (m - 1)!Q_3 P_{12}(ik) + (m - 2)!Q_{21}(P_2 + 2P_{11}(ik) - 3P_{12}(ik)) \]
\[ + (m - 3)!Q_{111}(1 - P_2 - 2P_{11}(ik) + 2P_{12}(ik)) \]

\[ 5(ik) = (m - 1)!Q_2 P_{11}(ik) + (m - 2)!Q_{11}(1 - P_{11}(ik)) \]
for all \(i,k\). At this point we restrict our study to the interesting cases \(m \geq 4\). (Indeed, what happens to \(i(ik)\) if \(m < 4\)? Factorials of negative integers are not defined. In fact, if one does the calculation for \(m < 4\), then one finds that the term beginning with \((m - 4)!\) does not occur if \(m < 4\) and that the one beginning with \((m - 3)!\) does not occur if \(m < 3\). The same holds for \(2(ik)\) and \(4(ik)\).) In the next step we sum the above result over all \(i\) and \(k\) in \(\mathbb{Z}_m\). We use the fact that

\[
\sum_{i,k} P_{rs}(ik) = \sum_{i,k} \sum_n p^n_i P_{ikn} = \sum_n p^n_r \sum_i \sum_k p^n_{ikn} = \sum_n p^n_r \sum_i P_s
\]

\[
= \sum_n p^n_r m P_s = m P_r P_s. \tag{5.21}
\]

In particular, \(\sum_{i,k} P_{1s}(ik) = m P_s\). Hence, if we sum each of the nine parts over \(i\) and \(k\) and make use of Proposition 5.2.9, we get

\[
\sum_{i,k} \begin{align*}
\begin{align*}
(ik) &= P^2_2(m - 4)! \left[2m^3 Q_4 - 8m^2 Q_3 - (2m^3 - 12m^2)Q_2 \right. \\
&\quad + (m^4 - 6m^3 + 6m^2)Q_2^2 + (m^2 - 6m) \bigg] \\
&\quad + P_2(m - 4)! \left[-4m^2 Q_4 + 16mQ_3 + (2m^3 - 6m^2 - 12m)Q_2 \\
&\quad - (2m^3 - 12m^2 + 12m)Q_2^2 - (2m^2 - 8m) \right] \\
&\quad + \sum_{i,k} P^2_1(ik) (m - 4)! \left[-(2m^2 - 2m)Q_4 + (8m - 8)Q_3 \\
&\quad - 4mQ_2 + (2m^2 - 6m + 6)Q_2^2 + 2 \right] \\
&\quad + (m - 4)! \left[2m^2 Q_4 - 8mQ_3 - (2m^2 - 12m)Q_2 \\
&\quad - m^2 Q_2^2 + (m^2 - 4m) \right]
\end{align*}
\end{align*}
\]
5.2. Validity of the Hypothesis for the Imbalance $I_2^2$

\[
\sum_{i,k} \sum \begin{cases} (2)(ik) & = m(m-2)! (1 - Q_2 - P_2 + mQ_2P_2) \\
(3)(ik) & = m^2(m-2)! (1 - Q_2 - P_2 + mQ_2P_2) \\
(4)(ik) & = \sum_{i,k} (2)(ik) \\
(5)(ik) & = m! \\
(6)(ik) & = m^2(m-1)! \\
(7)(ik) & = \sum_{i,k} (3)(ik) \\
(8)(ik) & = \sum_{i,k} (6)(ik) \\
(9)(ik) & = m^2m! 
\end{cases}
\]

Then

\[
\sum_{i,k} \left( \begin{cases} (1)(ik) & = \frac{2}{m}(2)(ik) + \frac{1}{m^2}(3)(ik) - \frac{2}{m}(4)(ik) + \frac{4}{m^2}(5)(ik) - \frac{2}{m^3}(6)(ik) \\
& + \frac{1}{m^2}(7)(ik) - \frac{2}{m^3}(8)(ik) + \frac{1}{m^4}(9)(ik) \end{cases} \right)
\]

\[
= P_2^2 (m - 4)! \left[ 2m^3Q_4 - 8m^2Q_3 - (2m^3 - 12m^2)Q_2 \\
+ (m^4 - 6m^3 + 6m^2)Q_2^2 + (m^2 - 6m) \right] \\
+ P_2 (m - 4)! \left[ -4m^2Q_4 + 16mQ_3 + (4m^2 - 24m)Q_2 \\
- (2m^3 - 12m^2 + 12m)Q_2^2 - (2m - 12) \right] \\
+ \sum_{i,k} P_{11}^2 (ik) (m - 4)! \left[ -(2m^2 - 2m)Q_4 + (8m - 8)Q_3 \\
- 4mQ_2 + (2m^2 - 6m + 6)Q_2^2 + 2 \right] \\
+ (m - 4)! \left[ 2m^2Q_4 - 8mQ_3 - (2m + 12)Q_2 - m^2Q_2^2 - \frac{m + 6}{m} \right].
\]

Finally, multiplying by \((\frac{m}{m-1})^2 \frac{1}{m!}\) gives the desired expected value so we have:
Proposition 5.2.12
Let \( m \geq 4 \) be an integer and \( I^2_2 \) be defined by (5.11); let \( p \) and \( q \) be probability vectors with \( m \) components and \( X_1 \) be a random variable with values on \((\mathbb{Z}_m, *)\) and probability distribution \( p \). Then the average of \( I^4_2(X_1 \ast X_2) \) over all random variables \( X_2 \) independent of \( X_1 \) and having \( q \) or a permutation of \( q \) as their probability distribution is

\[
E[I^4_2(X_1 \ast X_2)] = \frac{1}{(m-1)^2(m-2)^2(m-3)^2} \left\{ P^2_2 \left[ 2m^3Q_4 - 8m^2Q_3 - (2m^3 - 12m^2)Q_2 
+ (m^4 - 6m^3 + 6m^2)Q_2^2 + (m^2 - 6m) \right]
+ P_2 \left[ -4m^2Q_4 + 16mQ_3 + (4m^2 - 24m)Q_2
- (2m^3 - 12m^2 + 12m)Q_2^2 - (2m - 12) \right]
+ \sum_{i,k} P^2_{11}(ik) \left[ -(2m^2 - 2m)Q_4 + (8m - 8)Q_3
- 4mQ_2 + (2m^2 - 6m + 6)Q_2^2 + 2 \right]
+ \left[ 2m^2Q_4 - 8mQ_3 - (2m + 12)Q_2 - m^2Q_2^2 - \frac{m + 6}{m} \right] \right\}.
\] (5.22)

However, this is not yet fully satisfying because \( \sum_{i,k} P^2_{11}(ik) \) still depends on the probability vector \( p \). Thus, if we take a permutation of \( p \), then \( E[I^4_2(X_1 \ast X_2)] \) changes. Averaging over all permutations of \( p \) will allow us to get rid of this inconvenience and to obtain an expression symmetrical in \( P \) and \( Q \).

5.2.2 Averaging Over Two Random Variables

In the preceding subsection, the random variable \( X_1 \) was fixed. We now want to average further the expressions found above, namely over all \( X_1 \) having \( p \) or a permutation of \( p \) as probability distribution. We do this by considering a random variable \( X \) which is uniformly distributed over the set of all random variables having \( p \) or a permutation of \( p \) as probability distribution. This means that in the end we obtain averages over all pairs of independent random variables \((X_1, X_2)\) such that \( X_1 \) has \( p \) or a permutation of \( p \) as its probability distribution and \( X_2 \) has \( q \) or a
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permutation of $q$ as its probability distribution. We seek expressions for such an average of $I_2^2(X_1 * X_2)$ and of $I_2^4(X_1 * X_2)$.

The first of these averages is easy to obtain.

\textbf{Theorem 5.2.13}

Let $m \geq 4$ be an integer and $I_2^2$ be defined by (5.11); let $p$ and $q$ be probability vectors with $m$ elements. Then the average of $I_2^2(X_1 * X_2)$ over all pairs of independent random variables $(X_1, X_2)$ such that $X_1$ has $p$ or a permutation of $p$ as probability distribution and $X_2$ has $q$ or a permutation of $q$ as probability distribution, is

$$E[I_2^2(X_1 * X_2)] = I_2^2(p) \cdot I_2^2(q). \quad (5.23)$$

\textbf{Proof:}

This follows immediately from Theorem 5.2.5 since what one must do is to average the right side of (5.17) over all such random variables $X_1$. But $I_2^2(q)$ is a constant and $I_2^2(X_1) = I_2^2(p)$ for all the random variables $X_1$ considered. \qed

To obtain the average of $I_2^4(X_1 * X_2)$, we must average the right side of (5.22) over all random variables $X_1$ having $p$ or a permutation of $p$ as probability distribution. Again, by the same argument as for the average over $X_2$, it is enough to consider only the average over all permutations of $p$. Since $P_i$ remains constant when one permutes the components of $p$, the only part of the expression that will be affected is $\sum_{i,k} P_{11}^2(ik)$. Averaging $\sum_{i,k} P_{11}^2(ik)$ over all probability vectors obtained from a permutation of $p$ (including the identity permutation) gives

$$\frac{1}{m!} \sum_{i,k} P_{11}^2(ik) = \frac{1}{m!} \sum_{i} \sum_{i,k} \left( \sum_{n} P_{\pi(n)} P_{\pi(ikn)} \right)^2$$

$$= \frac{1}{m!} \sum_{i,k} \sum_{l,n} \sum_{\pi} P_{\pi(l)} P_{\pi(n)} P_{\pi(ikl)} P_{\pi(ikn)}. \quad (5.24)$$

Here we drop the distinction made between the probability distributions written as $p$ as those written as $q$. Further considerations are based on the following Lemma.
Lemma 5.2.14

Let $e_*$ be the neutral element and $j$ be any element of $\langle \mathbb{Z}_m, \ast \rangle$, and let $p$ be an $m$-ary probability vector. Then

$$
\sum_{\pi \in S_m} \sum_{l=0}^{m-1} \sum_{n=0}^{m-1} p_{\pi(l)}p_{\pi(n)}p_{\pi(jl)}p_{\pi(jn)} = \begin{cases} 
m! P_2^2, & j = e_* \\
\frac{m!}{(m-1)(m-3)} \left(1 - 6P_2 + 8P_3 + (2m - 3)P_2^2 - 2mP_4\right), & \text{ord}(j) = 2 \\
\frac{m!}{(m-1)(m-2)} \left(1 - 4P_2 + 4P_3 + (m - 1)P_2^2 - mP_4\right), & \text{ord}(j) > 2.
\end{cases}
$$

Proof:

If $j = e_*$, then

$$
\sum_{\pi \in S_m} \sum_{l=0}^{m-1} \sum_{n=0}^{m-1} p_{\pi(l)}p_{\pi(n)}p_{\pi(jl)}p_{\pi(jn)} = \sum_{\pi \in S_m} \sum_{l=0}^{m-1} \sum_{n=0}^{m-1} p_{\pi(l)}^2 p_{\pi(n)}^2 = \sum_{\pi \in S_m} \left(\sum_{l=0}^{m-1} p_{\pi(l)}^2\right)^2 = m! P_2^2.
$$

If ord($j$) = 2, then we split the sum into partial sums where $l = n$; $l = jn$; and where $l, n, jl,$ and $jn$ are all different. If $l = n$ (which happens for $m$ pairs $(l, n)$), then, by Lemmata 5.2.4 and 5.2.9,

$$
\sum_{\pi \in S_m} p_{\pi(l)}p_{\pi(n)}p_{\pi(jl)}p_{\pi(jn)} = \sum_{\pi \in S_m} p_{\pi(l)}^2 p_{\pi(jl)}^2 = (m - 2)! \sum_{0 \leq i < j \leq m-1} p_{i}^2 p_{j}^2 = (m - 2)! (P_2^2 - P_4).
$$

If $l = jn$, which also occurs for $m$ pairs $(l, n)$, then $n = jl$ and we have

$$
\sum_{\pi \in S_m} p_{\pi(l)}p_{\pi(n)}p_{\pi(jl)}p_{\pi(jn)} = \sum_{\pi \in S_m} p_{\pi(l)}^2 p_{\pi(n)}^2 = (m - 2)! (P_2^2 - P_4).
$$
And if \( l, n, jl \) and \( jn \) are all different, which occurs for the remaining \( m(m-2) \) pairs \((l, n)\), then, by Lemmata 5.2.4 and 5.2.9,

\[
\sum_{\pi \in S_m} p_{\pi(l)} p_{\pi(n)} p_{\pi(jl)} p_{\pi(jn)} = (m-4)! \sum_{r,s,t,u \text{ all different}} p_r p_s p_t p_u
\]

\[
= (m-4)! (1 - 6P_2 + 8P_3 + 3P_2^2 - 6P_4).
\]

Now summing over all pairs \((l, n)\) gives

\[
\sum_{l,n} \sum_{\pi \in S_m} p_{\pi(l)} p_{\pi(n)} p_{\pi(jl)} p_{\pi(jn)}
\]

\[
= 2m(m-2)! (P_2^2 - P_4) + m(m-2)(m-4)! (1 - 6P_2 + 8P_3 + 3P_2^2 - 6P_4)
\]

\[
= \frac{m!}{(m-1)(m-3)} \left( 1 - 6P_2 + 8P_3 + (2m-3)P_2^2 - 2mP_4 \right).
\]

The proof for the case \( \text{ord}(j) > 2 \) is similar. The sum over all pairs \((l, n)\) is split into partial sums over pairs where: \( l = n; n = jl; l = jn \) (each time \( m \) pairs); \( l, n, jl, jn \) all different \((m(m-3) \) pairs). The first partial sum gives \((m-2)! (P_2^2 - P_4)\), the second and the third one \((m-3)! (P_2 - 2P_3 + 2P_4 - P_2^2)\), and the last one \((m-4)! (1 - 6P_2 + 8P_3 + 3P_2^2 - 6P_4)\).

Now the multiset \( \{ik | i, k \in \mathbb{Z}_m\} \) contains each element of \( \langle \mathbb{Z}_m, * \rangle \) \( m \) times. Let \( n \) be the number of elements of order two in \( \langle \mathbb{Z}_m, * \rangle \). Then, by Lemma 5.2.14 and with (5.24),

\[
\frac{1}{m!} \sum_{\pi} \sum_{i,k} P_{11}^2(ik)
\]

\[
= mP_2^2 + \frac{mn}{(m-1)(m-3)} \left( 1 - 6P_2 + 8P_3 + (2m-3)P_2^2 - 2mP_4 \right)
\]

\[
+ \frac{m(m-n-1)}{(m-1)(m-2)} \left( 1 - 4P_2 + 4P_3 + (m-1)P_2^2 - mP_4 \right).
\]

(5.26)

Armed with this result and Proposition 5.2.12, we can state:
Proposition 5.2.15
Let $m \geq 4$ be an integer, let $\ast$ be a group operation on $\mathbb{Z}_m$ such that the group $(\mathbb{Z}_m, \ast)$ has $n$ elements of order two and let $I_2^\ast$ be defined by (5.11); let $\mathbf{p}$ and $\mathbf{q}$ be probability vectors with $m$ components and let $(X,Y)$ be a uniformly distributed random variable on the set of all pairs of independent random variables whose first component has $\mathbf{p}$ or a permutation of $\mathbf{p}$, and whose second component has $\mathbf{q}$ or a permutation of $\mathbf{q}$, as probability distribution. Then

$$E_{XY}[I_2^\ast(X \ast Y)] = A_m(\mathbf{p}, \mathbf{q}) + nB_m(\mathbf{p}, \mathbf{q})$$

where

$$A_m(\mathbf{p}, \mathbf{q}) = \frac{m}{(m-1)^3(m-2)^2(m-3)} \times \left\{ Q_2^2P_2^2\left(m^5 - 4m^4 + 18m^2 - 18m\right) + m\left(m^2 - 4m + 6\right)\left[Q_2^2\left(1 - 2mP_2\right) + P_2^2\left(1 - 2mQ_2\right)\right] + 8m\left(m^2 - 3m + 3\right)\left[Q_2^2\left(P_3 - \frac{m}{4}P_4\right) + P_2^2\left(Q_3 - \frac{m}{4}Q_4\right)\right] + 8m\left[\left(Q_3 - \frac{m}{4}Q_4\right)\left(1 - 2mP_2\right) + \left(P_3 - \frac{m}{4}P_4\right)\left(1 - 2mQ_2\right)\right] + 32m\left(m - 1\right)\left(Q_3 - \frac{m}{4}Q_4\right)\left(P_3 - \frac{m}{4}P_4\right) + \frac{1}{m}\left(m^2 - 4m + 12\right)\left(1 - 2mQ_2\right)\left(1 - 2mP_2\right) \right\}$$

and

$$B_m(\mathbf{p}, \mathbf{q}) = \frac{2m^2}{(m-1)^4(m-2)^2(m-3)^2} \times \left[ Q_2^2\left(m^2 - 3m + 3\right) + \left(1 - 2mQ_2\right) + 4(m - 1)\left(Q_3 - \frac{m}{4}Q_4\right) \right] \times \left[ P_2^2\left(m^2 - 3m + 3\right) + \left(1 - 2mP_2\right) + 4(m - 1)\left(P_3 - \frac{m}{4}P_4\right) \right].$$

Proof:
One averages the right side of (5.22) over all permutations of $\mathbf{p}$. With (5.26), the proof consists only of expansions and factorisations. □
Notice that $E_{XY}[I_2^4(X \ast Y)]$ depends only on the number of elements of order two in $(\mathbb{Z}_m, \ast)$. We are still not finished: this expression is too complicated and what we are really interested in is the variance of $I_2^2(X_1 \ast X_2)$, not the average of $I_2^4(X_1 \ast X_2)$.

**Lemma 5.2.16**

For any $m$ and any probability vectors $\mathbf{p}$ and $\mathbf{q}$,

$$A_m(\mathbf{p}, \mathbf{q}) - (m - 3)B_m(\mathbf{p}, \mathbf{q}) = I_2^4(\mathbf{p})I_2^4(\mathbf{q}).$$

**Proof:**

Equation (5.11) can also be written as $I_2^2(\mathbf{p}) = (mP_2 - 1)/(m - 1)$ and similarly for $I_2^2(\mathbf{q})$. A comparison between $A_m$ and $B_m$ shows that, for the components where $Q_3 - \frac{m}{4}Q_4$ or $P_3 - \frac{m}{4}P_4$ occur, the coefficients in $A_m$ are always $m - 3$ times as large as those in $B_m$. Thus, $A_m - (m - 3)B_m$ is composed of coefficients containing only $Q_2Q_2^2P_2$ and $P_2^2$. One shows that in $A_m - (m - 3)B_m$ the coefficient of $Q_2^2P_2^2$ is $\frac{m^4}{(m-1)^4}$, the coefficients of $Q_2^2(1 - 2mP_2)$ and of $P_2^2(1 - 2mQ_2)$ are $\frac{m^2}{(m-1)^4}$, and the coefficient of $(1 - 2mQ_2)(1 - 2mP_2)$ is $\frac{1}{(m-1)^4}$. Therefore,

$$A_m(\mathbf{p}, \mathbf{q}) - (m - 3)B_m(\mathbf{p}, \mathbf{q})$$

$$= \frac{1}{(m-1)^4} \left[ m^4Q_2^2P_2^2 + m^2Q_2^2(1 - 2mP_2) + m^2P_2^2(1 - 2mQ_2) ight.$$  

$$+ (1 - 2mQ_2)(1 - 2mP_2) \right]$$

$$= \frac{1}{(m-1)^4} (mQ_2 - 1)^2 (mP_2 - 1)^2 = I_2^4(\mathbf{p})I_2^4(\mathbf{q}).$$

After the next definition, we will be able to write the variance of $I_2^2(X_1 \ast X_2)$ on a more compact way.

**Definition 5.2.17**

For any non-uniform probability vector $\mathbf{p}$, define

$$F(\mathbf{p}) := \frac{4P_3 - mP_4 - 3P_2^2}{I_2^2(\mathbf{p})} = \frac{4P_3 - mP_4 - 3P_2^2}{(mP_2 - 1)^2} (m - 1)^2. \quad (5.27)$$

At last, we have:
Theorem 5.2.18

Let $m \geq 4$ be an integer, let $\ast$ be a group operation on $\mathbb{Z}_m$ such that the group $(\mathbb{Z}_m, \ast)$ has $n$ elements of order two and let $I_2^2$ be defined by (5.11); let $p$ and $q$ be probability vectors with $m$ elements and $(X, Y)$ be a uniformly distributed random variable on the set of all pairs of independent random variables whose first component has $p$ or a permutation of $p$, and whose second component $q$ or a permutation of $q$, as probability distribution. Then

\[
E_{XY}[\Delta_2^2(X \ast Y)] = 1 \quad \text{and} \\
Var_{XY}(\Delta_2^2(X \ast Y)) = \frac{2m^2(n + m - 3)}{(m - 1)^2(m - 2)^2(m - 3)^2} \times \left( (m - 1) + F(p) \right) \left( (m - 1) + F(q) \right).
\]

Proof:

The first equation is a restatement of Theorem 5.2.13. As to the second equation, we first have

\[
Var(\Delta_2^2) = E[\Delta_2^4] - E[\Delta_2^2]^2 = \frac{E_{XY}[I_2^4(X \ast Y)]}{I_2^4(p)I_2^4(q)} - 1
\]

\[
= \frac{A_m(p, q) + nB_m(p, q)}{A_m(p, q) - (m - 3)B_m(p, q)} - 1
\]

\[
= \frac{(n + m - 3)B_m(p, q)}{A_m(p, q) - (m - 3)B_m(p, q)} \cdot \frac{(n + m - 3)B_m(p, q)}{I_2^4(p)I_2^4(q)}
\]

\[
= (n + m - 3)B_m(p, q) \left( \frac{(m - 1)^4}{(mQ_2 - 1)^2(mp^2 - 1)^2} \right).
\]

Moreover, we can rewrite $B_m(p, q)$ differently; for $q$, we have

\[
Q_2^2 \left( m^2 - 3m + 3 \right) + \left( 1 - 2mQ_2 \right) + 4(m - 1) \left( Q_3 - \frac{m}{4} Q_4 \right)
\]

\[
= (mQ_2 - 1)^2 - 3(m - 1)Q_2^2 + 4(m - 1)Q_3 - m(m - 1)Q_4
\]

\[
= \frac{(mQ_2 - 1)^2}{m - 1} \left( (m - 1) + \frac{4(m - 1)^2Q_3 - m(m - 1)^2Q_4 - 3(m - 1)Q_2^2}{(mQ_2 - 1)^2} \right)
\]

\[
= \frac{(mQ_2 - 1)^2}{m - 1} \left( (m - 1) + F(q) \right)
\]

and accordingly for $p$. Thus,
5.2. Validity of the Hypothesis for the Imbalance $I_2^2$

\[ B_m(p, q) = \frac{2m^2}{(m-1)^4(m-2)^2(m-3)^2} \]
\[
\times \left[ Q_2^2 \left( m^2 - 3m + 3 \right) + \left( 1 - 2mQ_2 \right) + 4(m-1) \left( Q_3 - \frac{m}{4} Q_4 \right) \right] \\
\times \left[ P_2^2 \left( m^2 - 3m + 3 \right) + \left( 1 - 2mP_2 \right) + 4(m-1) \left( P_3 - \frac{m}{4} P_4 \right) \right] \\
= \frac{2m^2 (mQ_2 - 1)^2 (mP_2 - 1)^2}{(m-1)^4(m-2)^2(m-3)^2} \left( mQ_2 - 1 \right) \left( mP_2 - 1 \right) \\
\times \left( (m-1) + F(p) \right) \left( (m-1) + F(q) \right). \]

Then

\[ \text{Var}(\Delta_2^2) = (n + m - 3)B_m(p, q) \frac{(m-1)^4}{(mQ_2 - 1)^2 (mP_2 - 1)^2} \]
\[ = \frac{2m^2(n + m - 3)}{(m-1)^2(m-2)^2(m-3)^2} \left( (m-1) + F(p) \right) \left( (m-1) + F(q) \right). \]

Remark 5.2.19

If \( m \geq 4 \) is a power of 2, then if the group operation is \( \oplus_m \), addition mod \( m \), we have \( n = 1 \), and if it is \( \oplus \), bitwise addition mod 2, we have \( n = m - 1 \). Thus, \( \text{Var}(\Delta_2^2) \) is always twice as large for \( \oplus \) as for \( \oplus_m \), and for all other groups it lies between these values. (All groups whose order is a power of 2 must have at least one element of order 2: all elements have as order a power of 2; let \( \text{ord}(a) = 2^k \); then \( \text{ord}(a^{2^{k-1}}) = 2 \).)

Finally, we prove that \( \text{Var}_{XY}(\Delta_2^2(X \ast Y)) \) is upper-bounded by an expression that behaves like \( 1/m \) for large \( m \). We need the following inequality.

Lemma 5.2.20

For any positive integer \( m \) and any vector \( r = (r_0, \ldots, r_{m-1}) \) in \( \mathbb{R}^m \), we have

\[ m^3 R_4 - 4m^2 R_3 R_1 - m^2 R_2^2 + 8mR_2 R_1^2 - 4R_1^4 \geq 0, \]

(5.28)

where \( R_j = \sum_{i=0}^{m-1} r_i^j \), with equality if and only if either all \( r_i \) are equal, or \( m \) is even and half of the \( r_i \) are equal to some real number \( s_1 \) while the other \( r_i \)'s are equal to some real number \( s_2 \).

Proof:

Let \( G(r) := m^3 R_4 - 4m^2 R_3 R_1 - m^2 R_2^2 + 8mR_2 R_1^2 - 4R_1^4 \). It is easily seen that \( G(\alpha r) = \alpha^4 G(r) \) for any real number \( \alpha \). Let 1 denote the all-one vector.
vector in $\mathbb{R}^m$. We show next that $G(r + 1) = G(r)$ for all $r$ in $\mathbb{R}^m$. Let $t_i = r_i + 1, i = 0, 1, \ldots, m - 1$, $t = (t_0, \ldots, t_{m-1})$, and $T_j = \sum_{i=0}^{m-1} t_i^j$. Then

$$T_1 = R_1 + m,
T_2 = R_2 + 2R_1 + m,
T_3 = R_3 + 3R_2 + 3R_1 + m,
T_4 = R_4 + 4R_3 + 6R_2 + 4R_1 + m$$

and

$$G(t) = m^3 T_4 - 4m^2 T_3 T_1 - m^2 T_2^2 + 8m T_2 T_1^2 - 4T_1^4$$

$$= m^3 (R_4 + 4R_3 + 6R_2 + 4R_1 + m)
- 4m^2 (R_3 + 3R_2 + 3R_1 + m)(R_1 + m) - m^2 (R_2 + 2R_1 + m)^2
+ 8m (R_2 + 2R_1 + m)(R_1 + m)^2 - 4(R_1 + m)^4$$

$$= R_4 (m^3) + R_3 (4m^3 - 4m^3) + R_2 (6m^3 - 12m^3 - 2m^3 + 8m^3)
+ R_1 (4m^3 - 4m^3 - 12m^3 - 4m^3 + 16m^3 + 16m^3 - 16m^3)
+ 1 (m^4 - 4m^4 - m^4 + 8m^4 - 4m^4)
+ R_2 (-12m^2 - 4m^2 + 32m^2 + 8m^2 - 24m^2)
+ R_1 R_2 (-12m^2 - 4m^2 + 16m^2) + R_1 R_3 (-4m^2)
+ R_2 (-m^2) + R_3 (16m - 16m) + R_2 R_2 (8m) + R_1 (-4)$$

$$= m^3 R_4 - 4m^2 R_1 R_3 - m^2 R_2^2 + 8m R_2 R_2 - 4R_1^4$$

$$= G(r).$$

Now $G(r + a 1) = G(r)$ for all $r \in \mathbb{R}^m$ and all $a \in \mathbb{R}$, because $G(r + a 1) = a^4 G(\frac{1}{a} r + 1) = a^4 G(r / a) = G(r)$. Thus, it is enough to prove (5.28) on the hyperplane

$$\{ \alpha \cdot 1 \mid \alpha \in \mathbb{R} \}^\perp = \{ r \mid \sum_{i=0}^{m-1} r_i = 0 \} = \{ r \mid R_1 = 0 \}.$$

But if $R_1 = 0$, then $G(r) = m^3 R_4 - m^2 R_2^2$. Thus, we have to show that $m^3 R_4 - m^2 R_2^2 \geq 0$ for all $r$ with $R_1 = 0$. But in fact, $m^3 R_4 - m^2 R_2^2 \geq 0$ for all $r$ in $\mathbb{R}^m$: consider a random variable $X$ such that $P_X(r_i^2) = 1/m, i = 0, \ldots, m - 1$. Then $E[X] = \frac{1}{m} \sum_{i=0}^{m-1} r_i^2 = \frac{1}{m} R_2$ and $E[X^2] = \frac{1}{m} \sum_{i=0}^{m-1} r_i^4 = \frac{1}{m} R_4$ from which it follows that $m^3 R_4 - m^2 R_2^2 = m^4 \text{Var}(X) \geq 0$.

As to equality in (5.28): it is easy to verify that the above condition is sufficient. Now let $G(r) = 0$ but do not let all $r_i$ be equal. Let $t = r - \frac{R_1}{m} 1$. Then $G(t) = 0$ and $T_1 = 0$. Again, consider a random variable $X$ such that $P_X(t_i^2) = 1/m, i = 0, \ldots, m - 1$; then $0 = G(t) = m^4 \text{Var}(X)$ so $X$
is constant. Thus, all $t_i^2$ are equal. Because $\sum_{i=0}^{m-1} t_i = 0$, it follows that half of the $t_i$ are equal to some real number $t$ and the other $t_i$ are equal to $-t$, and that $m$ is even. Then half of the $r_i$ are equal to $s_1 := t + R_1/m$ and the others are equal to $s_2 := -t + R_1/m$.

**Corollary 5.2.21**

For any integer $m \geq 2$ and any non-uniform $m$-ary probability distribution $p$,

$$F(p) \leq -4 \left( \frac{m-1}{m} \right)^2.$$  \hspace{1cm} (5.29)

**Proof:**

$$F(p) = -\left( \frac{G(p)}{(mP_2 - 1)^2} + 4 \right) \frac{(m-1)^2}{m^2} \leq -4 \left( \frac{m-1}{m} \right)^2.$$  \hspace{1cm} (5.29)

It follows now that $(m-1) + F(p) \leq \frac{(m-1)(m-2)^2}{m^2}$ and hence that

$$\operatorname{Var}_{X,Y}(\Delta_2) \leq \frac{2(n + m - 3)(m - 2)^2}{m^2(m - 3)^2} \approx \frac{2(n + m - 3)}{m^2}.$$  \hspace{1cm} (5.30)

When $m$ is a power of two, then $1 \leq n \leq m - 1$; it follows from (5.30) and Theorem 5.2.18 that if $m$ is a large enough power of two, then $\Delta_2(X_1 \ast X_2)$ is almost always equal to one, that is, that the piling-up hypothesis holds for two random variables. Actually, depending on what one means by "≈", values of $m$ like 8 or 16 might be enough; for instance, if it is enough for a random variable with expected value 1 to have a variance of at most 0.3 in order that it be declared as "more or less constant", then the piling-up hypothesis must be considered as valid in the following two examples: if $m = 8$ and $\ast$ is mod 8-addition, then $n = 1$ and the upper bound in (5.30) is $432/1600$, which is small enough; or if $m = 16$ and $\ast$ is the bitwise addition mod 2, then $n = 15$ and the upper bound is $10976/43264$. In both cases, such a "small" $m$ would be enough. If $m$ is not a power of two, we also have $n \leq m - 1$ (although the upper bound cannot always be reached) so we can draw the same conclusions.

We summarize the results of the chapter as:

**Theorem 5.2.22**

Let $m$ be a large integer and $\ast$ be a group operation on $\mathbb{Z}_m$. Then

$$I_2^2(X_1 \ast X_2) \approx I_2^2(X_1) \cdot I_2^2(X_2)$$

for almost all independent $m$-ary random variables $X_1$ and $X_2$. \hspace{1cm} \square
Remark 5.2.23
Because the piling-up hypothesis holds for $I_2^2$, we believe that this imbalance measure is the "right one". It is also easy to compute for any probability distribution. Moreover, in the binary case, as mentioned in Chapter 2, the probability of success of the attack, for some fixed value of the key, increases with the square of the key-dependent imbalance; but the square of the imbalance is precisely $I_2^2$, since $I_2$ reduces to the binary imbalance when $m = 2$. This strengthens our conviction that $I_2^2$ is the right measure to use both in the binary generalisation of linear cryptanalysis and in the group generalisation of linear cryptanalysis. This should also allow a better comparison of both attacks.

5.A Proof of The Nine Parts

Proposition 5.A.1
Let $m \geq 4$ be an integer, $p$ and $q$ probability vectors of length $m$ and $i, k$ two elements of the group $(\mathbb{Z}_m, \ast)$. Define

1. $(ik) = \sum_{\pi} \left( \sum_j p_j q_{\pi(j)} \right)^2 \left( \sum_l p_l q_{\pi(ikl)} \right)^2$
2. $(ik) = \sum_{\pi} \sum_j p_j q_{\pi(j)} \left( \sum_l p_l q_{\pi(ikl)} \right)^2$
3. $(ik) = \sum_{\pi} \left( \sum_l p_l q_{\pi(ikl)} \right)^2$
4. $(ik) = \sum_{\pi} \left( \sum_j p_j q_{\pi(j)} \right)^2 \sum_l p_l q_{\pi(ikl)}$
5. $(ik) = \sum_{\pi} \sum_j p_j q_{\pi(j)} \sum_l p_l q_{\pi(ikl)}$
6. $(ik) = \sum_{\pi} \sum_l p_l q_{\pi(ikl)}$
7. $(ik) = \sum_{\pi} \left( \sum_j p_j q_{\pi(j)} \right)^2$
8. $(ik) = \sum_{\pi} \sum_j p_j q_{\pi(j)}$
9. $(ik) = \sum_{\pi} 1$

(continued on next page)
where \( \sum_\pi \) is the sum over all permutations of \( \{0, 1, \ldots, m - 1\} \). Then

\[
\begin{align*}
(ik) &= (m - 1)!Q_4P_{22}(ik) \\
+ (m - 2)!Q_3(2P_{12}(ik) + 2P_{21}(ik) - 4P_{22}(ik)) \\
+ (m - 2)!Q_2(2P_2^2 + 2P_{11}(ik) - 3P_{22}(ik)) \\
+ (m - 3)!Q_{21}(2P_2 + 4P_{11}(ik) - 6P_{12}(ik) - 6P_{21}(ik) \\
&\quad + 12P_{22}(ik) - 2P_2^2 - 4P_{11}^2(ik)) \\
+ (m - 4)!Q_{111}(1 - 2P_2 - 4P_{11}(ik) + 4P_{12}(ik) + 4P_{21}(ik) \\
&\quad + P_2^2 + 2P_{11}^2(ik) - 6P_{22}(ik)) \\
(ik) &= (m - 1)!Q_3P_{21}(ik) + m - 2)!Q_{21}(P_2 + 2P_{11}(ik) - 3P_{21}(ik)) \\
+ (m - 3)!Q_{111}(1 - P_2 - 2P_{11}(ik) + 2P_{21}(ik)) \\
(ik) &= (m - 1)!Q_2P_2 + (m - 2)!Q_{11}(1 - P_2) \\
(ik) &= (m - 1)!Q_3P_{12}(ik) + (m - 2)!Q_{21}(P_2 + 2P_{11}(ik) - 3P_{12}(ik)) \\
+ (m - 3)!Q_{111}(1 - P_2 - 2P_{11}(ik) + 2P_{12}(ik)) \\
(ik) &= (m - 1)!Q_2P_{11}(ik) + (m - 2)!Q_{11}(1 - P_{11}(ik)) \\
(ik) &= (m - 1)! \\
(ik) &= (3)(ik) \\
(ik) &= (6)(ik) \\
(ik) &= m!,
\end{align*}
\]

where the Q’s and the P’s are defined by Definitions 5.2.8 and 5.2.10, respectively.

**Proof:**

We make repeated use of Lemma 5.2.4 and of identities similar to the ones proved there. In what follows, \( e_\ast \) will be the neutral element of \( \langle \mathbb{Z}_m, \ast \rangle \). We begin by proving the simpler expressions. The expression for \( (ik) \) is obvious. The identities for \( (ik) \) and \( (ik) \) are proved as follows:

\[
\begin{align*}
(ik) &= \sum_j p_j \sum_\pi q_{\pi(j)} = \sum_j p_j (m - 1)! \sum_i q_i = (m - 1)! \\
(ik) &= \sum_\pi \left( \sum_j p_j q_{\pi(j)} \right)^2 = \sum_\pi \sum_{i,j} p_ip_j q_{\pi(i)}q_{\pi(j)} \\
&= \sum_{i,j} p_ip_j \sum_\pi q_{\pi(i)}q_{\pi(j)} = \sum_j p_j^2 \sum_\pi q_{\pi(j)}^2 + \sum_{i \neq j} p_ip_j \sum_\pi q_{\pi(i)}q_{\pi(j)}
\end{align*}
\]
\[ \sum_j p_j^2 (m-1)! \sum_i q_i^2 + \sum_{i \neq j} p_i p_j \sum_{k \neq l} q_k q_l \]
\[ = (m-1)! Q_2 P_2 + (m-2)! Q_{11}(1 - P_2) \]

since \( \sum_{i \neq j} p_i p_j = \sum_{i,j} p_i p_j - \sum_j p_j^2 = 1 - P_2 \). The identities for \( (6)(ik) \) and \( (3)(ik) \) are proved in a similar way. Next, we are concerned with \( (5)(ik) \). We have

\[ (5)(ik) = \sum_{\pi} \sum_j p_j q_{\pi(j)} \sum_l p_l q_{\pi(ikl)} = \sum_{\pi} \sum_j p_j p_l \sum q_{\pi(j)} q_{\pi(ikl)}. \]

Here we must begin to distinguish between different values of \( ik \).

1. \( ik = e_\ast \). Then

\[ (5)(ik) = (5)(e_\ast) = \sum_{j,l} p_j p_l \sum_{\pi} q_{\pi(j)} q_{\pi(l)} \]
\[ = (m-1)! Q_2 P_2 + (m-2)! Q_{11}(1 - P_2). \quad (5.31) \]

(Just repeat the proof of the identity for \( (7)(ik) \).)

2. \( ik \neq e_\ast \). We break up the sum over all \( j,l \) into sums over: \( j = l \neq ikl; j = ikl \neq l; \) and \( j,l,ikl \) all different. This gives

\[ (5)(ik) = \sum_j p_j^2 \sum_{\pi} q_{\pi(j)} q_{\pi(ik,j)} + \sum_{j \neq l} p_j p_l \sum_{\pi} q_{\pi(j)} q_{\pi(ikl)} \]
\[ + \sum_{j \neq l} p_j p_l \sum_{\pi} q_{\pi(j)} q_{\pi(ikl)} \]
\[ = \sum_j p_j^2 (m-2)! \sum q_r q_s + \sum_{l} p_{ikl} p_l (m-1)! \sum_i q_i^2 \]
\[ + \sum_{j \neq l} p_j p_l (m-2)! \sum_{r \neq s} q_r q_s \]
\[ = (m-2)! Q_{11} P_2 + (m-1)! Q_2 P_{11}(ik) \]
\[ + (m-2)! Q_{11}(1 - P_2 - P_{11}(ik)) \]
\[ = (m-1)! Q_2 P_{11}(ik) + (m-2)! Q_{11}(1 - P_{11}(ik)) \quad (5.32) \]

where in the penultimate equality we used the fact that

\[ \sum_{j \neq l} p_j p_l = \sum_{j,l} p_j p_l - \sum_l p_l^2 = \sum_{l} p_{ikl} p_l = 1 - P_2 - P_{11}(ik). \]
But (5.32) reduces to (5.31) if we put \(ik = e_*\) since \(P_{11}(e_*) = P_2\) (Lemma 5.2.11); thus, (5.32) is valid for both \(ik = e_*\) and \(ik \neq e_*\).

We now consider \(\mathbb{E}(ik)\). We have
\[
\mathbb{E}(ik) = \sum_{\pi} \left( \sum_j p_j q_{\pi(j)} \right)^2 \sum_l p_l q_{\pi(ikl)} = \sum_{j,l,n} p_j p_l p_n \sum_{\pi} q_{\pi(j)} q_{\pi(ikl)} q_{\pi(n)}.
\]

We again distinguish between different values of \(ik\). Let first \(ik = e_*\). Then
\[
\mathbb{E}(e_*) = \sum_{j,l,n} p_j p_l p_n \sum_{\pi} q_{\pi(j)} q_{\pi(l)} q_{\pi(n)}.
\]

We break up the sum into sums where: \(j = l = n;\) \(j = l \neq n;\) \(j = n \neq l;\) \(l = n \neq j;\) \(j, l, n\) all different. The first partial sum is
\[
\sum_j p_j^3 \sum_{\pi} q_{\pi(j)}^3 = \sum_{j} p_j^3(m - 1)! \sum_i^3 q_i^3 = (m - 1)! Q_3 P_3;
\]

The second is
\[
\sum_{j \neq n} p_j^2 p_n \sum_{\pi} q_{\pi(j)} q_{\pi(n)} = \sum_{j \neq n} p_j^2 p_n (m - 2)! \sum_{r \neq s}^2 q_r q_s
\]
\[
= (m - 2)! \sum_j p_j^2 (1 - p_j) Q_{21} = (m - 2)! Q_{21} (P_2 - P_3).
\]

The third and fourth give the same as the second, because \(p_j p_l p_n \sum_{\pi} q_{\pi(j)} q_{\pi(l)} q_{\pi(n)}\) is symmetrical in \(j, l\) and \(n\). The last partial sum is
\[
\sum_{j,l,n \text{ all different}} p_j p_l p_n \sum_{\pi} q_{\pi(j)} q_{\pi(l)} q_{\pi(n)}
\]
\[
= \sum_{j,l,n \text{ all different}} p_j p_l p_n (m - 3)! \sum_{r,s,t \text{ all different}} q_r q_s q_t
\]
\[
= (m - 3)! \sum_{j \neq l} p_j p_l (1 - p_j - p_l) Q_{111}
\]
\[
= (m - 3)! Q_{111} \left( \sum_{j \neq l} p_j p_l - \sum_{j \neq l} p_j^2 p_l - \sum_{j \neq l} p_j p_l^2 \right)
\]
\[
= (m - 3)! Q_{111} \left( 1 - P_2 - 2(P_2 - P_3) \right)
\]
\[
= (m - 3)! Q_{111} \left( 1 - 3P_2 + 2P_3 \right).
\]
All in all, we have

\[ 4(e_*) = (m-1)!Q_3P_3 + 3(m-2)!Q_{21}(P_2 - P_3) + (m-3)!Q_{111}(1 - 3P_2 + 2P_3). \] (5.34)

Before we go on, we introduce a new notation for subsets of the set of all \( n \)-tuples: \([j]\) will stand for the set of all \( j \); \([j,l]\) for the set of all pairs \((j,l)\) with \( j \neq l \); \([j,l,n]\) for the set of all triples \((j,l,n)\) such that \( l = n \) but \( j \) is different from \( l \) and \( n \); \([j,l,n,m]\) for the set of all 4-tuples \((j,l,n,m)\) all components of whose are different except for \( l = n \); and so on. (Two indices separated by at least one comma are always different.)

Let now \( ik \neq e_* \). We break up the sum as follows (these are all the possibilities for the indices \( j, l, n \) and \( ikl \), since \( l \neq ikl \)):

- **A** \( j = l = n \)
- **B** \( [j = l, n = ikl] \)
- **C** \( [j = l, n, ikl] \)
- **D** \( j = n = ikl \)
- **E** \( [j = n, l, ikl] \)
- **F** \( [j = ikl, l = n] \)
- **G** \( [j, l = n, ikl] \)
- **H** \( [j = ikl, l, n] \)
- **I** \( [j, l, n = ikl] \)
- **J** \( [j, l, n, ikl] \)

and we denote the corresponding partial sums with \( 4A \) to \( 4J \). In the same way as above, one proves now that

\[ 4A = (m-2)!P_3Q_{21} \]
\[ 4B = (m-2)!P_{21}(ik)Q_{21} \]
\[ 4C = (m-3)!(P_2 - P_3 - P_{21}(ik))Q_{111} \]
\[ 4D = (m-1)!P_{12}(ik)Q_3 \]
\[ 4E = (m-2)!(P_2 - P_3 - P_{12}(ik))Q_{21} \]
\[ 4F = (m-2)!P_{21}(ik)Q_{21} \]
\[ 4G = (m-3)!(P_2 - P_3 - P_{21}(ik))Q_{111} \]
\[ 4H = (m-2)!(P_{11}(ik) - P_{21}(ik) - P_{12}(ik))Q_{21} \]
\[ 4I = (m-2)!(P_{11}(ik) - P_{21}(ik) - P_{12}(ik))Q_{21} \]
\[ 4J = (m-3)!((1-3P_2 + 2P_3 - 2P_{11}(ik) + 2P_{12}(ik) + 2P_{21}(ik))Q_{111}. \]

Note that we do not have to calculate all of these expressions because the quantity \( p_jp_lp_n\sum_{\pi} q_{\pi(j)}q_{\pi(ikl)}q_{\pi(n)} \) inside of the sum over all \( j,l,n \) in (5.33) is symmetrical in \( j \) and \( n \) so we have \( 4E = 4B, 4G = 4C \).
and $\mathbf{4I} = \mathbf{4H}$. Adding these expressions gives

$$
\mathbf{4}(ik) = (m - 1)!Q_3P_{12}(ik) + (m - 2)!Q_{21}(P_2 + 2P_{11}(ik) - 3P_{12}(ik))
+ (m - 3)!Q_{111}(1 - P_2 - 2P_{11}(ik) + 2P_{12}(ik)).
$$

This expression can also be used when $ik = e_*$ because, if we replace $P_{ij}(ik) = P_{ij}(e_*)$ by $P_{i+j}$, then (5.35) reduces to (5.34).

We next consider $\mathbf{2}(ik)$. Let $\tilde{p}_j := p_{(ik) \rightarrow j}$, $\tilde{P}_r := \sum n \tilde{p}^r_n$ and $\tilde{P}_{rs}(j) := \sum n \tilde{p}^r_n \tilde{p}^s_{jn}$ and note that $\tilde{P}_j = P_j$ and $\tilde{P}_{rs}(j) = P_{rs}((ik)^{-1}j(ik))$. Then

$$
\mathbf{2}(ik) = \sum\sum p_jq_{\pi(j)} \left( \sum_{l} p_lq_{\pi(ikl)} \right)^2
= \sum\sum \tilde{p}_j q_{\pi((ik)^{-1}j)} \left( \sum_{l} \tilde{p}_lq_{\pi(l)} \right)^2,
$$
i.e., this is $\mathbf{4}((ik)^{-1})$ with $\tilde{p}$'s instead of $p$'s; hence,

$$
\mathbf{2}(ik) = (m - 1)! Q_3 \tilde{P}_{12}((ik)^{-1})
+ (m - 2)! Q_{21}(\tilde{P}_2 + 2\tilde{P}_{11}((ik)^{-1}) - 3\tilde{P}_{12}((ik)^{-1}))
+ (m - 3)! Q_{111}(1 - \tilde{P}_2 - 2\tilde{P}_{11}((ik)^{-1}) + 2\tilde{P}_{12}((ik)^{-1})).
$$

Making the replacements $\tilde{P}_j = P_j$, $\tilde{P}_{11}((ik)^{-1}) = P_{11}((ik)^{-1}) = P_{11}(ik)$ and $\tilde{P}_{12}((ik)^{-1}) = P_{12}((ik)^{-1}) = P_{21}(ik)$ finishes the proof of this identity.

Finally, we look at $\mathbf{1}(ik)$. We have

$$
\mathbf{1}(ik) = \sum_{\pi} \left( \sum_{j} p_jq_{\pi(j)} \right)^2 \left( \sum_{l} p_lq_{\pi(ikl)} \right)^2
= \sum_{j,l,n,z} p_jp_lq_{\pi(l)}q_{\pi(ikl)}q_{\pi(n)}q_{\pi(nz)}.
$$

We consider separately the cases $ik = e_*$, ord$(ik) = 2$, and ord$(ik) > 2$.

Let $ik = e_*$. In this case, we have

$$
\mathbf{1}(e_*) = \sum_{j,l,n,z} p_jp_lq_{\pi(l)}q_{\pi(n)}q_{\pi(nz)}.
$$

We split in the usual way into the cases:
and call the corresponding expressions $\{1\}$ to $\{10\}$. But note that
$p_j p_l p_m p_z \sum_\pi q_{\pi(j)} q_{\pi(l)} q_{\pi(km)} q_{\pi(kz)}$ is symmetrical in $j$ and $l$, as well as in $n$ and $z$ so that we have $\{1B\} = \{1C\} = \{1F\} = \{1J\} = \{1D\} = \{1G\} = \{1I\}$
and $\{1E\} = \{1H\} = \{1K\} = \{1L\} = \{1M\} = \{1N\}$. Now

$$\{1A\} = \sum_j p_j^4 \sum_{\pi} q_{\pi(j)}^4 = \sum_j p_j^4 (m - 1)! \sum_i q_i^4 = (m - 1)! P_4 Q_4;$$

$$\{1B\} = \sum_{z \neq j} p_j^3 p_z \sum_{\pi} q_{\pi(j)} q_{\pi(z)} = \sum_j p_j^3 (1 - p_j) (m - 2)! \sum_{r \neq s} q_r^3 q_s$$

$$= (m - 2)! (P_3 - P_4) Q_{31};$$

$$\{1D\} = \sum_{z \neq j} p_j^2 p_z^2 \sum_{\pi} q_{\pi(j)}^2 q_{\pi(z)}^2 = \sum_j p_j^2 \left( \sum_z p_z^2 - p_j^2 \right) (m - 2)! \sum_{r \neq s} q_r^2 q_s^2$$

$$= (m - 2)! (P_2^2 - P_4) Q_{22};$$

$$\{1E\} = \sum_{[j,n,z]} p_j^2 p_n p_z \sum_{\pi} q_{\pi(j)} q_{\pi(n)} q_{\pi(z)}$$

$$= \sum_{[j,n,z]} p_j^2 p_n p_z (m - 3)! \sum_{[r,s,t]} q_r^2 q_s q_t$$

$$= (m - 3)! Q_{211} \sum_{n \neq j} p_j^2 p_n (1 - p_j - p_n)$$

$$= (m - 3)! Q_{211} \sum_{n \neq j} (p_j^2 p_n - p_j^3 p_n - p_j^2 p_n^2)$$

$$= (m - 3)! (P_2 - 2P_3 + 2P_4 - P_2^2) Q_{211};$$

$$\{1O\} = \sum_{[j,l,n,z]} p_j p_l p_m p_z \sum_{\pi} q_{\pi(j)} q_{\pi(l)} q_{\pi(m)} q_{\pi(z)}$$

$$= \sum_{[j,l,n,z]} p_j p_l p_m p_z (m - 4)! \sum_{[r,s,t,w]} q_r q_s q_t q_w$$

$$= (m - 4)! (1 - 6P_2 + 8P_3 + 3P_2^2 - 6P_4) Q_{1111}.$$ 

Adding all expressions, we get
\( (e_*) = (m-1)!P_4Q_4 + 4(m-2)!(P_3 - P_4)Q_3 \)
\( + 3(m-2)!(P_2 - P_4)Q_{22} \)
\( + 6(m-3)!(P_2 - 2P_3 + 2P_4 - P_2^2)Q_{211} \)
\( + (m-4)!(1 - 6P_2 + 8P_3 + 3P_2^2 - 6P_4)Q_{1111} \). \text{(5.36)}

Now let \( \text{ord}(ik) = 2 \). Since the technique we use is always the same, we write only how we split the sum, which of the expressions obtained are equal because of symmetry and their dependence on the \( P \)'s and \( Q \)'s. Here

\( (ik) = \sum_{j,k,n} p_j p_k p_n p_z \sum_\pi q_{\pi(j)} q_{\pi(l)} q_{\pi(ikn)} q_{\pi(ikz)} \)

and the sum is split as follows:

1. \( [j = l = n = z, ikn = ikz] \)
2. \( [j = l = n = ikz, z = ikn] \)
3. \( [j = l = n, z, ikn, ikz] \)
4. \( [j = l = z = ikn, n = ikz] \)
5. \( [j = l = z, n, ikn, ikz] \)
6. \( [j = l = ikn = ikz, n = z] \)
7. \( [j = l, n = z, ikn = ikz] \)
8. \( [j = l = ikn, n, z, ikz] \)
9. \( [j = l, n = ikz, z = ikn] \)
10. \( [j = l = ikz, n, z, ikn] \)
11. \( [j = l, n, z, ikn, ikz] \)
12. \( [j = n = z, l = ikn = ikz] \)
13. \( [j = n = z, l, ikn = ikz] \)
14. \( [j = n = ikz, l = z = ikn] \)
15. \( [j = n, l = z, ikn, ikz] \)
16. \( [j = n, l = ikn, z, ikz] \)
17. \( [j = n = ikz, l, z = ikn] \)
18. \( [j = n, l = ikz, n, ikn] \)
19. \( [j = n, l, z, ikn, ikz] \)
20. \( [j = z = ikn, l = n = ikz] \)
21. \( [j = z, l = n, ikn, ikz] \)
22. \( [j = ikn = ikz, l = n = z] \)
23. \( [j, l = n = z, ikn = ikz] \)
24. \( [j = ikn, l = n, z, ikz] \)
25. \( [j, l = n = ikz, z = ikn] \)
26. \( [j = ikz, l = n, z, ikn] \)
27. \( [j, l = n, z, ikn, ikz] \)
28. \( [j = z = ikn, l, n = ikz] \)
29. \( [j = z, l = ikn, n, ikz] \)
30. \( [j = z, l = ikz, n, ikn] \)
31. \( [j = z, l, n, ikn, ikz] \)
32. \( [j = ikn, l = z, n, ikz] \)
Because \( \sum_{\pi} q_{\pi(j)} q_{\pi(l)} q_{\pi(ikn)} q_{\pi(ikz)} \) is symmetrical in \( j \) and \( l \), as well as in \( n \) and \( z \), the following expressions are equal:

- 1\textsuperscript{2} and 1\textsuperscript{4};
- 1\textsuperscript{3} and 1\textsuperscript{5};
- 1\textsuperscript{8} and 1\textsuperscript{10};
- 1\textsuperscript{12} and 1\textsuperscript{22};
- 1\textsuperscript{13} and 1\textsuperscript{23};
- 1\textsuperscript{14} and 1\textsuperscript{20};
- 1\textsuperscript{15} and 1\textsuperscript{21};
- 1\textsuperscript{16}, 1\textsuperscript{24}, 1\textsuperscript{30} and 1\textsuperscript{34};
- 1\textsuperscript{17}, 1\textsuperscript{25}, 1\textsuperscript{28} and 1\textsuperscript{33};
- 1\textsuperscript{18}, 1\textsuperscript{26}, 1\textsuperscript{29} and 1\textsuperscript{32};
- 1\textsuperscript{19}, 1\textsuperscript{27}, 1\textsuperscript{31} and 1\textsuperscript{35};
- 1\textsuperscript{36} and 1\textsuperscript{37};
- 1\textsuperscript{39} and 1\textsuperscript{41};
- 1\textsuperscript{40}, 1\textsuperscript{42}, 1\textsuperscript{44} and 1\textsuperscript{45}. 
The expressions are equal to:

\[11\] = \((m - 2)!P_4 Q_4;\]
\[12\] = \((m - 2)!P_{31}(ik) Q_{31};\]
\[13\] = \((m - 3)! (P_3 - P_4 - P_{31}) Q_{211};\]
\[16\] = \((m - 1)!P_{22}(ik) Q_4;\]
\[17\] = \((m - 2)! (P_2^2 - P_4 - P_{22}(ik)) Q_{22};\]
\[18\] = \((m - 2)! (P_{21}(ik) - P_{22}(ik) - P_{31}(ik)) Q_{31};\]
\[19\] = \((m - 3)! (P_{21}(ik) - 2P_{31}(ik)) Q_{211};\]
\[111\] = \((m - 3)! (P_2 - 2P_3 + 2P_4 - P_2^2 - 2P_{21}(ik) + 4P_{31}(ik)
\quad + 2P_{22}(ik) - 2P_{11}(ik)) Q_{211};\]
\[12\] = \((m - 2)!P_{31}(ik) Q_{31};\]
\[13\] = \((m - 3)! (P_3 - P_4 - P_{31}(ik)) Q_{211};\]
\[14\] = \((m - 2)!P_{22}(ik) Q_{22};\]
\[15\] = \((m - 4)! (P_2^2 - P_4 - P_{22}(ik)) Q_{1111};\]
\[16\] = \((m - 3)! (P_{21}(ik) - P_{31}(ik) - P_{22}(ik)) Q_{211};\]
\[17\] = \((m - 3)! (P_{21}(ik) - P_{22}(ik) - P_{31}(ik)) Q_{211};\]
\[18\] = \((m - 3)! (P_{21}(ik) - 2P_{31}(ik)) Q_{211};\]
\[19\] = \((m - 4)! (P_2 - 2P_3 + 2P_4 - P_2^2 - 2P_{21}(ik) + 4P_{31}(ik)
\quad + 2P_{22}(ik) - 2P_{11}(ik)) Q_{1111};\]
\[36\] = \((m - 2)! (P_{21}(ik) - P_{31}(ik) - P_{22}(ik)) Q_{31};\]
\[38\] = \((m - 3)! (P_2 - 2P_3 + 2P_4 - P_2^2 - 2P_{21}(ik) + 2P_{31}(ik)
\quad + 2P_{22}(ik)) Q_{211};\]
\[39\] = \((m - 2)! (P_{11}(ik) - 2P_{22}(ik)) Q_{22};\]
\[40\] = \((m - 3)! (P_{11}(ik) - P_{21}(ik) - P_{31}^2 - 4P_{21}(ik)
\quad + 4P_{31}(ik) + 4P_{22}(ik)) Q_{211};\]
\[43\] = \((m - 4)! (P_{11}(ik) - 2P_{21}(ik) - 4P_{21}(ik) + P_{31}(ik)
\quad + 2P_{22}(ik)) Q_{1111};\]
\[46\] = \((m - 4)! (1 - 6P_2 + 8P_3 + 3P_2^2 - 6P_4 - 5P_{11}(ik) + 20P_{21}(ik)
\quad - 14P_{22}(ik) - 20P_{31}(ik)
\quad + 5P_2 P_{11}(ik) + 2P_{11}^2) Q_{1111},\]

that is,
\( (ik) = (m - 1)!Q_4 P_{22}(ik) \)
\[ + 4(m - 2)!Q_3 (P_{21}(ik) - P_{22}(ik)) \]
\[ + (m - 2)!Q_{22}(P_2^2 + 2P_{11}^2(ik) - 3P_{22}(ik)) \]
\[ + (m - 3)!Q_{211}(2P_2 - 2P_2^2 + 4P_{11}(ik) - 4P_{11}^2(ik)) \]
\[ + 12P_{22}(ik) - 12P_{21}(ik) \]
\[ + (m - 4)!Q_{1111}(1 - 2P_2 + P_2^2 - 4P_{11}(ik) + 2P_{11}^2(ik)) \]
\[ + 8P_{21}(ik) - 6P_{22}(ik) \); \quad (5.37) 

we again have the phenomenon that this reduces to (5.36) if one sets \( ik = e_s \). Now let \( \text{ord}(ik) > 2 \). Then the sum is split as follows:

1. \( [j = l = n = z, ikn = ikz] \)
2. \( [j = l = n, z = ikn, ikz] \)
3. \( [j = l = n = ikz, z, ikn] \)
4. \( [j = l = n, z, ikn, ikz] \)
5. \( [j = l = z = ikn, n, ikz] \)
6. \( [j = l = z, n = ikz, ikn] \)
7. \( [j = l = z, n, ikn, ikz] \)
8. \( [j = l = ikn = ikz, n = z] \)
9. \( [j = l, n = z, ikn = ikz] \)
10. \( [j = l = ikn, n = ikz, z] \)
11. \( [j = l = ikn, n, izk] \)
12. \( [j = l = ikz, n, z = ikn] \)
13. \( [j = l, n, z = ikn, ikz] \)
14. \( [j = l = ikz, n, z, ikn] \)
15. \( [j = ln = ikz, z, ikn] \)
16. \( [j = l, n, z, ikn, ikz] \)
17. \( [j = n = z, l = ikn = ikz] \)
18. \( [j = n = z, l, ikn = ikz] \)
19. \( [j = n, l = z = ikn, ikz] \)
20. \( [j = n = ikz, l = z, ikn] \)
21. \( [j = n, l = z, ikn, ikz] \)
22. \( [j = n = ikz, l = ikn, z] \)
23. \( [j = n, l = ikn, z, ikz] \)
24. \( [j = n, l = ikz, z = ikn] \)
25. \( [j = n, l, z = ikn, ikz] \)
26. \( [j = n = ikz, l, z, ikn] \)
27. \( [j = n, l = ikz, z, ikn] \)
28. \( [j = n, l, z, ikn, ikz] \)
29. \( [j = z = ikn, l = n, ikz] \)
30. \( [j = z, l = n = ikz, ikn] \)
31. \( [j = z, l = n, ikn, ikz] \)
32. \( [j = ikn = ikz, l = n = z] \)
33. \( [j, l = n = z, ikn = ikz] \)
34. \( [j = ikn, l = n = ikz, z] \)
Again, because $p_{j\ell}p_{\ell\varphi}p_{\varphi\pi} \sum_{\pi} q_{\pi(j)}q_{\pi(l)}q_{\pi(ikn)}q_{\pi(ikz)}$ is symmetrical in $j$ and $l$, as well as in $n$ and $z$, the following expressions are equal:

- (12) and (16);
- (13) and (15);
- (14) and (17);
- (110) and (112);
- (111) and (114);
- (113) and (115);
- (117) and (132);
- (118) and (133);
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- 119, 120, 129 and 130;
- 121 and 131;
- 122, 134, 141 and 150;
- 123, 135, 145 and 152;
- 124, 136, 143 and 148;
- 125, 137, 146 and 153;
- 126, 139, 142 and 151;
- 127, 138, 144 and 149;
- 128, 140, 147 and 154;
- 155 and 156;
- 158 and 161;
- 159, 162, 164 and 165;
- 160, 163, 167 and 168;
- 166 and 169.

The expressions are equal to:

\[
\begin{align*}
11 & = (m - 2)!P_4 Q_{22}; \\
12 & = (m - 3)!P_{31}(ik)Q_{211}; \\
13 & = (m - 2)!P_{13}(ik)Q_{31}; \\
14 & = (m - 3)!\left(P_3 - P_4 - P_{31}(ik) - P_{13}(ik)\right)Q_{211}; \\
18 & = (m - 1)!P_{22}(ik)Q_4; \\
19 & = (m - 2)!\left(P_2^2 - P_4 - P_{22}(ik)\right)Q_{22}; \\
110 & = (m - 2)!P_{112}(ik)Q_{31}; \\
111 & = (m - 2)!\left(P_{12}(ik) - P_{22}(ik) - P_{13}(ik) - P_{112}(ik)\right)Q_{31}; \\
113 & = (m - 3)!\left(P_2 P_{11}(ik) - P_{31}(ik) - P_{13}(ik) - P_{112}(ik)\right)Q_{211};
\end{align*}
\]
5.A. Proof of The Nine Parts

16 \[ (m - 3)! (P_2 - 2P_3 + 2P_4 - P_2^2 - 2P_{12}(ik) + 4P_{13}(ik) + 2P_{31}(ik) + 2P_{22}(ik) + 2P_{112}(ik) - 2P_{211}(ik))Q_{211}; \]

17 \[ (m - 2)! P_{31}(ik)Q_{31}; \]

18 \[ (m - 3)! (P_3 - P_4 - P_{31}(ik))Q_{211}; \]

19 \[ (m - 3)! P_{22}(ik)Q_{211}; \]

21 \[ (m - 4)! (P_2^2 - 2P_{22}(ik))Q_{1111}; \]

22 \[ (m - 3)! P_{121}(ik)Q_{22}; \]

23 \[ (m - 3)! (P_{21}(ik) - P_{22}(ik) - P_{31}(ik) - P_{121}(ik))Q_{211}; \]

24 \[ (m - 3)! P_{211}(ik)Q_{211}; \]

25 \[ (m - 4)! (P_{21}(ik) - P_{31}(ik) - P_{22}(ik) - P_{211}(ik))Q_{1111}; \]

26 \[ (m - 3)! (P_{12}(ik) - P_{22}(ik) - P_{13}(ik) - P_{121}(ik))Q_{211}; \]

27 \[ (m - 3)! (P_{211}(ik) - P_{13}(ik) - P_{31}(ik) - P_{211}(ik))Q_{211}; \]

28 \[ (m - 4)! (P_2 - 2P_3 + 2P_4 - P_2^2 - P_{12}(ik) + 2P_{13}(ik) - 2P_{21}(ik) + 3P_{22}(ik) + 3P_{31}(ik) + P_{121}(ik) + P_{211}(ik) - 2P_{211}(ik))Q_{1111}; \]

55 \[ (m - 2)! (P_{21}(ik) - P_{31}(ik) - P_{22}(ik))Q_{31}; \]

57 \[ (m - 3)! (P_2 - 2P_3 + 2P_4 - P_2^2 - 2P_{21}(ik) + 2P_{22}(ik) + 2P_{31}(ik))Q_{211}; \]

58 \[ (m - 2)! (P_{21}^2(ik) - P_{22}(ik) - 2P_{121}(ik))Q_{22}; \]

59 \[ (m - 3)! (P_{111}(ik) - P_{211}(ik) - P_{121}(ik) - P_{112}(ik))Q_{211}; \]

60 \[ (m - 3)! (P_{11}(ik) - 2P_{12}(ik) + 2P_{13}(ik) - 2P_{21}(ik) + 3P_{22}(ik) + 2P_{31}(ik) - P_2^2(ik) - P_{111}(ik) + P_{12}(ik) + P_{21}(ik) + 3P_{121}(ik) - P_2P_{11}(ik))Q_{211}; \]

66 \[ (m - 4)! (P_{11}(ik) - 2P_{12}(ik) + 2P_{13}(ik) - 2P_{21}(ik) + 2P_{22}(ik) + 2P_{31}(ik) - 2P_{11}(ik) + 2P_{112}(ik) + 2P_{21}(ik) + 2P_{211}(ik) - 2P_{211}(ik))Q_{1111}; \]

70 \[ (m - 4)! (1 - 6P_2 + 8P_3 - 6P_4 + 3P_2^2 - 6P_{11}(ik) + 12P_{12}(ik) - 12P_3(ik) + 12P_{21}(ik) - 14P_{22}(ik) - 12P_{31}(ik) + 6P_{21}(ik) + 2P_{11}^2(ik) + 4P_{111}(ik) - 4P_{112}(ik) - 8P_{121}(ik) - 4P_{211}(ik))Q_{1111}. \]
Everything added together gives

\[
\begin{align*}
\mathcal{F}(ik) &= (m - 1)!Q^4 P_{22}(ik) \\
&+ (m - 2)!Q_{22}(2P_{12}(ik) + 2P_{21}(ik) - 4P_{22}(ik)) \\
&+ (m - 2)!Q_{31}(P^2 + 2P_{11}(ik) - 3P_{22}(ik)) \\
&+ (m - 3)!Q_{211}(2P_2 + 4P_{11}(ik) - 6P_{12}(ik) - 6P_{21}(ik) \\
&+ 12P_{22}(ik) - 2P^2 - 4P_{11}(ik)) \\
&+ (m - 4)!Q_{1111}(1 - 2P_2 - 4P_{11}(ik) + 4P_{12}(ik) + P_{21}(ik) \\
&+ P^2 + 2P_{11}^2(ik) - 6P_{22}(ik)).
\end{align*}
\]

Moreover, this formula can be used for all \(ik\) since when \(\text{ord}(ik)\) is one or two, then the \(P\)'s are changed as stated in Lemma 5.2.11 and the formula reduces precisely to the ones we had in (5.36) and (5.37). 

\[\Box\]
Chapter 6

Concluding Remarks

The linear cryptanalysis attack is coming of age. It has been tried out on many ciphers, with greater or less success; it has been formalized and a few attempts to generalise it have been made; ways to design ciphers or at least to make cipher primitives resistant to linear cryptanalysis have been investigated; and all ciphers designed in the last few years take this attack into account. Like many aspects of cryptology, linear cryptanalysis and its generalisations rely on a number of assumptions. In this work, three of these have been studied.

Linked threefold sums can be used to lower-bound the probability of success of an attack using the binary generalisation of linear cryptanalysis. In order to apply the Piling-up Lemma, these threefold sums must be independent. However, their independence is very difficult to determine in practical cases. By an averaging argument, we showed that, in virtually all cases, the Piling-up Lemma can be used validly with dependent threefold sums if one replaces equality by approximation.

The hypothesis of fixed-key equivalence assures the cryptanalyst that the probability of success of the attack is more or less independent of the key used in the encryption and that the average-key imbalance of the I/O sum used in the attack is a good measure for the probability of success. Again by an averaging argument, we showed that, for virtually all one-round I/O sums, the key-dependent imbalances are approximately equal to the average-key imbalance. However, we were not able to specialize this assertion to the effective I/O sums. An important by-product of our investigation, valid for any number of rounds, was a quantitative definition of an effective I/O sum.

In the $m$-ary variant of linear cryptanalysis called the group generalisation of linear cryptanalysis, there is no analogon to the Piling-up Lemma.
However, once more by an averaging argument, we were able to show that, if $m$ is large enough, one can state a similar identity for virtually all cases by replacing the equality by an approximation.

Several open problems related to our work are worth investigating further. We wish to mention the following ones:

- As to the topic of Chapter 4, one could restrict the averaging to block ciphers whose round functions $g$ have the property that, for all values of the key $z$, the functions $g(\cdot, z)$ belong to the same subgroup of the group of invertible functions. Accordingly, the definition of an effective I/O sum could be modified for I/O sums derived from a cipher belonging to such a subset of all block ciphers.

- We proved that, for virtually all I/O sums, the key-dependent imbalances were approximately equal to the average-key imbalance for virtually all keys. However, our procedure does not allow us to say that this holds also for virtually all effective I/O sums since most I/O sums are not effective. It is therefore of interest to study the fixed-key equivalence condition for I/O sums whose average-key imbalance is larger than a certain threshold. The threshold should be different for all blocklengths.

- We proved the piling-up hypothesis for the imbalance measure $I^2_2$ only for two random variables and concluded that it holds for any number of random variables by induction if one changes the definition of the approximation sign. Although this question is not very important and the calculation would no doubt be tedious, we are interested in computing the same kind of averages for more than two random variables as we did for two random variables.

- Finally, the hypothesis of wrong-key randomization presented in Chapter 2, which is the most important of all the hypotheses since it ensures that the attack can find the key, remains untouched by our work.
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