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Summary

The spectacular growth of mobile communications equipment (MTE) in the last
decades has strongly risen the demand for precise and reliable methods for elec-
tromagnetic field prediction involving complex dielectric environments. This thesis
addresses the reliability and uncertainty aspects of using a numerical technique such
as the Finite-Difference Time-Domain (FDTD) technique for antenna configurations
in complex dielectric environments. The developed techniques were not only tested
and benchmarked on the bases of generic problems but also on real-world problems
which addressed needs in other research areas.

The objective of the studies performed within this thesis was to add contributions
toward closing the scientific gap in uncertainty assessment for the described class
of problems. Error sources have been identified and modeling errors of complex
dielectric bodies for RF simulations with FDTD have been studied in particular.
Within this thesis, special emphasis was put on benchmarking the FDTD technique
in near-field situations.

A considerable amount of work has also been attributed to the implementation
of algorithms within the development of the FDTD kernel of the MINAST EMSIM
project. Since FDTD had been chosen as the main technique not only to cover the
simulation needs of BIOEM/EMC but also for becoming the basis of two commercial
software packages developed in collaboration with ETH spin-off companies, know-
how about uncertainty assessments and improved algorithm and modeling support
to enhance precision were key elements for the success of this project.

In the first part of the thesis, the most important numerical and experimental
methods used for electromagnetic analysis of antennas embedded in complex dielec-
tric environments, the most significant compliance evaluations for handheld devices
and antennas for optimized radiation performance with reduced user exposure are re-
viewed. The information on uncertainty assessment performed for other methods in
this context was invaluable when evaluating the performance, in particular precision
prediction, of FDTD.

In the second part, uncertainties in electromagnetic field simulation with FDTD
are analyzed and separated in uncertainties arising from the numerical scheme it-
self and modeling ervors of complex dielectric environments. From these studies
it was concluded that the errors inherent in the FDTD technique itself contribute
only little when the technique is appropriately nsed. Since modeling uncertainties
can contribute significantly to the overall error, they are investigated in greater de-
tail. Various techniques to minimize staircasing effects have been explored and will
already be utilized in the first version of the CAD-tool for antenna design to be
commercially released in a few months. Large ervors in local field values inside com-
plex dielectric materials arise from results related to coarse discretizations, whereas
significant global errors in field distributions inside complex dielectric materials can
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arise from resonant or focusing effects.

In the third part, FDTD is benchmarked for well defined antenna configurations
and applied to electromagnetic field prediction of a variety of antenna near-field con-
figurations. Within the first study, potential difficulties from simulating transmitters
in the closest proximity of lossy scatterers were investigated. For this purpose a ge-
ometrically and electrically well-defined generic phone was developed and analyzed
in free space and close to a lossy phantom in the far- and near-field. The results
showed that FDTD is highly suitable with high accuracy for well defined antenna
configurations in the close proximity of lossy scatterers.

In a second study, a specific Crawford TEM cell exposure setup was analyzed that
had already been utilized for bio-experiments but could not previously be character-
ized with respect to the exposure. The results of this study not only had significant
impact on the interpretation of these bio-experiments but also on a series of other
experiments which were scheduled to be conducted in TEM cells. It was discovered
that the exposure homogeneity as well as the efficiency were much lower than orig-
inally anticipated. This was the starting point for the proposal and analysis of a
variety of other exposure setups better suited for in vitro bio-experiments.

In a third study, a caroussel exposure setup used for in vivo bio-experiments was
analyzed and optimized with respect to its efficiency. For the first time, the perfor-
mance of an in vivo exposure setup was analyzed in great detail using high resolution
MRI data of animals, including experimentally validated SAR distributions in the
animal brains.

Thanks to this initial experience and the unique combination of the availability
of both the most advanced numerical and experimental tools, the group currently
evaluates, optimizes and develops in witro and in vive exposure setups for various
laboratories throughout the world.

The last study documented in this thesis is an application of FDTD for an issue
which was also driven by an urgent request from outside, namely by the US Federal
Communications Commission (FCC). It addresses the question of ear exposure during
usage of a mabile phone. This issue was brought up in a legal conflict since it is related
to the question of correct ear modeling for testing compliance with safety guidelines
for electromagnetic exposure. The study was an excellent test for the developed code
since it required the use of a phantom with better resolution than had ever been used
before and with arbitrarily oriented phone positions.

All applications have been thoroughly validated with either an independent nu-
merical technique, experimental investigations or using both approaches.



Zusammenfassung

Das dynamische Wachstum mobiler Kommunikationsgerite flir den privaten und
beruflichen Gebrauch in den letzten Jahrzehnten verstirkte den Druck auf For-
schungsinstitutionen und Industrie, zuverldassige, hochprizise Methoden zur Nah-
feldbestimmung von Antennen in komplexer dielektrischer Umgebung zu entwickeln.
Die vorliegende Dissertation befasst sich mit der Zuverligsigkeitsabschétzung und
Fehleranalyse einer numerischen Methode, der Finiten-Differenzen Methode im Zeit-
bereich, zur Feldbestimmung von Antennenanordnungen in komplexer, inhomogener
Umgebung. Die entwickelten Algorithmen wurden sowohl an wohldefinierten Bench-
markanordnungen als auch an realititsnahen, komplizierten Anordnungen die sich
unmittelbar aus den universitiren und industriellen Forschungsprojekten der Gruppe
BIOEM/EMC ergaben, getestet und evaluiert.

Zielsetzung der vorliegenden Untersuchungen war es, cinen Beitrag zur Schlies-
sung der Wissensliicke beziiglich Unsicherheitsanalyse elektromagnetischer Feldsim-
ulationen mit FDTD fiir den beschriebenen Anwendungsbereich zu leisten. Fehler-
quellen bei Hochfrequenz FDTD Simulationen wurden identifiziert und analysiert.
BEinen besonderen Schwerpunkt bildeten die Untersuchungen von aufgrund von Mod-
ellierungsunsicherheiten komplexer dielektrischer Koérper entstandenen Fehlern. Sehr
grosser Wert wurde dabei auf das benchmarking der Methode fiir Antennen - Nahfeld-
situationen gelegt.
Finen wesentlichen Teil der Dissertation nahm auch die Implementierung von
Algorithmen im Rahmen der FDTD Kernelentwicklung des Projektes MINAST EM-
SIM in Zusammenarbeit mit dem Institut fur Integrierte Systeme der ETH Zirich
und vier Industriepartnern in Anspruch, die nicht weiter in der vorliegenden Arbeit
dokumentiert sind. Da die FDTD Methode die Simulationsbediirfnisse eines grossen
Anwendungsspektrums der Gruppe BIOEM/EMC am besten befriedigte und auch
als Basis zweier in Zusammenarbeit mit ETH spin-off Firmen entwickelten CAD-
Simulationsprogrammen gewéhlt wurde, stellten eine fundierte Unsicherheitsana-
lyse und genauigkeitssteigernde Algorithmen und Modellierungsrichtlinien wesent-
liche Faktoren fiir den weiteren Erfolg der Gruppenaktivititen dar.

Der erste Teil dieser Arbeit besteht aus einer umfangreichen Literaturrecherche im
Bereich numerischer und experimenteller Methoden zur elektromagnetischen Feldbe-
stimmung von komplexen Antennenanordnungen im extremen Nahfeld und den wich-
tigsten Untersuchungen zu Typenpriifverfahren mobiler Kommunikationsgerate be-
zlglich Sicherheitsnormen sowie strahlungsoptimierter Antennenanordnungen mit
minimaler elektromagnetischer Belastung des Benutzers. Unsicherheitsanalysen an-
derer Methoden waren hier fiir vergleichende Untersuchungen zur Leistungsfahigkeit
von FDTD von besonderem Interesse.

Der zweite Teil dieser Arbeit behandelt FDTD typische Fehlerquellen bei der elek-
tromagnetischen Feldsimulation. Grob eingeteilt wurden die Fehlerquellen in Fehler

vii
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aufgrund der numerischen Methode, wie Dispersion und Randbedingungen, sowie
Fehler anfgrund von Modellierungsungenauigkeiten komplexer dielektrischer Struk-
turen im kartesischen FDTD Gitter. Dabei stellte sich heraus, dass FDTD spezifische
Fehlerquellen der ersten Art nur einen kleinen Teil zu Fehlern im Nahfeld beitra-
gen, im Gegensatz zu Fehlern aufgrund von Modellierungsungenauigkeiten dielek-
trischer Strukturen. Fehler der zweiten Art sowie Algorithmen zu deren Minimierung
waren Gegenstand weiterfiihrender Studien im Rahmen dieser Arbeit. Die Ergeb-
nisse dieser Studien fihren zur Implementierung der entsprechenden Techniken in
eines der erwihnten CAD-Programme fir Antennendesign und Optimierung, dessen
Kommerzialisierung Ende 1999 vorgesehen ist. Signifikant grosse Fehler in lokalen
Feldwerten innerhalb komplexer dielektrischer Strukturen ergeben sich aufgrund des
Staircasing Fffektes, relevante globale Fehler in den Feldverteilungen innerhalb der
Materialien fiir Resonanz- und Fokussierungseftekte.

Im dritten Teil der Arbeit wurde die Leistungsfahigkeit von FDTD zur elektro-
magnetischen Feldbestimmung wohldefinierter Antennenanordnungen getestet.

Magliche Probleme grundlegender Art bei der Simulation des Nah- und Fern-
feldes hochfrequenter Sender in stark inhomogener dielektrischer Umgebung wurden
in einer ersten Studie untersucht. Dazu wurde ein wohldefiniertes, reprasentatives
und kiinstliches Telefon im Fernfeld als auch im Nabfeld allein und in komplexer
Umgebung experimentell und numerisch analysiert. Die Studie belegte die Leist-
ungsfahigkeit, hohe Prazision und Robustheit von FDTD fiir dic beschriebene Art
von wohldefinierten Antennenkonfigurationen.

In einer zweiten Studie wurde die Feldverteilung in Petrischalen, plaziert in Craw-
ford TEM-Zellen, analysiert, die in der Vergangenheit zur Exposition von Zellkul-
turen in biologischen Experimenten iiber mogliche Effekte hochfrequenter Strahlung
verwendet wurden. Aufgrund fehlender Maglichkeiten zur detaillierten Expositions-
bestimmung konnten zuvor nur grobe Abschitzungen vorgenommen werden. Die in
dieser Studie erzielten Erkenntnisse hatten cinerseits einen erheblichen Einfluss auf
die Interpretation der biologischen Ergebnisse als auch auf die bereits in Planung
befindlichen weiteren biologischen Studien. Die Expositionsanalyse zeigte, dass sich
fur die vorgeschlagene Art von Experimenten nur eine weitaus schlechtere Homo-
genitat und Effizienz mit Crawford TEM Zellen Einrichtungen erzielen lasst als zu-
vor angenomren. Dies war der Ausgangspunkt fiir Design, Analyse und Optimierung
von geeigneteren Expositionseinrichtungen fiir biologische in vitro Experimente.

In einer dritten Studie wurde die Leistungsfahigkeit von FDTD fiir die Analyse
und Optimierung von in vivo Expositionseinrichtungen untersucht. Frstmalig wurde
detailliert die Effizienz einer solchen Einrichtung mit Hilfe eines numerischen Mod-
ells, generiert aus hochauflosenden MagnetresonanzAufnahmen (MRI) Daten eines
Versuchstieres bestimmt, einschliesslich der experimentell validierten Feldverteilung
im Gehirn.

Aufgrund der geschilderten urspriinglichen Ergebnisse und der Verfiigharkeit fort-
geschrittenster experimenteller und numerischer Werkzeuge entwickelt, analysiert
und optimiert die Fachgruppe BIOEM/EMC Expositionseinrichtungen fiir eine Reihe
biologischer Gruppen auf der ganzen Welt.

Die letzte in dieser Arbeit dokumentierte Studie betrifft die Anwendung von
FDTD auf eine Anordnung, die aufgrund einer dringenden Anfrage seitens der ameri-
kanischen Behorde Federal Communications Commission untersucht wurde: die elek-
tromagnetische Exposition im Ohrbereich bei der Benutzung eines drahtlosen, mo-
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bilen Kommunikationsgerites. Hervorgegangen ist diese Problemstellung aus der ju-
ristischen Fragestellung zur korrekten Modellierung des Ohres bei der Typenpriifung
drahtloser, mobiler Kommunikationsgerite beztiglich der Sicherheitsstandards. Fir
das im Rahmen von MINAST entwickelte CAD Simmulationstool bot sich mit dieser
Studie ein hervorragender Testfall, da die Modellierung eine noch nicht erreichte
detaillierte Darstellung des menschlichen Kopfes und Flexibilitdt beztglich der An-
tennenposition erforderte.

Alle in dieser Arbeit beschriebenen Anwendungen wurden detailliert unter Ver-
wendung einer unabhingigen numerischen Methode, experimenteller Techniken oder
beiden validiert.
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Chapter 1

Background and Objectives

The BIOEM/EMC group, founded in 1993 with Niels Kuster's appointment as assis-
tant Professor at E'TH, initially focused its activities exclusively on the development
of near-field measurement technology. This was due to the limited resources (a sin-
gle PhD student) available at the time. However, the early successes in this area
enabled a continuous expansion of the scope of their activities. The inception of the
MINAST Swiss Priority Program in 1995 opened up an opportunity to resume earlier
research in numerical electrodynamics. The objectives envisaged at the time were to
complement measurement technology with a flexible, robust and user-friendly simu-
lation platform for the simulation of antennas embedded in complex environments.
Furthermore, it should enable the prediction of the solution accuracy. The latter was
of particular importance to Prof. Kuster since he, together with Ed Millex, is one
of the pioneer researchers in this field. The aspect of precision prediction had long
been overlooked by the electromagnetics community.

Different approaches were initially considered. Lars Bomholt, supported by
BIOEM/EMC, evaluated a hybrid approach by combining GMT with MoM and
FE during his stay at MIT. He completed the implementation of the kernel called
GMT++ during his first period at IIS. Another technique being evaluated was
FDTD. Whereas the GMT approach was evaluated on the basis of veal-world ap-
plications by Roger Tay, I was assigned to evaluate FDTD. FDTD was finally chosen
as the basic technique for the simulation platform to be developed within the MI-
NAST program. The advantages with respect to robustness and facility of modeling
strongly inhomogeneous problems, as well as the implementation of a user-friendly
GUI, clearly outweighed any shortcomings with respect to precision prediction aris-
ing from the explicit scheme. Our initial benchmark fests also gave ns confidence
that the maximum uncertainties could be controlled by enhanced implementations
and adhering to a suite of basic modeling guidelines. The disconcerting variations
found during the course of a benchmark comparison {see Figure 1.1) can be at-
tributed rather more to a lack of problem awareness within the scientific community
regarding assessment and minimization of uncertainties than to problems inherent
to FDTD. However, this clearly demonstrated the existence of substantial gaps in
the scientific knowledge in this area. Since the suitability of numerical simulations
directly depends on the capability of precision prediction, a single major topic of my
thesis was devoted to this issue.

9
o]



The objectives of the studies performed during the course of my thesis term can
be summarized as follows:

e Review of the most important numerical and experimental methods used for
antennas embedded in complex dielectric environments.

s Bvaluation of commercial FDTD software packages when used for real-world
problems and scientific studies. Comparison of results with those of other
techniques.

e Participation in the implementation of the FDTD kernel EMSIM within the
framework of the SPP MINAST. Only the availability of a world class source
code can enable the study of possible measures to minimize the uncertainty of
simulations and implement improvements. The contribution to the implemen-
tation, which consumed a major part of the PhD work, is not documented in
this thesis.

o Analysis of the uncertainties inherent in the FD'TD technique and development
and testing of strategies for the minimization of these uncertainties.

e Extensive application of FDTD to various benchmark problems and real-world
studies in order to assess its feasibility and inclusion of uncertainty assessments
for electromagnetic exposure studies involving antenna structures operating
within a complex dielectric environment.

At the end of my thesis those aspects of my study which could not be resolved
within the scope of this thesis are outlined and suggestions on how these issnes should
be addressed in the future are discussed.
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Figure 1.1: Comparison of the FDTD results provided by 14 different groups for the COST244
benchmark. Shown is the comparison of the feedpoint impedance and absorbed power per
Watt antenna input power. The benchmark consists of a homogeneous sphere (e=43, 0=0.83
mho/m, diameter=200mm) exposed to a dipole antenna (thickness=2.5mm, length=0.4\,
feeding gap=2.5mm, distance antenna axis-sphere=15mm) at 900 MHz. Most of the re-
searchers used a 2.5mm grid, 2nd order Mur or comparable boundaries and a voltage source
(Pontalti et al., “Cost244bis canonical cases for mobile communications equipment”, in 4th
EBEA Congress Zagreb, Croatia, Nov. 1998).



ﬂn’{}gé e 3
e 3

EE
i &
'%\Ea E



Chapter 2

Review of Exposure Assessment
for Mobile Communications
Devices

2.1 Introduction

In response to consumer demand for ever smaller and lighter handheld mobile telecom-
munications equipment (MTE), the industry has succeeded in producing major tech-
nological advances in rapid cycles. The size of the chip set as well as its power con-
sumption has been dramatically reduced. At the same time major breakthroughs in
battery technology have also been made. However, little to no attention has been
paid to antenna efficiency, even though the amount of antenna input power ahsorbed
by the head can largely vary between 10% - 70% depending on design factors. Conse-
quently, most currently employed antennas are still of the classical helical and dipole
antenna designs.

Nevertheless, numerical and experimental techniques to assess the power deposi-
tion in the heads of users have significantly advanced during the last few years. This
development has been driven less by a need for tools enabling antenna optimization
and more by statutory requirements imposed by regulatory bodies to demonstrate
compliance with safety limits. Regulatory action has been partially the result of
growing public interest in the possible adverse health effects of wireless communi-
cations. This issue has received much worldwide publicity in 1993 with the first
lawsuit claiming that handheld phones cause brain twinors [1]. Since then discussion
about this matter has become more rational, although the issue is still sporadically
exaggerated in the media.

In the following Section safety limits and requirements are discussed as they have
developed in recent years. In Section 2.3 experimental and numerical techniques
developed for and applied in dosimetric evaluations are reviewed.

Section 2.4 summarizes the studies designed to evaluate the most important ex-
posure defining parameters. This includes studies on the principal energy absorption
mechanism in the close near-flield of sources, anatomic variations, the effects of the
hand, device position with respect to the head, eflects of the environment as well
as device modeling. In Section 2.5 the dosimetric evaluations conducted for various
handset devices are compared.

In the final Section 2.6 the publications which compare various MTE antenna



design concepts with respect to efficiency and user exposure are reviewed.

2.2 Safety Standards & Requirements for Exposure As-
sessment

In the frequency range of mobile communications, the physical unit used to define
the safety limits of the major international and national safety standards around the
world (e.g., [2], [3]) is the Specific Absorption Rate (SAR). SAR can be expressed in
terms of the induced electric field strength or the temperature rise in tissue by:

> .y al
SAR = ar = T, ar

= = ¢ 2.1
dm  p “a (2.1)

where E is the root-mean-square value of the induced electric field strength, dT'/dt
the temperature rise, p the tissue density, ¢ the dielectric conductivity and c the
specific heat capacity.

SAR limits are defined for whole-body averaged as well as for local absorption.
In the case of local absorption the so-called spatial peak SAR limit is averaged over
a given volume in order to distinguish between non-hazardous strong local heating
of the skin (e.g., RF burns) and possible hazards caused by the exposure of greater
volumes of tissue. For example, [3] defines a spatial peak SAR value of 1.6 mW /g
and an averaging volume of 1 g cube-shaped tissune mass, whereas [2] defines a limit
of 2mW /g and an averaging volume of 10g of tissue mass of any shape. [4] and
[5] require spatial averaging over 10 g of cube-shaped tissue mass. Because of the
strong attenuation due to the skin effect at higher frequencies, the size and shape
of the averaging volume is of great importance. For example, using an averaging
cube of 10g instead of 1g tissue mass can reduce the spatial averaged SAR value
by a factor of about two at higher frequencies. The defined SAR limits are not
only volume averaged but also time averaged values. The time averaging introduces
the relationship between absorbed power and induced heat. The various regulatory
bodies employ differing time and volume averaging schemes for their guidelines and
standards. Although all the standards/guidelines are based on the same scientific
foundation, each regulatory body employs its own schemes, the choice of which has
substantial implications on compliance requirements, which indicates that the various
comumnissions follow differing scientific rationales and interpretations.

Assessment of the basic limits requires considerable technical resources and can
in actual practise only be conducted in a laboratory environment. To enable on-the-
spot compliance checks, exposure limits that are expressed in terms of incident field
strengths have been defined. These can be measured using standard field probes. The
rationale for employing these derived or secondary limits is that they are conservative:
if the secondary limits have been met then it is certain that the basic limits cannot
have heen exceeded (worst case scenario). In the case of quasi far-field conditions
(i.e., field impedance ~377 Ohis), it is sufficient to evalnate ecither the electric,
magnetic or poynting field strength to demonstrate compliance. However, in the
near-field of transmitters compliance with basic limits can only be demonstrated by
employing incident fleld strength measurements if both the electric and magnetic field
strength limits have been met. Poynting field measurements are not of much use for
characterizing the absorption in the near-field since there can be wide deviations from



FCC CENELEC ARIB STD-T56

[6] [4] [5]
based on NCRP!'/ANST? ENV? RCR STD-38%
group uncontrolled env.  general public condition G
whole-body av. SAR  0.08 mW/g 0.08 mW/g 0.08 mW /g
spatial peak SAR 1.6 W/kg 2W/kg 2W/kg
averaging time 30 min. 6 min. 6 min.
averaging mass lg 10g 10g
volume shape cube cube cube
phantom requir. not defined reasonable cross-  several

section of users  proposed phantoms

device position standard 4 positions normal

Table 2.1: Basic compliance test requirements proposed in the USA [6], Europe [4] and Japan

(5] (7], *[3), (8], “[9].

the field impedance of 377 Ohms, and each particular situation determines whether
the dominant coupling mechanism is electric or magnetic.

In the very close proximity of transmitters, the values of field strengths often
greatly exceed those of derived limits, so that compliance can only be demonstrated
by directly assessing the basic limits. In many cases, the limits for whole-body aver-
age SAR are met in any case, since the average output power is less than 1 W and it
is reasonable to assume that users weigh more than 12kg. For the spatial peak SAR,
such worst-case considerations can not be applied to cellular phones, whose typically
greatest antenna input power is not more than a few mW, so that compliance can
only be demonstrated by means of experimental or numerical evaluations.

In the last few years various organizations have begun developing standardized
procedures for compliance testing of handheld RF transmitters. The current status
of the most important documents is summarized in Table 2.1,

Some of the more progressive health agencies require that for a device to pass
the compliance test it must be unlikely that any user will be exposed to levels ex-
ceeding the safety limits provided the device is properly used, i.e., in the way it
was designed and marketed for. On the other hand, the test procedure should not
be too restrictive and thereby unnecessarily inhibit the advancement of promising
technologies. Although these criteria appear quite obvious and straightforward, their
implementation is everything but trivial. The reason is due to the complexity of the
task and the fact that most modern devices are within very small margins of the
safety limits [10]. Near-field evaluations involve various procedures with a multitude
of parameters to be considered and therefore require considerable engineering skills
to keep the total uncertainty reasonably low. The various uncertainty components
can be grouped into three main uncertainty classes:
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e The assessment uncertainty {measurement uncertainty or simulation uncer-
tainty): This is the uncertainty for assessment of the spatial peak SAR value
in a given SAR distribution using a given setup (e.g., head phantom). The
uncertainty must be determined in a manner that it is valid for all evaluations.

e The phantom uncertainty: This is the deviation of the technical setup (head
phantom) with respect to definitions in the standard. Such definitions could be
the deseription of a standard phantom or the requirement that a given mini-
mum percentage of the total user group be covered. Assessing this uncertainty
requires insights into the dependence of absorption on anatomical variations
as well as the effect of accessories such as optical glasses and jewelry. The
uncertainty due to the phantom needs only be assessed once, 8o that it is valid
for all RF transmitters operating in the near-field.

o The source uncertainty: This is the uncertainty for the assessed spatial peak
SAR of a particular phone or numerical representation thereof, taking into con-
sideration the variations possible in the mass production of that model (output
power, frequency response, modulation, amplifier, matching network, antenna,
manufacturer’s tolerances, etc.). The uncertainty of the position with respect
to the phantom can also be considered to be part of the source uncertainty.
The source uncertainty is especially crucial, since it involves the object under
test and is therefore dependent upon it. The easiest way to handle this prob-
lem is by assessing the spatial peak SAR values of different samples from mass
production and using appropriate statistics to assess the source uncertainty.

In addition to labor and investment overheads, the ability to perform dosimetric
evaluations with a small degree of uncertainty will be the deciding criteria in the
selection of a standardized evaluation technique for testing of RF transmitters for
compliance with safety standards.

2.3 Methods for Dosimetric Evaluation

2.3.1 Numerical Methods

This section gives an overview of the numerical methods used for dosimetric evalua-
tion of exposure from MTE, as well as a detailed review of the latest developments.
For mare complete information on early exposure assessment from non-ionizing ra-
diation, the reader is referred to [11, 12, 13].

Analytically Based Methods

Barly dosimetric data on whole-body and local specific absorption rates inside bio-
logical bodies was based on plane wave exposure of homogeneous or layered spheres
and prolate spheroids, such as using the Mie scattering technique [14, 15, 16, 17].
Barly dosimetric studies for near-field exposure of humans at frequencies below a
few hundred MHz were performed using analytical expansion methods such as long-
wavelength analysis [18, 19], the Extended Boundary Condition Method (EBCM) [20]
[21] and the Iterative Extended Boundary Condition Method (IEBCM) [22, 23]. These
techniques were not only limited to the lower frequency band, basic antenna struc-
tures and geometrically simple bodies such as prolate spheroids, but also with respect
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to the maximum proximity of the source from the body, i.e., to the farer near-field.
Subsequent interest in these techniques has long since declined due to their rigid
limitations.

Recently, R. W. King has published analytical expressions for layered biological
structures exposed to the near-field of dipoles [24]. Comparison of his results with
data given in [25] shows good agreement. However, comparisons with data from
other studies has been reported to be rather difficult, due to a lack of information,
such as an incomplete description of the setup, feedpoint impedances, etc..

Method of Moments (MoM)

The Method of Moments (MoM) was originally presented in a very general formu-
lation for the solution of partial differential equations represented by a system of
linear equations [26]. In electromagnetics the term MoM is commonly referred to
those fechniques where charge and current distributions described by an integral
equation are discretized. This method allowed more realistic models of humans ex-
posed to plane waves to be developed, initially based on the electric-field integral
equation (EFTE). MoM was applied to arbitrarily shaped biological bodies in [27]
and for a block model of a human in [28], leading to a dense matrix system.

Barly dosimetric information for a biological body in the near-field of a source
other than an aperture source was presented in [29] for a rectangularly shaped body
close to a dipole antenna operating at 50 MHz. The solution obtained by a MoM ap-
proach expressed the sensitivity of absorbed power and antenna parameters, such as
the feedpoint impedance on the antenna-body location. It was concluded that input
power levels as small as 20 W for certain dipole locations may result in potentially
hazardous fields. Comparison with measurements for a prolate spheroid close to a
dipole antenna from 27-90 MHz using a Moment Method (MoM) was presented in
[30}.

Restrictions of this method when using delta functions as test functions with re-
spect to a limited namber of cells, constant field behavior within one cell, insufficient
satisfaction of the boundary conditions between the cells and instabilities [31, 32]
can be partially overcome by using a number of modifications and improvements
(33, 34, 35]. A block model of a human exposed to a dipole antenna and simulated
with MoM was presented in [36] but with major limitations.

A MoM implementation with some potential for exposure assessment and compli-
ance testing is surface-discretization MoM, which allows the modeling of arbitrary di-
electric and lossy domains. This technique has been successtully applied to antennas
in the vicinity of lossy bodies in [37, 38, 39]. The restriction to largely homogeneous
bodies does not constitute a disadvantage for compliance testing since homogeneous
phantoms are accepted by regulatory bodies. Limitations with respect to modeling
the various lossy dielectric materials of the phone may be a greater handicap when
compared to other techniques.

Generalized Multipole Technique (GMT)

During the eighties, several groups worked on methods similar to the Mie scattering
method. These methods, unified under the name Generalized Multipole Technique
(GMT) [40, 41], approximated the unknown field in homogeneous domains using sets
of basic functions. The expansions, most commonly but not necessarily multipole
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expansions, are matched on discrete points on the boundaries of the domains. The
resulting overdetermined system of equations is solved in a least square sense. Infor-
mation on the mismatching of the fields can be used with some restrictions to assess
the worst-case uncertainty of the solution. However, GMT is limited to homogeneous
linear domains which are not very complicated in shape [42, 43]. Although the thin
wire approximation as well as line multipoles have been introduced, the modeling of
complicated antenna structures is limited in practise [44, 45]. Nevertheless, GMT has
proven to be a very efficient method for general studies investigating the dependence
of the expogsure on various parameters, due to its ability to assess the uncertainty of
the solution; for example, the study on the absorption mechanism in the near-field of
dipole antennas above 300 MHz in [25], antenna efficiency studies of different dipole
configurations near lossy objects [46, 47], ete. The method i also routinely applied
to achieve reference solutions [48, 49, 50, 51]. In addition, it has also been applied
for compliance tests for devices which can be well represented by a simple dipole
structure [52].

Finite Element (FE) Method

The Finite-Element (FE) method was popularized in electromagnetics by Silvester
and Ferrari [53]. Within FE the whole computational space is discretized, allocating
the unknown field values originally in the nodes of the finite-element mesh. Linear
or polynomial expansion functions are associated within each element. A variational
method or a method of weighted residuals is used to obtain a system of equations
with a sparse matrix. Original problems with spurious modes and open domains en-
couraged work related to hybrid schemes paired with boundary element methods and
edge-element techniques [54]. Recently work has been done to adopt Berenger-style
boundary conditions [55]. Early work on human tissue interaction with electromag-
netic energy using the Finite Element method was reported in [56] for microwave
absorption by a cranial structure and for hyperthermia treatment in [57, 58, 59].
The thermal response of a coarse block model of a4 human in the near-zone of a res-
onant thin-wire antenna from 45-200 MHz nsing MoM and Finite Element Method
(FEM) was caleulated in [60]. More recently, the technique has been applied to study
absorption during MRI diagnostics [61].

Although FE allows the modeling of more arbitrarily shaped bodies, it has not
been as extensively used for MTE related absorption studies as FDTD. This is due
to the fact that its implementation is not as straightforward, and reliable automated
discretizations of complex 3D structures such as human heads is still not possible.
An absorption study related to MTE using a FE technique was recently reported for
a box model of biological tissue close to a dipole antenna operating at 900 MHz in
[62].

Finite-Difference Time-Domain (FDTD) Technique

The Finite-Difference Time-Domain (FDTD) technique is currently the clearly lead-
ing technique for exposure asses

sments. It was initially introduced by Yee [63]. The
whole computational space is discretized in voxels of homogeneous material. Orig-
inally proposed on a staggered cubical grid, the electric field components are allo-

cated tangentially at the middle of the edges between adjacent nodes, the magnetic
field components respectively on a dual grid. With initial field conditions, the elec-
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fromagnetic fields are calculated in the time-domain following an explicit leap-frog
algorithm. Initial problems with open domain boundaries were the subject of exten-
sive research in the eighties. A boundary condition, which has recently gained much
popularity is Berenger's Perfectly Matched Layer (PML) [64], offering an increased
dynamic range for numerical computations. The finite-integration (FI) technique in
the time domain [65] is conceptually slightly different from FDTD, but leads to the
same numerical scheme. Disadvantages of modeling restrictions related to rectilin-
ear grids have been partly overcome by means of a variety of approaches such as
Contour-Path modeling [66] and Finite- Volume formulations [67]. Today, standard
features for complex modeling include graded grids [68], partially filled cells [69],
subgridding [70] and importing CAD data [71].

In the context of dosimetric applications, FDTD was first applied to assess the
absorption in a human eye exposed to an incident plane wave at 750 MHz and 1.5 GHz
[72]. Later, FDTD was used for a variety of dosimetric problems, e.g., for human
far-field exposure [73, 74], working place exposure [75] and hyperthermia research
[76]. More recently it has been applied to mobile phone related issues in [77, 78, 79,
80, 81, 82, 83, 84, 85, 86, 49, 87, 88, 89, 90, 50, 91, 92, 93, 94, 71]. Many of these
studies were based on human head models developed from clinical MRI data. Due
to the possible straightforward implementation of the algorithm, simple modeling of
complexly shaped structures and the availability of computational power, FDTD has
become the first choice for MTE related exposure assessments. However, limitations
are still seen, due to the rather difficult departure from the commonly used rectilinear
grid and cell size limitations regarding very detailed structures of a handset which
might be essential for reliable compliance testing. Some major advantages are the
straightforward modeling within rectilinear grids and the robustness of the technique,
enabling the implementation of easy-to-use tools.

Hybrid Methods

Since each method has its particular strengths and limitations, it is tempting to com-
bine different methods in hybrid approaches, in such a way as to combine the advan-
tages of the individual methods. A very simple hybrid approach is an unidirectional
or explicit scheme, whereby the solution of one method is taken as the excitation in
a second method. Original limifations of FE techniques to deal with open space have
been partially overcome by employing implicit hybrid techniques, coupling FE with
boundary element methods [95]. However, improvements in boundary conditions for
FE techniques have made many of those hybrid approaches obsolete.

A hybridization of the eigenfunction expansion method and MoM has been used
in [96] to assess absorption in thin skin layers using a spherical head model at high
frequencies (30 GHz). Minimization of exposure was achieved through use of direc-
tional antennas, since the human head is already in the far-field at these frequencies.

A combination of GMT and FE has been presented in [97] and was subsequently
generalized into a combination of MoM. GMT and FE [98]. The applied iterative
hybrid scheme has the advantage that the different codes do not have to be changed,
Le., generation of a complex combined matrix, which usually eliminates the advan-
tages of a combination, can be avoided. A similar approach has been proposed by
[99] combining MoM and GMT. It has been applied to a generic handset in the close
vicinity of a lossy sphere. The handset was simulated by MoM and the sphere by
GMT.
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A problem inherent in hybrid approaches 1s the difficulty of achieving an imple-
mentation in which modeling of realistic setups is straightforward and robust and
which does not require the user to have much knowledge of the hybrid coupling and
the various techniques employved.

2.3.2 Experimental Methods
2.3.3 Temperature Probes and Radiation Thermometry

A very straightforward and nevertheless elegant design of a temperature probe for
measurements in RF electromagnetic environments was presented by Bowman {100}
in the mid seventics. It is based on a high-resistance thermistor as sensor which is
connected to four resistive leads (approx. 160 kOhms/cm) whereby the current is
induced in two of these and the voltage monitored across the other two. This en-
sures that the probe becomes highly RF transparent but not completely insensitive
to RF exposures and temperature changes in the leads. Nevertheless, precise tem-
perature rise measurements can be conducted when the necessary precautions for a
well designed setup are followed.

[101] suggested the use of a standard voltmeter module to drive the sensor and
evaluate the signal. Lately, it has been shown that the sensitivity can be increased
up to +£0.15mK/s (10s evaluation time) by using specialized electrometer grade
amplifiers and software for filtering [51].

During the eighties optical temperature sensors were developed and commer-
cialized for applications such as temperature control in high voltage transformers,
industrial microwave heating, hyperthermia, etc.. The optical effects employed were
temperature dependent fluorescent decay of phosphorescent layers or interferometric
microshift of cavity resonators. Since the sensors are driven and monitored by opti-
cal fibers, they provide a high degree of immunity to RF exposure. However, a lack
of sensitivity makes these probes unsuitable for SAR evaluation in the range of the
safety limits.

Thermistor probes were already used in the late seventies for exposure assess-
ments of handheld communications devices inside human phantoms [102, 103]. How-
ever, the minimum measurement time per point and the need to reach thermal equi-
librium prior to each measurement, usually involving several hundred measurement
points, make thermistor probes unsuitable for standardized dosimetric evaluations.
Currently, temperature probes are applied in dosimetry for femperature transfer
calibrations of B-field probes as well as for specialized dosimetric tasks [51, 25, 104].

Radiation thermometry, which dates back to the carly seventies, is a more time
efficient method which assesses the temperature rise caused by the absorption of elec-
tromagnetic energy [105]. The technique can be easily applied without any interfer-
ence and provides valnable information on the temperature distribution on surfaces.
More recently, this method has also been emploved to study human exposure from
mobile phones using dry ceramic phantoms [106, 107] and dry phantoms composed
of resin and graphite [108]. For utilization during standardized compliance testing
the technique has severe limitations with respect to sensitivity and requirements for
ambient control [109], especially since volume scans are practically impossible due to

the restrictions to certain cross-sections.



2.3.4 Dosimetric Field Probes

Miniaturized, isotropic three-dimensional diode loaded E-field probes were first pre-
sented in [110]. Since then, they have been used for various dosimetric studies
[111, 112]. The probes consist of three small orthogonally positioned dipoles, which
are directly loaded with Schottky diodes. The theory of this approach has been
described in detail in [113].

Originally, transmission lines of relatively low resistance (<50 k() have been used
for B-Field probes, resulting in secondary modes of reception which appear parfic-
ularly at lower frequencies. More recently, improved performance over a broader
frequency range (10 MHz-3 GHz) has been achieved by employing high-ohmic lines
and distributed filters placed immediately behind the sensor [114]. Performance
evaluations of several probe designs have revealed that probes with orthogonally
positioned sensors have an isotropic response with spherical deviations of between
=+0.6 and -£3.5dB. These major deviations are caused by diffraction inside the di-
electric material of the probe, whose permittivity differs greatly from that of the
surrounding media. Significantly improved performance was achieved by adjusting
the alignment of the sensor dipoles so that their receiving pattern becomes orthog-
onal to the incident field [115]. Probes whose deviation from spherical isotropy is
better than £0.3dB in tissue simulating material have been developed [116]. More
recently, miniaturized E-field probes have been developed for special tasks such as
the characterization of larger probes (e.g., boundary effects, spatial resolution, etc.),
dosimetric measurements inside small structures (e.g., small animals, in vitro dishes,
etc.) and special physical phenomena. One such single-sensor probe described in
[117] has an outer tip diameter of only 1 mum. The orientation of the dipole sensor
of 0.8mm length inside the tip has been optimized to ensure isotropy (deviation
<+0.2dB) by rotating the probe around its axis and taking three sequential mea-
surements in 120° steps. Precise and repeatable on-the-spot rotation (< £0.1 mm)
can be realized by using a high precision robot in combination with a light beam
probe alignment device. The probe provides about the same spatial resolution as
temperature probes but with a significantly higher sensitivity (<0.05mW/g) and
independence from actual temperature fluctuations.

Several groups are cuwrrently working on developing fiberoptical E-field sensors
for various kinds of EMC applications. These sensors utilize electro-optical effects
such as the Pockel's effect [118]. The advantages of this technique are the non-
metallic construction, broad-band applicability and foremost the ability to measure
in the time domain. However, the sensitivity and spatial dimensions of the suggested
implementations do not meet current requirements for dosimetric evaluations.

The classic calibration technique for E-field probes in lossy media is transfer
calibration using temperature probes [25, 104]. As an alternative, a waveguiding
technique has also been suggested in [119]. A new approach also based on waveguides
has recently been introduced providing better precision and improved traceability of
the procedure to power measurements, as well as better robustness and efliciency
[120]. The standard uncertainty of this technique was assessed to be better than
+3.5% but requires several waveguide setups to cover the frequency range between
800 MHz - 2.5 GHz. Due to the increasing size of waveguides with larger wavelengths,
at lower frequencies calibration is best performed with fransfer calibration using
temperature probes. Another proposed technique is based on computer simulation.
This method requires a detailed model of the probe and provides poorer precision
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than in experimental calibration techniques [104].

In addition to calibration techniques, procedures have also been developed to fully
characterize the performance of probes in tissue simulating liquids. These include
assessment of the uncertainties due to field disturbances, deviation from spherical
isotropy, spatial resolution, boundary effects and secondary modes of reception [117].

2.3.5 Free-Space Field Probes

Free-space scans of the electric and magnetic near-field of RF transmitters provide
important information about the quality of the RF design of antenna and device.
For example, poor design of handheld wireless communication devices may result
in significantly impaired radiation performance due to large increases of power loss
inside the device and through absorption if operated in the closest vicinity of lossy
structures. It is even possible that malfunctions might occur in certain near-field
environments. Hence, free-space near-field evaluations can constitute a powerful
design tool.

In special cases, magnetic and electric near-field scans can also be used to demon-
strate compliance with safety limits, such as for indoor base stations or other indoor
antennas.

For the above applications, near-field probes optimized for measurement in air
have been developed [114]. In order to obtain a maximum of information, it is
often advantageous to align the three sensors with a specific coordinate system with
respect to the antenna. This is facilitated by the fact that one of the isotropic electric
field probe’s sensors is aligned along the probe axis with the other two normal to it.
Equivalent to the optimization procedure employed in the design of the dosimetric
probes described in [114], the spatial orientation of the sensors has been adjusted
in order to compensate for the field distortion inside the probe caused by the core,
substrate and protective shell. The spherical isotropy achieved hereby is better than
+0.4.dB.

An isotropic near-field H-field probe optimized for the mobile frequency range
has been described in [116]. This new probe consists of three orthogonally and con-
centrically arranged loops. The 3.8 mm loops with resistively loaded detectors were
designed to achieve optimal sensitivity at the desired frequency range of 300 MHz to
2.5 GHz (deviation from isotropy: <0.2dB). In free space, probes are usually cali-
brated in the far-field, e.g., [121]. Due to the small dimensions of these near-field
probes and their RF transparency, calibration in waveguides has been proposed for
the frequency range between 800 MHz - 2.5 GHz and TEM-cells for below 1 GHz
[104], providing a precision of hetter than £5%.

2.3.6 Automated Near-Field and Dosimetric Scanners

The experimental assessment of the three-dimensional SAR. distribution within a
phantom easily involves several hundred measurement points. Especially at higher
frequencies, the locations of these points with respect to the phantom must be known
with the greatest precision in order to obtain repeatable measurements in the pres-
ence of rapid spatial attenuation and field variations. High precision is especially
required to accurately evaluate the SAR close to the surface, since the physical di-
mensions and boundary effects prevent measurement directly at the surface, such
that the values at the surface must be obtained by careful extrapolations with ap-
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propriate functions. Due to the considerably large number of measurement points
and extensive data processing required, it is obvious that the measurement process
must he highly automated if such measurements must be performed routinely.

Several automated scanning systems based on E-field probes have been imple-
mented. Systems developed in the 80s range from one-dimensional positioners [122]
to three-axis scanners [123] and on to six-axis robots [124]. The first version of the
latter goes back to the early 80s and has been continually improved and extended
since then.

Systems explicitly designed for evaluation of handheld or body mounted trans-
mitters are described in {114], [124] and [125].

The scanner described in [114] incorporates a high precision robot (working range
greater than 0.9 m and a position repeatability of better than 40.02 mm), advanced
dosimetric E-field probes (see previous sections), an optical proximity sensor for au-
tomated positioning of the probe with respect to the phantom surface (precision
better than -£0.2 mm) and sophisticated software for data processing and measure-
ment control. The generic twin phantom (enables testing of left-hand, right-hand
and body mounted devices without requiring a change of phantoms) was developed
with the objective of covering the maximum exposure occurring in over 80% of the
entire user population [125]. A test procedure based on a calibrated dipole has been
integrated which enables verification of whether the system is operating within its
spectfications. This check also ensurves that all laboratories working with the above
gystem will agsess the same SAR values within £129% (k=2).

The analysis of the uncertainty budget performed in compliance with the NIS81
[126] and the NIST1297 [127] documents has shown that a precision for spatial peak
SAR evaluation of better than +12% (k=1) is achieved, which is excellent when
compared to the common uncertainty of far-field measurements. The uncertainty for
the 95% confidence level (k=2) of < +24 % is acceptable for compliance testing.

In addition to the spatial peak SAR limit, the same instrumentation also enables
determination of the total energy absorbed in the user, which is another important
measure for device performance.

Several other systems based on similar concepts have been developed at various
universities [128, 129] or commercialized [130, 131].

2.4 Review of Basic Studies on Absorption in the Near-
Field of MTE

2.4.1 Introduction

The availability of reliable instrumentation or simulation techniques for precise as-
sessment of SAR distribution inside tissue simulating materials is an essential prereq-
uisite for the implementation of compliance testing standards. However, in order to
enable generalization of dosimetric evaluations conducted with a particular setup to
the exposure oceurring in a specific cross-section of the user population, extensive in-
formation about the dependence of the absorption mechanism on various parameters
18 necessary. This includes:

o the dominant absorption mechanisms, in order to derive the parameters that
most affect absorption;
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e the effects of anatomical variability, such as head shape, tissue distribution and
tigsue parameters, etc.;

e the effect of the hand;

o the effects of accessories such as the metallic frames of optical glasses, jewellery,
medical implants, etc.;

e the effect of the variability of the position of the phone with respect to the
head;

e the requirements for handset modeling, in case the instrumentation or proce-
dure does not allow testing of the actual physical device.

Answers to these questions are particularly important so that a dosimetric eval-
uation performed using a particular setup (phantom, phone position, etc.) can be
generalized with respect to the exposure of the entire user population. The later
is especially important in view of standardized compliance testing with safety lim-
its. Significant insights into these topics has heen gained during recent years, the
publications of which are reviewed in this Section.

2.4.2 General Absorption Mechanism in the Near-Field

The energy absorption mechanism in the close near-field of dipole antennas operating
above 300 MHz was investigated in [25]. The dependence of the absorption on the
frequency, electrical dipole length, distance between dipole and tissue, and shape of
the lossy structures was investigated. The results revealed that the dominant in-
teraction mechanism for all configurations is inductive coupling, i.e., surface/eddy
currents induced by the incident magnetic field. The strong dominance of inductive
coupling over capacitive coupling enabled the proposition of an approximation for-
mula, the precision of which was assessed to be better than +3 dB independent of
frequency, distance, tissue parameters, antenna length, etc. These findings were es-
sentially confirmed by {24]. In [43], it was further shown that this approximation also
results in very accurate results for helical antennas. In order to allow for estimations
of the spatial peak SAR, the scope of the approximation was extended in [132].

The main conclusion of these findings is that the absorption as well as the spatial
peak SAR values are proportional to the square of the magnitude of the current and
not to the input power. This means that an antenna with a feedpoint impedance
of 10 Ohms can potentially induce five times the absorption compared to a 50 Ohm
antenna for the same radiated power. In addition, the study revealed that the 7 Watt
exclusion clause of the ANSI standard [133] for low-power communication devices was
in direct contradiction with the basic peak SAR limits.

2.4.3 Tissue Parameters

The dielectric properties of tissue simulating materials at a specific frequency should
accurately correspond with the dielectric properties of living tissues. Since the SAR.
is defined as the time rate of energy absorption per unit weight, only the macro-
scopic simulation of the ti

ue's permittivity e, permeability p and conductivity p
are required. Generally, dielectric properties have been collected from animal tissues,
for which large variations can be found in the open literature. This is due to the
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difficulties encountered when handling living or freshly excised tissues during data
collection and due to the natural variations of tissues. Data collected directly from
human corpse has large uncertainties, since right after death the dielectric proper-
ties might change drastically, in particular changes in water content in brain tissues
[134]. The most recent dielectric data from living tissue can be found in [135] and in
[136] which, however, differ considerably in both permittivity and conductivity. An
overview of dielectric data found by different researchers can be found in [137].

Since the absorbed energy depends strongly on the tissue parameters € and p, it is
desirable to know them with highest accuracy. Unfortunatly, little reserach has been
conducted to perform a thorough uncertainty analysis for available dielectric data for
human tissues. However, since the natural variablitiy of these parameters within the
MTE user group and in time might be considerably, the chosen dielectric parameters
for a compliance procedure must be chosen in a worst-case approach rather than
representing a specific person af a specific time.

2.4.4 Modeling of the Human Head

Many different, phantoms have been used in the past to assess RF transmitter related
exposure, ranging from simply shaped bodies such as spheres, boxes and cylinders
to more realistic complex phantoms including MRI and CT derived models with
resolutions down to 0.125 mm?,

Whereas early numerical assessments were largely limited to simply shaped bodies
due to computational restrictions, i.e., spheres [138, 139], prolate spheroids [20, 21],
multilayered slabs {140] or brick phantoms [29. 30], complex experimental phantoms
were used from very early on. Anatomically shaped homogeneous phantoms filled
with tissue simulating liquids or gels were used in [103, 112, 141] as well as dry ceramic
phantors [106, 107, 108, 142]. In addition, studies have been performed using multi-
tissue phantoms [48, 122] and phantoms based on real human skulls packed with
various types of tissue [102, 122]. A realistic phantom of the whole body of a man
including simulated bone, brain, muscle and lungs was used in [143]. Most recently
a b-tissue head phantom consisting of skin, muscle, bone, eye and brain tissue has
been constructed and made commercially available [144, 48].

The increasing availability of powerful computers with adequate processing and
memory resources from the early 90s onwards has enabled the simulation of realistic
MRI, CT, etc. based head phantoms using FDTD [145, 146, 147, 148, 149, 77, 150,
151, 1562, 79, 153, 154, 155, 83, 82, 84, 156. 90, 86, 157, 158, 49, 87, 88, 85, 159, 160, 50,
92, 94, 71]. Today, resolutions of 0.125 mm? for parts of the head are state-of-the-art
on high-end workstations {161].

Only the availability of such phantoms which can be straightforwardly discretized
for TDTD baged on CT or MRI scans has made systematic parameter studies
with respect to the internal anatomy possible. The authors of [85] compared non-
homogeneous with homogeneous modeling, whereby the tissues were replaced by
brain simulating tissues. The authors reported an overestimation of about 40% for
the 1 g spatial peak SAR values. Other studies found a consistent but low overestima-
tion for the spatial peak SAR values, e.g., the authors of [87] reported no significant
change of the maximum SAR value in the brain for a variation in the conductivity
of skin. For ordinary use of the MTE, the heterogeneity of the head was reported to
have little effect on the maximum SAR values.

The absorption in several high-resolution phantoms derived from MRI data of
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various persons was compared at 900 MHz for exactly the same exposure conditions
including the source in [49]. The overestimation reported was 25% for the 1 g and 10%
for the 10 g spatial peak values for a tissue composition with slightly higher dielectric
parameters than the average values between white and gray brain tissues. A similar
study was performed by the same authors at 1800 MHz [50]. The results were similar
with an overestimation of about 20% for the 1 g and 5% for the 10 g spatial peak values
using a tissue-simulating liquid whose conductivity (e, = 41.0, ¢ = 1.65 mho/m) was
considerably larger than that of brain-average equivalent tissue (e, = 42.3, 0 =
1.2 mho/m). The authors of these two studies concluded that the variability of the
tissue structure could be best covered by replacing the non-homogeneous structure
by a homogeneous phantom of appropriate shape and dielectric material. For very
high frequencies the absorption in a spherical head model has been investigated by
[96] in the Ka-band (e.g., 30 GHz), reporting high absorption in the skin layer due
to the small penetration depth.

An early study investigating possible differences in absorption between children
and adults by scaling the numerical model by 0.7 to the head size of a 1 year old infant
found comparable or lower values for the smaller head model [79]. Another study on
possible differences in absorption between children and adults was reported in [85]
by scaling the phantom used in [84] to the size of children according to body size and
weight. Significantly higher 1 g averaged SAR at 835 MHz and a greater penetration
depth was found in the case of the childven’s heads. These findings could not be
confirmed by [94] using head models of MRI data of 3 and 7year old children as
well as variously scaled heads. No significant increase in averaged SAR values or
penetration depth was found when the dipole source was kept at the same distance
from the head. The spatial SAR values for children were within the variations found
between various adults, suggesting that the maximum exposure occurring in the user
group including adults and children can be assessed by using a single phantom of
appropriate shape and composition. An explanation for part of the differences found
in [84] might be the closer proximity of the source for the scaled heads as compared
to adult heads.

In [86] realistic head models derived from CT and MRI data were compared with
canonically shaped bodies (boxes and spheres), based on which the author concluded
that the box overestimates the exposure to a great extent, whereas the sphere could
be used for a worst case SAR approximation. Weak dependence of the feedpoint
impedance of a generic phone for spherical or realistic head modeling, but significant
dependence for radiation characteristics was reported in [82]. Higher SAR values
were found for the inhomogeneous head compared to the spherical head model.

The authors in [88] reported a significant effect of the modeling of the auricle
on the maximum 1g spatial SAR values as: d with FDTD using a 15.6 mm?®
resolution and a non-pressed ear. In [161] a pressed ear as occurring in a real world
MTE situation and based on MRI data was modeled with 0.125 mm? resolution
and simulated with FDTD. Although high local one-voxel SAR were found in the
ear auricle, spatial averaged SAR values were not significantly higher compared to
a homogeneous model without ear and an appropriate spacing between phone and
head.

Although the head shape does not significantly alter absorption, it is nevertheless
of great importance, since it defines the distance between the source of the magnetic
field and the tissue for a given position of the RF transmitter with respect to the
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head. The compliance testing requirement to cover the highest absorption occurring
in real life can be satisfied if the distance between the phantom and phone parts in
the test setup is not larger than the minimum distance occurring within the user
group between the phone and the skin. In ovder to develop a phantom satisfying this
requirement, data of the head shape in the ear region was measured for a total of 52
adult volunteers (male and female) from which a generic phantom head was derived
[125]. It was constructed in such a way that the distance between the phone structure
and phantom surface is always smaller than for 90% of the investigated people. The
thickness of the compressed ear was also evaluated, resulting in an average thickness
of about 6 mm and a 10%-percentile thickness of 4 mm. So far, no investigations on
the thicknesses of the compressed ears of children have been conducted.

2.4.5 Effect of the Hand

In [82] numerical research was focused on the effect of the head and hand on the
performance parameters of monopole and PIFA antennas mounted on a simplified
radio. It was reported that the antenna impedance in the case of the monopole was
largely unaffected by both: the presence of the hand at the investigated distance,
and the complexity of head modeling. However, radiation patterns were affected to
a greater extent.

Awuthors in [87] reported that the varving hand positions scarcely affect maximum
spatial SAR values as long as the hand does not shade the antenna. [86] and [79]
reported that modeling a hand around the device results in lower spatial peak SAR
values in the head compared to the same configuration without the hand at 900 MHz.
At 1800 MHz the opposite result was found in [79].

In the case of a sleeved dipole antenna the maximum spatial SAR values were
unaffected [90] at 900 MHz whereas decreased values in the range of 30% were found
for a whip antenna at the same frequency.

The problem inherent in many of these numerical studies is that the hand was
simulated wsing simple block models which can only poorly represent the complex
anatomy of a real hand. Due to the difficulties of modeling a realistic hand grasping
the phone in various positions, the effect of the hand was experimentally studied in
[125] using a real hand. The studies were performed using commercially available
cellular phones. The frequency bards investigated were 450, 900 and 1800 MHz. Each
phone was grasped in three different ways. The highest spatial peak SAR values of
these three ways of grasping the phone resulted in no or only a slight reduction of
SAR values as compared to the values assessed in the absence of the hand. This
suggests that the upper exposure range occurring under real-life conditions is best
described by neglecting the effect of the hand.

2.4.6 Metallic Accessories & Environmental Effects

The effects of metallic accessorie

such as spectacle Bames and jewellery, have heen
investigated in [48] and summarized in [125] based on worst-case scenarios. The
authors concluded that it is unliksly that metallic accessories significantly increase
absorption. .

Possible enhancement in SAR due to medical implants was investigated in [162],
simulating resonant wire and dise structures inside and outside a tissue-simulating
spherical body. The excitation was a 0.45) dipole. Enhancement of up to a factor of
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about 40 were found for the local peak SAR and a factor of 1.6 for the spatial peak
SAR. value averaged over 1g. Similar results were veported in [48] for various tissue
types in which enhancement factors of several hundred times were reported. Such
discrepancies are not surprising since the local peak SAR strongly depends on the
sharpness of the metallic structures.

The dependence of energy absorption due to use.of a MTE in partially closed en-
vironments was investigated in [90]. The simulations were performed using a realistic
head model derived from CT data (125 mm? voxel size) exposed to a generic phone
either equipped with a sleeved dipole antenna or a whip antenna inductively loaded
with a helical coil. Nearby metallic walls spread the SAR distribution and decreased
the maximum spatial 1g SAR value by more than 30% in certain configurations and
increased the spatial peak SAR values by more than 110% in others. These results
seem to contradict the absorption mechanism and warrant further investigation.

A large body of literature is available on RF interference of medical devices by
mobile communications transmitters. For a summary on this subject the reader is
referred to [163].

2.4.7 Handset Position

Since the absorption mechanism suggests that the SAR is approximately proportional
to the square of the incident magnetic field strengths at the skin surface of the
user, the dominant parameter for the exposure is the current distribution on the
phone and its position with respect to the head. The strong dependence on the
current distribution and position was demonstrated experimentally by the spatial
peak SAR values assessed for different phones and positions in [132, 10]. The effect
of position can be larger than a factor of three. This strong dependence underlines
the importance of the shape of the phantom as well as the need for test positions to
be very precisely defined in order to achieve reproducible results between different
laboratories. Some of the rather large differences of the spatial peak SAR values
reported in the literature can be attributed to the different positions of the phone.
For example, many of the FDTD analyses were performed with the phone oriented
vertically or horizontally to the head [149, 151, 152, 79, 154, 155, 83, 156, 90, 86,
164] whereas most of the experimental assessments were measured in more natural
operational positions. Lately, tilted head phantoms have been used so that the ear
piece and microphone is positioned on an imaginary line between the ear and mouth
but still 90° with respect to the line connecting both auditory channels [82, 84, 88,
87, 165]. Some studies have used more realistically tilted numerical head models
[85, 159, 71] for absorption studies of MTE, although a touch position as defined in
[4] has been difficult to realize.

2.4.8 Handset Modeling

As important as a well defined position is the exact magnitude and distribution of the
current on the phone. A study comparing numerical and experimental procedires
[93] showed that for the same field magnitude but slightly different current distribu-
tions, the spatial peak SAR differed by more than 50% for some phone positions. The
magnitude may differ by more than 30% from phone to phone [10] even though the
output power at the adapter terminal remains within #0.1dB. On the other hand,
excellent agreement was found between simulation and measurement even though
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different phantoms and positions were compared in [149, 166, 128]. Authors in [156]
compared a real MTE to a generic phone of analogous shape finding a fair agree-
ment in the results, concluding that more accurate modeling of the phone is needed
for satisfactory validation. Subsequently improved detailed modeling of the phone
resulted in the same range of differences between measurements and simulations as
for the generic phone [167]. The exposure due to a CAD model of a handheld phone
was numerically investigated using FDTD in [71].

For studies in which position and phone, e.g., a well defined generic phone, were
precisely described, a generally good agreement between measurements and compu-
tations was found [168, 165, 169].

2.5 Review of Compliance Evaluations

2.5.1 Introduction

Dosimetric evaluations were not a requirement for handheld devices until a few years
ago. An exclusion clause for low power devices introduced by ANSI in 1982 [133]
and subsequently adopted by most international and national standards excluded
any transmitter having an antenna input power of less than 7 Watts from test re-
quirements by assuming that they intrinsically comply with the basic safety limits.
Only a few studies on the exposure of handheld or body mounted devices were
published before the early 90s. These included studies on dipole antennas in the
proximity of geometrically simple tissue-simulating bodies [29, 60, 139, 170] and
detailed experimental human phantoms {171, 172] as well as evaluations of com-
mercially available handheld dispatch radios operated in front of the face or torso
(103, 102, 112, 141, 30, 171, 172, 122, 52]. The results of these studies were contro-
versial with respect to the validity of the exclusion clause. Clarification was brought
about by the study on the absorption mechanism [25] whose results implied that
the exclusionary clause strongly contradicted the basic limits. According to this
study, antennas with an input power of 1 W at 1.5 CHz have the potential of in-
ducing spatial peak SAR values of 5.7mW/g (1g averaged) at a 25mm distance
when the feedpoint current is increased to 350 mA due to changes in the feedpoint
impedance. Even much higher values can be predicted for closer proximity to the
body. Consequently, the exclusion clause was dropped during revisions of the stan-
dards and authorities began to request compliance testing of handheld devices [132],
in particular for cellular phones.

A considerable body of literature dealing with compliance testing of cellular
phones with safety limits has been published during the last four years. In order
to simplify comparison of the reviewed studies, the results are either normalized to
the actual or nominal (for commercial devices) antenna input power of 1 W. This
Section is divided into more basic evaluations using generic phones and evaluations
performed for commercially available phones. Evaluations performed in the context
of exploring novel antennas for handsets providing minimum energy loss in the user
and improved radiation performance are reviewed in the following Section.

2.5.2 Generic Phones

In [77], the exposure of a dipole in the proximity of the face of a heterogeneous human
head model based on MRI scans was numerically evaluated at 900/1900 MHz. Tt was
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concluded that an exposure of less than 10 W/kg/W averaged over the eye is obtained
at a distance greater than 6 mm from the dipole to the eye at 900 MHz and at least
17 mm at 1900 MHz.

A dipole next to a simply shaped head was numerically investigated in [80] at
835 MHz. It was concluded that the spatial peak SAR (1g averaged) for a cellular
phone operating at 0.6 W when placed further away than 2 cm is below the 1.6 W /kg
(le., 2.7W/kg/W) given by the ANSI standard.

Studies [49, 50, 94] conducted with 0.45)\ dipoles (900 and 1800 MHz) at a dis-
tance of 15mm next to various heterogeneous and homogeneous head phantoms
(vertical position) have resulted in 2.6 - 4.7 W/kg (1g averaged) and 2.1 - 3.2 W /kg
(10g averaged) for a feedpoint current of 100 mA. Assuming a feedpoint impedance
of 50 Ohms, this is equivalent to 5.2 - 9.4 and 4.2 - 6.4 W/kg/W respectively. At
1800 MHz the corresponding values were 14.2 - 20.6 W/kg/W (1g averaged) and 9.0
- 10.6 W/kg/W (10g averaged).

The first detailed numerical study of a more realistic phone model (generic phone
equipped with a monopole antenna) in the closest proximity of a detailed heteroge-
neous human head phantom was published by [79]. The head phantom was derived
from a MRI data set and numerically represented with a voxel size of 2x2x 2 mm?.
The horizontal and vertical positions at the ear (ear not compressed) were compared
for the operation frequencies of 900 and 1800 MHz, as well as a position in front of the
eye. The maximum exposure was achieved in the front position to be 4.7 W/kg/W
(1g averaged) and 3.1 W/kg/W (10g averaged) at 900 MHz. At 1800 MHz the maxi-
mum exposure was 7.7 W/kg/W (1g averaged) and 4.6 W/kg/W (10g averaged), also
in the front position but with a hand grasping the device.

The exposure of a homogeneous simply-shaped human model to a generic phone
with monopole antenna operating at 144/450/900 MHz was numerically investigated
in [38]. The maximum SAR for a distance of 5cm antenna/head at 900 MHz was
assessed to be 0.53 W /kg/W.

A generic phone equipped with a monopole and a half-wave dipole was evaluated
using FDTD with a MRI based head phantom at 900 MHz in [173]. For a vertical
phone position and a distance of 15 mm between antenna (top) and head, the spatial
peak SAR values were 9.8 W/kg/W (lg averaged in skin) and 4.5 W/kg/W (10g
averaged in skin) in the case of the monopole antenna and 4.1 (1g averaged) and
2.9W/kg/W (10g averaged) for the dipole antenna.

Very similar results were also reported in [86] for a generic phone equipped with
a monopole antenna (915 MHz) in the vertical position and 15 mm distance between
the phone and head, i.e., the exposure ranging from 2.6 to 8.6 W/kg/W and 1.8 to
4.8 W /kg/W averaged over 1g and 10 g respectively.

A generic phone equipped with a sleeved dipole or a whip antenna in a partially
closed environment at 900 MHz was evaluated next to a heterogeneous head model
in a vertical position in [90] using FDTD. The exposure was assessed to be nearly
always below 1.6 W/kg averaged over 1g of tissue and an output power of 0.6 W,
except for the case with a whip antenna in a partially closed environment.

A generic handset with a monopole antenna operating at 900 and 1500 MHz in a
vertical position was evaluated using FDTD for a heterogeneous head model in [87]
and [88]. The 1g peak SAR value for an antenna-head distance of 3.75 cm (phone
touches ear) was assessed to be below 3.4 W/kg/W and 7.4 W /kg/W at 900 and
1500 MHz respectively.



The exposure of a generic handset equipped with A/4 and 3/8)\ antennas was
evaluated with FDTD at 835 and 1900 MHz for a vertical and tilted standard posi-
tions in [85] and [159]. At 835MHz the lg-averaged spatial peak SAR value ranged
from 2.7 W/kg/W - 4.9 W /kg/W and at 1900 MHz from 5.5 - 9.6 W/kg/W for an
adult head and the most recent available set of human tissue parameters.

Only a few studies have been made for transmitters in the near-field above 2 GHaz.
In [84] a generic handset with different antennas operating at 6 GHz was evaluated
with FDTD for a heterogeneous head model in a tilted standard position. Two of the
antenna configurations were in compliance with the standard for a 0.6 W transmitter,
resulting in 1 g averaged spatial peak SAR valnes between 0.8 and 1.7 W/kg/W. A
third configuration was above the ANST limit with 1g averaged spatial peak values
of 3.4 W /kg/W.

The exposure in the Ka-band at 30 GHz due to a nearby dipole (2 cm distance)
was assessed for a layered sphere using a hybrid approach of the eigenfunction expan-
sion method and MoM in [96]. For an undirected antenna configuration 1 g averaged
spatial peak SAR values of 10 W/kg/W and for a directing configuration 0.1 W /kg /W
were assessed.

2.5.3 Commercially Available Cellular Phones

The dosimetric evaluation of seven different commercially available NMT devices
(Nordic Mobile Telephone Standard: 890-915 MHz, maximum power 1 W), conducted
with an automated E-field scanner and a homogeneous shell phantom, was reported
in [174]. The spatial peak SAR for the intended use position ranged between 0.2 -
2.8 W/kg/W (1g averaged) and 0.1 - 1.8 W/kg/W (10 g averaged).

[175] reported the results of an experimental evaluation of a mobile phone oper-
ating at 890 MHz. The assessed exposure levels for an intended use position were
3.5 W/keg/W (lg averaged) and 3.2 W /kg/W (10¢g averaged).

The exposure of ten different MTE devices operating at 835 MHz (0.6 W) was
evaluated using FDTD in a tilted standard position with a heterogeneous MRI based
head phantom as well as experimentally in {149]. The spatial peak SAR values ranged
from 0.3 - 1.2 W/kg/W (lg averaged).

FDTD and a MoM approach together with a generic shaped head phantom were
applied in [81] to assess the absorption of an analog cellular phone operating at
450 MHz (0.75'W). The exposure for the Pocky antenna (15 mm distance antenna-
head) was assessed to be below 0.3 and 0.5 W/kg/W averaged over 1 and 10g re-
spectively.

Authors in [176] tested a TACS phone and GSM phone at 900 MHz using numer-
ical and experimental worst-case considerations. They concluded that the exposure
limited by current standards was not exceeded.

Two mobile phones operating at 824-849 MHz. were experimentally evaluated
using a homogeneous torso phantom and an automated near-field scanner in [124].
The maximum spatial 1g peak SAR was reported to be in the range of 0.1-1.6 W /kg
for the “classic” design with a sleeved dipole antenna and the so-called “fip” phone
with a dual antenna system operating in various modes (FMCW 0.6 W, GSM. 2 W
peak, NADC 0.6 W).

Three different AMPS phones operating at §25-845 MHz (0.6 W) were tested with
a heterogeneous human head model based on a plastic skull packed with jellies using



26

electric field probes in [177]. The maximum peak SAR was 1.4 W/kg/W in brain
tissue and 0.35 W/kg/W in eye tissue.

The evaluation of six GSM phones with extended and retracted antennas (average
power of 250 mW) was published in [178]. The phones were tested in two different
positions with the near-field scanner described in [114]. In the standard position of
[4] the spatial peak SAR values ranged between 0.6 - 4.0 W /kg/W (Lg averaged)
and 0.4 - 2.8 W/kg/W (10 g averaged). In the worst-case position, the values ranged
from 0.8 - 8.4 W/kg/W (1 g averaged) and 0.4 - 4.8 W/kg/W (10 g averaged).

The exposure from two GSM (900 MHz; 250mW) and two DCS (1800 MHz;
0.125 mW) devices was reported in [125] using a homogeneous shell phantom de-
signed to cover the maxinmim exposure in 80% of the MTE user group. At 900 MHz
the exposure was below 4 W/kg/W (1g averaged), respectively 2.4 W/kg/W (10¢g
averaged). At 1800 MHz (125 mW) it was below 13.0 W/kg/W (1 g averaged) and
6.4 W/keg/W (10 g averaged) for all positions tested.

In [179] two handheld phones at 835 MHz and two at 1900 MHz were numerically
investigated with FDTD and a MRI based head phantom. The maximum 1g aver-
aged peak SAR values were assessed to be 4.9 W/kg/W and 8.9 W/kg/W at 835 and
1900 MHz respectively for a vertical phone position.

The CAD data of actual MTE devices was used as the basis for the FDTD models
in [71] and evaluated in a tilted position at a human head model based on MRI data.
The spatial peak SAR value averaged over 1g was assessed to be below 3.6 W /kg/W
and 11.6 W/kg/W at 835 and 1900 MHz respectively.

Bighteen different european digital phones (250 mW) were measured with the
dosimetric scanner as described in [125] and reported in [10]. Each phone was tested
in up to 16 different configurations as specified by [4}. The maximum assessed expo-
sure ranged from 1.1 - 6.2 W/kg/W averaged over 10 g.

2.6 Review of Antenna Studies for Optimized Radiation
Performance with Reduced User Exposure

2.6.1 Introduction

Antennas for mobile communications equipment must not only be inexpensive to
produce, small, and light; they must also provide high radiation efficiency in order
to conserve battery energy and ensure communications under bad radiation condi-
tiong. In addition, the antennas must withstand the mechanical and environmental
demands of daily usage (bending, dropping, ete.). Classical simple whip and helical
antennas mounted on the top of handsets are therefore still the dominant antenna
type for current cellular phones. However, their ommidirectional free-space pattern
with cylindrical symmetry is degraded when operated in close proximity to the user’s
body due to absorption and reflections at the head. In general, the smaller the an-
tenna and the closer to the head it is operated, the more directional its radiation
pattern becomes and the greater the amount of energy lost through absorption by
the user. Since the resulting far-field pattern is similar to that of directional radia-
tors, more sophisticated antennas with minimum energy loss in the user’s head could
substantially increase radiation performance. An additional motivation for improved
antennas is that the user’s exposure could become a factor for a consumer’s choice.

Therefore, several groups have begun investigating different antenna concepts
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providing high radiation efficiency and low user exposure. In the following, the most
recent studies, which explore antenna concepts for mobile phones aimed at optimizing

radiation performance and minimizing user exposure are reviewed.

2.6.2 Basic Studies

Directional antenna configurations have been suggested and studied to minimize hu-
man exposure. In [180] arrays of small dipoles of different directivity in the proximity
of a lossy sphere have been analytically investigated. The authors concluded that
directional antennas substantially reduce the energy logs whereby the disadvantage
of the enhanced front-to-back ratio is marginal.

A study aimed at deriving the basic design criteria for antenna structures with
reduced energy loss in the user’s tissue and improving radiation efficiency was con-
ducted by [47]. This study was performed on the basis of dipole structures (A/2
dipole combined with a directive or reflective element). The results showed that cer-
tain directional half-wave dipole configurations result in lower absorption (>4 dB),
higher efficiency (>70%) and a feedpoint impedance less affected by varying distances
from the head as compared to the standard dipole, whereas other directional config-
urations caused a contrary effect, i.e., degenerated radiation performance. A closer
analysis revealed that the magnitude of the H-field strengths at the skin was reduced
for those configurations providing improved efficiency and vice versa. The authors
concluded that the primary design criterion to improve the radiation efficiency is not
directivity, but the reduction of the maximum incident magnetic field strength in the
exposed skin area of the user’s head. This finding is also consistent with [25].

2.6.3 'Wire Antenna Configurations

A flat inductance loaded open sleeve antenna has been presented by [181]. This
antenna, which has heen commercialized, results in a minimum of currents on the
phone case and maximum current at the top of the antenna. Since the distance
between the head and the upper part of the antenna is usually rather large for normal
phone positions, this design would minimize absorption losses in the user. Wire
and printed folded loop antennas for mobile phone applications were investigated in
[182]). Their feedpoint impedances were reported to be less sensitive to the effect of
a hand holding the device than when Planar Inverted F-Antenna (PIFA) elements
are employed. A disadvantage is the high driving point impedance which poses a
challenge for the matching network.

A normal mode helical antenna with a parasitically coupled monopole antenna
and L-shaped parasitic elements for Inverted-F Antennas (IFA) was investigated for
dual frequency applications in {183]. The increased bandwidth and the low profile
meet the requirements for wireless applications. Combined helical and monopole
configurations for dual frequency use at 900/1800 MHz were proposed in [184]. None
of these studies provided data on the magnetic near-field or the energy loss when
operated in the vicinity of the users.

The effects of human proximity on the circular polarization from a generic ax-
ial model helical antenna mounted on a phone case was investigated in [185], and
significant sensitivity of the axial ratio was reported. However, the antenna and
handset were rather decoupled from the nearby head, resulting in a stable feedpoint
impedance. This effect was attributed to the greater distances and the dimensions
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of the helical model.

The use of lossy ferrite shields on a rectangular phone model with a A/4 monopole
antenna for lower absorption in a human head phantom was investigated with FDTD
in [92]. Configurations with 13% lower 1 g SAR values were found, whereas gain and
radiation patterns were minimally affected. Performance relevant for a real phone
would however be the behavior of the feedpoint impedance due to the presence of a
ferrite sheet.

2.6.4 Planar Configurations

In order to meet requirements for compactness and minimal absorption by the user,
3 variety of planar antenna configurations, mostly mounted on the backside of the
device, have been proposed.

In [186] a Full Short circuit Planar Inverted-I Antenna (FS-PIFA) was analyzed.
In order to achieve low exposure of the operator and to achieve performance that
is independent of the handling of the handset, the current must be concentrated
near the antenna and suppressed on the handset. In order to prevent covering the
antenna with the hand, adjustment of the design of the handset was proposed. In
addition, a small antenna size, its location on the handset and the feeding location
would contribute to make the performance less dependent on handling. Absorption
meagsurements with a head phantom revealed spatial SAR values up to ten times less
than ANSI standard requirements. Gain measurements for three different common
user environments showed that the proposed antenna had approximately 2 dB less
effective gain than a half-wave dipole. Gain degradation effects due to operator
proximity have been experimentally investigated for various PIFA configurations in
[187].

A Radiation Coupled Dual-L Antenna (RCDLA) was analyzed in [188] and com-
pared to the above mentioned FS-PIFA configurations. It was stated that the
RCDLA outperforms the FS-PIFA| since the currents were not only suppressed on
the housing, but a concentration of currents at any point on the antenna was avoided
as well. This leads to a more uniform overall current distribution. The performance
of a RCDLA mounted on a box model of a phone was numerically assessed in [89]
using a spherical human head model (diameter of 9cm) and compared to that of
a monopole antenna. Efficiency in the range of 80 % compared to 56 % in case of
the monopole antenna was reported. However, the phone models were of completely
different dimensions and located differently with respect to the head.

A variety of planar antennas varying in shape, loading, feeding and mounting
characteristics were investigated in [189] and [190] and compared to monopole and
loop antennas. Combinations of different antenna configurations were numerically
investigated to realize diversity schemes. A Dual Tnverted-L antenna and a Diode-
Tunable PIFA were studied and compared to normal PIFA configurations in [191]
providing enhanced bandwidth characteristics. A Dual-Frequency Planar Inverted-F
Antenna was recently investigated in [192] for use at both 900 MHz and 1800 MHz
with an acceptable bandwidth if the antenna is optimized together with the casing.
No results on its performance near the head were provided. [193] presented the
numerical comparison of the energy absorption between a planar backside mounted
microstrip double patch antenna and a conventional monopole antenna at 1800 MHz.

Acceptable bandwidth and reduced resonance length was achieved for a PIFA
configuration using capacitive loading in [194] and for dual frequency applications
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in {195]. No data on the performance at the head were given. The performance of
a Double-T slot antenna was investigated in [196] operated near a simplified head
and hand model. Excellent efficiency of better than 90% was reported. However, the
assessment has been made on a spherical head phantom, which generally underesti-
mates the energy loss.

2.6.5 Other Configurations

Many new antenna types for mobile communications devices have been and are still
being currently investigated as to whether they meet the above mentioned require-
ments. However, there are only a few basic antenna structures and most antenna
types can be considered to be derivatives. Improvements have been attempted by
modifying dipole, loop, slot, planar and printed antenna configurations.

The N-type antenna, similar to inverted-F antenna configurations [197] has been
recently proposed for mobile communications systems in [198]. Sufficient bandwidth
is ensured by a double resonant construction; a quarter-wave choke ensures low
currents on the device. The spatial peak SAR and radiation efficiency as a function
of the distance between a spherical and block model of tissue have been compared to
those of a monopole antenna mounted on the same generic phone. The significantly
improved performance was attributed to smaller near-fields at the side facing the
operator and a larger distance between antenna and head. This also had a positive
effect on the stability of the feedpoint impedance.

A novel design has been developed using an electromagnetically coupled mi-
crostrip antenna with a rotatable patch [199]. The objective was to reduce the
polarization mismatching between the portable phone and base station caused by
inclination of the device at the head. In a manner similar to the design proposed in
[186] it has a low profile and can be integrated on the backside of the case. Although
the low profile generally increases durability, the constant mechanical stresses of the
antenna might increase the chance of breakage. The effects of human proximity were
not investigated in the paper.

A new backfire fed, bifilar helix antenna type, a miniature dielectric-loaded an-
tenna structure, was proposed in [200] and optimized to minimize the SAR in a
human operator at 900/1800 MHz. The exposure for the antenna mounted on a
generic phone was tested with the near-field measurement system described in [114].
Due to the concentration of currents on the upper end of the antenna, significant
reduction of cxurents on the casing and cancellation of magnetic near-fields, the ex-
posure resulted in low SAR values of approximately 0.96 mW /g/W for a 900 MHz
GSM phone (250 mW) in the intended use position.

2.7 Conclusions and Outlook

Significant progress in the area of exposure assessments of MTE devices has been
achieved during the last few years, In particular the precision and flexibility of exper-
imental and numerical techniques have been greatly improved. These new techniques
have been applied to investigate the effect of various parameters on absorption in
the user’s body. This information has enabled the establishment of a scientific basis
for the development of setups for compliance testing. Several of these experimen-
tal setups have been made commercially available, so that dosimetric evaluations of
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cellular phones have become routine. The availability of near-field scanners in com-
bination with improved numerical tools enables the study of new antenna concepts
for improved radiation efficiency and reduced user exposure.

The coming years will see further significant improvements in both experimen-
tal and numerical techniques. The greatest potential for improvements is seen to
lie in the optimization of antennas, which must efficiently operate in complex envi-
ronments. The future will also see the development of an area of research closely
related to exposure assessment, namely, the study of electromagnetic interference
and compatibility problems with wireless life support systems.
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Chapter 3

Finite-Difference Time-Domain
(FDTD) Technique

Abstract - The basics of the Finite-Difference Time-Domain (FDTD) tech-
nique are outlined. The appropriate references are given whenever pos-
sible and when extensive formulations are not essential.

3.1 Introduction

As outlined in Part I, FDTD is currently the clearly dominant technique for near-field
scattering problems in complex environments. Although it was originally proposed
by Yee [1] in 1966, it only gained significant popularity in the late seventies. Initial
problems with open domain boundaries were the subject of extensive research in the
seventies and eighties. The simple, explicit formulation, the possible straight forward
implementation of the governing equations and the recently available computational
power and memory resources have enabled the success story of FDTD. Today a
variety of text books on the technique and its applications have been published [2],
[3], [4] and commercial codes based on FD'TD have been made available [5], [6], [7],

8], [9].

3.2 The Finite-Difference Time-Domain Formulation

The conventional Finite-Difference Time-Domain method is a divect solution of the
time dependent Maxwell’s curl equations. The electric and magnetic field compo-
nents are allocated in space on a staggered grid of a cartesian coordinate system
{Fig. 3.1) and are solved alternatively in time in a leap frog manner (Fig. 3.2).
The transient flelds can be calculated when the initial field, boundary and source
conditions are known.

Yee oviginally discretized Maxwell's curl equations using 2nd ovder both in space
and time on a homogeneous grid, resulting in second order accuracy. The first partial
space and the time derivative lead to

49



&F
A

node i.j,k Ex(1,}.k) £ O, 1 (L]K)

Figure 3.1: Allocation of the field components in the Yee scheme in space. Each node 4, 4, k
of the lattice refers to one volume element (voxel), three electric and three magnetic field
components.
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Figure 3.2: Allocation of the field components in time in the leap-frog scheme. E- and H-field
components are separated by half a time step.
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where F represents the electric (B) or magnetic (H) field at time nA#; 4, 5, k are

indices in the spatial lattice and O[(Az)?], O[(At)?] ave the error terms.
Applying central differences to Maxwell’s curl equation

ﬁW:4VXHd§E (3.3)

for the proposed allocation of the fields in space and time, we obtain for example for
the electric field component E.:
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If we assume the semi-implicit approximation:
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equation 3.4 can be reduced to the unknown E7 ! of the new timestep:
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172
Hyli s 1570 (3.7)

Following this procedure, Maxwell’s curl equations can be discretized and reformu-
lated to explicit expressions for all six field components [3].

For the proposed central differences the numerical solution approaches the con-
tinuous one with the square of the discretization step. If the mesh is non-uniform,
thus the general rectilinear case, the local truncation error is first order, since in this
cage equations 3.1 and 3.2 are not centered finite difference equations. However, it
has been shown in [10], that the method is still globally 2nd order convergent.

The Finite-Integration (FI) formulation [11] is based on the discretization of
Ampere’s and Faraday’s law, thus Maxwell’s equations in integral form. In the time
domain it leads to the same numerical scheme, with the same stability and dispersion
properties, as the FDTD scheme [3], [12].

3.3 Gridding and Material Treatment

Most FDTD formulations are based on a uniform or graded rectilinear grid, although
different grids on which the field components are located have been proposed, e.g.,
non-orthogonal coordinates but regular grids [13], [14], irregular nonorthogonal grids
[15], [16] and Finite-Volume Time-Domain (FVTD) formulations [17], [18]. However,
a loss in robustness and stability is the cost for many of these techniques providing
increased modeling flexibility, This is one of the reasons that almost all commercially
available codes are based on the conventional rectilinear gridding, which can also be
easily automated.

Metal structures can simply be modeled by explicitly foreing the tangential B-field
components to zero in each time step. This implies that the modeled structure must
be conformally oriented to the grid. For unique details, such as thin wires, corners
and edges, field approximations can be used to individually model the field behavior
close to the structure of interest. The contour-path formulation has been proposed
in [19], [20] to enhance the modeling of thin wires, thin slots, ete. In [21], [22], {23]
the contour-path formulation was used to model grid non-conformal structures, e.g.,
curved surfaces.

Dielectric materials can be straightforwardly modeled for grid conformal struc-
tures. The conventional FDTD modeling assigns each voxel a dielectric material
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which is assumed to be homogeneously distributed within the voxel. If grid non-
conformal structures are modeled in this manner, the typical staircasing effect will
occur. Before evaluating the explicit expression (3.7}, the permittivity ¢; ;; and the
conductivity o; ;x must, however, be averaged, taking into account the size and ma-
terial parameters of the neighboring cells by following the procedure in {24]. If the F1
formulation is used instead of FDTD, the necessary averaging of material parameters
is implicitly given [11]. Errors in absorption assessment due to staircasing effects and
improved treatment of material parameters are discussed extensively in chapter b.

3.4 Boundary Conditions

Due to computational limitations, the diseretized space must be finite and therefore
be truncated by boundary conditions which properly represent the radiation outside
the domain of investigation. A very early radiation boundary operator for FDTD
has been proposed in [25].

Basically, the radiation boundary operators can be classified into mode annihi-
lating and one-way wave equation approximations. A general operator of the first
kind that annihilates an arbitrary number of modes has been derived and described
in [26]. Boundary operators of the second class permit wave propagation only in
certain directions [27]. The application of such a boundary operator to FDTD has
been presented in [28]. The design of boundary conditions for plane waves incident
at arbitrary angles has been reported in [20].

In [30], a new class of absorbing boundaries, the perfecily matched layer (PML),
was proposed. This approach is based on splitting the electric and magnetic field
components in additional layers in the absorbing boundary region and assigning
individual losses to the split field components. It has been extended to evanescent
waves and to terminate lossy media in [31]. With the PML technique it is now
possible to obtain broadband reflection coefficients as low as -80 dB [3].

Very recently, new research on absorbing boundary conditions has been reported,
e.g. on concurrent complementary operators {32], transparent absorbing boundary
conditions [33] and exact nonreflecting explicit boundary conditions [34].

3.5 Source Implementation

3.5.1 Plane Wave Source

Plane wave source conditions are easily introduced into FDTD through the total
field/scattered field formulation. In the inner total field region, the FDTD update
equations apply to the total field, thus the incident plane wave plus the scattered
fleld, whereas in the outer scattered field region as well as at the lattice truncation
the FDTD update equations apply only to the scattered field. The incident plane
wave 1s introduced at the boundary between the total field and scattered field region

B3].
3.5.2 Waveguide Source

Waveguide source conditions pose a greater challenge than simple plane wave exci-
tation. Waveguide ports can be excited with the propagating modes if their field
distribution at the location of the port is known. If the propagation constants are



known, the total field at the waveguide port can be expressed as the sum of all modes.
Within FIT [35], the frequency domain formulation enables the direct determination
of the modes for the same grid as used during time stepping.

3.5.3 Lumped Sources

Lumped sources can be dipole radiators, voltage or current sources, etc. For antenna
excitation, common sources are the hard (voltage) and added (current) source [36].
Voltage sources with an internal resistance or with a non-linear load have also been
implemented for FDTD simulations [37]. Modeling a voltage source in FDTD is
straightforward, since the electric field appears explicitly in the update equations.
At each time step, it must be set at the grid edge of interest according to a time
varying function. A current source can be modeled by adding it to the current density
in the discretized form of Maxwell’'s equation [36]. An improved FDTD model for
the feeding gap of a thin-wire antenna has been proposed in [38].

3.6 Stability

Since transient field information can move only one grid step away within one time
step, it is obvious that there must be an upper bound for the choice of the time step
within the leap-frog scheme. The correct stability criterion was first derived in [39]
by evaluating the eigenvalues of all possible spatial numerical modes. The derived
Courant-Friedrich Criterion limits the maximum possible time steps for simulation
within three dimensions by:

At <

(3.8)

1 1
&\ aayr toEge
L)

where Az, Ay and Az are the mesh steps of a cartesian coordinate system and
¢ the speed of light within the material of a cell. This criterion must be fulfilled for
any mesh cell.

Even stronger restrictions on the maximum allowable time step might be nec-
essary, if additional field approximations or interface conditions (e.g., subgrids) are
introduced.

3.7 Implementation

Within the Swiss Priority Program MINAST 4.03 EMSIM, a Finite-Difference Time-
Domain kernel has been implemented in collaboration with the Integrated Systems
Laboratory (ETH) and several industry partners. The implemented kernel includes
various simulation modes (2D /3D transient simulation, 2D /3D harmonic simulation
and 2D static simulation), varions sources (hard and added sources, voltage source
with internal resistance, TEM excitation, excitation via total field/scattered field
interface, ete.), various boundary conditions (1st and 2nd order Mur, Higdon operator
up to 4th orvder, Perfectly Matched Layer (PML), periodic boundary conditions) and
postprocessing features such as voltage, current, impedance and energy calculation,
spectrum extraction, far-field computation, etc. The simulations can be performed
with uniform and graded meshes. Graded meshes can be generated automatically.
A CAD tool developed by Schmid & Partner Engineering AG (SPEAG, Zurich,



Switzerland) serves as a modeling front end and CAD data input interface. This
CAD interface enables generation of basic solid structures, import of common CAD
data, transformation such as rotation of the CAD data and automatic discretization.
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Chapter 4

FDTD Intrinsic Uncertainties

Abstract- Within this section, error sources when using FDTD for exposure
assessment are classified. Uncertainties in FDTD simulations arising from
error sources of the numerical scheme itself are outlined in the context
of near-field absorption studies. The dispersion relation is analyzed in
detail.

4.1 Classification of Numerical Errors in FDTD

Basically, ervors in FDTD simulations can be attributed to three classes; as repre-
sented in Fig. 4.1. Errors of the first class are introduced due to the uncertainty
in the description of the physical model of any object that is part of the domain of
investigation (scatterer, antenna, etc.). This includes the correct description of the
geometry as well as the material parameters.

The second class of errors is related to the discretization of the physical model
within a finite grid with finite mesh spacing and are based on the differences between
the physical and numerical model. Modeling uncertainties arising from these errors
are discussed in detail for lossy dielectric scatterers in the next section.

In the particular case of compliance evaluations of mobile telecommunications
equipment (MTE), errors of the first class comprise the deviation from the human
head phantom description to a specifically defined phantom in the standard and
the deviation of the MTE description (e.g., from a CAD file) to the real physical
handheld phone. Studies as reported in [1], [2] have shown that modeling of realistic
MTE appropriately representing the relevant current distribution is a tedious task
and can easily introduce significant errors in exposure assessment.

This section will discuss errors of the third class, which are related to the numer-
ical scheme itself that is used to solve the governing equations on the chosen grid, in
our case Maxwell’s equations. Also belonging to this class of errors are those intro-
duced by reflections at the boundary of the computation domain and the modeling
of the source, e.g., the excitation in the feeding gap of an antenna. Many studies
have been performed for these kind of errors, and methods have been developed to
improve the accuracy of the method itself, e.g., in {3}, [4], [5], [6].

Underlying all of these classes are errors introduced due to the numerical rep-
resentation (e.g., roundoff ervors) of the material parameters and geometry, as well

(21
o
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Figure 4.1: Classification of error sources within FDTD. The computational uncertainty
is determined by errors in the numerical model, the numerical method and the numerical
representation.

as calculated values within the numerical scheme. Compared to modeling errors,
uncertainties arising from finite numerical representation are in general negligible
for near-field absorption assessment. In situations of low-precision representation or
when these errors can accumulate, their significance may inerease.

4.2 Dispersion

Regarding an infinite empty space, the accuracy of the conventional non-dissipative
FDTD scheme can be fully described by its numerical dispersion relation [3].

Let F'(4,7, k) represent the exact solution of the differential equation at any grid
point, F'(i,4,k) the exact solution of the FDTD difference equation and F(4,7], k)
the obtained solution with the FDTD algorithm with a finite number of decimal
places. Then the error introduced using finite differences will approach the roundoff
ervor defined by F(i,j, k) — F(i,§,k) as the mesh step tends to zero. The rate of
convergence, in our case 2nd order, characterizes the accuracy of the method. The
resulting errors at a certain grid point can be an error in amplitude or in phase
of the wave, however, staggered mesh schemes using central differences such as the
Yee scheme show excellent amplitude characteristics | The dispersion relation
describes the actual phase velocity of a plane wave propagating in the numerical

-t

17l

grid. For the three dimensional Yee algorithm with uniform mesh steps Az, Ay and
Az the dispersion relation is:

o (WAL N
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(4.1)

where Ky, kny and k. are the numerical wavenumbers in the three coordinate
directions and w is the angular frequency of the propagating wave. Besides the
dependency on the time and space increments (A4, Az, Ay, Az} and thus on the
Courant stability factor s = cAt/A (A € {Az, Ay, Az}), the dispersion error is
dependent on the angle of propagation of the plane wave. The numerical wavelength
Ap is related to the numerical wave numbers &y, kyy and k. by:

kpy =
(- .
Kny sing sinf
kp: =+ cosO (4.2)

where ¢ and 6 are spherical coordinates. The grid dispersion per wavelength can
be defined as described in [4]:

%”:3wcﬁi«¢j (4.3)

The ratio of the numerical wavelength and the physical wavelength is illustrated
for the two-dimensional case as a polar plot in the xy-plane in Fig. 4.2 for two different
stability factors and different discretizations. Fig. 4.3 and 4.4 show the grid dispersion
per wavelength for the two dimensional case and ditferent stability factors. From Fig.
4.3 it can be clearly seen that for a stability factor chosen at the Courant limit, the
dispersion is zero for a plane wave traveling along the diagonal and largest for a plane
wave traveling parallel to the grid lines. For a stability factor chosen not to be at the
Courant limit, the dispersion is no longer zero but still smallest along the diagonal.

Additional dispersion is added for non uniform gridding. The dispersion error
can be minimized by choosing the appropriate discretization, higher order schemes

[4] or dispersion optimized schemes [3], [8], [9], [10], [11].

4.3 Reflections from Boundaries

Errors resulting from artificial reflections at the lattice truncation have been analyzed
in great detail for various boundary conditions in the literature {4}, [6], [12]. Using
one of the most sophisticated boundaries, the Perfectly Matched Layer (PML) [13],
broadband reflection coefficients can be kept as low as -80 dB. However, absorbing
boundary conditions developed in the 80’s such as the Mur absorbing boundaries
seem appropriate for near-field absorption studies, where a high dynamic range of
the scattered field is not of interest and contributes only little to the final uncertainty.
Studies such as reported in [14] and [15] on the comparison of PML boundaries to
retarded time boundary conditions, which are similarly effective as Mur boundary
conditions, confirm this assumption for MTE related near-field exposure problems.
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Figure 4.2: The ratio of numerical to physical wavelength, whereby in the left picture a
stability factor of 0.5 and in the right picture a stability factor of l/ﬁ were chosen. A/A is
the number of cells per wavelength.

3
Worr

Figure 4.3: The grid dispersion per wavelength as delined in 4.3, whereby in the left picture
a stability factor of 0.5 and in the right picture a stability factor of 1/4/2 was chosen. A/A
is the number of cells per wavelength.

4.4 Source Modeling

Source modeling errors in particular for added and hard sources in the feeding point
of antennas have been studied in [5] and [16]. In [16] an improved transparent source
model has been proposed. Although benchmark sources can be simulated with known
accuracy, quantifying the source modeling error for certain realistic objects such as a
MTE is a tedious task. Correct modeling of the source of such an object would also
require correct modeling of the matching network.

Significant differences in well defined benchmark problems, e.g., as presented in
[17] (Figure 1.1), can be caused by differcnces in gap modeling, using hard or added
sources and modeling the antenna as a filament, a solid wire or with the thin wire
approximation. As can be seen from Figure 1.1, the variations in the feedpoint
impedance are significant, leading to large variations in the absorbed power. An
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Figure 4.4: The grid dispersion per wavelength as defined in 4.3, whereby in the left picture
a stability factor of 0.5 and in the right picture a stability factor of 1/v/2 was chosen. A/A
is the number of cells per wavelength.

improved gap model for dipole antennas has been presented in [18]. In the context
of near-field exposure assessment, the use of an added source is advantageous, since
the SAR is directly proportional to the square of the feedpoint current [19]. This
eliminates the uncertainty of the sensitive feedpoint impedance.

4.5 Discussion

The errorg inherent in the numerical scheme of FDTD can be well deseribed with re-
spect to dispersion, reflection from boundaries and well defined source modeling. Ap-
propriate techniques have been developed to minimize these kinds of errors. Whereas
errors of the numerical scheme can be kept small (well below a few percent), large
uncertainties may arise from modeling errors of the objects in the domain of inves-
tigation. In the context of near-field absorption studies and compliance testing of
MTE with safety standards, modeling uncertainties of the MTE are dominant com-
pared to uncertainties due to the numerical scheme itself, as will be outlined in the
next chapter.
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Chapter 5

Estimation of Artifacts Caused
by FDTD-Staircasing in RF
Simulation Involving Lossy
Dielectric Objects

Abstract - While many publications have dealt with artifacts on the scat-
tered field arising from staircased FDTD modeling of the scatterer, little
is known about such artifacts on the induced fields inside lossy dielec-
tric structures. On the other hand reliable uncertainty assessments, even
for local field strengths, would be a necessity in many applications, e.g.,
in compliance evaluations of mobile phones with safety standards, in the
analysis of in vivo and in vitro exposure setups, etc. Usually, modeling
of complex structures within a rectilinear finite-difference time-domain
(FDTD) grid is performed in a straightforward manner, assigning material
parameters to entire voxels. This not only leads to modeling uncertainties
but might also result in numerical artifacts. Within the context of this
paper, error sources due to modeling uncertainties, in particular stair-
casing effects for biological materials, were quantified and compared with
other error sources in FDTD simulations. Various techniques for more
appropriate material boundary treatment are discussed. A technique to
avoid staircasing based on effective material parameters was applied to
dielectric materials and analyzed in the context of exposure assessment.

5.1 Introduction

The finite-difference time-domain (FDTD) technique [11, [2], [3] which has become
one of the most popular techniques in electrodynamics, has been applied for assess-
ing the exposure of complex shaped biological bodies from very early on [4]. This
includes far-field evaluations [5]. compliance considerations for mobile phones with

safety standards [6]-[14], exposure in working environments {15}, design and analysis

of in wivo [16] and in vitro [17], [18] exposure setups for biological studies and hy-
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perthermia investigations [19], [20], etc. The popularity of FDTD for this class of
problems is based on its ability to model highly complex dielectric structures in a
straightforward manner and on its robustness and numerical stability in the case of
such structures. However, the conversion or discretization of a non-rectilinear body
into a rectilinear grid results in differences between the geometry of the physical and
numerical model. Since the results obtained for the numerical model will differ from
those of the original one, the uncertainty must be quantified. Obviously, significant
errors may occur for resonant structures. Techniques involving varying degrees of
computational expense to avoid staircasing problems have been the subject of many
investigations and will be discussed in the following. Possible artifacts on induced
fields for staircased boundaries may be of particular importance if results are related
to a very small region in space, e.g., spatial peak SAR values averaged over a small
number of voxels.

5.2 Staircasing

Staircasing within rectilinear FDTD grids related to metallic structures in particu-
lar has been investigated, e.g., in [21]. The authors presented a rigorous dispersion
analysis due to the presence of a staircased scatterer additional to the numerical
dispersion of the Yee scheme. However, for discretization schemes such as the FDTD
method, the main source of error in the presence of a dielectric body is related to
the material boundary representation rather than to dispersion effects [22]. Reduced
accuracy at dielectric material boundaries including edges and corners has been in-
vestigated in [23] for plane waves, proposing corrected FDTD coefficients for better
representation of various material boundary configurations. Instead of errors caused
by dispersion and artificial reflections, our concern is related to possible artifacts at
material boundaries of biological objects due to staircasing effects for an originally
smoothly shaped body.

5.3 Methods for Conformal Modeling

Motivation for conformal modeling within rectilinear grids has mainly been driven by
problems involving the staircasing of metallic structures, e.g., more accurate simula-
tion of waveguide modes [24], [25] and more accurate RCS caleulation with a wider
dynamic range for metallic scatterers [26], [27], but also more accurate characteriza-
tion in the near- and far-fields, e.g., of horn antennas [26], [28].

Many different approaches have been proposed to improve the modeling draw-
backs of rectilinear grids. In the context of finite difference frequency domain for-
mulations, diagonal cells for polygonal contour modeling were proposed in [24] and
[29] for more accurate waveguide mode computation. For simulation in the time
domain locally conformal grids applying contour-path FDTD modeling [30], [31]
were proposed. Attempts to overcome time instabilities arising in some contour
path formulations from the borrowing of field components from neighboring cells are
presented in [32], [33]. FDTD formulations using non-orthogonal coordinates, but
regular grids, for specially shaped objects have been proposed in [34], [35]. Trregular
nonorthogonal grids were the subject of investigation in [36], [37]. More arbitrarily
shaped objects have been modeled within the Finite-Volume Time-Domain (FVTD)
formulation [38] or hybrid FVTD/FDTD formulations [39], facing in certain cases the
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problem of dissipative grid properties. Locally enhanced resolution through subgrid-
ding has also been extensively investigated, e.g., in [40], [41]. Although rectilinear
subgridding cannot eliminate staircasing effects, it can decrease them in certain sit-
uations. Overlapping of different coordinate systems for better conformal modeling
has been studied in [27], [42], faced with interpolation problems between the different
coordinates.

However, especially for irregular meshes and coupled different coordinate systems,
implementation is a rather cumbersome task. Although not equally applicable for
truly arbitrarily shaped 3D objects as for irregular nonorthogonal grids, contour-path
modeling [30] or very similar formulations including diagonal cells, as proposed in
[29], represent an alternative approach with low additional computational cost.

Whereas many of the approaches mentioned for conformal modeling are appli-
cable and have also been proposed for dielectric objects; in particular contour-path
modeling and diagonal cells, they have not been used as extensively for dielectric
objects as for metallic structures. It has even been stated that the rationale for
conformal FDTD modeling of biological structures relative to EM wave interactions
is not justified [43]. Staircase approximation was cited as sufficiently predicting the
penetration of fields in the dielectric object, thus the penetrating fields were much
less sensitive to the surface approximation of the structure than the scattered field.
However, if the result is related to a small region in space, e.g., the spatial peak SAR
value averaged over a small number of voxels and located cloge to a material bound-
ary with a staircase approximation, the accuracy might be questionable. Moreover,
even globally significant errors can be obtained in certain configurations, as will be
shown in the following.

5.4 Methods

5.4.1 Numerical Techniques

Three different methods have been applied to conduct this study. The effects de-
pending on the geometry were investigated with the commercial code MAFIA [44]
which is based on the Finite-Integration Technique (FIT) {45]. This formulation in
the time domain is based on the discretization of Maxwell’s equations in integral
form. It has also been generalized in the form of matrix equations for use in the
frequency domain [45]. In the time domain it leads to the same numerical scheme,
with the same stability and dispersion properties as the FDTD scheme. In the ab-
sence of dielectric materials it is identical to the contour-path formulation [30] and
thus to the FDTD scheme [3] and in the case of the treatment of material bound-
aries in FDTD as described in [46] as well as In the presence of dielectric materials.
However, since subcell geometric details such as non-conformal boundaries can be
effectively treated with the contour-path formulation, the implementation is more
straightforward within FIT, since it is already based on the integral form.

For the investigations on material boundary treatment, an inhouse Yee-grid based
FDTD code which has recently been completed, was used. It enables plane wave,
TEM, hard, added and voltage source excitation. The computation domain can be
truncated with Mur st & 2nd order, Higdon operators. PML or periodic boundaries.
The graphical user interface enables modeling of simple solid structures as well as
the import of CAD data and optimized, automated graded mesh generation [47].
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The third method applied was the Generalized Multipole Technique (GMT) [48],
with which the reference solution for the spherical body was obtained.

5.4.2 Basic Modeling

For most computations reported the computation domain was truncated by 2nd
order Mur boundary conditions approximately a wavelength away from the object
of interest. Although better boundary conditions have been developed [49], Mur
absorbing boundaries seem appropriate for our absorption studies, where a high
dynamic range of the scattered field is not of inferest. Studies such as reported in
[50] on the comparison of PML boundaries to retarded time boundary conditions,
which are similar in effect to Mur boundary conditions, confivm this assumption for
our type of bioelectromagnetic applications. The time step was chosen according
to the Courant stability condition [3]. SAR values were calculated by interpolating
the 12 electric field components on the edges of a voxel into the center following the
cquation:

SAR = %51«73‘3 (5.1)

wherehy ¢ is the conductivity and p the specific density assigned to the voxel.

5.4.3 Material Boundary Treatment

At the material boundaries of dielectric objects where step changes in material pa-
rameters oceur, special treatment within the FDTD formulation is necessary for
proper boundary representation [46]. We will consider only the case where the mate-
rial boundary is located on the primary grid of the Yee scheme (Fig. 5.1) and g = po.
In this case only E-field components tangential to material boundaries occur; thus
the continuity of the tangential E-field can be ensured and the effective permittivity
for this component must be chosen as the average of the two neighboring cells (Fig.
5.1): €, = (ep1 + €p) /2. For our assumption of j¢ = ug, no special treatment or
storage 1s necessary for the normal H-field components at the material boundary.

5.4.4 Partially Filled Cell

Within FIT the derivation of the effective permittivity is more obvious, since evalu-
ating the electric flux within the integral form of Ampere’s law for cells at a material
boundary vields exactly the same result. For a partially filled cell (i = g, o = 0),
as illustrated in Fig. 5.2 for the particular case of a diagonal cell [29] which does not
vary its geometry in the z-direction, the left side of Ampere’s law

yields:
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Figure 5.1: Treatment of a dielectric material boundary with an effective permittivity within
FDTD.

Figure 5.2: Derivation of an effective permittivity for a partially filled cell following the
(=] . I g

procedure described in {29]. Areas 1 and 2 are the combined areas for two materials within
the integration loop C.

a [r e .

whereas

€n / N "
€ejf = — (6141 + €2dn). 5.4
eff = AL Ay (er1A1 +€2dn) (5.4)
and E, is assumed to be constant within the area described by the integration path C.
This effective permittivity can be used straightforwardly within the finite difference
formulation of Ampere’s law (5.2) at timepoint n + 1 and node location 4, 7, k:
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The equations including electric losses can be derived analogously. For cells in a
rectilinear grid filled truly arbitrarily (also in the z-direction) with dielectric material,
this contour path formulation has been successfully extended in [51] by introducing
an averaged electric-flux density leading as well to an effective permittivity. The
great advantage of looking at flux field values and deriving effective permittivities as
compared to other conformal grid techniques is that no additional computational cost
is needed during time stepping. Effective permittivities can be completely calculated
during preprocessing.

5.5 Local Errors in Absorption due to Single Steps
5.5.1 Model

It is desirable to automatically discretize complex 3-dimensional bodies. Hence,
straightforward modeling of smoothly shaped biological bodies will result in stair-
cased material boundaries by simply assigning materials to whole voxels of the rec-
tilinear FDTD grid and treating material parameters as described in section 5.4.3.
This may result in steps, single voxels, holes, rongh surfaces or surfaces with holes
and even local disappearance of structures (Fig. 5.3). Locally the surface may shift
forward or backward by up to half of the voxel size.

The absorption at the material boundary of a single homogeneous tissue layer
has been studied for a single step, as represented in Fig. 5.3a) in 2D for different
dielectric parameters, polarizations, frequencies and discretizations. For this trivial
kind of 2-D problem, the computation domain was truncated in the £z direction by
Ist order Mur absorbing boundary conditions and by perfectly electric conducting
material in the £z direction for polarization a) and perfectly magnetic conducting
material in the case of polarization b) (Fig. 5.4 - 5.5). To avoid any influence from
these boundaries, the computation domain was rather large in the &z direction.

5.5.2 Results

The SAR distribution in the first line of voxels for the model with a step relative
to the SAR distribution in the absence of the step is represented in Figures 5.4 and
5.5 for two different plane wave polarizations and three different discretizations at
900 MHz. At the location of the step, an enhancement in SAR of approximately 50%
was found at the inner edge and a decrease of approximately 50% at the outer edge
for polarization a). This effect was found to be rather discretization independent. In
the case of polarization b), enhancements were less than for polarization a); they were
located at the outer edge (Fig. 5.5) and tended to be lower for decreasing meshsteps.
The behavior of both polarizations did not change significantly for permittivities
between 5 and 80 (Fig. 5.6), conductivities between 0.85 and 2 (Fig. 5.7) and other
frequencies (Fig. 5.8) between 900-1800 MHz.
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Figure 5.3: Straightforward modeling of arbitrarily shaped objects in the conventional stag-
gered FDTD scheme leads to staircasing effects such as pixels, ripples or disappearance of
thin layers. The dashed line represents the middle of a meshstep.

The conclusion from these investigations is that field values derived from vox-
els located at material boundaries are subject to great uncertainties. Nevertheless,
spatial averaged values can be obtained with great accuracy if the volume contains
significantly more non-boundary voxels than boundary voxels. For example, the in-
fluence on spatial peak SAR values averaged over 1g of tissue were less than 5%
for the coarsest discretization in the above example. Modeling strongly complex
tissue compositions, where layers have about the same resolution as the voxel size,
may result in large uncertainties and should therefore be avoided. For example, the
discretization of the skull of a small animal may result in various holes at some lo-
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Figure 5.4: Difference in SAR distribution in the first row of voxels relative to a plane tissue
layer depending on the discretization. The E-field vector is perpendicular to the edge of the
step.
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Figure 5.5: Difference in SAR distribution in the first row of voxels relative to a plane tissue
layer depending on the discretization. The E-field vector is parallel to the edge of the step.
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Figuve 5.6: Difference in SAR distribution in the first row of voxels relative to a plane tissue
layer depending on the permittivity. The E-field vector is perpendicular to the edge of the
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Figure 5.7: Difference in SAR distribution in the first row of voxels relative to a plane tissue
layer depending on the conductivity. The E-field vector is perpendicular to the edge of the

step.
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Figure 5.8: Diflerence in SAR distribution in the first row of voxels relative to a plane tissue
layer depending on the frequency. The E-field vector is perpendicular to the edge of the step.

cations and in too thick layers at others. It must also be concluded that modeling
of the human ear with 2-5 mm voxels, as used in some of the studies for compliance
testing [6]-[14], may result in questionable one-voxel peak SAR values. It is therefore
recommended that the voxel size is considerably smaller than half the dimension of
the finest structure of the object. Another error induced by stair modeling is that
the simulated material boundary might shift by almost half a voxel. This may have
significant consequences if the electromagnetic source is located at distances of just
a few voxels [52].

5.6 Global Errors in Absorption due to Staircasing

5.6.1 Model

A simple staircasing effect which produces globally significant errors strongly depen-
dent on the resolution of the discretization was the subject of further investigation.
This is demonstrated on the basis of a dielectric sphere (diameter 200 mm, e=42,
0=0.85) exposed to a plane wave at 900 MHz. The discretizations used vary between
1-4mm. This setup was chosen because it had multiply served as a benchmark,
e.g., in [53], and because a solution of great and known precision can be obtained by
GMT.

5.6.2 Results

The qualitatively, normalized SAR distribution in the sphere caleulated by GMT is
represented in Figure 5.9. The error with respect to the GMT reference solution
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Figure 5.9: Sphere modeled by GMT and exposed to a plane wave excitation. The qualitative
SAR distribution in two orthogonal planes is given as well as the location of the evaluation

plane used for Figures 5.10- 5.12.
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Figure 5.10: The error in SAR relative to the GMT reference solution in % in a plane
orthogonal to the H-field vector (dmm discretization).



78

97 [O14-15
0113-14
012-13
oi1-12
m10-11
29-10
@89
07-8
w67 | %
o5-6
m4-5
13-4
[2-3
Bmi-2
mo-1 |

R NSRRI

@ = o ~ O M B e~ o e Z
[“”} = X

Figure 5.11: The ervor in SAR relative to the GMT reference solution in % in a plane
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Figure 5.12: The error in SAR relative to the GMT reference solution in % in a plane
orthogonal to the H-field vector (1mm discretization).

in a quarter of the sphere for the three different discretizations is given in Figures
5.10-5.12. Figure 5.10 indicates that for the most coarse discretization (4mm), the
error is as large as approximately 15% distributed over larger regions, whereby for
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Figure 5.13: The three investigated modeling cases of a cube: conformal model (left), 45
deprees rotated staircase model (middle), 45 degree rotated model with diagonal cells (right).

= -

the 1 mm discretization the error is below 5% {Fig. 5.12). This is mainly due to
the different focusing effects depending on differently pronounced staircasing at the
sphere surface for the chosen discretizations. Although globally significant errors may
occur for certain geometric bodies, they are of minor relevance for actual biological
bodies due to their limited geometric regularity.

5.7 Performance of Partially Filled Cells to Reduce
Staircasing Effects at Dielectric Material Bound-
aries

5.7.1 Model

The performance of partially filled cells to reduce staircasing effects at dielectric
material boundaries was studied using a cube (e,=42, ¢=0.85 S/m, dimensions:
(200 mm)?) exposed to a plane wave of different polarizations at 900 MHz. The six
cases studied are represented in Figure 5.13. Basically, they differ in the angle of
the incident wave, the geometric location and the modeling of the cube. Either the
propagation vector is orthogonal to the surface of the cube or at an obligue angle of
45 degrees. The electric field vector was oriented perpendicular to the edge of the
stairs, since section 5.5 has shown that this configuration produces the highest errors
in local SAR values. The cube was oriented conformal to the grid or rotated by 45
degrees, whereby either staircasing or diagonally filled cells were regarded. A grid
size of approximately 3.8 mm was maintained to optimally fit the rotated and the
grid-conformal cube into the grid. A graded mesh with expanding mesh steps was
used further away from the cube.

5.7.2 Results

The SAR distribution for the different cases was analyzed and compared in the first
row of voxels. Figures 5.14 and 5.15 represent the SAR distributions along the outer
edge of the cube for the two incident angles. Compared are the models when the
cube is modeled conformal to the grid and when the excitation as well as the cube
is votated. The same figures show the differences for staircase modeling and using
diagonal cells as discussed in section 5.4. In the case of a 45 degree angle between
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Figure 5.15: Comparison of local SAR values in the first vow of voxels for conformal, stair-
cased and diagonal cell conditions {right); Qualitative SAR distribution on the surface of the
cube (left) for incident angle b).

the propagation vector and the surface of the cube {Fig. 5.15), differences in SAR of
4-10 % between non-rotated and staircased modeled rotated cube oceur. In the case
of diagonal cell modeling, the agreement between the conformal and rotated cube
models is excellent. If the incident wave is orthogonal to the cube, even the staircased
mocdlel of the rotated cube is in good agreement with the non-rotated reference cube.
This is due to the representation of the staircased material boundary as a regular
rough surface which is symmetric with respect to the excitation. For other voxel
rows located at the material boundary, the differences are slightly lower but similar.
In the case of the E-field vector parallel to the staircasing edge, similar results were
achieved.
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Figure 5.16: Difference for a 1 and 2mm discretization in spatial SAR values averaged over
a plane of 2mm? close to a step. The E-field vector is perpendicular to the edge of the step.

5.8 Modeling of a Step

Supposing a step shall be modeled within FDTD at a material boundary since it
oceurs in the actual physical dielectric object, the accuracy of conventional straight-
forward FDTD modeling is of interest. A two-dimensional step of 2 mm dimensions
has been investigated for discretizations between 2 and 0.5 mm. Fig. 5.16 shows
the difference for a spatial SAR value averaged over a plane of 2mm? for the 1 and
2mm discretizations compared to a 0.5 mm discretization. For the given polarization
(BE-field vector perpendicular to the step) the difference between the 0.5 and 2mm
discretizations is as large as 25%. With the H-field vector perpendicular to the step,
the differences for all voxels is less than 1.5%.

5.9 Conclusion

Uncertainties in the exposure assessment with FDTD due to staircasing effects were
studied. Local values. when directly derived from voxels located at material bound-



82

aries, may involve uncertainties that are greater than 50% in the case of conventional
FDTD modeling. However, the precision of spatially averaged values is generally high
if the number of values from non-boundary voxels is significantly larger than from
voxels at material boundaries. In view of this fact, it is a questionable approach
to discretize highly complex structures with voxel-sizes in the range of the smallest
dimension of the biological substructures, i.e., the voxel size should be significantly
smaller than half of the smallest of those dimensions.

Globally significant uncertainties can occur for specific structures, i.e., structures
resulting in pronounced focuses or resonances. However, these uncertainties are
generally negligible for actual biological bodies, which in general do not possess such
properties.

If high precision is required for local values with a voxel size not much smaller
than the finest structure, special considerations and carveful interpretation of the
results are required when straightforward modeling is used. Significant improvement
in precision is possible without additional computational cost by use of the well
known contour path modeling approach. Similar improvements can be achieved by
deriving effective permittivities from the electric flux field values. These are effective
and inexpensive alternatives compared to more sophisticated gridding.

It shall further be noted that this study only dealt with uncertainties due to the
modeling of the lossy dielectric object. An additional uncertainty source which has
not been evaluated in this study, but which is of eminent relevance for many wireless
applications, is the uncertainty of modeling the electromagnetic REF characteristics
of actual transmitters when operated in the closest vicinity of the biological body.
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Chapter 6

Study on the FDTD
Performance for Transmitters in
Complex Environments

Abstract -~ The objective of this study was to investigate the potential diffi-
culties of simulating transmitters in the closest proximity of lossy scatter-
ers using Finite-Difference Time-Domain techniques. For this purpose, a
geometrically and electrically well-defined generic phone was developed.
This phone was experimentally characterized in the far and near fields as
well as in the closest proximity of a lossy flat phantom. The results were
compared to those obtained from FDTD simulations. These simulations
predicted all parameters important for antenna design purposes with good
to excellent precision, such as the feedpoint impedance, radiation pattern
and near field, as well as the field strengths induced in a lossy scatterer
in the antennas closest proximity. The impressive robustness of the sim-
ulations opens the feasibility of an automated problem discretization, a
basic condition of implementing an optimizer.

6.1 Introduction

Finite-Difference Time-Domain (FDTD) technicques are increasingly being applied in
the arca of antenna design [1], [2]. Although the Method of Moments (MoM) ap-
proach is still more popular in this topic, FDTD techniques appear to be particularly
well suited for the study of antennas in complex environments. The latter is an area
in which clear limitations of MoM technigues have become apparent, e.g., for mobile
handsets, identification tags, etc. Some research and engineering groups have even
begun applying FDTD for the testing of commercial cellular phones for compliance
with safety limits [3], [4]. In a vecent study [5], the near field of a commercial cel-
lular phone operating at 1800 MHz was independently evaluated by using a FDTD
code and a near fleld scanner. The comparison in the close proximity of various
lossy scatterers revealed significant differences in the amplitude and distribution of
the high-frequency currents between physical and simulated phones. The differences
were attributed to the relative crudeness of the modeling of the phone’s casing as a
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Generic Phone FDTD Model

Figure 6.1: The generic phone used for measurements and its computer model for the FDTD
simulations.

metallic box. In order to evaluate whether limitations of FDTD for this particular
problem contributed to these differences, a follow-up study was performed using a
generic phone.

6.2 (Generic Setup

In order to study possible limitations of FDTD for transmitters in complex envi-
ronments, a generic phone was built satisfying the following design criterion. 1) All
parameters, especially the feedpoint impedance, must be determinable as accurately
as possible by means of measurements. 2) It should have a simple geometric struc-
ture that s easy to model on a rectangular grid. 3) It should have similar dimensions
as common cellular phones.

The generic phone shown in Figure 6.1 consists of a metallic casing of the dimen-
sions 140x40x 16 mm®, equipped with a monopole antenna to operate at 900 MHz
{thickness=2.5mm, length=80mm). Cuwrrent leakage on the feeding coaxial ca-
ble is suppressed by means of a A/4-yoke, enabling measurement of the feedpoint
impedance by a network analyzer.

The near field was evaluated and compared in free space and in the close proxim-
ity of a flat lossy medium. This flat phantom counsisted of a Plexiglas box (e, = 2.7) of
the dimensions 0.6 x 0.8 x 0.1 m? with a base plate thickness of 4mm (see Figure 6.4).
Tissue simulating liquid with a relative permittivity of ¢, =41 + 5% and a conductiv-
ity o =0.86 + 5% mho/m was filled into the box to a height of 80 mm. Since actual
skin depth is only about 40 mm and the wavelength inside this medium at 900 MHz
is about 51 mm, the dimensions of the box are sufficient for a good approximation of
the absorption in the vicinity of the phone inside an infinite lossy half space.
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Figure 6.3: Simulated and measured gains in a horizontal cut (yz-plane) of the far field.
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Figure 6.4: Setup for the evaluation of the performance of the generic phone close to the flat
phantom filled with absorbing material.

6.3 Methods

6.3.1 Simulation

The simulations were performed using the Finite-Difference Time-Domain (FDTD)
code, which has been recently implemented at ETH, the results of which were cross-
checked using the commercially available MAFTA code [6]. which is an implementa-
tion of the Finite Integration Technique (FIT).

The phone was discretized to a resolution of 2x2x2mm? voxels. The antenna
was simulated by enforcing the tangential E-field components to zero along one grid
line. The grid spacing at the location of the antenna and perpendicular to the axis
of the antenna was chosen to be approximately equivalent to the diameter of the
wire. Non equidistant mesh spacings were used to enlarge the computation domain
bounded by second order Mur boundaries. The distance between boundary and
phone was approximately A, whereby the reflections have been shown to affect the
feedpoint impedance by a factor of less than 1%. The entire computation domain
encompassed approximately 2.3 million voxels. The excitation at the feedpoint was
modeled by introducing a dipole moment with a smoothly increasing sinusoidal 900
MMz signal. Steady state was attained after 6-12 periods. The feedpoint impedance
was determined by the Fourier transformed E- and H-fields at the driving point.

6.3.2 TFar Field Measurement

The far field radiation patterns were measured in an anechoic chamber
(4.9x4.6x16.5 m; quiet zone of 1m radius centered at 2.3m above the floor level)
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Figure 6.5: Measured H-field in A/m 5mm above the phone, normalized to 1 W antenna,

input power.
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Figure 6.6: Simulated H-field in A/m 5mm above the phone, normalized to 1 W antenna

input power.

by the Gain-Comparison method using a log-periodic antenna. The reference was
the log-periodic antenna #WJ-48010 SN 203.

6.3.3 Near Field Measurement

In the experimental setup, the feedpoint impedances for each configuration were
determined by a HP85047A network analyzer which was previously calibrated at the
location of the feedpoint.

The 900 MHz input signal was generated by a HP8648C synthesizer combined
with a Mini-Circuit ZHL-42W amplifier. The antenna input power was determined
by a bi-directional coupler and two HP436A power meters.

The near field measurements were performed with the automated near field scan-
ning system DASY?2. This system and the E-field probes are described in detail in
[7]. The overall uncertainty of dosimetric measurements with this system had been

determined to be better than £0.8dB [g].

The H-field measurements were performed with a new isotropic probe consist-
ing of three orthogonally and concentrically arranged loops (deviation from isotropy:
< 0.2dB). The 3.8 mm loops with resistively loaded detectors were designed to achieve
optimal sensitivity in the desired frequency range of 300 MHz to 2.5 GHz. The cal-
ibration was performed with the same setup as described in [9] with a precision of
better than 0.5 dB.
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Figure 6.7: Difference between measured and simulated H-flelds in percent, normalized to
the maxirmum H-field.

6.4 Results

6.4.1 Free Space Evaluation

The simulated and measured gain of the far field is represented in a vertical cut
(xz-plane) in Figure 6.2 and in a horizontal cut (yz-plane) in Figure 6.3. Simulated
and measured far field data were normalized to their maximum values. Excellent
agreement was found between simulation and measurement.

The E- and H-field distributions were determined in planes 5 and 19 mm above
and parallel to the phone. In Figures 6.5 and 6.6 the simulated and measured H-
field distribution at the distance of 5mm are compared whereby the antenna input
power was normalized to 1 W. Since the plots are almost identical, a differential plot
reveals more information (Figure 6.7), i.e., indicates that the maximum difference is
less than +10%, which only slightly exceeds the measurement uncertainty of -£7%.
These differences might also be partly due to the conpling between case and feeding
cable. On the other hand, Figure 6.7 shows that these currents are small.

6.4.2 Near Field Evaluation with a Flat Absorbing Phantom

The SAR distribution was assessed numerically and experimentally with the phone
at different distances d from the base plate of the flat phantom. The results for the
distances d = 0 and 26 mm are discussed here. In Figures 6.8 and 6.9 the results
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Figure 6.8 The difference between measured and simulated SAR distribution, measured
5mm above the base plate of the flat phantom, in percent normalized to the maximum SAR.
The phone is placed directly below the base plate.
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Figure 6.9: SAR distribution along a line parallel to the monopole, 5mm above the base
plate of the flat phantom, normalized to a feedpoint current of 100 mA. The phone is placed
directly below the base plate.

are compared for d = Omm, and in Figures 6.10 and 6.11 the same comparison is
presented for the distance d = 26 mm. In all cases the results had been normalized
to a feedpoint current of 100mA. In Table 6.1 the numerically and experimentally
determined feedpoint impedances are shown. In all cases the absolute agreement is
better than the absolute worst-cage measurement uncertainty of +0.8 dB.

Nevertheless, some of the differences cannot be attributed to the measurement
uncertainty alone, since the linearity of the measurement is considerably better (i.e.,
< £0.2dB) than the absolute uncertainty of 0.8 dB. Especially obvious is the rel-
ative differences in the distribution for the distance d =26 mm. A larger sensitivity
to small differences in the modeling (e.g.. tip of the antenna, edges, ete.) was ex-
pected due to the capacitive coupling at larger distances, whereas inductive coupling
is dominant in the closest proximity of the scatterer,
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Figure 6.10: The difference between measured and simulated SAR distributions, measured
5mm above the base plate of the flat phantom, in percent normalized to the maximum SAR.
The distance between the phone and the flat phantom is 26 mm.
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Figure 6.11: SAR distribution along a line parallel to the monopole, 5mm above the base
plate of the flat phantom, normalized to a feedpoint current of 100mA. The distance between
the phone and the flat phantom is 26 mm.

6.5 Conclusion

The good to excellent correspondence between measured and simulated antenna pa-
rameters reaffirms the suitability of FDTD techniques for simulating antennas in
complex environments. For this simple FDTD adapted structure, slight differences
were only observed in the intermittent distance from the scatterer, where the current
distribution is very sensitive to the capacitive coupling with the environment. Specif-
ically, the robustness of the simulations opens the possibility of automated modeling
based on geometrical data, which is a basic condition for implementing an optimizer
for antenna design.

However, testing compliance of existing phones with safety limits based on FDTD
remains highly questionable, since the results must ensure that the exposure of the
physical phone does not exceed the simulated values including the specified uncer-
tainty values. The problem is the observed strong dependence of the current distribu-
tion on internal structures (see [5]). Even more difficult is the assessment of possible
secondary effects (e.g., RF coupling between internal structures, non-perfect screen-
ing) which might become the dominant source of absorption.

d Measured Z [©] | Simulated Z [Q]

[mm] | Re{Z} | Im{Z} K! Re{Z} | Im{Z} |
0 55| 107 ‘ 53 [ 98 |
| 26 85 87 | 85 | 93 |

Table 6.1: Feedpoint Impedance
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Chapter 7

Numerical and Experimental
Dosimetry of Petri Dish
Exposure Setups

Abstract - Crawford TEM cells are often used to expose cell cultures or
small animals in order to study effects caused by high frequency fields.
They are self-contained, easy-to-use setups which provide a rather homo-
geneous field distribution in a large area around its center, corresponding
approximately to far-field conditions. However, a number of conditions
must be met if such TEM cells are intended to be used for in vilro ex-
periments. For instance, poor interaction with the incident field must be
maintained in order to avoid significant field disturbances in the TEM
cell. This is best achieved with E-polarization, i.e., when the E-field vec-
tor is normal to the investigated cell layer lining the bottom of a synthetic
Petri dish. In addition, E-polarization provides the most homogeneous
field distribution of all polarizations within the entire layer of cells. In
this paper we present a detailed dosimetric assessment for 60 mm and
100 mm Petri dishes, as well as for a 48-well titer plate at 835 MHaz.
The dosimetry is performed by numerical computations. The modeling
and the simplifications are validated by a second numerical technique and
by experimental measurements. For thin liquid layers, an approximation
formula is given with which the induced field strength for many other
experiments conducted in Petri dishes can reliably be assessed.

7.1 Introduction

In bioclectromagnetics, in vitro biological experiments on cell cultures are often per-
formed in Crawford transverse electromagnetic (TEM) cells [1]. Well-matched TEM
cells provide a reasonably homogeneous field distribution in the area around its cen-
ter. The power density can be easily regulated and monitored with the help of
standard equipment. Further advantages are their relative affordability and ease of
use, which allows well-controlled sham exposures since the field is guided within the
TEM cell.
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Nevertheless, TEM cells should only be used with caution for in wvitro studies.
The following must be considered carefully: 1) The TEM cell must be well matched;
2) The dimension of the Petri dish containing the medium with the cell culture
should be smaller than the area of the homogeneous field distribution; 3) The field
disturbances caused by the Petri dish should be negligible since any scattered field
may generate standing waves or higher order nonsymmetric modes [2]; 4) If the Petri
dish is placed too close to the walls or the septum of the TEM cell, the absorption may
significantly differ from far-fleld exposure conditions due to additional coupling. If
any of these conditions are not met, a well-controlled exposure is difficult to achieve.
It would also require that the entire setup, i.e., Petri dish and TEM cell, including
small position variations, needs to be considered in the dosimetric analysis.

A feasibility study performed at our laboratory in 1991 [3] has shown that TEM
cells are suited for cell culture experiments if the Petri dishes are placed centered and
parallel between the septum and the top wall of the TEM cell, whereby the layer of
the medium should be kept thin. The reason for the choice of this setup is that the
resulting E-polarization provides extremely small field distortions in comparison to
H- and S-polarization.

The objective of this study is to verify these results and to perform the specific
dosimetric assessment for three different Petri dishes used in a series of in witro
biological experiments that were performed at the Jerry L. Pettis Memorial Veterans
Administration Medical Center in Loma Linda, California [4], [5], [6]. To ensure a
high degree of reliability of the results, a fourfold approach was chosen. The basic
assessment was performed using the numerical code MAFIA, based on the Finite
Integration Technique (FIT) [7], {8]. The suitability of the modeling was verified
by a second independent numerical approach and finally with measurements. In
addition, the findings were generalized by an analytical approximation.

7.2  Problem Description

The biological experiments [4], [5], [6] were performed using standard Petri dishes. A
given volume of isotonic medium was added to the layer of cells lining the bottom of
the dish. The dishes were exposed to a narrow band signal at 835 MHz in the center
of the standard TEM cell IFI-CC110s (Instruments for Industry Inc., Ronkonkoma,
N.Y.) with the dimensions: 18cm x 18em x 18 cm.

Three different standard dishes were used for the study: 60 mm and 100 mm
Petri dishes and a 48-well titer plate. Their dimensions are shown in Figures 7.1 and
7.2. Tor the biological experiments 5 ml and 20 ml of medium were introduced into
the 60 mm and 100 mm Petri dishes, respectively. This corresponds to a medinm
height of 2.4 mm and 3.4 mm. Each of the 48 wells was filled with 0.5 ml of medium,
which is equivalent to approximately 4.8 mm of height.

Since the sensitivity of temperature probes for the given power levels is not suf-
ficient to perform the experimental dosimetry in these thin layers of medium, the
numerical modeling was validated using the 60 mm Petri dish filled with 20 ml (9.4
mm) of medium.
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E

d=52/87 mm

Figure 7.1: Modeling of the 60mm Petri dish {lled with 5ml of medium (d = 52mm,
h=2.4mm) and the 100 mm Petri dish filled with 201m} of medivm (d == 87 mm, 3.4mm) and
polarization of the plane wave excitation. The SAR is evaluated along a plane 0.2mm above
the bottom.

oy

Figure 7.2: Modeling of the 48-well titer plate. The diameter of each well is d=11.5mm and
the separation is 1.8 mm. Each well is filled with 0.5 ml of medium, which corresponds to a,
medium height of 4.8 mm. Shown is the actual discretization used for the simulation with

MAFIA.

7.3 Applied Numerical Techniques

Two electromagnetic simulation tools based on different techniques were used for the
numerical dosimetry of the Petrl dishes. While the simulation tool MAFIA is based
on a Finite Integration Technique (FIT) [7], [8], the 3D MMP (Multiple Multipole)
code is based on the semi-analytical Generalized Multipole Technique (GMT) [9]
[10].

3

7.3.1 MAFIA Code

The Fl-technique transforms Maxwell's equations in integral form into equivalent
Maxwell grid equations, whereby the resulting system of equations is similar to that
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Figure 7.3: Setup used for the experimental dosimetry

of a FDTD approach. The entire computation domain must he discretized, and the
scattering problem is solved in the time domain by the “leapfrog” algorithm.

In the first step only the medium exposed to a plane wave with E-polarization was
studied (Figure 7.1), i.e., the Petri dish container and the coupling with the TEM
cell walls were neglected. In the second step these simplifications were validated by
simulating the Polystyrol container in addition to the medium, as well as the coupling
between geptum or walls and the Petri dish.

The Petri dishes and the well plate were discretized using a mesh with equidistant
mesh steps. Due to the symmetries inherent in the structure, it was only necessary
to model a quarter of the simplified problem. This was achieved by enforcing the
tangentially electric respective magnetic field components at the symmetry planes to
zero. If the septum was included in the model, half of the structure needed to be
modeled. In order to avoid reflected waves from the open boundaries, first order Mur-
absorbing boundary conditions were applied. The number of mesh cells was varied
between 200,000 and 500,000 for the whole computation domain and between 40,000
and 80,000 for the simulated medium. This is equivalent to a voxel size of about
0.6 x 0.6 x 0.2 mm?® to 0.6 x 0.6 x 0.4 mm? for the medium. The dimensions of the
computation domain were 160 x 80 x 60 mm?>. The largest allowable simulation time-
step was determined by MAFIA applying the Courant-Friedrichs-Levy-Criterion [11]
for finite difference methods. The calculation was performed for 8-12 periods to
ensure that a steady state had been reached. The 48-well titer plate was simulated
in the same manner as the Petri dishes. Due to the larger dimensions of the plate,
the computation domain had to be enlarged. It consisted of about 750,000 mesh cells
and about 80,000 cells for the plate itself. The plate, as modeled with MAFIA, is
represented in Figure 7.2.

7.3.2 3D MMP Code

The 3D MMP code based on GMT has proven to be well suited for 2D and 3D
scattering problems which may consist of a moderate number of piecewise linear,
homogeneous and isotropic domains. The technique approximates the unknown field
in each domain by several sets of functions which are analytical solutions of Maxwell’s
equations. The implemented functions are finite series of spherical multipoles, line
multipoles, ring multipoles, normal expansions, plane waves, waveguide modes, etc.
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and may be placed at different origins. The unknown amplitudes of these functions
are numerically evaluated by enforcing the boundary conditions on discrete points
at the boundaries, whereby 3 to 10 times more points than unknowns are used.
The concept of weighting the matrix lines is derived from the energy concept. This
results in an efficient tool for solution validation within the code. The code has been
successfully applied in several dosimetric studies [12], {13].

Only the 60 mm Petri dish filled with 10ml and 20 ml was simulated, due to
the difficulties of this code in handling extremely thin dishes. Multipoles and line
multipoles, as well as ring multipoles were used. The dishes were discretized with
about 700 matching points.

7.4 Experimental Setup

The setup used for the experimental dosimetry was essentially the same as that used
for the biclogical experiments, as illustrated in Figure 7.3. However, the TEM cell
IFI-CC110 (dimensions: 18 cm x 18 cm x 12 cm) which is smaller than the IFI-CC110s
but provides a considerably better field homogeneity was used. The maximum power
applicable at the input of the TEM cell was 48.2 dBm (i.e., 66 W), resulting in a
power density in the center of the TEM cell of approximately 240 mW /em®. The
reflections were less than -25 dB both with and without the presence of the dish inside
the TEM cell. In addition, the electric and magnetic field distribution in the TEM
cell, in an area larger than the Petri dish, was measured using the electromagnetic
scanner described in [14]. The homogeneity was found to be better than +£0.2 dB.

7.4.1 Temperature Probes

Temperature or E-field probes are only suited for this assessment if they meet the
following requirements: 1) high spatial resolution; 2) high sensitivity and 3) oper-
ational ability in a strong field environment. Although E-field probes arve generally
more sensitive than temperature probes, they are not suitable for this assessment
mainly due to their spatial dimensions, which are greater than 0.1 em?. The only
temperature probe available which sufficiently met all of the above mentioned re-
quirements (Table 7.1) was a prototype developed by Schmid & Partner Engineering
AG (SPEAG, Zurich, Switzerland) which is based on the Bowman probe [15]. Its
high sensitivity is achieved by specialized electrometer grade amplifiers and sophis-
ticated software for filtering and data evaluation. The probe was calibrated prior
to the measurements in water baths at 10 different temperatures in the range from
10° to 60° C. The response is linearized by a polynomial function. The software
further enables the evaluation of the temperature increase by linear regression. The
noise level and short term drifts over two-minute periods with a sampling rate of
10 samples per sec were determined to be within £0.005°C and the sensitivity for
10 s of exposure to be 0.15 mK/s. By exposing the first 6 cm of the resistive lines
from the tip of the probe to an incident field of 350 V/m inside the TEM cell, the
sensitivity to RF exposure at 835 MHz was assessed to be less than 0.5 mK/s for the
line parallel to the E-field vector and less than 0.1 mK/s for the line normal to the
E-field vector.
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Figure 7.4: SAR distribution in a horizontal layer located 0.2 mm from the bottom of the 60
mm Petri dish. The dish contains 5 ml of medium. The SAR value in the center of the dish
is 3.6 mW/kg.

7.5 Results

(g
i

Samples of the media used in the biological experiments [4], [5], [6] were made avail-
able and used for the experimental dosimetry. The electrical parameters of the differ-
ent media were measured by the HP 85070A diclectric probe kit in the temperature
range of 20° - 40° C. They were determined to be e, =76 £ 5 and o = 1.8 = 0.3 S/m.
The dosimetric assessments were performed with the MAFIA code for three different
kinds of Petri dishes: 1) the 60 mm Petri dish filled with 5/10/20 ml of medium, 2)
the 100 mm Petri dish filled with 20 ml of medium and 3) the 48-well titer plate,
with each well filled with 0.5 ml. In the first step only the simplified model was
studied, i.e., only the medium exposed to far-field conditions with E-polarization.
The specific mass density of the medium was chosen to be Lg/cm®. All SAR values
were normalized to a power density of 1 mW/cm?.

The results were evaluated in a layer parallel to and at a distance of 0.2 mm from
the bottom of the Petri dish. The average SAR values and the standard deviations in

these planes are given in Table 7.2, and the SAR distributions for the different kinds
of Petri dishes are represented in Figures 7.4, 7.5 and 7.6. As expected, enhanced

values for the thin layers are found close to the edges along the curved outer surface
of the dish {where the E-field is parallel to the surface). Local SAR disturbances
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Model 755 ' Model 1400 Prototype
LUXTRON PHOTONETICS | SPEAG
Mountain View, CA | Woodinville, WA | Zurich, CH
Noise level/Short +0.1°C £0.1°C +0.005°C
term drifts over (1 sample/sec) (10 samples/sec)
2 min periods
Sensitivity +£15mK/s £10mK/s £0.15mK/s
(10s of exposure)
Sensitivity to RF
exposure (835 MHz)
- resistive lines not sensitive not sensitive < 0.5 mK/s®
parallel to E-field
- resistive lines not sensitive not sensitive < 0.1 mK/s®
normal to E-field

Table 7.1: Comparison of available temperature probes. *Measured by exposing the first
6 cm of the line from the tip to an incident field of 950V /m.

Cell Dish average SAR per | Standard deviation
\ 1mW/em®

60mm Petri ‘

dish (5 ml) | 2.6 mW/kg 8% (0.2 mW/kg)

100mm Petri [

dish (20 ml) 6.6 mW/kg 10% (0.7 mW/kg)

48-Well titer

plate (0.5 ml) | 9.5 mW/kg 30% (2.9 mW/kg)

Table 7.2: Average SAR Values in the plane z = 0.2 mm, calculated using MAFIA. The
outer ring of 2 mm thickness is not considered in this evaluation. Note: The given deviation
is a measure of the nonhomogeneity of the exposure and does not reflect any uncertainties
inherent in the modeling or simulations.

might also be caused due to the adhesion effects in the closest vicinity of the side
wall. In case of the well plate these border effects are of greater importance, due to
the small diameter of a single well. Therefore the cells located within 2 mm of the
side wall of the dish should not be evaluated. This outer ring was also not evaluated
for the standard deviation analysis in Table 7.2.

7.6 Validation

Since most numerical techniques do not provide a reliable assessment of modeling and
simulation errors and since the possible sources of errors are numerous, the correct
modeling of any particular problem must be validated. Furthermore, it must be
demonstrated that the simplifications made do not misrepresent the actual exposure
conditions.
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Figure 7.5: SAR distribution in a horizountal layer located 0.2 mun from the bottom of the
100 mm Petri dish. The dish contains 20 ml of medium. The SAR value in the center of the
dish is 6.7 mW /kg.

7.6.1 Validation of modeling

The numerical results showed that the validation cannot be dirvectly performed by
experimental means. The reasons are that only a small temperature increase of
about 0.15 mK/s can be expected at the maximum available input power of 48 dBm
and that the enhanced noise and short term drifts occur close to such large surfaces
{cooling by air fluctuations, evaporation, ete.). In addition, the induced E-field values
are strongly non-uniform with respect to the z-axis.

A better signal-to-noise ratio could be expected with a quadrupling of the medium
height. since the induced SAR levels at the surface of the dish are approximately
proportional to the square of the thickness. However, such a setup would still have
about the same characteristics as the original setup, i.e., slight disturbance of the
field in the TEM cell and minimal thickness compared to the x-y dimensions. Thus,
the experimental validation of the MAFIA modeling was performed using the 60 mm
Petri-dish filled with 20 ml of medium.

The setup used for the experimental validation is represented in Figure 7.3. The
Petri dish was placed in the center between the septum and the top wall of the TEM
cell using spacers. Optical probes would have been ideal since the measurements

needed to be performed in a high field strength environment (EZ,..,.../E7
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Figure 7.6: SAR distribution in a horizontal layver 0.2 mm from the bottom of the 48-Well
titer plate. Each of the 48 wells contains 0.5 ml of medium. The SAR value in the center of
the middle wells is 11.6 mW/kg. Each isoline represents a decayv of -0.5 dB.

100). However, only the SPEAG probe provides the required sensitivity of less than
1 mK/s. In order to minimize the coupling of the lines with the external E-field,
the probe was introduced through a hole in the sidewall of the dish. For the short
distance from the dish to the door opening of the TEM cell, the resistive lines of the
probe were protected and thermally stabilized hy a thin metal tube. Since the tube
was perpendicular to both the E-field and the S-vector, the field disturbances were
slight. The tip of the probe was placed in the center of the dish and the vertical
distance was varied using spacers. Since the medium basically consisted of water and
salt, a specific heat capacity of 4.2 J/g/K was assumed.

The same dish was simulated by MAFIA and 3D MMP. The results are compared
in Figure 7.7 to 7.11. The agreement between the two numerical techniques is good,
although in the case of the 3D MMP simulation, the edges had to be rounded because
of problems with sharp edges inherent in the simulation technique. The measured
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Figure 7.7: SAR distribution in the center of the 60 mm Petri dish filled with 20 ml] of
medium. Compared are the results obtained using the MAFIA and 3D MMP codes and
from the experimental approach. The error bars of the experimental data only represent the
standard deviation of a number of measurement samples, i.e., they are an indication of the
noise level and do not include svstematical errors.

values deviate from those values, although the general quantitative agreement is
satisfactory (Figure 7.7). These deviations can be explained by the experimental
difficulties: 1) induced temperature increase in the range of the thermal noise inherent
in the system; 2) extremely nonhomogencous spatial SAR distribution; 3) medium
with high conduction and convection effects.

In Table 7.3, the MAFIA and 3D MMP results are compared in points 0.2 mm
above the surface. In Figures 7.8 and 7.9, the cross-sectional SAR distributions
are compared. In Figures 7.10 and 7.11, those of the vertical plane 0.2 mm from
the bottom of the Petri dish are given. The SAR enhancements on the sidewalls
of the Petri dish (Figure 7.9) can also be seen in the plane of the cell layer for
smaller medium heights (Figures 7.4, 7.5), because the evaluated plane is closer to the
middle of the Petri dish. In addition, border effects become more important for small
medium heights (Figures 7.4, 7.5). The good agreement between the results obtained
by MAFIA and 3D MMP and the good quantitative agreement with the measured
results show the suitability of the MAFIA code and of the chosen discretization for
this problem.
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Figure 7.8: 3D MMP result: SAR distribution in the cross section (y=0) of the 60 mm Petri
dish containing 20 ml of the medium. Each isoline represents a decay of -1 dB; the SAR
vaJue in the middle of the surface is 61.7 mW /kg.

Figure 7.9: MAFIA results: SAR distribution in the cross section (y=0) of the 60 mm Petri
dish containing 20 ml of the medium. Each isoline represents a decay of -1dB; the SAR value
in the middle of the surface is 61.6 mW /kg.

7.6.2 Validation of Simplifications

The totally absorbed power of the 60 mm Petri dish filled with 20 mm of medium is
less than 1%. Since the absorbed power drops drastically with the layer thickness h
(= h™3) and the cross section is proportional to 1/h, the Petri dish does not cause
any significant distortion of the field in the TEM cell. This has also been verified
by comparison of the reflected power with and without the dish. Hence, plane wave
excitation is a valid simplification, if the Petri dish is placed in the middle between
septum and top/bottom wall of the TEM cell.

The minimum distance of the Petri dish from the septum at which the coupling
can be neglected was assessed by simulating various distances of the dish from a
perfectly conductive plane. At a distance of 10 mm from the septum, using a 60 mm
Petri dish filled with 5ml of medium, the change of the SAR values was found to
be less than 2% for the cells lining the bottom. Therefore, the coupling with TEM
cell walls can be neglected for all studied cell cultures if the dishes are placed in the
middle between septum and top/bottom wall of the TEM cell. When the Petri dish
is not placed in the center but directly on the septum or bottom wall of the TEM
cell, the problem is — at first approximation — equivalent to the same dish but with
the double thickness, i.e., the induced field is strongly reduced to approximately the
capacitive part at the bottom and increased up to about the fourfold at the top. In
addition, the enhancement at the side walls of the dish is more pronounced for the
bottom layer. The 60 mm Petri dish filled with 5 ml and 20 ml of medium, including
a Polystyrol container (e, = 2.6, ¢ = 0 §/m), was simulated to check if the container
itself alters the absorption. The effect has been assessed to be less than 10% for
small medium heights and smaller for increasing medium heights for the cells lining
the bottom of the Petri dish (< 10% for 5 ml, « 1% for 20 ml). Thus the effect
can be neglected for the experimental dosimetry, but becomes more important for
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Figure 7.10: 3D MMP result: SAR distribution in the layer z == 0.2 mun from the bottom of
the Petri dish, filled with 20 ml of medium. The SAR value in the center of the dish is 61.7
mW /kg. Each isoline represents a decay of -0.5 dB.

’ Doint.

3D MMP

e

\

VATIA

I (24,0.20)
|

59.4 mW/kg
61.7T mW/kg
58.9 mW/kg

60.3 mW/kg

7 mW/ky
3 mW/kg

55.
54.

23.0 mW/kg
59.8 mW /kg
61.6 mW/kg
588 mW/kg
15.4 mW kg
60.4 mW/kg
50.7T mW/kg
56.2 mW/kg
54.8 mW/kg

Table 7.3: MAFIA results versus 3D MMP results of the 60 mm Petri dish containing 20 mi
of medium. Note: zq is 0.2 mm from the bottom.

extremely small medium heights.

7.6.3 Analytical Approximation

An attempt was made to derive an approximation formula of the SAR distribution
in the middle of the Petri dish along the z-axis (Figure 7.1), since the coupling
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Figure 7.11: MAFTA result: SAR distribution in the layer z = 0.2 mm from the bottom of
the Petri dish, filled with 20 ml of medium. The SAR value in the center of the dish is 61.6
mW /kg. Each isoline represents a decay of -0.5 dB.

of the scatterer with the field is poor and the numerical results suggest a quasi-
static approach, i.e., separation between “capacitive” and “inductive” coupling. The
geometry can be simplified to that of a thin conductive sheet, since the height of
the medium in the Petri dish is small compared to the x and y dimensions. The
capacitively induced part of the E-field is normal and the inductively induced part
parallel to the surface of the Petri dish.

Let us assume the center of the bottom of the Petri dish to be at the origin of
our cartesian coordinate system as indicated in Figure 7.1. The absolute value of
eddy currents caused by an incident time-dependent magnetic field can be described
within a thin conductive sheet by [16]:

[T = A v’f(:osh("'z]ﬂ:-:’ ) - cos(2kz") (7.1)

where £ is the wave number inside the medium, 2’ = 2 — h/2 and 4 a constant.
Assuming further that &h <€ 1 we can approximate equation (7.1) and arrive at an
expression for the dependency of the electric field cansed by inductive coupling along
the z-axis:

4
Sinal = —(2kz") (7.2)

2
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Figure 7.12: SAR distribution along the z’-axis of the simulations and of the analytical

expression (7).

The maximum absolute value of this electric field will occur on the surface of the
sheet and can be derived from Faraday’s equation in integral form.

%E‘(f’, s = %//uﬁ(f;t)di’s* (7.3)
Be

In a first approximation, the integral parts for the Fj,4-field along the z direction
are neglected, and if kh < 1 the H-field throughout the dish can be approximated
as being equal to the incident Hi,.-fleld. With these assumptions, the inductively
induced Ijpg-field at the location 2’ = h/2 can be approximated as:

Cpwh

iE’inz‘.’(Z!)‘f!_Jv__n_{l = }5—‘}H.inc] (74>

-

Introducing equation (7.4) into equation (7.2) results in:

%Eind] = Nwz,]HincE- (7.

-3
It
—

The capacitively induced electric field E,,, can be simply described by:
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with e = ¢, — j0/(epw). Hence, the SAR induced throughout the Petri dish can be
estimated as:

o ; L 19
SAR(Z) = P (!Eimilz + iEcnp’“)

g o ’;zw:') : 1 -
= e Zj 17 e e s 77
[)‘ l??.(.L << 7/0 ‘ ,6};]‘“) ( )

where Zy = 37700, In Figure 7.12, the approximation (7.7) is compared with the
simulated SAR distribution of the Petri dishes for different heights of the medium
(=835 MHz). Expression (7.7) describes very closely the SAR distribution in the
Petri dish for small heights. To wverify the approximation for different media and
different frequencies, the 60 mm Petri dish was simulated with 5 ml of medium
(¢ = 40 and ¢ = 0.8 S/m) at a frequency of 600 MHz. Again, a good agreement
was found.

7.7 Conclusions

The suitability of using Crawford TEM cells for in vitro experiments has been ana-
lyzed and discussed. The SAR distributions and the average SAR values for three
different Petri dishes have been determined by numerical simulations. These dishes
had been used for different experiments as reported in [4], [5], [6]. The modeling
and simplifications have been validated. In addition, a simple approximation has
been given, allowing the assessment of the induced field levels for a wide range of
experiments conducted in Petri dishes exposed to E-polarization.

To perform well-controlled biological experiments, only well-matched TEM cells
should be used, i.e., return loss > 20 dB. The size of the Petri dish should not be
larger than the area of homogeneous field distribution and the dish must be placed in
the center of the TEM cell, i.e., between the septum and the top wall. The amount
of medium added to the cell layer must be determined with great precision due to
the high dependence of the induced fields in the cell layer to the medium height. A
large height to diameter ratio causes higher SAR values in the plane of the cell layer,
but also much higher variation of the SAR in this plane. In case of the well plate,
the SAR distribution in the plane of the cell layer is less homogeneous, due to the
small diameter. Furthermore, the cells close to the curved dish border should not be
considered because of higher induced fields due to border effects. It should also be
noted that the incident H-field is scarcely altered throughout the dish.
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Chapter 8

Exposure Setup to Test CNS

Effects of Wireless
Communications Systems

Abstract -~ In this chapter an in vivo exposure system is presented and an-
alyzed which was designed to test the possible CNS effects of wireless
communications systems operating at the frequency band of 900 MHz.
It allows the simultaneous exposure of ten rats. They are restrained in
tubes that are placed radially around a dipole antenna, with the heads
directed toward the antenna. The dosimetric analysis of the setup was
performed by numerical and experimental means for rats weighting 250 -
300 g. The results document the suitability of the setup for CNS studies.
It enables the induction of well defined field strengths in the brain tissue,
whereby variations of the brain average SAR due to movement and differ-
ent animal sizes are less than £16%. The SAR distribution in the brain is
nonuniform but comparable to that induced in the brain of a human using
a handheld wireless phone. The efficiency is about 0.20+0.05 mW /cm?
(brain average) per 100 mA feedpoint current. As desirable, the whole-
body average SAR is considerably lower, i.e., about half of that of the
brain averaged value. In addition, the setup has proven to be practical in
use and the induced stress levels from restraint of the animal in the setup
is considered to be minor by neurologists and veterinary scientists.

8.1 Introduction

The phenomenal worldwide growth in wireless communications and accompanying
proliferation and sharp increase of radio frequency (RF) exposure of their users has
attracted the attention of the public, media and health agencies, regarding the pos-
sible adverse health effects of this technology. Since previous experiments have pro-
vided some indication of the sensitivity of the central nervous system (CNS) to spe-
cific RF exposure {1], the initial emphasis was put on studying the possible adverse
health effects of wireless communications systems on the brain.

In this paper an in vivo exposure setup for testing the hypothesis of possible
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ONS effects which might occur during use of handheld mobile telecommunications
equipment (MTE) operating at the 900 MHz band is presented and analyzed. The
basic demands on such an exposure system are: (1) similar signal characteristics,
(2) similar field strengths and (3) similar SAR distribution in the brain tissue of the
animal as is actually induced in the human brain during daily life use of handheld
MTE; (4) low exposure in the rest of the body and (5) low stress levels caused by
the exposure setup. For example, if the latfer two points are poorly satisfied, the
CNS effects might be masked by other effects, such as whole-body heating or stress
caused by restraint of animal movement. Furthermore, the exposure setup must be
practical to use and of reasonable cost.

In 1992 a project group of engineers, neurologists and veterinary scientists sug-
gested the setup described below to expose rats in the near field of a dipole antenna.
It wag predicted, on the basis of the absorption mechanism in the near field of sources
(2], that the induced absorption in the brain is considerably larger than the whole-
body average absorption. Since these assumptions were confirmed by a preliminary
dosimetric assessment [3] and initial tests also showed that the setup is suitable with
regard to animal stress and practicability, several experiments were carried ouf using
basically identical setups; Among them life long brain tumor promotion studies (e.g.,
[4]) and studies on acute CNS effects (e.g., [5]).

The purpose of this study is to obtain a detailed dosimetric analysis of the setup.
This includes the determination of the ratio of induced field strengths to the antenna
input power, the distribution of the absorption in the brain and trunc of the ani-
mal as well as an uncertainty analysis with respect to modeling, anatony, position,
movement and weight of the animals. The study was conducted both numerically
and experimentally.

8.2 Exposure Setup

Figure 8.1 shows the near-field exposure setup used to test acute CNS effects of GSM
exposure [4]. GSM is a worldwide digital cellular telecommunications standard (mul-
tiple access: time-domain multiple access (TDMA); RF carrier frequency: 900 MHz,
repetition frequency: 217 Hz, duty cycle: 1:8). Ten male Wistar rats of 4 month of
age and weighting 250 - 300 g were positioned around a symmetrical, sleeved dipole
optimized for the carrier frequency of 900 MHz. Since the induced field distribution
and strength strongly depend on the distance and orientation with respect to the
antenna, the animals had to be restrained in tubes. To prevent them from moving
backwards, they were kept in place by radially shiftable pins. The PVC tubes are
mounted on an acrylic carrousel to allow for easy access. They can be detached and
adjusted to the animal so that they just prevent each animal to turn around, yet
are not so tight as to cause the animal distress. The whole setup is placed on a
wooden platform in a REF chamber that is lined with absorbers. This was necessary
to prevent interferences with local cellular communication services.

In the center of the carrouseli.e.; at the location of the antenna, fresh air was
blown to cool the area closest to the antenna and to ventilate the chamber. The air
flow was estimated to be between 50 and 150 m?®/h. This had the positive effect of
further stabilizing the position of the head during the experiment, since the animals
all tended to stick their snouts as far as possible into the air stream. The distance
of the snouts from the antenna feedpoint was estimated to be 355 mm.
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Figure 8.1: Near field exposure setup used to study possible acute effects on the CNS at
the MTE frequency band of 900 MHz. Ten adult rats were grouped around a symmetrical
dipole. The distance between feedpoint and snout was kept constant to approximately 35 min
by restraining the animals in the tubes.

GSM HF chamber
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Powermeter{ Powemmeater
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Figure 8.2: Scheme of the entire exposure setup. A GSM signal was applied during biological
experiments. The GSM phone was replaced in the experimental dosimetry by a HP 86568
signal generator, providing a CW signal of 900 MHz.

The technical setup is schematically illustrated in Figure 8.2. The GSM sig-
nal simulating actual life exposure conditions was generated using a commercial
portable GSM phone, Motorola International 2000, controlled by the GSM RF Test
Set HP8922A. The discontinuous transmission mode (DTX) of GSM was chosen,
because its signal has a larger proportion of low frequency amplitude-modulated
components. A telephone conversation was simulated by repeatedly playing the first
half of Heinvich von Kleist’s comedy “Der zerbrochene Krug”. This piece consists
of all the pauses and changes in tone and volume of voice that can be found in an
average telephone conversation. The average power was greater than 80% of that pro-
duced by the non DTX mode. The uplink signal was amplified using the adjustable
100 W Kalmus 717FC amplifier, and the antenna input power was monitored using
two HP437 power meters.
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8.3 Experimental Dosimetry

The primary objective of the experimental dosimetry was to obtain instant data
about the antenna input power required to achieve the desired specific absorption
rate (SAR) in the brain tissue of the animal. In addition, the experimental results
could be well used to validate the detailed numerical findings.

However, the exact experimental determination of the SAR distribution is fraught
with difficulties. 1) An extremely high spatial resolution is required because of the
large field gradients which are expected to be induced by eddy currents. 2) Because
of the rather poor coupling with the incident fields, high sensitivity is also necessary
at antenna input power levels of 100 W. 3) The different tissues are thermally well
isolated. 4) The thermal constant of the various tissues is not known and must be
approximated.

The SAR can be determined either with thermal or E-field probes using

SAR = —E° = c— (8.1)

whereby ¢ is the specific heat capacity, o the conductivity and p the mass density of
the tissue and E the Hermitan magnitude of the induced electric field vector.

Because of the large field gradients it is necessary to use thermal probes, although
the achievable sensitivity is poor compared to that of E-field probes.

8.3.1 Setup

The dosimetry was performed using the same exposure setup as used during the in
vivo experiments in order to avoid additional error sources which might be introduced
using a modified setup. Only the tube was slightly modified to enable the positioning
of the temperature probes inside a rat cadaver. A Photonetics 1450 HS Fiberoptical
Multisensor System (Woodinville, WA) was used with sensors whose active area is
less than 1mm? and have been shown to perform better than the LUXTRON 755
device (Mountain View, CA) [6].

For the first set of measurements three thermoprobes were precisely positioned
within the brain of the animal by standard stereotaxic means. One of the probes
was placed directly in the center of the dorsal Hippocampus. The other two at the
positions 0 mm and 7 mm with respect to the Bregma (Figure 8.4). Shortly after
implantation, sagittal MR-images were taken to determine the initial positions of
the probes. The probe holders were constructed so as to allow vertical shifts in the
position of the probes to an accuracy of better than 4 0.25mm. A second set of
measurements was taken in 6 insertion points in the trunk of the animal with a total
of 38 different measurement points (Figure 8.5).

The tube was positioned so that the snout of the animal was at the shortest
distance from the feedpoint of the antenna that was encountered in the biologi-
cal experiments, i.e., 30 mm. The two neighboring rats were simulated by rat-like
containers filled with tissue simulating liquid. The remaining seven rats were not
simulated at all. The desimetric measurements were performed at the maximum
available antenna input power at 900 MHz of 49.1 dBm, i.c., 82 W.
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Figure 8.3: Modified tube for the experimental dosimetry

8.3.2 Discussion of Uncertainties

Since the maximum induced SAR levels were close to the sensitivity of the temper-
ature system, it was necessary to perform several preliminary tests to ensure the
suitability of the adopted approach and to provide a good estimation of the uncer-
tainty of the measurement.

e Nonthermal detection: To be able to exclude systematic errors due to non-
thermal or direct detection of the microwave exposure, measurements were
performed with probes placed near the antenna in E-, H-, and S-polarization.
No evidence of direct microwave effects on the probes could be detected.

s Short term drifts and noise: Short term drifts and noise were checked in a
waterbath and were found to be within 0.5 mK/s. This value represents the
lower limit of noise in the dosimetric assessments. In the tissue larger noise
levels had been observed that were in the range of 1 mK/s for a measurement
period of 1 minute.

o Tissue temperature: Since a thermal equilibrinm previous to each exposure was
necessary, the assessment had to be conducted at room temperature, i.e., the
average tissue temperature was 22::3°C. According to [7] the conductivity of
the various non-living tissues is reduced by 24- 36% compared to living tissue,
whereby the change in permittivity with respect to living tissue is negligible
(1%). Simulations showed that this effects the brain average SAR by approxi-
mately -15% to -20% and the whole-body average SAR by approximately 5%.

o  Tussue aging: Further uncertainties also arise from changes of the dielectric
parameters of the biological tissue caused by aging (mainly due to drying out).
For this reason the rat cadaver was used immediately after the death of the
animal and a sugar-salt solution was added regularly into the holes for the
probes. Nevertheless, this effect has been monitored and found to be less than
6% of the SAR in the first hour and much less in the following time.
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Figure 8.4: Temperature rise (dT/dt [mK/s]) and location of the measurement points inside
the brain region. The variation gives the standard deviation of all measurements at that
location and is not a measure of the uncertainties of the experimental dosimetry

o Thermal conduction rate: An exposure time of 1 minute was needed to reach
the required sensitivity. Although the experiments had shown that the local
accumulations of heat disperse slowly by conduction to the neighboring regions
of the body, the errors for the local value might be considerable in areas of such
large absorption gradients as is found in the brain tissue (see discussion in the
next Section).

8.3.3 TResults

For each discrete measurement point the rat was exposed for 1 minute, followed
by a period of 14 minutes to determine the temperature rise. It would have been
desirable to have had longer pauses between temperature measurements in order to
reach thermal equilibrium, the constraint was to perform the measurements as soon
as possible after the death of the animal. The time derivative of the temperature
was recorded upto 3 minutes before the exposure to verify if the steady state had
been reached or otherwise to determine the appropriate correction factor.

The results of the temperature measurements for a single rat are summarized in
Figures 8.4 and 8.5, The average value of the four measurements is provided, as well
as their standard deviation. Since the Hippocampus served as a reference point, a
larger number of measurements was taken and averaged at this location. The large
deviation for this set of measurements is explained by the aging effects, since these
measurements spanned over several hours.
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Figure 8.5: Temperature rise (dT/dt [mK/s]) and location of the measurement points in the
whole body. The variation gives the standard deviation of all measurements at that location
and is not a measure of the uncertainties of the experimental dosimetry

The effects due to positional changes of the head with respect to the antenna
were also agsessed and are reported in Section 8.5.

8.4 Numerical Dosimetry

8.4.1 Method

The electromagnetic simulation tool MAFTA was used for the numerical dosimetry
[8]. This tool is based on the Finite-Integration-Technique (FIT), which transforms
the Maxwell equations in integral form into the equivalent Maxwell grid equations,
whereby the resulting system of equations is similar to that of a FDTD approach
[9]. First-order Mur-absorbing boundary conditions [10] were applied on the lattice
truncation to calculate the electromagnetic field.

Applying the Fl-method to a scattering problem in the time domain, the elec-
tric and magnetic field vectors are calculated at disercte timesteps following the
well-known “leapfrog”-algorithm [11]. MAFIA has proven to be very suitable for
absorption studies in bioelectromagnetics [6], [12].

8.4.2 Modeling

The antenna was simmulated as a simple filament dipole on a meshline having the same
length (A/2) as the sleeved dipole used. The excitation was introduced as an electric
dipole in the feedpoint of the antenna. Since the induced absorption is expected to
be proportional to the square of the antenna current and not to the antenna input
power {2] the computational results were compared with the experimental values for
a feedpoint current of 100 mA. The ratio between antenna input power and feedpoint
current was assessed to have been 65 W/A?£10% and the symmetry of the dipole by
the near field scanner described in [13] and [14].

The rat phantom was derived from 74 magnetic resonance images (MRI) taken
from a rat of the same breed and age as used in the experiments. 13 different tissue
types were distinguished (Table 8.1). To determine the effect of the exposure setup
made of acrylic glass (e,=5, o=0mho/m), the closer setup was also discretized, as
shown in Figure 8.6.
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The geometry of the different tissues was first outlined with an image-processing
program for each of the 74 MRI scans. In the second step the different tissues were
discretized by fitting them into the computational grid. The discretized model of the
rat contained approximately 230.000 voxels with the dimensions 1.5 mm x 1 mm x
1 mm. The voxel thickness in the direction of the longest axis of the rat represents
one half of the separation between the different MRI scans. The whole computa-
tion domain consisted of about 1.7 million voxels. To reduce reflections on the open
boundaries, non-equidistant meshsteps were used to enlarge the computational do-
main.

Steady state was reached after approximately 8 to 12 periods. All simulations
were performed on a SparcStation 20, each of which took about 9 hours of com-
putational time. Depending on how much data had to be stored for the further
postprocessing, file sizes reached up to 160 MByte.

Biological | ¢, o [mho/m] | Reference

tissue '
brain 55 | 1 15]

bone 5 0.15 [16]

muscle 50 ) 1.4 16]

fat 2.5 10.02 [17]

skin 43 0.76 extrapolated
heart 50 1.18 extrapolated
lungs 35 | 0.93 | {15). extrapolated
digesting 40 0.9 extrapolated
system

liver 48.2 1 0.93 [18]

kidneys 52.6 | 1.03 (18]

testicles 40 0.8 | extrapolated
eyes 70 LY [15], extrapolated
nose-region | 5 0.15 extrapolated

Table 8.1: Separated biological tissues of the rat and their dielectric parameters as used for
the simulations.

The dielectric values of the biological tissues were taken from [15]- [18]. Since
there is not much data published for all different tissues of rats, some values had to
be estimated on the basis of the water/fat content or by comparing them to human
tissue. The parameters used are listed in Table 8.1. To illustrate the resolution of
the model, the bone structure of the rat is represented in Figure 8.7. As can be
seen, very fine structures, such as the ribs could not be simulated with the chosen
resolution.

8.4.3 Dependence of the SAR Distribution on the Rat Modeling

It is evident that the local SAR value strongly depends on the electrical parameters
at this location. The achievable accuracy in dosimetry is largely impaired by the
uncertainty of the dielectric parameters. On the other hand, it is not expected that
small differences at a fair distance away from the location of interest would have a
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Figure 8.7: Discretized bone structure of the rat

siguificant influence on the SAR. To assess the sensitivity of these uncertainties on
the SAR levels, different sets of dielectric parameters were assigned to the 13 different
tissues. The absorption in the following six phantoms was compared:

e Phantom 1: modeling of all 13 different tissues according to Table 8.1 (13-tissue
phantom).

e Phantom 2 and 3: modeling of all 13 tissues with the parameters of averaged
tissue or muscle tissue, except bone/skull tissue (simplified phantom).

o Phantom 4 and 5: modeling of all 13 tissues including bone/skull with the
parameters of averaged tissue or muscle tissue (homogeneous phantom).

o Phantom 6: modeling of the head and neck region identical to Phantom 1 but
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Figure 8.8: SAR distribution in a sagittal plane through the middle of the rat. Models
from top to bottom: Homogeneous phantom with averaged dielectric parameters, Simplified
phantom with averaged dielectric parameters and 13-tissue phantom. All SAR values are
normalized to 100 mA antenna feedpoint current.

replacing all tissues further than 95 mm away from the snout with averaged
tissue or muscle tissue parameters (head model).

Cormparing the SAR distributions in Figure 8.8, it becomes obvious that the dom-
inant interaction mechanisms can be described by means of eddy currents induced
by the magnetic field, as predicted from study [2]. Quasi-static considerations would
suggest a significant dependence of the induced E-field strength from the local tis-
sue distribution and a less pronounced dependence on the whole-body average SAR
values,

Figures 8.9 and 8.10, which summarize all different simulations, basically confirm
this dependence of the SAR on the modeling. The whole-body average SAR value is
inherent to the modeling, whereas the brain average seems to be sensitive not only
to the accurate skull and brain modeling but also to the closer vicinity of the head
area. [t has been found to be critical that the modeled skull completely surrounds
the brain tissue. Since the modelling of this area is rather coarse (Figure 8.7), a much
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Figure 8.9: Whole-body-average-SAR for the different simulated phantoms. All values are
normalized to 100 mA antenna feedpoint current. The number gives the number of tissues
used for the 13-tissue, simplified or homogeneous model, followed by (m.) for simulating
muscle tissue, (av.) for averaged dielectric parameters, (E.S.) for taking the exposure setup
into account and H.P. for the head phantom.
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Figure 8.10: Brain-average-SAR for the different simulated phantoms. All values are nor-
malized to 100 mA antenna feedpoint current. The number gives the number of tissues used
for the 13-tissue, simplified or homogeneous model, followed by (m.) for simulating muscle
tissue, (av.) for averaged dielectric paramete
account and H.P. for the head phantom.

s, (E.8) for taking the exposure setup into

finer discretization would be necessary to reduce significantly the discretization error
in this area. To assess the uncertainty of the brain average SAR value due to the
uncertainty of the dielectric parameters for brain and bone tissue, simulations with
different sets of parameters were performed. Assigning €,=41, 0=0.77 mho/m instead
of €,=55, =1 mho/m (Table 8.1) to brain tissue, the whole-body average SAR differs
by approximately 1%, the brain average SAR by 6%. Exchanging the parameters
of the skull/bone structure (¢,=5, ¢=0.13 mho/m) with €,=10, 0=0.25 mho/m, the
whole-body absorption is increased by approximately 2% and the brain average SAR
considerably by 20%.
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Figure 8.11: SAR distribution in a sagittal plane in the brain region of the 13-tissue rat
& ) I 8
phantom. The SAR values are normalized to 100 mA antenna feedpoint currens.

The effect of a possible different shape of the rat during the experimental dosime-
try than during MRI-scanning and thus in the numerical model was investigated by
rearvanging the discretized MR-images in a slightly different, but still anatomically
realistic way. The whole-body average SAR was hereby affected by less than 1%, the
brain average SAR was altered by more than 10%, since a change of the material
distribution in an area of high field gradients has a stronger impact on a local SAR
distribution.

The effects of the surrounding acrylic material on the absorption is negligible, as
expected on the basis of the dominant interaction mechanism (Figures 8.9 and 8.10).

8.4.4 Results

Figure 8.11, which is a close-up of the SAR distribution of the 13-tissue phantom in
Figure 8.8, shows more clearly the SAR distribution in the brain area. In Figures 8.12
and 8.13 the measured and simulated SAR values in the brain area are compared for
the locations of probes 1 and 2 respectively, whereby a specific heat of ¢==3.7 J /kg/K
for the brain tissue was assumed. A lower gradient of absorption was expected for the
experiment due to heat conduction effects over the relatively long exposure periode
of 1T minute.

In Figures 8.14 and 8.15 the measured and simulated SAR-values inside the trunk
of the rat are compared. The comparison is difficult since it could not be determined
in which tissue the probe was actually located, i.e., MRI data was not available. The
error bars in Figures 8.12-8.15 of the experimental data only represent the standard
deviation of a number of measurement samples, i.e., they are an indication of the
noise level and do not include systematical errors.

Nevertheless, the general agreement is considerably better than the discussed
uncertainties of the numerical and experimental analysis would suggest.
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Figure 8.12: Comparison between measured and simulated SAR values for probe 1 inside
the brain region. All values are normalized to 100 mA antenna feedpoint current. For brain
tissue, 1g/cm® was assigned to the density.
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Figure 8.13: Comparison between measured and simulated SAR values for probe 2 inside
the brain region. All values are normalized to 100 mA antenna feedpoint current. For brain

tissue, 1g/cm® was assigned to the density.
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Figure 8.14: Comparison between measured and situlated SAR-values for probe 1 inside the
body region. All values are normalized to 100 mA antenna feedpoint current. For all tissues,
lg/cm® was assigned to the density.

8.5 Effects of Movements and Different Sizes

8.5.1 FEffects of Movements

The influence of the animal‘s position with respect fo the antenna was studied by
changing the distance of the rat from the antenna feedpoint in the radial and vertical
direction. The dependence of the induced fields in the brain tissue (probe position
3) for shifts in the radial direction was 1.3 dB/cm when assessed by the experimental
approach, compared to 1.2dB/cm obtained by numerical simulations. This agrees
well with the 1/r dependence of the H-field, which is about 1.2 dB/em at the location
of the brain. Since the H-field hardly changes in the vertical direction, the dependence
for vertical shifts is smaller than 0.7 dB/cm.

8.5.2 Sensitivity to Size

The influence of the size of the rat (250-300g) was investigated by rescaling the
13-tissue rat model. The variation due to different sizes of the rat is £8% for the
whole-body average SAR and 5% for the brain average SAR. Larger rats result
in lower whole-body average SAR values due to the dominant 1/r? dependency of
this value for longer rat phantoms. At the same time the brain average SAR value
increases because of higher inductively induced E-fields, due to the larger cross section
of the rat.
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Figure 8.15: Comparison between measured and simulated SAR-values for probe 6 inside
the body region. All values are normalized to 100 mA antenna feedpoint current. lg/cm?®
was assumed for all tissues for the mass density. For all tissues, 1g/cm?® was assigned to the

density.

8.6 Exposure Efficiency

The exposure efficiency for a single rat placed in the exposure setup at a distance of
30 mm from the snout to the antenna feedpoint is 0.26-£0.07mW /cm?® per 100 mA
antenna feedpoint current for the brain average SAR and about 0.15::0.04 mW /cm?
per 100 mA for the whole-body average value. These values are based on the numeri-
al results whereby all uncertainties have been considered as statistically independent
eITor SOUrces.

To be able to extrapolate these findings to the actual exposure situation when all
ten rats are exposed, the effect of coupling between the animals had to be assessed.
This was necessary, since simulating the entire setup by a volume technique would
increase the computational volume beyond the computational power available.

—

This effect was experimentally assessed by comparing the results with and with-
out the two rat phantoms next to the rat cadaver. The decrease of the fields induced
in the brain tissue was found to be about 20%. Since this is a critical assessment
for this study and larger than initially expected, this finding was validated by nu-
merical simulations, applying the volume method Generalized Multipole Technique
(GMT) [19]. This technique allows the simulation of ten bodies grouped around a
dipole antenna, as in the experiment, but only with strongly simplified rat phan-
toms. Sumulations with different modeling were conducted, and the SAR values were
compared with those of simulating a single rat and found to be scarcely dependent
on the modeling. The SAR was reduced by 20:£3% for the brain average and by
25%42% for the whole-body average SAR values. The efficiency for the entire setup
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per 100mA feedpoint current at the average distance of 35 mm would therefore be
SAR 0.2040.05 mW /cm® per 100 mA for the brain average and 0.1140.02 mW /em?®
per 100 mA for the whole-body average.

8.7 Whole Body Temperature rise

To ensure that the chosen exposure levels during the biological experiments did
not cause a significant rise of the whole-body temperature, the temperature rise for
exposure levels which corresponded to the range of 0.4 W/kg to 20 W/kg for the
average brain absorption was measured using anesthetized rats.

The test was made by inserting a rectal probe and measuring the temperature
every minute for 30 minutes using a Quick Novo device. It was found that exposure
levels up to 6 W/kg for the whole-body SAR do not cause a detectable increase of
the rat’s rectal temperature. These findings are in good agreement with the results
for 250 - 300g rats described in [20], where a rise of the whole-body temperature was
found for a whole-body average SAR higher than 8 W /kg.

8.8 Conclusion

The dosimetric analysis performed demonstrates the suitableness of the presented
setup to test CNS effects at the mobile communications frequency band at 900 MHz.

The SAR averaged over the brain has been assessed to be 0.2040.05 mW /cm?® for
a feedpoint current of 100 mA, if a distance of 35 mm between feedpoint and snout
is assumed to be the mean position of the head during exposure.

The variations of induced brain-averaged SAR values due to movement (£5mm)
of the head and variation of the size of the animal (250 - 300 g) are estimated for the
presented setup to be less than £16%.

The SAR distribution in the brain is largely nonuniform, i.e., larger values closer
to the surface and smaller values at the bottom of the brain. This represents well
the exposure of human using a handheld MTE,

The whole-body average SAR is about half (55%) of the brain averaged values
which is not as low as desired but still reasonably low, especially since it is only
about 10% of the peak SAR (averaged over 0.1 g) induced in the brain.

In addition the setup has proven to be practical in use, and the induced stress
levels caused by restraining the animals in the setup have been declared to be minimal
by neurologists and veterinary scientists.

Owerall the described exposure setup meets the requirements defined in Section
8.1 very well.
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Chapter 9

Appropriate Modeling of the
Ear for Compliance Testing of

Handheld MTE with SAR
Safety Limits at 900/1800 MHz

Abstract -~ A variety of phantoms simulating the human head have been
used to test compliance of mobile telecommunications equipment with
safety standards. Whereas numerical compliance procedures have mostly
been performed using complex anatomical phantoms based on magnetic
resonance imaging data, experimental procedures have mainly relied on
homogeneous phantoms, the ears of which have often been modeled as
lossless spacers. Previous studies had indeed demonstrated that the ab-
sorption in the head tissue except the outer ear can be well represented by
a homogeneous head of appropriate shape and material. The objectives
of this study were to fill the gap of the remaining open issues, namely, (1)
to evaluate the exposure in the ear region with respect to the spatial peak
specific absorption rate and (2) to evaluate the most appropriate mod-
eling of the ear for experimental evaluations such that it represents the
maximum exposure of a reasonable cross-section of cellular phone users.
This study is based on a detailed numerical phantom produced using high
resolution magnetic resonance imaging scans. During scanning, the ear
was naturally collapsed as it occurs when using a cellular phone. The re-
sults of this study lead to the conclusion that the spatial peak absorption
occurring in the inner and outer ear can be reliably modeled either by
a lossless spacer of not thicker than 3 - 4 mm or by partially filling the
simulated pinna with head tissue simulating media whereas the minimal
distance between the device and liquid should not be larger than 3 mm.

9.1 Introduction

Regulatory bodies in the US [1], Europe [2] and Japan [3] require compliance testing

of handheld mobile communications equipment prior to market introduction. For
example [2] requires that demonstration of compliance must be shown for a rea-
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sonable cross-section of mobile telecommunications equipment (MTE) users in four
different operational conditions and for all device configurations, whereby the un-
certainty must be added to the results. Devices with antenna input powers of less
than 20 mW are excluded. Many compliance tests of handheld devices have been
performed experimentally using measurement systems similar to the one described
in [4]. Although multi-tissue phantoms have been developed [5], demonstration of
compliance can only be performed based on homogeneous head phantoms since the
entire volume must be accessible by the probe. In most cases the ear was replaced
by a lossless spacer [4, 124, 125]. The suitability of homogeneous phantoms for ex-
posure evaluations had been demonstrated based on the results of a series of studies
[8, 49, 50, 94] systematically investigating the dependence of the absorption on the
internal anatomy. The objective of another study [7] was to experimentally evaluate
the head shape in the vicinity of the ear as well as the thickness of the collapsed ear.
The study was performed with 52 male and female volunteers. Based on this data,
a phantom was proposed for compliance testing, the shape of which corresponds to
the 30%-percentile of greatest absorption for the evaluated group. Following the
same approach it was suggested that the ear should be modeled by a lossless spacer
of 4 mm, corresponding to the 10%-percentile. Although it was noted that there is
absorption in the pinna, it was argued that the losses in the outer ear would be com-
pensated by the replacement of the low-loss structure of the inner ear (bony structure
with air cavities) by the lossy tissue simulating material. However, this argument
wag rather based on rational reasoning than on hard scientific facts. Providing simi-
lar arguments, some groups have used the same phantom but increased the distance
to 6 mm, which approximately represents the average thickness of the collapsed ear.

The lossless spacer has always been criticized since it does not account for the
losses in the pinna, which might be quite large due to the close proximity of this
tissue to parts of the phone, potentially conducting significant radio frequency (RF)
currents. This criticism was supported by data obtained from numerical studies
based on inhomogeneous head phantoms derived from magnetic resonance images
(MRI) which showed greatly enhanced specific absorption rate (SAR) values in the
external ear [12], [13], [14]. However, all these studies were performed based on
phantoms with non-collapsed ears, which obviously overestimates the ratio hetween
energy absorbed in the ear and the rest of the head. In addition, the maximum voxel
sizes were rather large (up to 15 mm?) which may result in significant overestimation
of the exposure due to numerical artifacts {15].

Nevertheless, there wag a clear need to thoroughly address the question regarding
the appropriate modeling of the ear for compliance testing. The objective of this
study was to evaluate the exposure in the ear region based on a high resolution
phantom having an accurate model of a collapsed ear and to investigate possibilities
for appropriate modeling of the ear in experimental setups which does not greatly
overestimate nor underestimate the actual user exposure.

9.2 Head Modeling and Transmitter Representation

The magnetic resonance imaging (MRI) data sets from which our previous phantoms
were derived were taken without collapsing the ear, nor did they provide the necessary
resolution for accurate modeling of the ear region. For the purpose of this study, a
high-resolution MRI data set of the complete head of a healthy female volunteer
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Figure 9.1: MRI slices at three different locations in the ear region. The ears had been gently
pressed towards the head as it would ocowr in a real world MTE user situation.

—

Yy

Figure 9.2: Voxel model of the head (left) and a closeup view of the high resolution ear region
(right).

(age 40) was obtained from the University Hospital of Zurich. The ears were gently
pressed to the head surface in order to obtain the appropriate ear shape for a realistic
MTE user situation (Figure 9.1). The MRI slices were separated by 1 mm in the ear
region and 3 mm in the upper and lower head regions. From this data a CAD model
was constructed consisting of 121 slices, which were separated into 12 different tissue
types. Two different numerical phantoms were created: (1) a high resolution model
with 0.125 mm?® voxels in the ear region and expanding meshsteps in the upper and
lower head regions and (2) a model with 1 mm? voxels in the ear region and 9 mm?
voxels in the upper and lower head regions for fast parametric studies. A detailed
view of the high resolution ear region is given in Fig. 9.2. The model with the highest
resolution required a computational domain of approximately 14 million voxels and
1.2 GBytes of memory and took approximately 60 hours for 10 periods on a SunUltra
2 (300 MHz) computer.

Additionally, a homogeneous phantom was created by cutting the ear away in

all MRI slices and smoothing the head surface in the ear region. The air containing
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Figure 9.3: Head phantom database used in previous studies. Numerical head phantoms
based on MRI data: Male head phantoms evaluated in 9], [10} and [11] (M1,M2.M3,M5),
asian male head (M7) which has not yet been studied, T-vear (C7) and 3-year (C3) old
children evaluated in [11], new female head with collapsed ears (M6). Experimental head
phantoms: Shell phantom for compliance testing described in [9] (E3), shell phantom (E2)
with the same head shape as Bl, a 5 tissue phantom described in [5]. M4 is the numerical
model of E1, based on CT scans.

auditory canal was filled with tissue. All tissues were simulated with the same dielec-
tric parameter sets of HTSL1 and HTSL2 as given in Table 9.2, HTSL1 corresponds
to the values used in our previous studies {9], [10], |[11] and HTSL2 was initially
proposed by the FCC and approximately corresponds to the arithmetic average of
grey and white matter.

In order to comprehensively study the exposure of the car vegion, two different
generic transmitters were used: (1) a 0.45 A dipole and (2) a generic phone (Figure
9.10). The basic study was performed using the dipole. In order to validate the gen-
erality of the findings for other transmitters, additional simulations were performed
with a generic phone in various positions.

9.3 Methods

The study was performed by employing the Finite-Difference Time-Domain (FDTD)
technique, applying a 3D in-house kernel developed within the framework of a Swiss
priority research program. For the numerical model an inhomogeneous grid with ex-
panding meshsteps was used to minimize memory costs and computation time. The
time step was chosen according to the Courant limit [16]. 2nd order Mur absorbing
boundary conditions {ABC) were used for these calculations to truncate the compu-
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tational domain despite the availability of other ABC in the current implementation
including Higdon operator up to 4th order and Perfectly Matched Layer (PML). This
enables some computational expenses to be saved, since scattering at non-perfectly
absorbing boundaries is of negligible significance for close near-field studies due to
the strong dependence of the absorption on the distance [8]. The head models for
validation purposes have been simulated with the FDTD-similar Finite-Integration
(FI) implementation applying the commercially available software package MAFIA
[17]. Details on the FDTD technique can be found in [16] and on FT in [18].

A CAD tool (SEMCAD, Schmid & Partner Engineering AG, Zurich) was used
for the import of CAD data derived from the MRI images, for the rotation of the
CAD data and the subsequent automatic discretization. The rotation of the CAD
data prior to discretization is necessary to obtain reliable tilted head models as used
in this study.

The excitation of the dipole and generic phone exposure was chosen to be an
added source [19] in order to directly normalize all values to the feedpoint current.
This approach is advantageous, since the SAR is predominantly induced by the H-
field, which is directly proportional to the feedpoint current [8]. SAR values were
calculated in the center of the voxels by interpolating all 12 electric field values of
the surrounding edges.

The 1g/10 g spatial peak SAR values were calculated by expanding a cube at each
grid point until the desired mass was reached. The cube was always aligned parallel
to the grid coordinates and each outermost layer of the cube consisted of at least
one voxel of tissue, i.e., the cube not only contained tissue but also air voxels. This
evaluation approach is in good agreement with the latest definition for the “cube”
described in the various standards.

The experimental data used for validation purposes was obtained using DASY3
(Schmid & Partner Engineering AG, Zurich), which is the successor of the dosimetric
assessment scanner described in [4] and provides enhanced precision and flexibility.

9.4 Validation of the New Head Model

In the first step, the performance of the new phantom was compared with those of the
previous phantoms (Fig. 9.3). A comprehensive data set is available for the excitation
of a 0.45 A dipole source at 900 MHz. The orientation of the dipole is vertical and the
position of the feedpoint is 5 mm above the pinna and at a distance of 15 mm between
the feedpoint and the surface of the head. The same dielectric parameter set as in
the previous studies was chosen, which corresponds to the Dielectric Database from
Microwave Consultants [20]. The SAR distribution and spatial peak SAR values were
computed for the inhomogeneous phantom as well as for the homogeneous phantom
in which the dielectric parameters of all tissues were replaced by the parameters of
the head tissue simulating liquid {(HTSL1).

The SAR distributions along a line perpendicular to the dipole axis directly
behind the feedpoint are compared in Figures 9.4 and 9.5. In Fig. 9.5 the experimental
data for the three different head phantoms E1/E2/E3 (see Fig. 9.3) have been added.
In Fig. 9.6 the 1g and 10 g spatial peak SAR values are compared.

The obtained SAR data for the new head model is well within the given range of
the other head models (Figures 9.4, 9.5), verifying the previous conclusions that local
absorption is strongly dependent on differences of the internal anatomy, whereas the
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Table 9.1: Dielectric parameters at 900 MHyz and 1800 MHz [21] and tissue densities [14].

Spec. gravity ] 900 MHz 1800 MHz
fissue plg/cm?] e E olmho/m] e | olmho/m)
hone 1.81 [ 20.8 0.34 19.3 0.59
skin 1.01 43.7 | 0.86 41.4 1.21
fat 0.92 11.3 0.11 11.0 0.19
muscle 1.04 56.0 0.97 54.4 1.39
brain 1.04 45.8 T 43.5 1.15
CSF 1.01 68.6 2.41 67.2 2.92
blood 1.06 61.4 1.54 59.4 2.04
cartilage 1.10 427 0.78 40.2 1.29
eye:
vitreous humour 1.01 68.9 1.64 68.6 2.03
lens 1.10 46.6 0.79 45.4 1.15
sclera 1.17 55.3 1.17 53.6 1.60
air 0.00 1.0 0.00 [ 10 0.00

Table 9.2: Dielectric parameter sets of the Head Tissue Simulating Liguids (HTSL) used for
the homogeneous head modeling

I"Spec. gravity 900 MHz 1800 MHz
tissue  plg/em?] er | almho/m] | & | olmho/m]
HTSLL: ‘ |
Head Tissue Simul. Media ‘ 1.00 43.5 0.90 41.0 1.69
HTSL2:

Average Brain (FCC) ] 1.00 45.8 0.77 43.5 1.15

spatial peak SAR values vary only within a small range (Figure 9.6). In other words,
the spatial peak SAR - at least for the area above the ear - can be well assessed using
a homogeneous phantom having the appropriate dielectric parameters.

9.5 Results at 900 MHz

9.5.1 Dipole Configurationsg

The position of the dipole in the above mentioned absorption studies [9, 50, 94] was
chosen because if results in the largest absorption. The brain was also considered to
be the most relevant tissue with respect to health risk considerations. Another reason
for choosing the position was its rather simple and well defined tissue distribution, i.e.,
small shifts parallel to the surface of the skin do not result in significant changes of the
absorption pattern. Much larger variation must be expected for the ear region, which
is composed of a complex 3-dimensional tissue distribution including air cavities and
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Figure 9.4: SAR distribution along a line perpendicular to the axis of a 0.45 X (900 MHz)
dipole directly behind the feedpoint for 5 inhomogeneous MRI-based head phantoms. The
dipole is located with its feedpoint 3mm above the pinna, at a distance of 15mm to the
surface of the head.
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Figure 9.5: Comparison of the SAR distribution for the same excitation and phantorns (M1
... M6) than in the previous Figure but for which the dielectric parameters of all tissues
were replaced by €, = 43.5, oy = 0.9mho/m and p=1g/cm?®. In addition, the experimental
values for three experimental head phantoms (E1, E2 and E3) are given.
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Figure 9.6: Comparison of the spatial peak SAR values averaged over 1 and 10g for the five
phantoms M1 ... M6 and the two children phantoms C7 and C3.

low-loss bone structures, as well as various wet tissues.

The basic investigation on the absorption in the ear region was also performed
using the dipole, since it has a well defined current distribution which does not
strongly depend on the load, i.e., on the scattered field. The effect on the impedance,
which would significantly distort the evaluation of the absorption in the ear as a
function of the modeling, can be avoided by normalizing all values to a constant
feedpoint current of 100 mA. The vertical dipole was shifted on a matrix parallel
to the head surface, with a distance to the closest tissue voxel of 2mm for the
inhomogeneous phantom. The separation of the 3 x 3 matrix was 20 mm in the z-
and 15 mm in the y-direction. The values were compared to those of the homogeneous
phantom (HTSL1: €,1=43.5, 01 = 0.9mho/m) with a 4 mm lossless spacing. The
dielectric parameters were chosen from {21] (Table9.1), which are more recent than
the dielectric parameters used in the previous studies.

The vesults of a representative position directly behind the opening of the au-
ditory canal is shown in Figure 9.7, in which the two additional distances of 5 and
10mm were also evaluated in order to verify whether the findings have a strong
distance dependence.

At this particular position, the earlier assumption holds that filling the low-loss
structure of the inner ear with lossy liquid compensates for the losses in the pinna
(Figure 9.8). However, the volume containing the spatial peak SAR value shifts
away from the feedpoint to areas of greater wet tissue content. This is represented
in Figure 9.11, showing a shift in position of the averaging volume to outside the
complex shaped, air containing ear region for inhomogeneous modeling. Since the
homogencous phantom shall be designed to well represent the spatial peak SAR
values, the homogeneous head without the ear will not well vepresent the local peak
SAR which occurs in the pinna (Figure 9.7). It must also be noted, that these local
values strongly depend on the shape of the ear. On the other hand such single voxels
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Figure 9.7: SAR distribution along a line perpendicular to the 0.45 X (900 MHz) dipole axis
a) 5mm above the pinna (top) and b) directly behind the feedpoint (bottom). The dipole
was positioned with its feedpoint directly behind the opening of the auditory canal at three
distances (2/5/10mm) to the outermost voxel of the pinna. The dot in sketches a) and b)
corresponds to the position of the axis where the SAR was evaluated. In each diagram,
anatomically correct modeling including the complicated shaped ear region is compared to
homogeneous modeling (HTSL1: €,1=43.5, ¢y = 0.9mho/m) without ear and a simplified
ear regior.

based values incorporate large uncertainties due to numerical artifacts, which can
easily exceed 100% [15].

Based on these results, considerably larger spatial peak SAR values had to be
expected when the feedpoint of the dipole is shifted to locations where the tissue
volume of the pinna in the proximity of the feedpoint is considerably larger. To
study this dependence, the dipole’s position was shifted on a plane parallel to the
ear on a 3x3 matrix, the results of which are plotted in (Figure 9.9). The largest
spatial peak SAR (1 g-averaged) was approximately 3 dB above the value found at
the center position. The reason is the larger volume of the pinna and that the bone
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Figure 9.8: Spatial peak SAR values averaged over 1 and 10g and the maximum one-voxel
SAR for the 0.45 A dipole (900 MHz) located with its feedpoint at the opening of the auditory
canal for the inhomogeneous phantom including the ear as well as for the homogeneous
phantom (HTSL1: ¢,1=43.5, oy = 0.9mho/m) without ear but with a 4mm spacer.
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Figure 9.9: Spatial peak SAR values (right) averaged over 1g for the 0.45 A dipole (900 MHz)
located with its feedpoint at 9 different locations on a plane parallel to the ear (left). The
middle position (black dot) corresponds to the position described in Fig. 8 and 7.

structure of the inner ear does not entirely extend to this ear region. However, this
dipole simulates a concentrated source within only 2mm from the tissue which is
unlikely to occur in daily situations.

9.5.2 Generic Phone Configuration in Simplified Positions

In order to better represent the actual exposure having a more distributed source
in the area of the ear, a generic phone with dimensions as represented in Figure
9.10 has been used in the following studies. It consists of a simple box with a
monopole antenna of realistic dimensions. In order to compare our results with the
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Figure 9.10: Dimensions of the metal case of the generic phone (left) and vertical (B1) and
horizontal (B2) phone position (right). The met 'allic box is at a distance of 2mm from the
outermost voxel of the pinna, corresponding to a 2mm plastic layer covering the metal case.
The dot corresponds to the location of the opening of the auditory canal.
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Figure 9.11: The location of the 1g and 10g averaging volume in the human head model
is shown for inhomogeneous modeling (left) and homogeneous modeling (right) for a 0.45 A
dipole. The feedpoint is located directly behind the auditory canal, the distance between
the dipole and the closest voxel is 2mm. For homogeneous modeling, the 1 g cube is located

inside the 10g cube.
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Figure 9.12: Spatial peak SAR values averaged over 1g and 10g for vertical Bl (left) and
horizontal B2 (right) phone positions for the inhomogeneous phantom including the ear, as
well as for the homogeneous phantom (HTSL1: €,1=43.5, oy = 0.9 mho/m) without ear but
with a 4/6 mm spacer at 900 MHz.

findings of previous studies, the phone was first positioned vertically (position B1)
and horizontally (position B2) next to the ear (907 with respect to the line connecting
both auditory canals). The reason that this rather uncommon position was favored
by most studies was the shortcoming of most numerical tools in the support of tilting
head models without significantly impairing modeling accuracy.

The distance to the closest voxel of the pinna was in both positions 2mm in
order to account for the thickness of the synthetic material around the device body.
The location of the imaginary loudspeaker was directly behind the opening of the
auditory canal as represented in Figure 9.10. For the homogeneous phantom (HTSL1:
er1==43.5, o1 = 0.9 mho/m) a lossless spacer of 4 mm (i.e., 6 mm between the surface of
the phantom’s skin and the metallic box) and 6 mm (respectively 8 mm) was chosen.
The results for the 1g and 10 g values for positions Bl and B2 are summarized in
Figure 9.12. It becomes obvious that a spacer of 3 - 4 mum much better represents
the maximum exposure of the inhomogeneous phantom than a spacer of 6 mm. As
expected, the spatial peak SAR values averaged over a cube of 10g are much less
sensitive to the location of the phone and modeling of the ear.

9.5.3 Intended Use Position

To verify these findings for more realistic positions with respect to the head, the
dipole and phone were evaluated in a position which corresponds to the intended
use position defined by {2}, In the first step, the CAD data of the head was rotated
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Figure 9.13: Rotated head (left) and spatial peak SAR values averaged over 1g and 10g
for an intended use position of the generic phone (position B3) for homogeneous (HTSLI:
€1 =43.5, o3 = 0.9mho/m and HTSL2: ¢,,=45.8, 05 == 0.¥7mho/m) and inhomogeneous
modeling at 900 MHz.

by 23° around its x-axis and -7° around its z-axis (Figure 9.2), which represents
the intended use position (position B3). The CAD model of the dipole or phone
was added and a new graded mesh aligned to the coordinate system of the source
was then generated (Figure 9.13). This procedure results in a discretization which
neither adds uncertainties to the phone modeling nor changes the accuracy of the
head modeling compared to the previous positions.

The spatial peak SAR values averaged over 1g and 10g are represented in Fig-
ure 9.14 for the dipole and in Figure 9.13 for the generic phone for a 4 mm lossless
spacer. As for the previous position, the maximum underestimation exposure for
the investigated source with homogeneous modeling without ear, using a spacing of
4mm and dielectric parameter set of HTSL1 was 20% for the 1g spatially averaged
SAR. Using the dielectric parameter set of HTSL2, the underestimation was more
pronounced (30%).

9.6 Results at 1800 MHz

Additional studies were necessary at 1800 MHz, since it is not per se obvious that
the findings are also valid at higher frequencies due to the significantly reduced skin
depth. It is expected that a larger amount of the total energy loss is absorbed in
the external ear and skin. For comparison, the homogeneous phantom was simulated
with both dielectric parameter sets HTSL1 and 2.

The results are summarized in Figures 9.14 and 9.15, from which similar con-
clusions as at 900 MHz can be drawn under the condition that the homogeneous
phantom is modeled with the dielectric parameter set of HTSL1, Employing the di-
electric parameter set of HTSL2, the underestimation is quite significant suggesting
that the thickness of the spacer must either be reduced or the ear must be modeled
by a lossy cartilage-like material.
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Figure 9.14: Dipole configuration with a rotated head in position B3 and spatial peak SAR
values averaged over 1g and 10 g for a 0.45)\ dipole at 900 MHz (left) and 1800 MHz (right).
The closest distance between dipole and head is 4mm. The dielectric parameters for the
homogeneous phantoms are HTSL1: ¢,1=43.5, 07 = 0.9mho/m and HTSL2: €,0=45.8,
o9 = 0.77mho/m at 900 MHz, HTSL1: €,1=41, oy == 1.69mho/m and HTSL2: €,.5=43.5,
os = 1.15mho/m at 1800 MHz

9.7 Discussion and Conclusions

This study on the exposure of the ear was based on one particular phantom only, i.e.,
it does not provide information about the variations of different ears. In addition,
the exposure was only investigated for two generic transmitters. Nevertheless, the
study enables conclusions to be made which are generally valid within reasonable
limits.

The basic requiremnent for a sound procedure shall enable demonstration of com-
pliance for a reasonable cross-section of users. This ultimately requires simplifica-
tions, since the absorption significantly depends on the internal and external anatomy
of the user. The simplification is driven by the requirement to define a single phan-
tom which satisfies the following criteria: The exposure assessed with this phantom
for a given MTE and position shall not underestimate the actual maximum exposure
occurring in a reasonable cross-section of users. Based on the previous studies, it
was shown that this is possible with a homogeneous head of appropriate shape and
dielectric parameters despite the considerable anatomical variations. This had been
validated with the exception of the ear region. The ear region is of special complexity
with respect to absorption because of the complex structure of the inner ear and the
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Figure 9.15: Rotated head (left) and spatial peak SAR values averaged over 1g and 10g
for an intended use position of the generic phoue (position B3) for homogeneous (HTSLI1:
ep=41, oy = 1.69mho/m and HTSL2: €,,=43.5, oy = 1.15mho/m) and inhomogeneous
modeling at 1800 MHz.

considerable anatomical variations in shape, size and thickness of the external ear.
In addition, the external ear is always in direct contact with the device. On the other
hand, the external ear has proven to be quite resistant to all kinds of chemical and
physical agents as well as environmental stress. However, current safety guidelines
do not define different safety limits for the external ear.

The results of this study suggest that for this particular person the spatial peak
exposure in the ear region can be appropriately modeled by simulating the head
homogeneously by selecting the dielectric parameter set of HTSL1 and simulating
the car pinna by a lossless spacer of 3 - 4 mm thickness. Using a 4mm spacer, the
maximum underestimation of the spatially 1 g-averaged peak SAR using a generic
phone as a source was below 20%. The 10 g-averaged spatial peak SAR, however, was
never underestimated. In case of a worst-case exposure source, the underestimation
of the 1 g-averaged value could be as high as 3 db.

To obtain a more comprehensive data base valid for a reasonable cross-section
of the user group, a larger number of human head models including realistically
modeled ears would have to be analyzed in a similarly detailed approach as presented.
This would clearly exceed the resources of our laboratory. Nevertheless, since the
head phantom used has no obvious significant deviation from a normal head, it is
unlikely that using other head phantoms will change the basic findings of this study
significantly. Consequently, this study allows the general conclusion that a lossless
spacer of >4 mm would result in significant underestimation of some exposures. On
the other hand, a very thin spacer would overestimate the exposure in the area above
the car. Consequently, a rigorous approach fully complying with the results of this
study would be to model the extension of the outer ear sufficiently large (e.g., 90%
percentile) and the thickness of the compressed ear correspondingly thin (e.g., 10%
percentile) whereby the ear should be partially filled with tissue simulating liquid by
providing a minimal distance between the device and liquid of not larger than 3 mm.
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Epilogue

In summary, the objectives described in the introduction have been achieved. An
extensive literature survey of numerical and experimental techniques used for electro-
magnetic field prediction of antennas embedded in complex dielectric environments
was presented. Within the MINAST project EMSIM, a FDTD kernel was developed
and benchmarked focusing on near-field antenna configurations. Error sources for
FDTD simulations were analyzed and modeling uncertainties when using rectilin-
ear grids were investigated in detail. Finally the FDTD technique was applied to a
wide range of applications, ranging from the dosimetric analysis of in vitro and opti-
mization of in vivo exposure setups onto human electromagnetic absorption studies.
However, knowing the accuracy of the obtained results is essential not only for the
deseribed class of problems but also for all electromagnetic field assessments. Results
must include a comprehensive uncertainty assessment in order to be of any value for
scientific and engineering purposes.

Tn contrast to the previously assessed effects of staircasing on the scattered field
of metallic scatterers and artificial reflections from boundaries which have been dis-
cussed extensively in the literature, this thesis addressed the relevance of material
boundary representation of complex dielectric bodies for simulation with FDTD.

The error sources have been systematically investigated, and techniques for
improved dielectric material boundary representation of complex dielectric bodies
within FDTD have been characterized with respect to uncertainty and are currently
being implemented.

However, the issue of source modeling was only briefly discussed. This plays a
minor role for well defined and simple antennas (e.g., dipole antennas) or sources
which are sufficiently far from any scatterers. This is the case for dosimetric analysis
of #n vitro and in vivo exposure setups but not for realistic mobile telecommunications
equipment operated in the closest vicinity of the body. In the latter case, the near-
field radiation characteristics of a MTE will not only depend on the modeling of the
antenna, but also on the matching network and casing. It may even significantly
depend on the exact modeling of the internal details of the radio, e.g., PCB, wiring,
battery, etc. In addition, appropriate modeling of the feedpoint is a challenging
problem for any technique. Also the modeling of more complex antenna structures
with respect to the FDTD grid, e.g., helixes, is already a challenge of its own.

These problems would clearly be bevond the scope of a single thesis and are con-
sequently being addressed by my colleagues. Nicolas Chavannes is currently working
on modeling of grid nonconformal antenna structures and general implementation of
subgrids. The issues of optimized meshes automatically generated on the basis of
complex CAD data and minimization of the dispersion in strongly graded meshes
ag well as the modeling of the feedpoint are currently part of the PhD topic of my
colleague Andreas Christ.

In the future it might also be worth looking again at the issue of hybrid ap-
proaches, i.e., combining FDTD with other techniques.
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