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Summary

The first application of automatic control to a physiological variable during general anesthesia was reported in 1949. Since then a lot of research has been devoted to this topic. Still, today there is no commercial anesthesia system available with the patient in a feedback loop. One reason for this is that research has mainly been focused on controller design. Important aspects of clinical practice such as the treatment of measurement artifacts and faults have only marginally been addressed. In this thesis exactly such problems which are usually tacitly neglected but which are of great relevance are addressed. We are referring to these aspects as supervisory functions.

Before addressing these supervisor functions some foundations are established. This involves in the first place a hard- and software research platform that allows to implement and test control algorithms as well as the supervisory functions in the operating theater. It is our view that fault handling must start with the design of a system. Special attention is therefore paid to the selection of the platform components and the software design. The software structure is built with special emphasis on extendibility. A second foundational building block is a mathematical model which describes the dynamic relationship between vaporizer concentrations and surgical stimulations on the input side and the inspiratory and endtidal Isoflurane concentration as well as mean arterial pressure (MAP) on the output side. A thorough review of the physiological background is followed by a step by step development of the model equations. Modeling is finalized with the identification of the system parameters and validation experiments.

Since the design of control algorithms is not the main focus, controllers are taken form a thesis by Marco Derighetti. They are refined for broader applicability where necessary. The result of extensive clinical validations of an observer based state feedback (OBSF) controller for the endtidal Isoflurane concentration and an OBSF with endtidal overrides for MAP are presented. In view of the limited ability of this MAP controller to compensate heavy disturbances a control scheme based on disturbance anticipation is suggested.

For the supervisor functions first a structure is suggested which allows to allocate all functions postulated in literature. A selection of these is developed in more detail. First, an elegant strategy to handle measurement artifacts in the framework of OBSF controller is proposed. It is based on a nonlinear modification of the output injection gain. The stability of this algorithm is proved and recordings of several successfully suppressed artifacts are shown. A large part of the thesis is then dedicated to fault tolerant control (FTC). Following a sequential design procedure developed by Prof. M. Blanke a strategy for handling the most critical faults in the system is obtained. In this context the concept of recoverability for linear time invariant (LTI) systems is developed.
This concept is utilized to analyze to what degree the functionality of a faulty system may be recovered in case of a fault. Finally, a man machine interface (MMI) is designed. Aspects of MMI are important in this context since a well designed MMI increases operational safety.

The main contribution of this thesis is to show that mathematical process models are a useful tool in dealing with faults also in a biomedical environment.
Zusammenfassung


Für die Supervisorfunktionen wird zuerst eine Struktur entworfen, die alle in der Literatur postulierten Funktionen beinhaltet. Einzelne dieser Funktionen werden dann eingehender behandelt. Zuerst wird eine elegante Möglichkeit aufgezeigt, wie die beobachterbasierten Zustandsregler insensitiv gegen Messartefakte gemacht werden können. Sie basiert auf einer nichtlinearen Gewich-

Neben verschiedenen originären Beiträgen besteht der Hauptbeitrag dieser Arbeit darin zu zeigen, dass mathematische Prozessmodelle auch in einem medizintechnischen Umfeld zur Behandlung von Fehlern herangezogen werden können.
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Chapter 1

Introduction

1.1 Purpose and history of anesthesia

The history of surgery dates back into the prehistoric ages. From bones found it is presumed that very early even cranial surgery was performed. It is reasonable to assume that in parallel to the progress of surgery adequate pain relief was sought. For example reports of the application of opium may be found in the antique. In the middle ages as diverse methods as compression of nerve trunks, loud music, and alcohol were tried [216, 364, 332, 241] - with little success. The "quick knife" of the surgeon was basically the only relief. It took until 1846 for the first scientific publication [39] reporting the application of general anesthesia during surgery performed by William Morten and John Warren. An over-dramatized illustration of this event is given in the painting by Robert Hinckley (figure 1.1). The term "anesthesia" was suggested by Oliver Holmes to express the absence of sensation. But since reports about the narcotic effects of ether and nitrous oxide (\(N_2O\)) may be found earlier there is a certain debate on who the inventor of anesthesia really is.

The early anesthesia systems only consisted of a glass bulb with two attached glass cylinders and a sponge inside [364]. Through one cylinder the patient was inhaling the ether evaporating form the sponge tinctured with ether. The other cylinder was used to replenish ether. Since then clinical anesthesiology has changed considerably in terms of equipment, drugs, and procedure [332]. Today, the selection of procedures and drugs is tailored to the special requirements of the surgical procedure. This is important since the different objectives of anesthesia which are

0-1 provide hypnosis (unconsciousness, amnesia)
0-2 ensure analgesia (relief from pain)
0-3 relax muscles
0-4 maintain vital functions
Figure 1.1: An over-dramatized illustration of the first general anesthesia during surgery - also known as ether day.
are not always equally important. For example for removing small skin anomalies it is not required to make the patient completely unconscious. It is rather sufficient to insensitize him/her locally. This leads to a classification of anesthesia into local, regional and general anesthesia [332]. For local anesthesia anesthetics like Lidocaine are injected into the tissue surrounding the site where the surgical procedure shall be performed. It normally covers an area of several cm². A typical application is dental surgery. With regional anesthesia a whole body region like a limb is insensitized. This is done by injecting local anesthetics onto or immediately adjacent to nerve trunks. An example is the blocking of spinal nerves during a hip joint replacement. During regional and local anesthesia the patient is (more or less) conscious. In contrast, general anesthesia affects the whole body. The patient is completely unconscious. Usually the muscles are relaxed and artificial ventilation is required.

### 1.2 Drugs and measures

To achieve the different objectives of anesthesia (O-1 to O-4) various drugs are at disposition. While some drugs support several objectives other drugs only support a single objective.

Hypnosis is achieved with volatile anesthetics like N₂O, Xenon, and halogenated Ether anesthetics or with intravenously applied anesthetics like Thiopental, Propofol, and others. Analgesia is achieved mainly with opioids like Alfentanil, Remifentanil, and others. For muscle relaxation intravenously applied agents like Vecuronium, Atracurium are used.

The maintenance of the vital functions is a more disperse problem. An important element is the artificial ventilation. On one hand the ventilation delivers oxygen and removes carbon dioxide form the patient. On the other hand it also delivers the volatile anesthetics to the patient. Another important element in this context is the oxygen fraction of the fresh gas stream. A further important aspect is the hemodynamic stability. To some extent this is achieved with hemodynamically active hypnotics and with analgesics. In case of large blood loss the lost blood volume needs to be replaced. This is either done through infusions of physiological NaCl solution or conserved blood.

And in some rare cases it is necessary to utilize strong hemodynamically active substances like ephedrine or others.

The formulation of objectives also immediately asks for measurements for these objectives. Of the four objectives the vital functions are most easily measurable. Standard patient monitors provide numerous measurements like inspired oxygen concentration, expired carbon dioxide concentration, blood pressure, heart rate, and many more. Fairy well established measures also exist for muscle relaxation. Relaxation might be assessed by electrically stimulating a nerve (e.g. ulnar nerve) and by measuring the response of the enervated muscle. This response is generally assessed by the anesthetist in physical contact with the patient. That is standard patient monitors do not provide measurements of relaxation. Less established measures exist for the remaining two objectives. Several measures of unconsciousness were proposed based on the EEG signal. The motivation for this seems obvious since unconsciousness is expected to be correlated with brain activity. A short
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control variables

- iv anesthetics
- volatile anesthetics
- muscle relaxants
- ventilation parameters
- NaCl
- blood replacement

disturbances

- surgical stimulus
- blood loss

unconsciousness
- amnesia
- analgesia
- relaxation

non-measurable outputs

EEG parameters
- heart rate
- blood pressure
- CO₂ concentration
- urine production
- insp./exp. conc.

mesurable outputs

Figure 1.2: Viewing drugs and instrument settings as inputs and objectives as outputs anesthesia may be represented as a multi-input-multi-output (MIMO) system.

A review of the use of EEG parameters in anesthesia may be found in [313] or [386]. Alternatively to spontaneous EEG, activity of the EEG evoked by external stimulations might be used. Most common is the EEG potential evoked by auditory stimuli as used in [277] for control purposes. No general measure is established for analgesia. The goal of analgesia is the absence of pain. But pain requires pain perception. Pain perception, however, is subjective and unconsciousness also disables pain perception. Studies conducted with almost pure hypnotic agents [519] revealed that the stress response of the body to noxious stimuli was basically undamped. The stimuli must have been received by the body without explicit pain perception. Measures for analgesia have thus been proposed based on body response to artificial stimuli. But until today no adequate quasi continuous measure is available.

Viewing drugs and instrument settings as inputs and objectives as outputs of a multi-input-multi-output (MIMO) system anesthesia may be represented as shown in figure 1.2.
1.3 The anesthetist’s workplace

Figure 1.3: Usually the workplace of an anesthetist is clearly separated from the surgeon’s area.

1.3 The anesthetist’s workplace

A typical setup of a workplace of an anesthetist is shown in figure 1.3. A first thing we note is that there is a blanket that separates surgeons and anesthetists\(^1\). This leaves limited view for an anesthetist onto the site of surgery. The anesthetist also has limited access to be patient. Often this is a forearm which carries catheters and oximeter. And sometimes there is access to the patient’s head (see figure 1.4). The state of the patient must thus mainly inferred from the measurements provided by the patient monitor. Based on these measurements and the objectives the anesthetist regularly adjusts drug application and device settings. The idea to support the anesthetist through automatic feedback controllers in his/her task is thus straight forward.

\(^1\)Note at this point that we will distinguish between anesthetists and anesthesiologists. Anesthetist denotes the person conducting the anesthesia. In Switzerland this may be a doctor or a nurse with special training. Anesthesiologist denotes a person that had studied medicine and is specialized in anesthesiology.
Roughly five different phases of anesthesia may be distinguished (compare figure 1.5). These are: Induction, Waiting, Begin, Operation, and Emergence.

During the induction the patient is prepared for surgery. From the anesthetist's side this involves

- inserting venous and arterial catheters
- set up monitoring through application of sensors like ECG electrodes, EEG electrodes, pulse oximeter, gas sampling line, etc.
- start the application of hypnotics, analgesics, and relaxants
- intubation.

In parallel all other preparations not related to anesthesia are made. This phase lasts normally from half an hour to an hour.

Following the induction there is a short waiting phase where the patient is moved into the OR and where last preparations of the surgeons are made. This phase lasts approximately 10 to 30 minutes.

The beginning of surgery is usually characterized by the opening of the skin. This event provokes a heavy response of the body in terms of blood pressure and heart rate increase. It is a phase
where the anesthetist pays much attention to damping this stress response. He/she is normally
increasing drug application shortly before skin incision occurs. This phase typically has a duration
of several minutes.

During the operation (phase 4) there are mainly the objectives 1 to 4 to be achieved. Most
surgical procedures and most patients require less attention by the anesthetist in this phase than
in phases 1 and 3. Depending on the type of surgery this phase lasts from half an hour to eight
or more hours.

In the emergence phase at the end drug application has been stopped and the patient is slowly
waking up. Monitoring and tracheal tube are removed as soon as the patient is awake. This
phase depends on the duration of the operation as well as the amounts and the types of drugs
that were used. It lasts from approximately 10 to 30 minutes.

Concerning the application of automatic control, phase 4 is certainly most suited, in particular for
operations with long durations. However, also in the phases 2 and 3 the application of automatic
control would be feasible.

1.4 Feedback control in anesthesia

Since the first reported application of automatic feedback control of a physiological variable
during general anesthesia [38] numerous researchers have applied various control techniques to
various physiological variables. Among the controlled variables are mean arterial pressure (MAP),
EEG parameters, muscle relaxation, as well as inspired and endtidal gas concentrations. The
control techniques applied include PID control, Fuzzy logic and neural network control, model
based controllers, as well as adaptive controllers. For several physiological variables models for
simulation have been built independently of control applications.

An exhaustive overview over feedback application during anesthesia lies outside the scope of this
introduction. Nevertheless, applications known to the authors are summarized in the overview
table 1.1. More detailed overviews are provided by the review publications [82, 106, 272, 355,
220, 303, 422].

The pro arguments for automatic control are several. First, there is the relief from routine tasks.
| MAP control with volatile anesthetics          | [273][274] [280][515] [318][345] [114][459] [293][111] | [416] | [111] | [281][273] [274][279] [280][293] [296][111] | [327][329] | [157][158] [524] |
| Control of expiratory concentrations          | [111] | [333][516] [397][489] | [463][111] | [111] | [450] | [267][268] [406][267] [268][299] [504][502] [407] |
| Control of inspired concentrations            | [104][111] | [111] | [111] | [226][399] [477] | [267][268] |
| MAP control with intravenous drugs             | [377][400] [507] | [77][320] [403][391] [426][436] | [388] | [159][387] [255] | [32][306] [326][510] [307][382] [304][305] [256] | [175][126] | [498] |
| Intravenous hypnotics and analgesics           | [390] | [416] | | | | [40][478] | [282][295] |
| Control of EEG parameter or brain concentration| | | | | | | | | [84] |
| Control of evoked potentials                   | [276][277] | | | | | | | | |
| Control of muscle relaxation                   | [465][278] [280][273] [274][293] [294][309] [310][345] [346][398] | [321][357] [356] | | [281][279] [280][273] [274][293] [292][294] [297][296] [298][432] | | | | |
| Control of ventilation                         | [473][111] | [76] | | | [260] | [81][131] |
| Other applications                             | [381][275] | [520] | | | | [227][257] [275][350] |

Table 1.1: Classification of a selection of publications on feedback control in anesthesia.
This is expected to leave the anesthetist more capacity for patient supervision. Automatic control of one physiological variable might be viewed like automatic cruise control in a car. A drawback is that the anesthetist could lose some of the ability to conduct the anesthesia manually. An aspect that will have to be dealt with should automation make its way into clinical practice.

A second argument concerns the reduction of drug consumption. It is argued [518] that anesthetists tend to overdose and that feedback systems will only apply the dose necessary to achieve the desired objective.

A further motivation is a bit futuristic. Satava [408] gives a vision about the possible appearance of the future battlefield. He postulates a trauma pod that provides a life supporting environment for wounded while awaiting or during transport to a rear echelon. This trauma pod is envisioned to be an "enclosed, modular stretcher, with a miniaturized portable ventilator, cardiopulmonary support, monitoring devices, remotely actuated therapeutic devices and a closed cycle environmental control unit". Such a pod best has automatic control loops for certain physiological variables or is completely autonomous.

Although automatic feedback control potentially reduces drug consumption the savings on gas will hardly justify the costs of developing a feedback loop. If, however, the introduction of feedback loops is able to reduce personnel the savings are of a different order. It might be envisioned that at some point in the future instead of one anesthetist per patient there will be two anesthetist supervising five patients. For such a vision to come true it is not sufficient to introduce a single feedback controller it would rather require an autonomous or semi-autonomous anesthesia system which is able to handle the complete MIMO control problem and which is equipped with supervisory and diagnostic functionality.

Despite the good arguments for feedback control or for anesthesia systems that are even autonomous to some degree and despite the large amount of research no commercial anesthesia workplace is available with feedback from a physiological variable. Why this might be so will be discussed in the next section.

1.5 Automated anesthesia systems and complexity

To discuss the various aspects that add to the complexity of the problem we will follow the general design process for control systems. That is

- problem formulation
- plant modeling
- controller design and implementation
- testing
- routine use.
1.5.1 Aspects of the problem formulation

There are three factors of difficulty. First, it is the MIMO nature of the control problem. Second, there is the large variety of drugs available. And third, there are the difficulties of defining and measuring adequate anesthesia.

It is important to note that a lot of research has not addressed the MIMO problem yet. Very often an isolated SISO aspect is treated, for example control of endtidal \( CO_2 \) concentration through adjustment of the minute volume or the control of mean arterial pressure with sodium nitroprusside infusion. Simply integrating such SISO control loops into an automated anesthesia system will in general not work because of interdependencies. For example a ventilation controller will affect a controller for volatile anesthetics since changes in the minute volume alter the uptake characteristics. That is controllers intended to work simultaneously can not be designed independently.

Some MIMO control problems have been considered though. For example control of CO and MAP through sodium nitroprusside and dopamine or as in this and in Derighetti’s thesis control of MAP through Isoflurane with guaranteed endtidal concentration limits. But even these applications treat a small portion of the whole problem. Only, as long as a considerable part of the control loops is closed manually the value added by automatic control loops will be relatively small.

Similar reasoning applies to the drug variety. Only if feedback controllers in an anesthesia machine are able to handle the majority of available drugs will it be possible to sell them. However, since research often addresses only one drug in a particular setup considerable effort will still be necessary to make a specific control strategy applicable to other drugs.

One reason for the observed "theory practice gap" is the fact that from a feasible control loop for a single drug in a SISO setup to a salable product a lot of effort is required.

In addition, the adequate state of anesthesia for a patient is inferred by an anesthetist from monitor readings, the history of drug application, as well as the medical history of the patient. Although attempts have been made to formalize this inference process [401, 213] no "gold standard" has been established yet. Thus, an anesthetist has to pay more or less constant attention to the progress of anesthesia anyway even with selected feedback loops.

1.5.2 Aspects of modeling

Dynamic models are not just needed for controller design but also for the simulation validation prior to clinical tests. Building models for physiological processes is more difficult than model building for physical processes. The reasons are that there are no first principles, limitations in applicability of modular modeling, the inter-patient variability, and difficulties in parameter estimation and model validation.

First principles are applicable to some extent when modeling drug transport. The drug effects, however, are modeled rather phenomenologically.
1.5 Automated anesthesia systems and complexity

The modular modeling paradigm suggest to build models from subblocks that are easier to describe. For physiological systems models may be obtained in this manner but subblocks are not necessarily easier to model. In particular when it comes to parameter identification. That is it is often easier to perform an experiment that involves the whole body than just a single organ.

The inter-patient variability plays an important role especially with respect to drug effects. This makes it difficult to build individualized models as they would be needed for individualized drug administration.

Finally, the limitations in performing in vivo experiments makes parameter estimation and model validation difficult. If for example one decided to build a black box model to avoid the troubles with physiology based models then the model parameters need to be determined experimentally. This requires an experiment that excites the system sufficiently rich. And for processes with time constants ranging from minutes to hours such an experiment will have considerable duration.

The difficulties in model building explains why researchers usually develop algorithms for one particular drug only. Extending an algorithm to other drugs will require considerable modeling effort but would bring little “academic credit” for a control engineer. The effort consequently will need to be made by a potential manufacturer.

1.5.3 Aspects of controller design

The main challenge for controller design is the inter-patient variability. Since this variability is less pronounced for drug distribution variability is e.g. less of a problem for control of endtidal concentrations. It is more pronounced for MAP or relaxation controllers where drug effects are controlled. Possible solutions to the problem are: robust control and adaptive control. The problem with robust control is that if the variability is broad potentially very conservative controllers result. And for adaptive control there is hardly enough time and excitation to guarantee a proper adaptation. What is required is some kind of pre-adjustment which must be possible based on a simple pre-operation experiment. Few work has been done in this direction.

1.5.4 Aspects of testing

One difficulty for testing is inherited from variations in drugs and procedures as well as patient variability. Another issue are ethical aspects.

Variations and variabilities require a large number of clinical validations until the applicability is “statistically proved”. For example to obtain statistically significant answers for the validation of the controllers to presented in chapter 4, 22 patients were required. However, the validation was done for a limited class of patients under low flow conditions and constant ventilation. As soon as such restrictions are removed a larger number of trials will be necessary.

Ethical considerations require that first extensive simulations are performed, then “hardware in the loop” tests follow, and finally several pilot studies under the close supervision of the control
engineer in the OR are performed before a clinical study can start. The time required for these “preparations” can take up to a year. During the study every patient participating has to give written consent. And there are many people who are afraid of surgery already and who are not willing to take further “risk”. Such a study easily also extends over a whole year.

Some research groups go through a test phase with animal experiments. Only, due to the potential parameter differences between humans and animals a successful animal experiment is no guarantee at all for successful tests on humans. This is the reason why our group does not perform animal experiments.

1.5.5 Aspects of clinical use

So far mainly control engineering aspects have been discussed. With the clinical routine use further problems arise. These aspects may be characterized as supervisor aspects. Some of these are handling of measurement artifacts, faults, and man machine interaction.

Artifacts are - as will be discussed in chapter 6 - unavoidable temporary invalidations of the measurements which - if not treated - deteriorate controller performance or endanger the patient. While for clinical studies artifacts can be avoided to some extent this is not possible during clinical routine use.

Faults are “out of spec” functioning system components. These can be hard- as well as software components. One might argue that this is also the case for manually conducted anesthesia. However, on one hand feedback algorithms potentially amplify the effects of faults. On the other hand the anesthetist - consciously or not - continuously checks the plausibility of measurements based on his/her expectations. This will likely be less the case when applying automated feedback systems. That is plausibility checks must also be performed by the feedback system.

Human machine interaction in this context includes not just the problem of designing a graphical user interface (GUI). It also concerns the separation of responsibilities. What decisions should the automated system be allowed to make and what not? Should the system be enabled to autonomously switch from one control mode to another in case of a fault? Similar questions have of course to be answered in any automated system - the answers to the questions, however, are likely to be application specific. Another topic concerns the update of the anesthetist in case of a problem. Suppose the automated system has been running autonomously for some time and a fault occurs that forces the system to ask for human assistance. What is the information that the anesthetist needs to be able to take over? This is a question which has not been addressed so far.

1.5.6 Conclusions about the complexity discussion

First, a large effort is necessary to bring a feasible controller to clinical practice. Second, a large effort is also required to transfer a feasible control strategy from one drug to other drugs.
On the other side the additional cost for an automated system must pay off. We conjecture that this is only possible if reductions of the cost on personnel are possible. This in turn seems only possible if a system has a reasonable degree of autonomy.

That is the requirements towards a salable automated anesthesia system are high and the gap between these requirements and published research results is still enormous. We view this fact to be the main reason why no commercial feedback systems are available.

1.6 Scope of this thesis

The previous discussion reveals two main directions in which research can evolve. A "horizontal" direction would more broadly address the actual control problem. That is extend the patient domain, address larger portions of the MIMO problem, or transfer existing solutions to new drugs. A "vertical" direction addresses the questions arising when intending to bring a feasible controller to clinical practice. That is the supervisor aspects. This is what will be done in this thesis.

The individual aspects addressed by the thesis are best discussed with figure 1.6. The "foundations" of the whole system are a solid hard- and software platform as well as good mathematical models. Both also build the foundations for the control algorithms. However, they need to be more "solid" for the vertical extension. Just like a tall building requires better foundations than a small building. Details on the hard- and software platform are discussed in chapter 2. The model is discussed in chapter 3. The control algorithms for which the clinical validation experiments will be provided are discussed in chapter 4. The main part of the thesis is devoted to the vertical extension of the system with supervisor functions. In chapter 5 the structure of the supervisor is outlined in more detail. Chapters 6, 7, and 8 discuss artifact tolerant control, fault tolerant control (FTC), and the human machine interface (HMI), respectively.
Figure 1.6: Schematic representation of the scope of this thesis.
2.1 Introduction

In chapter 1 we have pointed out that several research groups are active in the field of applying automatic control to anesthesia. The developed control algorithms are normally implemented on prototype hard- and software platforms (as for example described in [311] or [308]) designed to provide minimum functionality for demonstrating the feasibility of automatic control for a certain physiological variable. Moving from feasibility studies to a more routine use of automatic control in the OR increases the requirements to such a platform. A routine application of a (still experimental) feedback system is for example to apply a well defined level of anesthesia for clinical studies. While during feasibility studies control and software engineers are usually present in the OR to guarantee safe operation of the system, a single anesthetist not involved in the development process might be using the feedback system routinely. For such applications requirements in particular towards safety and user interaction grow. While it is sufficient for the control engineer to operate the feedback system via arrow and number keys on the keyboard this is generally not accepted by an anesthetist using the system routinely. Further, prototype systems implementations tend to be "quick and dirty", meaning that almost no attention is being paid to later extensions or modifications of the system.

Such a prototype system had been used for the first clinical trials in our project. It was implemented on a PC operating under MSDos using the programming language Modula II [48]. Although a number of clinical studies could successfully be completed [318, 515, 412, 104] the system suffered from considerable limitations. In particular

L-1 The PC hardware provided poor extendibility. Only two serial ports (RS232) were available which limited the number of devices to be connected simultaneously to the system.

L-2 The 64k-Byte block size restrictions under MSDos made it necessary to break up modules that in principle would have formed a entity. The logical coherence of the software structure
Figure 2.1: "Hardware tower" hosting the first prototype system.
### Input Window

<table>
<thead>
<tr>
<th>SET VALUES</th>
<th>MEASURED VALUES</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAP set</td>
<td>75.00 mmHg</td>
</tr>
<tr>
<td>MAP meas</td>
<td>73.00 mmHg</td>
</tr>
<tr>
<td>FIAA set</td>
<td>0.00 vol%</td>
</tr>
<tr>
<td>FIAA meas</td>
<td>0.36 vol%</td>
</tr>
<tr>
<td>FIO2 set</td>
<td>4.00 vol%</td>
</tr>
<tr>
<td>FIO2 meas</td>
<td>4.40 vol%</td>
</tr>
<tr>
<td>FFAA set</td>
<td>0.00 vol%</td>
</tr>
<tr>
<td>FFAA meas</td>
<td>0.03 vol%</td>
</tr>
<tr>
<td>FF set</td>
<td>5.00 l/min</td>
</tr>
<tr>
<td>FF meas</td>
<td>5.02 l/min</td>
</tr>
<tr>
<td>FFP2 set</td>
<td>1.98 l/min</td>
</tr>
<tr>
<td>FFP2 meas</td>
<td>1.98 l/min</td>
</tr>
<tr>
<td>FFN2O set</td>
<td>3.02 l/min</td>
</tr>
<tr>
<td>FFN2O meas</td>
<td>3.02 l/min</td>
</tr>
</tbody>
</table>

**MAP Mode of the Program:**
1. Change a set value
2. Show Alarm limits
3. Change the Sound Modus
4. Change the Run Modus
5. Utilities
6. Quit the program

**Alarm and Information Window**

MAP controller, INVACIV map measuring

IF menu Low, O2P1 high.
The research platform suffered enormously from this limitation.

L-3 Modula II did not provide graphical components that could have been used to conveniently compose graphical user interfaces (GUI). Although data was displayed quite structured (see figure 2.2) doctors found it not very convenient to work with.

L-4 The software grew during different project phases. The first implementations were made during a thesis by Steck [443]. From there it was extended during the theses of Meier and Nieuwland [316, 317] as well as Loppacher and Lüthi [286]. Finally, major extensions were made by Derighetti during his PhD thesis [111]. This evolutionary software design lacked a clear design philosophy which made it difficult to extend and maintain it.

L-5 All the devices needed to implement the control algorithms (computer, hemodynamic monitor, gas monitor, mass flow controller, etc.) were mounted on a separate cart (see figure 2.1) which had several disadvantages. First this heavy and spacious piece of equipment constituted an obstacle in the OR. Second, all devices required at least one connection to the anesthesia workplace used clinically. Due to this cabling a laboratory engineer was required to install the system in the OR.

Faced with promising results that triggered further research projects [518, 418, 517] and the limitations of this ad hoc system it seems natural to turn the experience gained into a more solid founded system design. Desired were a more compact integration on a standard anesthesia workplace and a new hard- and software platform for implementing the control algorithms.

The different steps in the design of this new hard- and software platform are discussed in the following sections. The first step represents the selection of suitable platform components. The requirements for the individual components are discussed in section 2.2. The actually selected components are discussed in sections 2.3 to 2.6. Section 2.7 provides details about the software design. Section 2.8 discusses the hardware safety concept. And finally, concluding remarks about current state of the research platform are given in section 2.9.

### 2.2 System requirements

A list of requirements was collected from the group of potential users at the beginning of the redesign phase [155]. This group of users included the project supervisors (professors), senior anesthesiologists, laboratory engineers, as well as PhD students of the automatic control laboratory. These requirements may be condensed into the following four main requirements:

R-1 A high level of safety

R-2 Acceptable reliability and availability

R-3 Extendibility and easy to maintain

R-4 User friendliness
2.2 System requirements

The potential users of the system may be grouped into three different classes (see also the context picture in figure 2.6). They are: the software engineer, the control engineer and the anesthetist. The requirements do not have the same weight for the different classes of users. Requirements R-1, R-2 and R-4 are of main interest for the anesthetist. For the control engineer who occasionally needs to change, alter or add a control algorithm, requirements R-3 and R-4 are of main interest. For the system and software engineer it is mainly requirement R-3 that counts.

The specifications R-1 to R-4 influence both, the selection of the platform components discussed in section 2.3 as well as the systems design, and in particular the software design discussed in section 2.7.

2.2.1 Comments on safety

Safety is of increased importance as the system moves from the designer to the user. According to [219] or [121] a system is deemed safe if the risk lies below a certain threshold (see also [187, 283, 202]). Where risk is defined as

\[
Risk = \text{Harm} \times \text{Probability of Occurrence}
\]  

(2.1)

that is the product of damage which an incidence may cause and the probability with which that incidence might occur. The quantities harm and probability of occurrence are not always easy to quantify. [264] gives some guidelines on how to deal with these quantities for medical applications. According to equation (2.1) risk can be decreased in two ways. First constructive measures may be taken to reduce the probability that a fault occurs, i.e. by reducing the potential sources of errors. For software applications for example one might use a programming language which restricts the use of pointers or performs a strong type checking at compile time to reduce the probability of run time errors. However, fail safe behavior may not always be achieved by constructive measures. For these cases the harm may to be reduced by detecting the fault and by taking counter measures. Exception handling as provided by some programming languages is of this nature. Malfunctions may either be detected by a human supervisor or an algorithmic supervisor.

For a prototype system risk is considerably reduced by the presence of a person from the design team. Knowing about the structure of the system this person is able to detect a lot of malfunctions early. A fall back concept on the hardware level as will be discussed in section 2.8 allows to bring the system back into a safe state any time. The routine user may of course also rely on that fall back concept in case of a critical situation. Algorithmic supervisor functionality as will be described in chapters 5, 6, and 7 must support the human operator. However, for reasons discussed below it is first aimed at trying to select components and design methods such that the probability of occurrence of a malfunction is decreased so that fewer malfunctions need to be detected.
2.2.2 Comments on reliability and availability

Reliability and availability are both important properties if the feedback system is to be a relief. Both are linked to safety. Reliability (Zuverlässigkeit) characterizes how well a system is able to fulfill its purpose over a given interval of time. According to [219] it is defined as

\[ \text{Reliability} \sim \text{Mean time between failures}. \] (2.2)

Availability (Verfügbarkeit) is according to [219] defined as

\[ \text{Availability} = \frac{\text{Mean time between failures}}{\text{Mean time between failures} + \text{Mean downtime}} \] (2.3)

Clearly, both quantities are influenced by the rate at which faults occur. Thus any means that helps to reduce the probability of occurrence of malfunctions increases both reliability and availability.

2.2.3 Comments on extendibility

The current feedback system incorporates feedback loops for blood pressure, endtidal and inspiratory concentrations of anesthetics. However, it is planned to add feedback control for ventilation and intra venous drugs in the future. Further, it must be expected that different actuators for gas dosage or monitors will be introduced. These extensions and modifications must be possible without major changes to the design of the system. This requirement induces requirements on the software structure and any programming language which enforces a modular or object oriented design adds in this respect. Extendibility is also required concerning the hardware. Adding new devices might require additional I/O-ports at a later stage of the project. It might further be desirable to host supervisor functionality on a separate processor, as is often done for safety critical systems.

2.2.4 Comments on user friendliness

Finally the acceptance by the end user (anesthetist) will heavily depend on the user interface. Thus any programming language for which there exists a class library providing elements for the design of a state of the art user interface will be in favor.

2.3 Platform component selection

The hard- and software platform represents a core element of the whole experimental system. And the selection of its components should thus be done carefully with respect to the overall system specification listed in section 2.2.
With 'platform' in this context we refer to an element of a set which might be viewed as the Cartesian product of the sets computer hardware, operating system, and programming language i.e.

\[ \text{Platform} \in \text{HW} \times \text{OS} \times \text{PL}. \]  \hspace{1cm} (2.4)

Figure 2.3 illustrates that - although not all combinations lead to valid platforms - there are numerous potential combinations. Finding the most suitable platform would in principle require the realization of the system on every platform and perform an a posteriori evaluation. This would be, however, outside of the scope of this thesis and the evaluation had to rely on a priori information instead - taking into account the know how available at our institute of course.

From the specifications R-1 to R-4 we derived the following selection criteria for the platform components

S-1 Industrial standard HW
S-2 Real time OS
S-3 Object oriented (oo) programming language
The industrial standard hardware criterion mainly aims at requirement R-3 on the hardware side. It particularly includes the possibility of a multi processor system.

The term real time is sometimes used to indicate that a system is able to react quickly to external events. Under this perspective our application would probably not fall into the category of real time systems. However, rather than speed real time systems address the problem of predictability [71, 198]. That is operations are not to be performed “fast” but within a guaranteed amount of time. And as we will see in section 2.7.2 there are a number of tasks that require a guaranteed repetition time and therefore also have a termination deadline. In addition real time operating systems usually provide multitasking capabilities. For a prototype system real time like features might be realized by the programmer on a non real time operating system (see e.g. [308]). However, by using an a priori real time operating system, a potential source of implementation errors is eliminated.

Concerning the selection of the programming language it should be mentioned that the problem of software in safety critical system has received increased attention in recent years (see e.g. [420, 485, 161, 283, 199, 392, 202]). Failures in software systems are of a fundamentally different nature than in hardware systems since software does not suffer from aging or wear [183, 59, 199, 202]. The sources of errors are [59]:

- inaccuracies in the problem specification
- errors introduced during software development
- errors introduced during compilation and linking.

Prominent examples of the second type are the ARIANE 5 disaster [124] or the problems in the Pathfinder mission [493]. A less prominent but well studied software problem in a medical application is the Therac-25 incident discussed in [269]. Other software problems of the same type that appeared in medical systems are reported in [52]. For the third type of errors a logically correct source program is translated into incorrect machine code. That is there is an error of the first or second type in the compiler or linker. A short discussion on this type of faults may be found in [59].

Considerable research effort is put into developing formal methods that allow the verification of the correctness of software in a strict mathematical sense. But, there is no satisfactory solution for large software programs [59, 199]. There are however, some guidelines for the design of software for safety critical systems (see e.g. [392, 199]).

A first rule is to keep the design as simple as possible [199, 201, 202] since the simpler the design the more intuitive it is and the easier it may be verified. The object oriented design paradigm very much supports this idea [429].

A second rule concerns the restriction of the allowable language constructs. In [420] Oberon\textsubscript{T} is introduced as a subset of the standard Oberon language and [392] gives numerous suggestions for how to improve safety by avoiding certain language features in general and for C in particular.
Finally, [200, 199] reasons that object oriented design inherently improves safety of software systems. Meyer [323] even states that there is no building of mission critical software without oo techniques. The OO criterion in addition supports requirements R-3.

A further aspect for the component selection is shown in figure 2.4. We conjecture that there exist components of optimal complexity to solve a particular problem of given complexity. A similar relation is stated in [204] for the error density in programs versus the average component complexity. We postulate that such a relation holds in general for error density in systems composed of smaller entities. More specific the error density in the final system depends on the errors in the components used (e.g. compiler or operating system) and the errors introduced with the design. The more complex a component the likelier it contains errors. The more components of low complexity are used to build a system the more likely errors are introduce with the design. This basically means that for our system of medium complexity components of adequate (medium) complexity are probably most suited.

In view of all the above aspects we chose a VME/PC Target/Host computer hardware, the XOberon real time operating system (developed at the Robotic Institute of ETH [120, 119, 61]) and the object oriented programming language Oberon-2. A detailed discussion of the properties of all the other possible platform components will be omitted here. First, since any discussion would remain incomplete and second since a lot of the arguments true today are likely to be invalid in a year. We will therefore restrict ourself to briefly introduce the features of each of the chosen components. We will explain how these components satisfy R-1 to R-4 and S-1 to S-3. Comments on how the chosen components are different from other potential choices will be made where appropriate. For some more details the reader is referred to [155].
Figure 2.5: Compact integration of the feedback control system on a standard Cicero EM. Non standard elements are labeled in bold face text.
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- **System's / Software Engineer**
  - Get special log information
  - Get data flow information
  - Get target load information
  - Add new device drivers

- **Control Engineer**
  - Choose configurations
  - Add control algorithm
  - Compose user interface

- **Anesthesiologist**
  - Change set values
  - Choose, switch controllers
  -Invoke emergency stop
  - Switch to manual control

**Local Host Computer**
- Excel format
- .m format

**Remote Host Computer**

**Target Computer System**

- **Gas Dosing Device "IFAGADOS"**
- **Mass Flow Controllers**
- **Patient Monitor**
- **Ventilator "DIVAN"**
- **Infusion Pump**
- **EEG (BIS) Monitor**

Figure 2.6: Context picture showing the different parts of the system and the different users with their respective use cases.
2.4 Computer Hardware

The computer hardware consists of two computers: a 'target' computer system and a 'host' computer (compare figure 2.6). The target computer system is a VME-Bus system with a PowerPC board. The host computer is a standard Intel Pentium PC. Host and target computers are linked via an Ethernet connection. This provides great flexibility in terms of the location of the different computers. That is the host computer may either be local or remote. The target and a local host computer are mounted on the same frame together with the necessary I/O boards and integrated on a standard anesthesia workplace CiceroEM manufactured by Dräger AG, Lübeck (compare figure 2.5). This eliminates the limitation L-5. The option of a remote host computer is of particular interest during software development. It allows that software development is done at ETH in Zurich while the code is run on the target computer system located at the hospital in Bern.

The real time critical tasks i.e. input and output of data, the control algorithms as well as supervisor functionality are implemented on the target computer. The modularity of the VME system guarantees for the extendibility on the computer hardware side. The host computer hosts the development environment and functionality for data visualization and data storage. This separation of functionality is quite standard. It is for example found in professional systems like Tornado/VxWorks or Matlab's Real-Time-Workshop with RealLink32. During the development phase or for system configuration a keyboard and mouse are used for user interaction while the system is operated through a touchscreen in the OR.

2.5 Operating Systems

Corresponding to the two hardware systems there are two different operating systems.

2.5.1 XOberon (Target)

The XOberon operating system on the target computer provides standard real time features such as parallel processes, priorities, mechanisms for inter process communication and exception handling. The priorities of different processes are assigned in a way very intuitive for control engineers (see figure 2.7).

![Figure 2.7: Rate monotonic scheduling of XOberon tasks.](image)
2.5 Operating Systems

The system provides real time (RT), i.e. time critical, and non real time (NRT) tasks. For RT tasks it is further distinguished between periodic (PT) and aperiodic tasks (APT). For the periodic tasks the frequency with which they are to be repeated is specified. The frequency then also determines the priority of the process. That is the operating system regularly interrupts processes of lower frequency to schedule processes with higher frequency. The remaining time between periodic tasks is then divided among non periodic tasks. For any RT task the programmer has to specify a duration and a deadline. The creation of a task can be compared to signing a contract: the handler must guarantee to terminate by consuming at most duration microseconds of computation time. The scheduler on the other hand needs to test whether it can guarantee to give the task duration microseconds computation time before the deadline passes. The duration thus specifies an obligation of the task handler, while the deadline specifies an obligation of the scheduler which implies

\[ \text{period} \geq \text{deadline} > \text{duration} > 0. \] (2.5)

The allocation of computation time to the non real time tasks (threads) is based on a "round robin" scheme. This guarantees that each thread eventually receives a minimum of computation time and avoids priority inversion situations [425].

For data exchange between processes, code segments can be protected from mutual access and signals are provided for inter process synchronization.

An important feature concerning system safety is the handling of exceptions. An exception handler is a procedure which is called by the operating system if a run time error like a reference to unallocated data or a floating point overflow occur. In its simplest form this procedure switches back from electric to manual dosing (see also section 2.8).

We conclude this introduction to XOberon by briefly mentioning the features that distinguish it from other operating systems that were evaluated. The most important difference between XOberon and the commercial Tornado/VxWorks for our purpose is the way how task priorities are specified. While VxWorks requires that timer interrupts with priorities are defined this mechanisms are nicely encapsulated by XOberon. Particularly with respect to MMI implementations WindosNT represented an interesting alternative. However, the realization of real time features requires considerable low level knowledge about the operating system [336, 197, 456]. This violates the simplicity design criterion.

2.5.2 Oberon System 3 (Host)

The standard Oberon System 3 [393, 495, 394, 192, 138] serves as an operating system for the host computer. The two tasks running on the host computer are data storage and visualization. Both tasks demand an average computation time but no strict timing specifications need to be met. Thus, no real time features are needed here. A main feature of the Oberon System is its graphical interface components called Gadgets some of which are shown in figure 2.13. The use of these Gadgets with Oberon follows the Model-View-Controller (MVC) concept [429, 57]. The MVC methodology was introduced with Smalltalk and its basic idea is to partition the program into three parts (see figure 2.8):
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Figure 2.8: The original MVC concept introduced with Smalltalk.

Figure 2.9: The MVC concept used in Oberon System 3.

• **Model** refers to the core modules of an application. It is responsible for managing the information being manipulated. Model captures some relevant features of some real-world situation. For example, things to be shown in a window have a corresponding data representation. The model then handles this data representation.

• **View** transforms the data handled by the Model into an image that can be seen by the user(s). A Model can be connected to several different views showing the same data but (probably) in different ways.

• The **Controller** coordinates input from user with View and Model. It is thus responsible for coordinating between the Model and the View, so that if one of them changes, it knows how to communicate that fact to the other.

For illustration consider a classical computer system consisting of keyboard, screen, and computer board. And imagine a spread sheet application being run on the computer system. “Controller” in the MVC frame work refers to the program part handling the keyboard and passing the inputs to the program part handling the spread sheet content. That is the part which is referred to as the “Model”. “View” refers to the program part responsible for nicely displaying the spread sheet contents on the screen. The control engineer should note that the terms model and controller have a different meaning than in control engineering.

In Oberon this concept is used slightly differently in the sense that Controller and View are combined simply into views. In Oberon System 3 they are referred to as Model and View Gadgets, respectively. The advantage is that the model may be designed independent of how its contents will be displayed. As a simple example consider a variable containing a REAL value. This value may be displayed using a text field or a scroll bar. It is not relevant at the time at which this variable is introduced how it finally will be displayed.
2.6 Programming Language

The decision about the programming language was made in favor of Oberon-2. This choice was strongly influenced by the Oberon-2 know-how available at the automatic control lab. But Oberon-2 has also several objective advantages. Oberon-2 is an object oriented language with similar properties as is ancestors Pascal and Modula II. Features which are important with respect to safety are strong type checking at compile time, runtime type checking, no pointer arithmetic. With these properties Oberon-2 is inherently safer to use (it reduces the probability of occurrence of certain types of faults) than C or C++. Note that also a lot of these properties were later adopted for the design of JAVA [185, 265] as well, which makes JAVA and Oberon-2 very much alike (with respect to their properties not their syntax). The general advantages of JAVA over C++ discussed for example in [22] therefore carry over to the comparison of Oberon-2 and C++. The language Oberon-2 alone is not well suited for real time application [413]. Some extensions are discussed however [494, 193]. The same is true for JAVA [361]. For Oberon-2 only the real time extensions provided by the XOberon compiler render it a suitable alternative to other languages. Another candidate programming language was Ada [354]. Ada was originally designed for the implementation for mission critical software. It inherited several concepts introduced in ALGOL 68 and Pascal [36], it is well structured, modular and strongly type checked. The major disadvantage is that it is very large and complex [198]. A more detailed discussion of some oo programming languages can be found in [404, 409].

2.7 Software design

Choosing suitable platform components is an important step towards fulfilling requirements R-1 to R-4 for an automatic feedback system. Particularly for fulfilling R-2 and R-3 a well structured software is mandatory. The methods for designing oo software are very mature [429, 404, 57] and differ not significantly. They all rely on some kinds of object diagram, class diagram and interaction diagram. Real time systems in addition need to be decomposed into different tasks. Structuring methods for real time systems are described in [184, 69, 88]. [184] suggests to start with a behavioral model where it is assumed that all objects are concurrent. And leave it to a next step to determine which objects are also realized with concurrent tasks. It is thus possible to start with the design of the object structure following the standard procedures and the decision which objects need to be concurrent (or active) and which not is decided afterwards. In identifying the different tasks a tradeoff is to be made. On one hand introducing tasks clarifies and simplifies the design and on the other hand too many tasks may make the implementation too complex and cause considerable scheduling overhead. The approach in [69] is similar. Here the different objects are deemed passive, active, protected, etc. already during the design of the object structure. We will here follow [184] by first designing a top level object model which also allows to describe the general system behavior. From there the object and class structure is further detailed and the different tasks are identified.

At the beginning of a design process a context picture (see [429]) helps to get an overview of
the design problem. Figure 2.6 shows such a context picture for our project. The main devices involved are the target and host computers, the respirator, the patient monitor, and an electronic gas dosing device consisting of mass flow controllers and an electrically driven vaporizer. In an earlier project phase a compact electronic gas dosing device (GADOS) from Dräger was in evaluation and in the future an EEG monitor and an infusion pump will be required [418]. Patient monitor and respirator communicate via a serial interface (RS232) while the gas dosage requires three digital-analog converter channels.

We further have the three types of users: system's engineer, control engineer, and anesthetist. Each of them has different requirements towards the software design. The anesthetist is expecting a system which is easy to use. His main requirement concerns the man machine interface. The control engineer occasionally needs to change, alter, or add an algorithm. This may require adding a new device, displaying or storing different variables, and to adjust the user interface. He is expecting to make these alterations on a rather abstract level. The system and software engineer will have to trace and eliminate errors or provide new device drivers.

2.7.1 Object structure

The most important step in oo software design is to determine the objects. The standard oo literature [429, 404, 57] gives some guidelines on how to find the appropriate objects. But eventually there are different object structures that would lead to a successful implementation and we will therefore briefly discuss our reasoning which led to the particular object structure.

From the control systems point of view the essential objects are the input and output signals and in principle it does not matter whether a certain measurement is provided by a device of type "A" or "B". Similar arguments hold for the output signals. Thus a possible design would be to provide measurement variable objects (e.g. an MAP-object or an SpO₂-object) which always provide an up-to-date measurement to the controller, are able to retrieve that measurement from any suitable device and thus 'hide' the device specific aspects from the control engineer. However, although principally it does not matter what device a measurement is derived from, practically it does matter because some device specific information is usually needed for the design of a control algorithm. For example the accuracy (precision) of a measurement plays a role in filter design and knowledge about actuator limits is needed for anti windup measures. Also the dynamic characteristics of the two gas dosing devices mentioned in figure 2.6 are very different which has to be taken into account for controller design. Therefore input/output devices and control algorithms are usually not independent. This reasoning let us conclude that the most intuitive object structure results if reality is mapped into software more or less one to one. Note that this design is also consistent with the guideline given in [429] to have a close map from reality to software structure. Figure 2.10 shows the object on the top level where every input/output device is represented by an individual software object. These device (driver) objects hide the software handshaking and protocol interpretation from the control engineer.

We now have allocated one object for every input or output device. Further, we let mode control logic (see section 4.3) as well as control and fault detection algorithms (see chapters 4 and 7) be represented by individual objects. Control and fault detection algorithms are natural candidates
Figure 2.10: Objects at the top level of the object structure.
Figure 2.11: Device hierarchy.
for objects since they have a clear defined state and behavior. The same is true for the mode control logic. It represents the central object of a control application and it is essentially the realization of a state automaton. That is it coordinates the sampling from the monitor (1), call of controller methods (2), and writing to the output devices (3). The mode control object thus realizes an important part of the functions that will be allocated to the 'Supervisor' in chapter 5.

Finally there is one model object for every device object, every algorithmic object and the mode control object. The model object may be viewed as being an image of the object it represents. They serve as interface elements between the elements of the user interface on the host and the objects on the target. That is they 'collect' all data available in their original and make it available to view elements located on the host. Their name (model objects) is expressing their function of a model in the MVC concept. The role of these model objects is described in some more detail in section 2.7.4. The primary motivation for this concept is that it allows to decouple the interface design completely from the control application (see also chapter 8).

Figure 2.11 shows the class structure (hierarchy) of the I/O devices. The abstract classes of actuators, sensors and imitators are derived from an abstract device class. From these abstract classes (actuators, sensors, imitators) the concrete I/O device (drivers) are derived.

There is not much in common for these different devices that could be generalized in the abstract classes. Introducing them still has some potential. E.g. for exception handling purpose all actuators may be added to a 'list of actuators'. A shut down procedure then may run through this list and invoke the safety switch method of each device.

The class of imitators seems somewhat odd. Imitators serve to 'calm' devices which have several links of which only some are used by the control system. The PM8060 for example requires links to a gas dosing device and a respirator. In our setup the port originally intended for the gas dosing device is used by our system. The respirator is also connected to our system instead of the monitor. Without a connected respirator, however, the monitor is constantly producing a "VENT COM" alarm. It must be soothed by regularly sending any syntactically correct respirator response. This is done by the DivanImitator class.

A question that arises is whether it could be useful to introduce generic abstract classes for patient monitors, gas dosing device and respirators. Let us discuss this issue for the gas dosing device. A meaningful generic gas dosing device provides the minimum functionality that a gas dosing device must posses. A possible definition of the minimal functionality is to utilize the functionality available in the manual operation mode. By this it will always be possible to functionally replace manual gas dosing with a dosing device extended from the minimal gas dosing device. Utilizing the nomenclature used in figure 2.11 such a minimal device must at least have the methods

- setO2Con()
- setAgasCon()
- setFreshgasFlow()
- setCarrierAir()
- setCarrierN2O().
However, the IfAGados device does not posses all this functionality. It therefore does not make sense to derive IfAGados and GADOS form one generic class of gas dosing devices.

A similar class diagram could be derived for the controllers. However, in [111] no use of the object oriented concepts was made.

### 2.7.2 Task structure

In [184] guidelines are given which help to determine the task structure from the behavioral diagram where all objects potentially are still concurrent. The following categories of task structuring criteria may be utilized to obtain a suitable task structure:

- **I/O tasks structuring criteria.** This addresses how I/O devices are mapped into tasks which requires a closer look at the different devices. Consider a device that communicates via D/A or A/D channels (e.g. the gas dosing device IfAGADOS). For such devices the driver need not be implemented as a concurrent task. On the other hand there are devices like the patient monitor PM8060 that do not run synchronously with the control application. For such cases it makes sense to implement the corresponding driver objects as concurrent ones. At this point it should be mentioned that multiple inheritance would provide a means to deal with this situation where certain device drivers are also processes. How this concept is implemented in Oberon is discussed in section 2.7.6.

- **Internal task structuring criteria.** These try to identify the internal tasks of the system. According to figure 2.10 potential internal tasks are associated with the mode control object, the algorithmic objects, the storage manager, and the user interaction. Not all of these tasks need to be concurrent as will be discussed next.

- **Task cohesion criteria.** This analysis aims at grouping tasks that exhibit some kind of cohesion. Important here are temporal and sequential cohesion. Temporal cohesion groups tasks which are triggered by the same event and sequential cohesion groups tasks that need to be executed sequentially. Using sequential cohesion arguments shows that mode control objects, algorithmic objects and file saver need not be implemented as concurrent objects. It is namely the mode control task defined in the mode control object which determines the sequential execution of sampling the monitor devices, request of output values of control and fault detection algorithms, and which writes to the actuator devices (see figure 2.10). It makes sense also to let the mode control task initiate the storage of all values since this guarantees the consistency of the data within one control interval.

- **Tasks priority criteria.** Once the different concurrent tasks have been identified their priority needs to be determined. In a first step time critical (RT) tasks are separated from non-time critical tasks and then periodic and aperiodic tasks are distinguished. The only non time critical tasks are the user interactions. In a system with a sampling time of 10 seconds it does not matter whether the display is updated 2 seconds earlier or later. Active (concurrent) device drivers are to be implemented as time critical tasks since the connected devices usually require timing constraints to be met (the PM8060 monitor
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Figure 2.12: The different tasks with their exchanged data and signals.

Figure 2.12 shows the task structure of the system (the notation is taken from [184]) where the three different types of tasks can be distinguished. First there is the mode control task which is defined through the application object and which is responsible for the sampling of the input devices, the call of the control algorithms and the writing to the output devices. Further, every device driver is implemented as a individual periodic process and may thus be viewed as an active object. Finally, there are the asynchronous requests from interface elements of the host computer which are handled as threads by the target operating system. It is also shown what data is exchanged between the different tasks which indicates which data needs to be protected from mutual access. In addition, the signals exchanged among the tasks are shown.

2.7.3 Writing a new control application

Input and output device objects and a skeleton mode control object are provided by the platform. To create a new "control application" (total software package required to use feedback controllers in the OR) this framework needs to be extended which requires the following activities. First
the new control algorithms must be implemented as a control algorithm object (if not existing). Second, if internal variables of the control algorithm object are to be available for displaying or storing, also a model object corresponding to the control algorithm object must be generated. Finally, a few statements need to be added to the mode control object.

A feature of the XOberon system which proves to be very helpful in the testing and debugging the software is its dynamic loading and linking capability. To test the mode control object only the module defining this class needs to be recompiled, freed and reloaded, the rest stays resident.

### 2.7.4 Remote gadgets

The Oberon System 3 [192, 191, 138] provides components for the design of graphical user interfaces (GUI) some of which are shown in figure 2.13. It is of course desirable to utilize these existing components for the design of a GUI for our control application. This is not straightforward first since the Gadget system utilizes messages instead of method calls and second since the data to be visualized is localized on the target computer. In this section we will discuss the concepts introduced to allow the use of the System 3 Gadgets with an XOberon application.

To do so we need to introduce briefly the Gadgets messaging system (see figure 2.14). Since we are only able to lay out the very basic concepts the interested reader is referred to [138] for details. Every Gadget (View Gadget or Model Gadget) is an extension of the base class objects. All Gadgets have one message handler (method) and the Gadgets communicate by exchanging messages which are interpreted by the message handler. The messages themselves are record types that are extensions of a generic object message type. This concept makes the Gadgets system very flexible and extendible. The two message types required for the discussion to follow are update messages and attribute messages.

We are now ready to describe the basic concepts required to allow the use of the Gadgets library with an XOberon application. The mechanism is illustrated in figure 2.15. The figure shows the different objects involved if the mean arterial pressure value read from the PM8060 ought to be displayed with a Gadget on the host computer display.
On the host side we have a View Gadget located on the display and a remote Gadget. With the Gadgets.Link command of the Oberon operating system a remote Gadget is created and linked to the view Gadget. This remote Gadget has five attributes of interest:

- **IP Nr.:** This attribute specifies the IP number of the target computer.
- **Library:** This attribute specifies the model object on the target computer (compare also figure 2.10).
- **Field:** This attribute specifies which datum of the target object should be displayed.
- **Refresh rate:** This attribute specifies how often a new value shall be requested.
- **Value:** Finally represents the current value of the datum.

The remote Gadget further has an Oberon task. This task is responsible for regularly sending a request for a new value to the target, for polling the connection for the target answer, and after successfully receiving a new value for sending an update message to the display. The display forwards the update message to the view Gadget which upon receipt gets the actual value from the remote Gadget by sending an attribute message.

On the target side we have an inspector daemon, a target object model (the PM8060 model in our example), and the corresponding target object (the PM8060 device object). The inspector daemon is automatically activated by the XOberon operating system upon opening of a connection from the host computer. Such a connection is opened the first time that a remote Gadget sends a data request to the target computer. The daemon re-translates the host data request which arrives in string-format into a Gadget message and sends this message to the model object (the PM8060 model) specified by the library attribute of the remote Gadget. The model gets the required datum (MAP value) from the corresponding device object (the PM8060 device object).
Figure 2.15: Mechanism which allows to display a target datum with an Oberon System 3 View Gadget.
It sends the datum back to the daemon again in the form of a gadget message. The daemon then sends the new value to the host computer in string-format where it is received by the remote Gadget.

2.7.5 Composing user interfaces

Although the mechanisms for target host communication with Gadgets involves several steps (see section 2.7.4) the actual task of composing a graphical user interface (GUI) is not more complicated than with Oberon System 3. The different View Gadgets may be placed on a panel with "drag and drop". After linking the view Gadget to a remote model the Gadgets's Columbus tool might be used to set the required attributes of the remote model (IP Nr., Library, Field, Refresh rate). And that's it.

Clearly, the flexibility in designing GUI's provided by Oberon System 3 carries over to the target host application. In particular the GUI may be designed completely independent from the target application. In principle it would even be possible the modify the GUI at run time on line.

2.7.6 Comments on the use of object orientation

What exactly the key concepts of object oriented software design are depends a bit on the source (see e.g. [404, 57, 334, 204]). The following are generally mentioned:

- **Information hiding or encapsulation**: The complex implementation of data is encapsulated in an object and clients can only access the data via a well defined interface.

- **Abstraction**: An information hiding object so far only exist once. Objects therefore are defined as abstract data types of which multiple instances may be defined.

- **Inheritance**: allows existing abstract data types to be extended to a new type and where this new one inherits all the data and operations from its parent. Existing operations may even be modified. This makes it possible to design semi-finished products and classes that can handle these semi-finite products. An end user might extend these semi-finite products to his needs and may still manipulate them with the existing classes for handling them. A typical example are the base classes of objects and messages of the Oberon System 3 described in 2.7.4.

- **Polymorphism**: If procedures are bound to an object dynamically (at run time) then it is possible to store in a variable of type T not only objects of type T but also any extension of T. Thus variables can be polymorphic. Extensible abstract data types with dynamically bound procedures are called classes. And objects are instances of classes.

[334] summarizes: "Object-oriented programming means programming with abstract data types (classes) using inheritance and dynamic binding". Not all of these concepts are of equal importance for this design.
Most use was made of the encapsulation and abstraction. Encapsulation is the main tool for structuring a system (compare also [429]). It requires to clearly define boundaries and interfaces of software entities (objects) and by this forces to do a lot of thinking before starting implementation. Abstraction plays a role when multiple instances of the same class are desired. It is used in the device hierarchy and controller hierarchy. In the device hierarchy a MedibusDriver object is needed for most Draeger devices. In the controller hierarchy the class of observer based state feedback controllers is defined. Multiple instances of observer based state feedback controller class are used in the endtidal controller and in the MAP override controller.

In section 2.7.1 we have already mentioned where inheritance is of use in defining the device hierarchy. The target object models (figure 2.10) are all extensions of the basic Gadgets object type which enables them to understand the Gadgets messages. Extensions are necessary since their actual behavior depends on the target object that they represent.

It was also mentioned that the device hierarchy would provide a useful application of multiple inheritance (which is not supported by Oberon). Multiple inheritance allows an extension to inherit not just from one class but from several. The problem with multiple inheritance is that it leads to conflicts if the classes are not orthogonal. Multiple inheritance would allow to compose devices from smaller entities. Consider for example a patient monitor and imagine we have defined abstract classes for generic MAPMonitors, AgasMonitors, ECGMonitors, etc. Depending on the actual properties of the monitor a patient monitor might be composed from generic monitor types by means of multiple inheritance. This situation is illustrated in figure 2.16. There is a way around multiple inheritance which is described in [334]. This method was used in our design to realize active devices (see figure 2.17) which are devices and also a real time task. The idea is to define an extension of the device class and add a record field for a real time task and define another extension of the real time class task by adding a field for a device and then to “mate” them by corresponding pointers. Although practical for double inheritance situations we feel that this method is not appropriate for larger combinations.
2.8 Safety aspects at the platform level

In section 2.2 we have listed safety as a major system requirement. In the chapters to follow a number of algorithmic means to increase the safety of this automated anesthesia system will be discussed. A number of faults (e.g., power loss of the target computer), however, can not be handled on an algorithmic level. Furthermore, safety also has to be guaranteed during the development phase of these supervisory algorithms. For such cases safety strategies at platform level have to be provided. These strategies resulted as a direct consequence of a risk analysis [136] which was conducted following [121]. Besides the description of the research platform and the legal aspects the following failure scenarios are identified (the reader is referred to figure 2.5 for reference to the different devices):

FS-1: Failing of any actuator or sensor. For the control loops developed up to now this concerns:

- **FS-1a:** The mass flow controllers for oxygen or nitrous oxide may either fail to dose the correct amount of gas or pressure reduction valves might break so that the gas enters the respirator at supply pressure.
- **FS-1b:** The electrically driven vaporizer might be stuck or empty.
- **FS-1c:** The gas concentration measurements might be wrong.
- **FS-1d:** The blood pressure measurement might be wrong.

FS-2: Loss of electric power or supply pressure.

FS-3: Malfunctioning of a control algorithm.

Recall equation 2.1 which defines risk. For the scenarios described above risk must be reduced by reducing the harm. This is achieved by the following counter measures. Note that according to the industrial standard [2] the measures only have to deal with single point failures.
CM-1: Counter measures for sensor and actuator failure scenarios.

CM-1a: For the case of an incorrect flow additional flow meters allow an optical verification of the flows by the supervising anesthetist. An emergency button allows to activate manual dosing immediately. The details of this fall back strategy are described below. Damage in the case of broken valves is prevented by the respirator which is equipped with a relief pressure valve.

CM-1b: The position of the electrically driven vaporizer can visually be inspected easily due to additional extra large markings. The level of anesthetic in the vaporizer can be checked with the standard level indicator. Again the emergency button allows to inactivate the electric vaporizer immediately.

CM-1c: A redundant gas monitor allows to verify the PM8060 measurements. The alarm thresholds of this second monitor are to be set.

CM-1d: A fully redundant invasive blood pressure measurement would require a second arterial cannula which is clinically not acceptable. To provide a redundant blood pressure measurement an upper arm cuff must be connected to the PM8060 to enable non invasive blood pressure measurements.

CM-2: There are two possible power loss scenarios, a breakdown of the power supply or an accidental switching off of the computers. The first power failure case is covered by with a uninterruptable power supply (UPS) and in the second case a fall back concept automatically switches to manual control. The same is true for the case of supply pressure loss.

CM-3: In case of a controller with insufficient performance or which is unstable the supervising anesthetist is able to inactivate automatic control by either switching the controller off via the control panel or by pressing the emergency button.

A number of counter measures have been mentioned that rely on a fallback strategy. This strategy is schematically shown in figure 2.18. According to this the gas flow can either be dosed manually or electrically. Switching from one dosing mode to the other occurs with the pneumatically driven valve PV. Where in the pressureless state the manual dosing is active. The pressure supply for the valve PV is controlled through the two valves MV and EV. MV is a manually operated valve located at the rear of the research platform. EV is an electrically operated valve. There are three switches in series that control EV. Of course all of them need to be closed to switch EV. The switch WD denotes the hardware watchdog and the switch EB denotes the emergency button. The switch GS is driven by an analog output of the target computer system. This output is switched at the moment when the control system changes from the state PASSIVE to the state DOSING (see section 4.3 for reference). Thus, the research platform falls back to manual dosing whenever either the watchdog is triggered or the emergency button is pressed or if the control system is in state PASSIVE.

Note that before switching to electronic dosage the anesthetist is able to set a preset flow for the manual dosage which becomes active as soon as the system falls back to manual dosing.
2.9 Conclusions

The research platform as shown in figure 2.5 has been used in several clinical studies. The compact integration on a standard workplace and the fact that it can be used for normal manual anesthesia as well as for testing feedback controllers significantly reduces the procedural difficulties encountered with the first prototype system. It allows to use the same workplace from the beginning to the end of surgery and time required until automatic controllers are ready is shortened since no wiring needs to be installed. The experimental system is now at a stage where a instructed anesthetist is able to use the system without engineer’s support.

With the XOberon system a non commercial tool was used. Since the number of users (e.g. [421, 476]) and therefore testers is considerably lower than for commercial products one would expect a much higher error density. The fact is that we ran into two nontrivial problems on the XOberon Software level, which were solved by intensive teamwork with the designer. For comparison, we roughly had to spend twice as much time to eliminate software problems on the application level due to implementation errors.

From our experience, caution is required when using classes written for Oberon System 3 applications. In a library developed at our lab which implements matrices and the corresponding operations, extensive use of memory allocations (NEW) is made and a lot of garbage is created. This is not a problem in the standard Oberon System 3 since it is equipped with a garbage collector. In real time tasks, however, memory allocation must be avoided because of its unpredictable duration.

Different use could be made of object oriented programming paradigms. Important were encapsulation and abstraction, polymorphism was negligible.
Extending the MVC concept to the target-host-architecture gives great flexibility in GUI design (see also chapter 8). In particular since future XOberon versions will provide a Web-server on the target it will also be possible to draw from available JAVA libraries like [435] for GUI design.
Chapter 3

The Model

3.1 Introduction

In section 1.2 it has been discussed that the complete description of the system to be considered for manual of automatic control during anesthesia results in a large MIMO model. The mathematical models to be discussed in this chapter will, however, only represent a subsystem of that. And since this thesis is concerned with fault tolerant control of mean arterial blood pressure (MAP) via Isoflurane the model will describe the relation between the concentration of anesthetics mixed into the fresh gas stream and the measurements of inspiratory and expiratory concentrations of anesthetics as well as MAP. In addition the strongest source of disturbance of MAP - the surgical stimulations - is also included in the model. This situation is illustrated in figure 3.1.

![Figure 3.1: Submodel with two inputs and three outputs.](image)

The model in figure 3.1 may be split into the respirator part and the physiology part as shown in figure 3.2, which shall be discussed separately.

Concerning volatile anesthetics and MAP several models may be found in the literature.

For the uptake and distribution of volatile anesthetics, four physiology based models are discussed and compared in [299]. References to earlier models with questionable physiological assumptions
are also given. The four models agree in their way of modeling the different organs in terms of compartments but differ in the way how blood transport in arteries and veins is modeled. For one model, transport phenomena are entirely neglected. Two models explicitly introduce transportation delays and the fourth model accounts for the blood transport with a separate arterial and venous compartment (pool). The authors conclude that neglecting circulation times leads to systematic errors mainly in the first few minutes after beginning or termination of drug administration. That is, the difference is pronounced mainly at high frequencies. Little difference was found between the different approaches of modeling arterial and venous blood transport.

A further physiology based model is introduced in [267]. It models the different organs in the same way through compartments as the four models compared in [299] and it accounts for blood transport with separate venous and arterial blood pools leading to a model with 13 body compartments. Pharmacodynamics (cf. definition 3.2.1) and patient dependency of the parameters are neglected but in a broad clinical validation [268] a reasonably good fit was obtained. The largest errors are observed during fast transients, i.e. at high frequencies.

Another model exclusively dealing with the uptake and distribution of volatile anesthetics was introduced by Yasuda et al. in [503, 505, 504]. It is a classical mammillary compartment model as discussed for example in [225] with five compartments. The values of the volumes and exchange rates were derived from step response data. The physiological interpretation of the volumes and time constants was made a posteriori.

Fukui and Smith [157, 158] present a model that combines the effects of a volatile anesthetic (Halothane), ventilation, CO₂, and hemodynamics. The model is very detailed and consequently very complex. It models cardiovascular dynamics beat-to-beat and it includes baroreflex effects. The numerous parameters of the model are unpublished and the effects of surgical stimulations are not modeled.

A model which focuses on the changes of MAP due to inspired Isoflurane is used by the group of Linkens in several simulation studies [273, 274, 280, 279, 293, 297, 296]. The model is of first order in time and uses a series of feedback loops to model the effects of changes in MAP on heart rate, cardiac output, and peripheral resistance.
order with a time delay, i.e.

\[ G(s) = \frac{\Delta MAP(s)}{c_{insp}(s)} = \frac{Ke^{-\tau s}}{(1 + Ts)} \]  

(3.1)

with

\[
\begin{align*}
\tau & = 25 \text{ s} = 0.42 \text{ min} \\
T & = 2 \text{ min} \\
K & = -15 \text{ mmHg/\%}
\end{align*}
\]

In the first paper where this model is used [281] they describe, how the parameters are justified. They basically rely on published data by Millard et al. [327].

Smith and Schwede [437] also derive an input/output model to relate a volatile anesthetic (Halothane) and MAP experimentally in dogs. They performed step response and frequency response experiments. For their step response experiments they find that four exponentials (corresponding to a forth order system) are sufficient to characterize the response. In the frequency response they observe little deviations from a first order system.

Concerning the understanding of surgical stimulation and pain perception a lot of work has been done ([379, 380, 499, 479]). In this research the goal is to find a relationship between drug infusion and pain perception during and after surgery. The effects of standardized painful stimuli to physiological reactions is analyzed qualitatively. The main objective of this research is to find optimal strategies of drug administration in critical care. The dynamics of physiological reactions to surgical stimulations was not of interest for this type of research. Concerning the mathematical modeling of pain an overview is given in [62]. The focus of the literature discussed therein is to model the neural aspects of pain, and the authors identify three levels at which the problem has been addressed: the molecular level, the cellular level and the level of large neural networks. The hemodynamic aspects are not discussed. An example of a model for dental pain perception can be found in [142, 143, 144]. In these references the authors derive a linear black box model for the perception of temperature induced dental pain. As a measure of pain they use the finger span voluntarily applied by the subjects under test. That is the subjects were instructed to match their finger-span between thumb and index finger to the perceived pain intensity [142]. The span was then measured with a linear potentiometer. The model thus covers the transfer from afferent nerve activity to the voluntary finger span measure. Unfortunately it is not possible to transfer their results to our problem, first since the authors don’t give any physiological interpretation of their transfer function and second since it covers a large portion of the efferent nervous system while the blood pressure response is mainly an effect of the response of the afferent nervous system.

Deriving models for the respiratory circuit is expected to be simpler since it may be done based on first principles. However, not much can be found in the literature. For the development of an adaptive controller for closed circuit anesthesia described in [477] or [226] the authors establish mass balances in the respirator to optimally adjust the fresh gas composition. But the dynamic aspects such as transportation delays are neglected. The model of Leron et al. discussed above [267] also accounts for the ventilation circuit. The authors model the closed circuit system with an additional first order differential equation derived from mass balances.
There is thus no model available describing the relations depicted in figure 3.2. This gap is closed by Derighetti in his thesis [111] where he has derived a model that combines all the above mentioned input and output signals. The model builds on a model for the uptake and distribution of volatile anesthetics introduced by Zwart et al. [524, 438] for Halothane. It was adopted in an MD thesis by Nicolet [344] for Isoflurane and other common volatile anesthetics. This part describing the kinetics of volatile anesthetics has been used successfully for controller design and simulation by other authors [516, 337, 110, 153]. This model was augmented with a model for the influence of surgical stimulations [112] and the dynamics of the respirator [111]. Derighetti used numerical methods to reduce the order of the model. And he successfully used the reduced order model to derive model based controllers. In preparing the controllers of Derighetti for a broad clinical validation and in validating the models for fault detection purposes, however, we discovered several points of refinements and improvement potential. These refinements concern pharmacokinetic and pharmacodynamic parameters of the Isoflurane model, structure and parameters of the model for the effect of surgical stimulations, as well as structure and parameters the model for the respiratory circuit. The aim of this chapter is to present an updated version of the model introduced by Derighetti in his thesis [111]. In contrast to Derighetti our goal is finally to use the model for fault detection purposes. For this it is important to trace the influence of every parameter in the model to allow runtime adjustment of the fault detectors. The ease of having a low order model is much less important. No effort will therefore be spent on model reduction.

We organized the chapter as follows. In section 3.2 the physiological background is provided. The reader will realize that in some cases more background is provided than is later used in the model. This is done intentionally. With this we want to give a clear indication where simplifications were made and we also want to provide starting points if someone intends to improve the model. In section 3.3 the - in our view - relevant physiological aspects are modeled in terms of nonlinear physiology based differential equations. In section 3.6 the parameters of the model are determined and in section 3.7 several validation experiments are provided. A linearization of the model is given in section 3.8 and some remarks on the bandwidth of the model are made in section 3.9. Concluding remarks are given in section 3.10. The equations and the parameters of the model are summarized in section 3.5 and table 3.6, respectively for reference.

### 3.2 Physiology

In this section the physiological foundations which will be used for the derivation of the model are reviewed. For a more thorough treatment of this matter the interested reader is referred to literature exclusively dealing with the physiological basis of anesthesia. A good reference in this respect is [97].

In studying drugs and their relation to the body it is distinguished between pharmacokinetics and pharmacodynamics. The exact definitions depend a bit on the source [171, 109]. We will use the definition given in [109] which is as follows.

**Definition 3.2.1** Pharmacodynamics (PD) can be defined as the quantitative relationship between
(observed) plasma and/or tissue concentration(s) of an active substance and the magnitude of the (observed) pharmacological effect(s). In contrast Pharmacokinetics (PK) describes the quantitativaive relationship between administered drug and (observed) plasma and/or tissue concentration(s). Loosely speaking pharmacokinetics describes what the body does to the drug while pharmacodynamics describe what the drug does to the body [4].

3.2.1 Solubilities, partial pressures, and concentrations

Before going further into physiology some physical facts about gases are briefly reviewed. First, recall that the total pressure of a gas mixture is given by the sum of the partial pressures of every component, i.e.

\[ p = \sum_{i=1}^{N} p_i \]  

where \( N \) denotes the number of components in the mixture. If there are two phases, e.g. a liquid phase and a vapor phase, then the partial pressure of every component in the two phases are equal in equilibrium. If they are not equal, molecules move from the phase with higher partial pressure to the phase with lower partial pressure until equilibrium is reached. The driving forces for exchange are thus partial pressures.

If mass balances are to be derived concentrations rather than partial pressures are of interest. The number of molecules per volume in the liquid phase (i.e. the concentration) is described by Henry’s law given by

\[ c_i = \alpha p_i \]  

where \( \alpha \) denotes the solubility coefficient. For volatile anesthetics this relation is usually stated in terms of partition coefficients \( \lambda \) instead of solubilities [129]. The partition coefficient of any two phases (e.g. gas/blood or blood/tissue) describes the ratio of the concentrations in the two phases at equilibrium, i.e.

\[ \lambda_{\text{gas/blood}} = \frac{c_{\text{gas}}}{c_{\text{blood}}} \]  

In our model gas/blood and gas/tissue partition coefficients will be used. Note that the gas/blood partition coefficients may be related to the solubility coefficients, if the partial pressure is expressed in terms of a concentration.

3.2.2 Physiological background of volatile anesthetics

Most of the physiological mechanisms to be described hold generally for volatile and in particular fluorinated Ether anesthetics like Isoflurane, Enflurane, etc. When discussing aspects that are common we will refer to volatile anesthetics and whenever differences between the different
anesthetics exist we will discuss the particular case of Isoflurane which is used throughout the whole thesis.

Since volatile anesthetics are applied by mixing them into the inspired air during artificial ventilation some aspects of respiratory physiology shall be discussed first. During normal spontaneous and artificial ventilation not the whole lung volume is replaced in every breath. According to figure 3.3 the total lung volume may be partitioned into different volumes based on their physiological importance.

\[
\begin{align*}
V_{TC} & \quad V_{TR} \\
V_{VC} & \quad V_T \\
V_{FRC} & \quad V_{ER} \\
V_{Res} & \quad V_{fRC}
\end{align*}
\]

Figure 3.3: Partitioning of the lung volume into parts of different physiological importance see also the references [23, 431, 145, 230].

The volume exchanged during a normal respiratory cycle is the tidal volume \(V_T\). Especially during exercise, however, the thorax is expanded much wider such that there is an additional volume that is available during inspiration and which is called the inspiratory reserve volume \(V_{IR}\). Analogously, additional expiratory volume is available if the thorax is compressed more than normal. This volume is called the expiratory reserve volume \(V_{ER}\). Finally, there is a residual volume \(V_{Res}\) which can not be removed from the lung. Together with the expiratory reserve volume it forms the functional residual capacity \(V_{fRC}\). During artificial ventilation the tidal volume is moved in and out of the lung by a mechanical ventilator. Functional residual capacity stays resident in the lung also during mechanical ventilation. The total ventilation of the lung \(q_V\) is specified by the anesthetist in terms of respiratory frequency \(f_R\) and tidal volume \(V_T\), i.e.

\[
q_V = f_R V_T. \tag{3.5}
\]

This product is also referred to as minute volume (MV).

Volatile anesthetics now are carried into the lungs through the normal respiratory mechanism. On the way into the lung the bronchi branch about 20 times until they end in the alveoli. The exchange of gas between inspired air and the blood takes place in the alveoli only. The whole bronchial system does not participate in gas exchange and is referred to as the anatomic dead space. These facts are illustrated in figure 3.4.
In figure 3.5 the situation in the alveoli is schematically shown. Alveoli have a diameter of about 0.3 mm. They are separated from the capillaries by cells and a membrane of about 0.2 ... 0.6 \mu m. The total area of alveoli is in the range of 50 ... 100 m². Recalling Fick's law (see e.g. [189]) which governs diffusion through a membrane

\[ q_{\text{gas}} \sim AD \frac{\Delta p}{d} \]  

(3.6)

where \( q_{\text{gas}} \) denotes the mass transport across the barrier, \( A \) denotes the surface, \( D \) denotes the diffusion constant and \( \Delta p \) denotes the partial pressure difference across the barrier of thickness \( d \). The diffusion constant

\[ D \sim \frac{\lambda}{\sqrt{m}} \]  

(3.7)

is proportional to the solubility of the gas in the membrane \( \lambda \) and the square root of the molecular weight \( m \). From this equation it becomes clear that diffusion is a powerful mechanism of transportation at the scales encountered in alveoli.

Further, for gases like nitrous oxide that don't bind to hemoglobin and do not have high solubility in blood, the partial pressure in the blood passing an alveolus rapidly equilibrates with the partial pressure in the alveolus [486]. The time required for equilibration is much shorter than the time required for the blood to pass the alveolus. The transport of such a gas is thus said to be perfusion limited [486]. In contrast carbon monoxide is bound to hemoglobin. This allows a lot of CO to transfer the barrier without significant changes in partial pressure. The time of passing
the alveolus does not allow equilibration. The transport of such gases is said to be diffusion limited [486].

Isoflurane seems to lie between these two extremes. At least [258] gives experimental evidence that no complete equilibration occurs since the authors find a finite alveolar-pulmonary-end-capillary partial pressure difference. They are not able to give a final explanation for this but attribute some of the problems to the large molecular weight of Isoflurane compared to $O_2$ and $CO_2$.

![Alveolar Gas Exchange Diagram](image)

Figure 3.5: Schematic of the anatomic aspects of alvolar gas exchange. See for example [23, 431, 66] for reference.

The amount of anesthetic being carried away in the pulmonary blood is determined by the partial pressure of anesthetic in the blood and its solubility in the blood.

Not all alveoli participate in the gas exchange. In fact, four abnormal situations may be distinguished as illustrated in figure 3.6.

First an alveolus might not be ventilated (A). On the other hand a capillary might not be perfused (B). Third there are ventilated alveoli with perfused corresponding capillaries but where no diffusion occurs due to for example increase diffusion length (C). And finally there are cases where a direct anatomical shunt from the venous side to the arterial side exist (D). The first three cases are pathological and may be a result of a disease of the lung like pneumonia while the last case is a birth defect. The cases where venous blood is transfered to the arterial side without gas exchange are referred to as pulmonary or lung shunt ($l_s$). And the alveoli that are ventilated but do not participate in gas exchange are building the alveolar dead space ($V_{AD}$). The net alveolar ventilation is thus decreased by alveolar and anatomic dead space, i.e.

$$q_{AV} = f_R(V_T - V_D - V_{AD}).$$  

(3.8)
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Volatile anesthetics are carried to the lung and into the alveolar through the normal respiratory mechanisms. In the alveoli diffusion is responsible for the exchange of anesthetics between the alveoli and the blood.

The net uptake of anesthetic is thus determined by (see also [129, 513, 514]):

a) the alveolar ventilation
b) the solubility (blood/gas partition coefficient)
c) the cardiac output
d) the alveolar to venous anesthetic partial pressure difference
e) ventilation or perfusion abnormalities

The anesthetic is then carried to all the different organs by the blood. Similarly to the bronchi the arteries branch several times on the path to an organ. While the aorta has about a diameter of 2...3cm the capillaries have a diameter of about 0.9μm [431]. The corresponding velocity of the blood flow is 60cm/s and 0.5cm/s respectively [431, 116, 347]. The capillaries in tissues form a meshwork with a roughly uniform distribution of capillaries in local regions of uniform structure and metabolic demand. Each capillary roughly supplies tissue in its neighborhood of
about 0.003...0.0003mm² [225, 348]. At these scales diffusion processes again are responsible for a rapid equilibration of the partial pressure in the blood and the tissue. The main factor determining the uptake of anesthetics by tissue are:

a) the size of the tissue
b) the affinity of the tissue for anesthetic (tissue/blood partition coefficient)
c) perfusion of the organ
d) the partial pressure difference between blood and tissue

Figure 3.7: The conditions for blood flow through the vascular system change significantly between the ventricles back to the atria of the heart. In the large vessels leading to and from the peripheral capillaries the velocity of blood flow is high compared to the velocity in the capillaries. In a first approximation the pure transportation delay is therefore usually neglected. See also [431] or [66] [347] for reference.
And the tissue capacity relative to blood flow determines the amount of anesthetic taken up and thus the rate at which the partial pressure in the tissue changes (see e.g. [129, 513, 514]).

Volatile anesthetics are metabolized at different rates [100]. For Isoflurane the metabolization rate is less than 3% [100]. And since the elimination of anesthetics through the skin is negligible [512] expiration is the main source of elimination for most volatile anesthetics.

Up to now we have discussed what happens with volatile anesthetics that enter the body, that is the pharmacokinetics. But anesthetics also act on the body. This is described by the pharmacodynamics.

A first effect of volatile anesthetics is a reversible paralysis of the central nervous system (CNS) [66]. The main results of this are unconsciousness and a decrease of the reflex effectuality. The actual degree of suppression of the CNS functions is dose dependent. The fact that volatile anesthetics affect the CNS activity was used in several attempts to derive an indicators for anesthetic depth. A number of depth indicator have been derived from spontaneous EEG signals. [386] gives an overview on spontaneous EEG features used in anesthesia. The first studies [173] concentrated on time domain features to asses anesthetic state. Later with digital computers making fast Fourier transform (FFT) practical also frequency domain features were analyzed. Typical features are the energy content in different frequency bands and parameters from the bispectrum [20, 430]. Several depth indicators combine time and frequency domain features as for example [313]. The latest indicator of this type is the bispectral index (BIS) [285] introduced by Aspect Medical Systems Inc. Alternatively to spontaneous EEG, activity of the EEG evoked by external stimulations might be used. Most common is the EEG potential evoked by auditory stimuli as used in [277] for control purposes.

The exact mechanisms behind the narcotic effects of volatile anesthetics are not yet completely understood [66]. It is established that there does not occur a blocking of any receptors by the anesthetics. This becomes obvious from the fact that Xenon as a noble gas exhibits similar anesthetic effects as the fluorinated ether anesthetics. It is thus very likely that some physical phenomenon is responsible for the CNS palsy. Empirically it was found that there is a correlation between lipid solubility and anesthetic potency [449, 452, 402]. It is conjectured that the effect is due to the solution of anesthetics in neural membranes [66].

Of further interest for our purposes are the hemodynamic effects of volatile anesthetics. All the halogenated ether anesthetics qualitatively act in the same manner with the exception of Halothane. They decrease MAP [103, 100] which is caused by a decrease of cardiac output (CO) as well as peripheral resistance [100]. The peripheral resistance decreases as a result of the vasodilating properties of most halogenated ether anesthetics.

As the CO is given by

\[ CO = HR \cdot SV \]  

(3.9)

i.e. as the product of heart rate (HR) and stroke volume (SV) the effects on those hemodynamic variables need to be discussed separately. While increasing HR ether anesthetics also decrease SV so that a net decrease in CO results [100] at steady state. The increase of HR is a result of the sympatho mimetic effect of some ether anesthetics [128, 483]. This effect consequently
also leads to increased norepinephrine levels in the plasma under Isoflurane anesthesia [483, 343] and it is modified by opioids [508]. The reduced stroke volume is a consequence of the reduced myocardial contractility [290].

### 3.2.3 The physiology of surgical stimulations

Surgical stimulations are very stressful incidences to which the body reacts heavily. During anesthesia these reactions might be modulated by different drugs but they qualitatively occur also under anesthesia. In particular, in absence of analgesics the hemodynamic response under Isoflurane anesthesia was shown to be almost independent of the level of anesthesia [519].

![Diagram of the autonomous nervous system](image)

**Figure 3.8:** Schematic representation of the parts of the autonomous nervous system. Similar diagrams might be found in the textbooks [453, 431, 96]

The stress response of the body to surgical stimulations is an involuntary reaction of the autonomous nervous system. The effector part is divided into two components: the sympathetic and the parasympathetic part, as shown in figure 3.8. Both parts are composed of two neurons. One neuron carries the neural impulse from the CNS to a ganglion where the impulse is transferred to a second neuron innervating the effector organ. The neuron closer to the CNS is consequently called the preganglionic and the one further from the CNS is called the postganglionic neuron. Most organs are innervated by sympathetic as well as parasympathetic fibers. Despite these similarities the two systems differ in several ways. The main differences are [453]:
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- origin of the preganglionic neuron in the CNS
- location of the ganglion
- the chemical transmitters involved
- the effects on the effector organ.

The stress response triggers the sympathetic part of the autonomous nervous system. This system can be considered as an emergency mechanism usually activated under conditions of stress, infection, hemorrhage and of course pain. The stimulation prepares the body for critical situations. It leads to physiological reactions such as pupil widening, increase of heart rate and blood pressure (leading to better blood flow in the main organs) and contraction of skin vessels (to decrease blood loss in case of injury). Generally speaking the human body is being prepared for "fight or flight" [162]. The qualitative aspects of surgical stress response interesting for our model are qualitatively summarized in figure 3.9. These facts may be for example derived from physiology textbooks like [145, 96, 162].

Concerning the hemodynamics the sympathetic system triggers a neural and a humoral reaction. The neural reaction of sympathetic activity leads to norepinephrine release from the associated nerve endings into the synaptic cleft (the space between the nerve endings and the effector cells) and the released transmitter then activates specific adrenoceptors located in the membrane of the postsynaptic effector cell producing the characteristic response of the effector organ. The sympathetic activity further leads to epinephrine and norepinephrine release from the adrenal medulla which is under direct sympathetic control of the central nervous system (CNS) (see e.g. [207]). These hormones are discharged into the blood stream and exert their effects when they are carried to the effector cells.

With respect to our work the changes in cardiac output and peripheral resistance are of interest. In the following sections the different aspects of the sympathetic response will be discussed.

3.2.4 The neuronal reaction

The details concerning the neural activity discussed in this section are illustrated in figure 3.10. General references describing the mechanisms of adrenergic neurons are [70, 365, 96].

At adrenergic nerve endings norepinephrine is synthesized and stored in vesicles. The arriving nerve impulses trigger the release of norepinephrine in the synaptic cleft through exocytosis, i.e. fusion of the vesicle with the cell membrane in such a way that the vesicle interior becomes continuous with the extracellular space. The release in the individual nerve ending is thus quantized. But the average amount of norepinephrine released increases linearly proportional to the logarithm of the frequency of arriving nerve impulses [215]. Upon release norepinephrine diffuses across the synaptic cleft to the effector cell where the stimulation of receptors leads to the cell specific response. There are different adrenergic receptors (α, β) invoking the different cell responses as will be discussed in section 3.2.6.
Figure 3.9: Qualitative description of the physiology of how surgical stimulation affect MAP. A stimulus propagates through the nervous system from the origin of the stimulation to the CNS followed by a stimulation of the sympathetic system. The sympathetic nervous system evokes a neuronal and humoral reaction which causes specific reactions of effector cells. The hemodynamic reactions of importance are changes in peripheral resistance and cardiac output ($CO$).
As soon as the neuronal reaction is terminated there is a rapid decrease of norepinephrine in the sympathetic cleft due to a very fast absorption of epinephrine by the nerve ending. That is 90% of released norepinephrine is reabsorbed by the nerve ending [363, 96] where it is either restored in vesicles or inactivated by monamine oxidase (MAO). This ensures the locally restricted action of synaptic NE. A second mechanism of deactivation is the destruction of norepinephrine molecules not recaptured and that are metabolized by the enzyme catechol-o-methyl-transferase (COMT) [96]. Finally some of the released norepinephrine diffuses into the blood vessels. This phenomenon is referred to as “spill over”.

The release and re-uptake of norepinephrine in the nerve ending is modulated by several local mechanisms. Epinephrine positively influences norepinephrine release via stimulation of $\beta_2$ receptors at the nerve ending [339, 444]. Stimulation of $\alpha_2$ receptors at the nerve ending by synaptic norepinephrine acts as a negative feedback on the norepinephrine release [70, 365].

Figure 3.10: Schematic drawing of the details of adrenergic transmission. Similar representations can be found in several texts like [70, 145, 96].

3.2.5 The humoral reaction

The adrenal medulla synthesizes and stores the catecholamines E and NE. Analogously to the situation in nerve endings the storage is in vesicles at a ratio of 4:1. The adrenal medulla is under direct sympathetic control [484, 207] receiving direct innervation from preganglionic fibers [96]. Sympathetic activity causes the discharge of E and NE into the venous blood [471]. The ratio of E and NE released is not fixed and the release can be modulated by other drugs [471, 484].
From the adrenal medulla these catecholamines first pass through the lung and then through the periphery. Both have the ability to uptake and store catecholamines [471].

Physiologically the lung is not just responsible for gas exchange. In addition it performs important metabolic functions [139, 49]. With respect to the catecholamines it is of importance that the lung removes about 35% of the traversing NE while E passes unaffected [176, 471]. Responsible for the elimination are the endothelial cells (cf. figure 3.5) through transcellular transport and subsequent metabolization by MAO [49].

The passage through the vascular bed finally removes more than 80% of the circulation E and NE [176, 471]. There are several mechanisms responsible for this rapid removal. First there is the uptake by sympathetic nerve fibers. [176, 471] reasons that this only accounts for a small part of the removal and that the gross amount is removed by uptake and metabolization in other cells (smooth muscle cells [471] or erythrocytes [141] and others). Finally there is some evidence that the clearance is decreased under normal levels of anesthesia [108].

### 3.2.6 Receptors

The interaction of catecholamines and the effector cells occurs by means of adrenergic receptors. Of importance for the cardiovascular effects of E and NE are α and β-receptors [496] among which α1, α2, β1, β2 receptors may be distinguished. α1 and β1 are excitatory while α2 and β2 are inhibitory [96]. For our work we only need to discuss the qualitative and quantitative effects of receptor stimulation. Readers interested in the physiological details are referred to the specific literature, e.g. [239, 53, 371, 6].

The response to E or NE of depends on:

- the site (organ) where the receptor is located
- the sensitivity of a receptor to either hormone
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For example stimulation of cardiac $\beta_1$-receptors causes an increase in heart rate [496] while $\beta_2$-stimulation in the peripheral vascular beds causes vasodilation [496]. And E possesses $\alpha_1$- and $\beta$-adrenergic activity while NE possesses $\alpha$- and $\beta_1$-adrenergic activity. The effect of $\alpha$ and $\beta$ receptor stimulation on different organs is summarized in table 3.1.

The net effect of synaptic or circulatory E or NE on an effector organ consequently depends on:

- the amount of E and NE present at the site
- the number of receptors of a certain type [363, 496].

This leads to qualitatively different responses for E and NE.

3.2.7 Autoregulation Mechanisms

There are several autoregulation mechanisms for control of circulation. A detailed physiological discussion may be found in [117]. A brief and more engineering oriented summary of the different mechanisms may be found for example in [194] and a nice illustration is given in [92] (pg. 8). The reference [194] also provides information on the effectiveness (reaction time and gain) of the different control mechanisms. The most important ones are briefly summarized here:

- The **baro reflex** is the fastest and a very strong autoregulation [194]. It is for example responsible for a fast blood pressure increase when rising from horizontal position. It is also the probably best studied and well modeled mechanism [25, 26, 10, 24, 378, 87, 17, 118, 86]. Increase of arterial pressure excites stretch receptors located in carotid sinuses and the wall of the aortic arch [162]. There is evidence that different types of receptors exist [378]. Type I receptors are sensitive to changes in the mean and type II receptors are sensitive to the derivative of the pulse wave. The receptor signals trigger the response of the parasympathetic part of the autonomous nervous system [162] with a subsequent reduction of $CO$ via decrease in $HR$. If arterial pressure falls below normal this mechanisms operates in reverse.

- The **chemo reflex** regulation mechanism is somewhat slower and weaker than the baro reflex [194]. It is triggered when pressure falls to reasonably low values (< 80mmHg) [194]. If blood pressure falls to such values chemoreceptor cells do not receive enough oxygen and accumulate carbon dioxide. These changes in gas concentrations cause the chemo sensitive cells to transmit signals to the brain which in turn leads to an increase in cardiac activity and peripheral vaso constriction.

- The **central nervous system ischemic response** is again somewhat slower (response time on the order of several 10 seconds) but very potent [194]. It is activated at very low values of arterial pressure (especially below 40mmHg) through direct excitation of the vasomotor center of the CNS. It also leads to increase of cardiac activity and peripheral vaso constriction. It’s main purpose is to ensure adequate perfusion of the CNS.
• The stress relaxation of the circulation is considerably slower (response times of several 10 min) and also less potent than the previously mentioned [194]. This mechanism is local and causes vessels to stretch when blood pressure increases.

• There are further auto regulation mechanisms [194] which either are much slower or less potent than the ones described so far and which therefore will not be discussed here.

Not all of these auto regulation mechanisms have been studied under anesthesia. The baro reflex has and [249] quantifies how the baroreflex is decreased during Isoflurane anesthesia. [471] finds that circulating catecholamines appear to have no effect on the baro reflex.

3.3 Physiology based nonlinear local grey box model

We are now ready to develop the mathematical model for the combination of volatile anesthetics, surgical stimulations and mean arterial pressure as shown in figure 3.1. In this context mathematical model means a description in terms of differential equations. The model equations are physiologically motivated. Since in some cases just phenomena are modeled it is not a true first principles model. On the other hand it is also not a complete black box, because of the physiological interpretation of most of the parameters. It will thus be referred to as a grey box model.

Something else must be kept in mind when building, identifying and validating models. A model is always an abstraction of reality. Its purpose is to describe and predict certain aspects of interest of reality while other aspects are neglected. Thus there does not exist a “true” model. And model quality can only be assessed with respect to the purpose of the model. This facts is probably best captured by the phrase “as simple as possible but as complex as necessary”. Some discussion along this line is provided in [35] concerning models in anesthesia. General texts on physiological modeling are [171, 225, 460, 396, 93].

The central aspect of the model is a circulation model describing the hemodynamics (see figure 3.11). Static pharmacodynamic equations describe the effect of anesthetics and the stimulations on the circulation model. Pharmacokinetics then define the time evolution of anesthetic concentrations (see figure 3.13) and sympathetic activity (see figure 3.17). Finally, the equations accounting for the respirator dynamics are added.

As pointed out in the introduction this model is a refined version of the model used by Derighetti in his thesis [111]. The structure of PK of volatile anesthetics are unchanged but some parameters were adjusted. For the hemodynamic model, however, an important modification is made by consistently including the sympathomimetic effect of Isoflurane. The PK/PD of the stress response model are built on the same ideas but otherwise the model is completely changed. The respirator dynamics at last are described by a model of lower order than Derighetti’s.
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<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>myocard (heart muscle)</td>
</tr>
<tr>
<td>2</td>
<td>brain gray matter</td>
</tr>
<tr>
<td>3</td>
<td>brain white matter</td>
</tr>
<tr>
<td>4</td>
<td>well perfused organs</td>
</tr>
<tr>
<td>5</td>
<td>poorly perfused organs</td>
</tr>
<tr>
<td>6</td>
<td>splanchnicus (stomach, intestine)</td>
</tr>
<tr>
<td>7</td>
<td>skeletal muscle</td>
</tr>
<tr>
<td>8</td>
<td>fat</td>
</tr>
<tr>
<td>9</td>
<td>skin shunt</td>
</tr>
<tr>
<td>L</td>
<td>lung</td>
</tr>
<tr>
<td>A</td>
<td>arterial system</td>
</tr>
<tr>
<td>V</td>
<td>venous system</td>
</tr>
</tbody>
</table>

Table 3.2: List of the different compartments

3.3.1 The hemodynamics (circulation model)

The circulation model (figure 3.11) is used to model the hemodynamics. It describes the blood flows in all different compartments and their relation to MAP and CO. The average blood flowing out from the heart (i.e. the cardiac output denoted by CO) is distributed among different parts of the body (referred to as compartments). The different compartments considered in this model are listed in table 3.2. Each of these compartments exhibits a certain conductance to blood flow denoted by \( g_i \). MAP, CO and \( g_i \) are now related analogously to voltage \( U \), current \( I \), and conductance \( G \) in Ohm's electrical law:

\[
MAP(t) = \frac{CO(t)}{\sum_{i=1}^{9} g_i(t)}.
\]  

(3.10)

This equation suggests that \( CO(t) \) and the \( g_i(t) \) must be measurable for the continuous computation of \( MAP(t) \). Although they are not the equation is not useless. If it is possible to compute \( CO(t) \) and the \( g_i(t) \) from secondary variables equation (3.10) might still be used to compute \( MAP(t) \). The dependence of \( CO(t) \) and the \( g_i(t) \) from other variables is discussed in the next sections.

3.3.2 Modeling the auto regulation

In section 3.2.7 we have listed the various blood pressure auto regulation mechanisms. Taking all of these into account would over complicate the final model and we thus make the following simplifying assumptions:

A-1 The auto regulation of blood pressure can be modeled as a single mechanism. This assumption seems justified since closed loop identification of the baro reflex as performed e.g. in [10] is not able to distinguish between the effects of the different mechanisms and that
Figure 3.11: The circulation model models the hemodynamics. The variable $CO$ denotes cardiac output and the $g_i$ denote conductivities.

Thus these experimental models include the effects of all mechanisms. This is also implied e.g. by [25] where all neural regulation effects are allocated into one transfer block. This basically amounts to modeling the most dominant i.e. the baro reflex and neglecting the less effective ones.

A-2 The auto regulation does not interfere with the sympathetic nervous system. According to [194, 162] the baro reflex works via invocation of the parasympathetic system.

This feedback acts decreasingly on $CO$ via the heart rate in response to deviations of $MAP$ from its base line as shown in figure 3.12. In the literature the baro reflex response has often been identified as a linear transfer function [25, 509, 10, 24, 457, 328, 17, 86] which shows mainly first order behavior [25, 509, 10]. Some scepticism towards a linear baro reflex model might arise at this point. Note, however, that there is evidence that local feedback mechanisms seem to have linearizing effects on the baro reflex [464].

The gain is usually expressed in $k_{BR} = \frac{ms}{mmHg}$. That is, it expresses by how many $ms$ the heart period is prolonged per $mmHg$ of change in blood pressure. Consequently the baro reflex is modeled equation wise through

$$CO(t) = \frac{CO_0}{1 + k_{BR}HR_0r_b}$$

(3.11)

and

$$\dot{r}_b(t) = \frac{1}{\tau_{BR}} (\Delta MAP(t) - r_b) = \frac{1}{\tau_{BR}} (MAP(t) - MAP_0 - r_b)$$

(3.12)

where $k_{BR}$ denotes the baro reflex gain, $\tau_{BR}$ denotes the time constant of the reflex, and $r_b$ denotes the associated state. Note that equation (3.12) implies $[r_b] = mmHg$. 
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Figure 3.12: Schematic drawing of the blood pressure auto regulation mechanism.

Equation (3.11) is derived as follows

\[
CO(r_b) = SV \cdot HR(r_b) = \frac{SV}{T_0 + \Delta T(r_b)} = \frac{SV}{T_0 + k_{BR}r_b} = \frac{SV}{T_0(1 + \frac{1}{T_0}k_{BR}r_b)}
\]

\[
= \frac{CO_0}{1 + k_{BR}HR_0r_b}
\]

where \(T_0\) denotes the nominal heart rate period.

3.3.3 The pharmacodynamics

The pharmacodynamic relations describe how cardiac output \(CO\) and the compartmental conductances \(g_i\) change as functions of other underlying variables. It is through the time dependence of these underlying variables that the time dependence of \(CO(t)\) and \(g_i(t)\) are induced. Following the physiological facts described in section 3.2 three components need to be considered, these are the effects of the anesthetic agent, of the neural activity, and of the humoral activity. In establishing these PD relations the following assumptions were made:

A-3 The humoral component of the stress response can be modeled through the \(E\) concentration only. This assumption is based on the following observations. First, Cryer [102] studied \(E\) and \(NE\) plasma concentrations under different physiological and pathophysiological conditions. He finds that plasma \(NE\) concentrations during surgery are far below plasma concentrations required to produce measurable hemodynamic effects. Plasma \(E\) concentrations are in a range, however, where they produce measurable hemodynamic effects. Second, [471] suggests that \(NE\) has little significance as a circulating hormone. Consequently, also the spill over from synaptic cleft into blood vessels is neglected since this only influences the \(NE\) concentrations in the plasma. Note, however, that there might be other vasoactive substances involved with the body stress response (see e.g. [484]) which would need to be subsumed in that humoral component.
**A-4** The pharmacodynamic effects of the stress factors and of anesthetics are additive. This assumption basically says that volatile anesthetics do not interact with the receptors that are stimulated by E and NE. This assumption is supported by a study of Zbinden et al. [519] where the authors study the hemodynamic response to different noxious stimuli and where they find that "Isoflurane used as a sole agent depresses pre-stimulation blood pressure, but the blood pressure response per se to stimulation is virtually concentration independent".

**A-5** The pharmacodynamic effects of the neural and the humoral component may also be described by affine functions. This implies that the amount of receptors stimulated at the effector cells and the subsequent response of the cells is proportional to the concentration of E or NE present at the site. This assumption does certainly not hold in general since the activation of receptors usually exhibits saturation effects at high concentrations in the form of the Michaelis-Menten-kinetic [445] or a Hill [460] equation. However, studies such as [102] suggest that plasma epinephrine and norepinephrine concentrations during anesthesia are still low compared to plasma concentration during heavy exercise or under pathological conditions. Note that this corresponds to an implicit linearization of the above mentioned nonlinear relations. The use of linearizations is only justified since the concentrations are far below the saturating concentrations.

**A-6** The pharmacodynamic effects of the volatile anesthetics may be described by affine functions [524].

**A-7** There is no adaption to anesthetic agent, circulating E or neural activity. This means that the PD relations do not change over time.

With these assumptions we get the following pharmacodynamic equations for the compartmental conductance and the cardiac output:

\[
g_i = g_{i,0} (1 + \beta_i p_i + \gamma_i c_P + \kappa_i n) \\
CO = CO_0 (1 + \alpha_1 p_1 + \alpha_3 p_A + \alpha_4 c_P + \alpha_6 n)
\]

In these equations \(CO_0\) and \(g_{i,0}\) denote the initial values for \(CO\) and \(g_i\) without surgical stimulation and anesthetic agent. This implies that the E concentrations \(c(t)\) and the neural activity \(n(t)\) are to be understood as deviations from a base line. \(p_i\) denotes the partial pressure of anesthetic agent in the corresponding compartment, \(c_P\) denotes the E concentration in the periphery, and \(n\) denotes the neural sympathetic activity. Note that the PD coefficients \(\alpha_i\) and \(\beta_i\) must not be confused with the \(\alpha\)- and \(\beta\)-receptors described in section 3.2.6.

The conductance \(g_i\) of a certain compartment is according to equation 3.15 depending on the partial pressure of volatile anesthetics in the compartment \(p_i\), the peripheral E concentration \(c_P\), and the neural activity \(n\). The neural and the humoral activity are fast messaging systems whose activities are activated and deactivated equally rapidly in all regions of the body. In contrast different body regions exhibit very different capabilities in taking up and storing volatile anesthetics. Thus, while the time evolution of the partial pressure of volatile anesthetics are modeled separately for every compartment the E concentration and the neural activity are modeled as being equal in all the compartments. For more details about the PK model of \(n\) and \(c_P\) it is
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referred to sections 3.3.5 and 3.3.6 as well as figure 3.17. The different factors $\beta_i$, $\gamma_i$, and $\kappa_i$ account for the compartment specific strength of the response.

The pharmacodynamic equation for the cardiac output 3.14 has four influencing terms. The anesthetic partial pressure in the heart ($p_1$), the arterial partial pressure ($p_A$), the peripheral E concentration ($c_P$), and the neural activity ($n$). The original Halothane model by Zwart et al [524] proposed three influencing anesthetic partial pressure terms, that is those in the heart, in the brain, and in the arterial blood. The influence of the anesthetic partial pressure in the heart represents the direct effect of the anesthetic on the contractility of the myocardial fibers [290]. The influence of the brain partial pressure represents the sympatho mimetic effect exhibited by some anesthetics [483]. The influence of the arterial partial pressure might be explained by effects as a result of the direct contact of myocardial tissue and arterial blood in the heart chambers. The model used by Derighetti [111] was extended by Derighetti et al [112] with neural and humoral components to

$$ CO = CO_0 \left(1 + a_1 p_1 + a_2 p_2 \right) + a_3 p_A + a_4 c_E \right) + a_5 c_{NE} + a_6 n \right). $$ (3.16)

This modification resulted from the modeling of surgical stimulations. The influence of neural activity represents the effects of sympathetic activity. And the two humoral components represent the effects excreted by the circulating E and NE released from the adrenal medulla.

The arguments for simplifying equation (3.16) to (3.14) are as follows. First, by assumption A-3 circulating NE is neglected. Second, the sympatho mimetic effect should for consistency be included in the neural (sympathetic) activity.

The time evolution of these individual influencing terms will now be discussed in the following sections.

3.3.4 Uptake and distribution of volatile anesthetics

In this section the model for uptake and distribution of anesthetics will be introduced. It is a one to one translation of the model for Halothane by Zwart et al. [524] to Isoflurane. The only change is an additional output representing the endtidal concentration measurements. This output will be modeled following [489] which is slightly different from how it was modeled by Derighetti [111]. In view of figure 3.2 this model describes the anesthetic's part of the patient block where the inspiratory concentration ($c_{insp}$) represents the system input and the endtidal concentration ($c_{endt}$) represents the system output. For the model we will use the following convention concerning concentrations and partial pressures. If it is referred to a measurement provided by the patient monitor (e.g. $c_{insp}$ or $c_{endt}$) it is done in terms of a concentration. To the state variables inside of the body we will refer to in terms of partial pressures. We do this since the governing forces are the partial pressures while measurements are usually displayed in terms of concentrations. In deriving this part of the model the following assumptions are made.

A-8 The model can be realized with a finite number of compartments. It is common practice in physiological modeling to lump different organs and group of organs together that have
Figure 3.13: The physiological model describes uptake and distribution of volatile anesthetics. The variables $p_i$ denote drug concentrations, the $q_i$ denote blood flows and $l_s$ denotes the lung shunt (i.e. blood that passes the lung unaffected).

similar properties with respect to the phenomenon to be modeled. This implies that there is complete mixing in the capillary bed and the exchange between capillary blood and tissue is rapid enough so that blood and tissue volume can be lumped (see [74, 225, 460, 93] for a more fundamental discussion of compartmental modeling). The list of compartments chosen here is given in 3.2 and their interconnection is shown in figure 3.13.

A-9 Ventilation and blood flow can be described as nonpulsatile phenomena since equilibration times are large compared to cardiac and respiratory cycles. This assumption is standard in compartmental modeling. Consequently the input and output signals $(c_{\text{insp}}, c_{\text{endt}})$ are modeled continuously also. In reality however, inspired and endtidal concentration measurements are sampled from a continuous curve at discrete time instances as shown in figure 3.14. That is, the monitor is continuously sampling gas from the Y-piece at the patients mouth and it thus analyses a continuous gas stream representing the inspiratory phase as well as expiratory phase. The inspiratory concentration measurement $(c_{\text{insp}})$ represents the concentration during the inspiratory phase and the endtidal concentration measurement represents the concentration at the end of the expiration phase. The input and output signals $c_{\text{insp}}(t)$ and $c_{\text{endt}}(t)$ may then be viewed as the continuations of the discrete time signals $c_{\text{insp}}(k)$ and $c_{\text{endt}}(k)$.

A-10 Transportation times can be neglected. Recall figure 3.7 which illustrates the fact that blood flow velocity is relatively high in the connecting part of the vascular system. In addition Mapleson showed in [299] that an arterial pool compartment accounts well for the transportation delay which justifies this assumption.
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Figure 3.14: Although inspiratory and endtidal concentrations are values valid at discrete time instances they are modeled like continuous signals.

A-11 Ventilation is kept constant. Although not always true in practice this assumption at least holds over long time intervals since ventilation parameters are adjusted not very frequently. In this model alveolar ventilation would need to be adjusted in this case. Note also, that this aspect needs especially be taken into account when running an automatic CO₂ controller in parallel which frequently adjusts ventilation parameters.

A-12 There is no other way of exchange between different compartments than transport by the blood.

A-13 Equilibration within a compartment is instantaneous. This assumption is common when deriving pharmacokinetic models and is also referred to as "well mixedness" assumption [93].

A-14 The inhalation agent is not metabolized. This assumption is justified because Isoflurane is only marginally metabolized (≈ 3%) [100].

Each compartment consists of a tissue part and a blood part (see figure 3.15). Anesthetics enter the compartment with the blood steam and partial pressure $p_A$. The blood and the tissue part of the compartment instantaneously equilibrate so that blood leaves the compartment with the compartmental partial pressure $p_t$. 
Figure 3.15: The model for a normal tissue compartment consists of a blood part and a tissue part with volumes $V_{i,b}$ and $V_{i,t}$ respectively. Each part has different solubility $\lambda_b$ and $\lambda_t$ but (by assumption 13) the same drug concentration.

This description leads to the following equation for the evolution of anesthetic partial pressure in a normal body compartment [524] (indices 1 to 9):

$$\dot{p}_i(t) = \frac{\lambda_b q_i(t)}{\lambda_b V_{i,b} + \lambda_t V_{i,t}} [p_A(t) - p_i(t)].$$

(3.17)

In this equation $q_i(t)$ denotes the blood flow through the compartment, $V_{i,b}$ and $V_{i,t}$ denote blood and tissue volume and $\lambda_b$ and $\lambda_t$ denote the corresponding solubilities. The flow $q_i(t)$ is governed by

$$q_i(t) = g_i(t) MAP(t).$$

(3.18)

The lung compartment has a slightly different structure. There is in addition to the blood and tissue volumes the functional residual capacity that has to be taken into account and there is a second way (besides transportation with the blood) how anesthetics can enter the compartment. This leads to the equation [524]:

$$\dot{p}_{L}(t) = \frac{1}{\lambda_b V_{i,b} + \lambda_t V_{i,t} + V_{FRC}} \left\{ \lambda_b q_{L}(t) [p_V(t) - p_{L}(t)] + q_{AV}(t) [p_{insp}(t) - p_{L}(t)] \right\}$$

(3.19)

where $q_{AV}(t)$ denotes the alveolar ventilation given by equation (3.8).

Arterial and venous compartments differ from the normal compartments in the balance equations since there are different streams that enter and leave the compartment. The equations are:

$$p_A(t) = \frac{\lambda_b CO(t)}{\lambda_b V_{i,b} + \lambda_A V_{A,t}} [p_V(t)ls + p_L(1 - ls) - p_A(t)]$$

(3.20)

$$p_V(t) = \frac{\lambda_b}{\lambda_b V_{i,b} + \lambda_t V_{i,t}} \left[ \sum_{i=1}^{9} q_i(t)p_i(t) - CO(t)p_V(t) \right]$$

(3.21)

where $ls$ the lung shunt, that is the portion of $CO$ which passes the lung without participating in gas exchange. The different contributions to the shunt have been discussed with figure 3.6.

It remains to state the output equation for the endtidal concentration measurement which is following [489]

$$p_{endt}(t) = \frac{V_{AD}}{V_A} p_{insp}(t) + (1 - \frac{V_{AD}}{V_A}) p_L(t)$$

(3.22)
where \( V_{AD} \) denotes the alveolar dead space and \( V_A \) denotes the total alveolar space. For an intuitive understanding of this equation consider the partitioning of the tidal volume during expiration according to figure 3.16. Of the total tidal volume (\( V_T \)) a portion filled the anatomic dead space (\( V_D \)). This gas did not participate in gas exchange which exclusively occurs in the alveoli. The composition of this gas remains therefore unchanged. This gas leaves the lung at the beginning of the expiration phase and contains anesthetic still at the partial pressure \( p_{insp} \). The remaining portion of \( V_T \) (\( V_A \)) reaches the alveoli. There it equilibrates with resident gas of the functional residual capacity (\( V_{FRC} \)). Of the total number of alveoli a certain fraction does not participate in gas exchange. They form the alveolar dead space (see section 3.2.2). The gas composition is assumed not to change. In those alveoli that do participate in gas exchange equilibration between gas, tissue and blood occurs. That is the anesthetic partial pressure reaches \( p_L \). Now at the end of the expiration phase the alveolar gas leaves the lung. This gas is a mixture of gas from the alveoli that did participate in gas exchange and from alveoli that did not. Consequently the endtidal concentration is a combination of \( p_{insp} \) and \( p_L \) weighted with the respective volumes \( V_A - V_{AD} \) and \( V_{AD} \), respectively.

Derighetti modeled the endtidal partial pressure with

\[
p_{endr}(t) = K_s p_{insp}(t) + p_L(t)
\]  

(3.23)

where \( K_s \) is postulated as a gas shunt, i.e. “gas amount that will not be mixed in the lung and flows directly into the endtidal path” [111]. No physiological interpretation for \( K_s \) is given, however.

3.3.5 The neuronal activity

At the very fine scale of the single neuron and the single synaptic cleft the neural activity is a quantized process. To simplify the respective model we make the assumption:
A-15 The neural activity can be modeled as a continuous process where the dominating dynamic element results in a first order linear process. The continuous process assumption is based on the fact that numerous neurons are involved to achieve a certain effect so that the average firing rate of the whole ensemble of neurons is quasi continuous. The first order process assumption seems arbitrary. It will be, however, justified by the experiments to be presented in section 3.6.2.

Further simplifications are made by assuming that:

A-16 The modulating effects of the circulating plasma catecholamines on the neural activity are neglected.

A-17 The effects of surgical stimulations and anesthetics (sympatho mimetic effect) are additive.

Under these assumptions the dynamics of the neural activity \( n(t) \) are given by equation 3.24.

\[
\tau_n \dot{n}(t) = -n(t) + f_n \left[ \tilde{d}_s(t - T_n) \right] + \tilde{\alpha}_2 p_2 \quad (3.24)
\]

The response of an effector cell at the nerve ending depends on the amount of NE in the cleft. The variable \( n(t) \) could therefore be interpreted as the mean NE concentration in the ensemble of synaptic clefts. This approach was taken by Derighetti [111]. However, this concentration has never been measured. In addition, it is not certain, whether indeed the synaptic cleft is determining the observed first order dynamic. The variable \( n(t) \) is thus to some extent hypothetical. In view of this we prefer not to assign units to \( n(t) \), i.e. \([n(t)] = [-]\). \( \tau_n \) describes the activation time constant of the neural activity. The surgical stimulation is denoted by \( \tilde{d}_s \) and the time required for the nerve signal to travel through the nervous system is denoted by \( T_n \). Finally, \( f_n(\cdot) \) is a possibly nonlinear function relating the stimulation and neural activity. It accounts among others for the logarithmic relation between NE release and the firing rate [215]. \( \tilde{d}_s \) is an unknown and unmeasurable disturbance input. The quantity \( f_n[\tilde{d}_s(t - T_n)] \) is therefore also unknown and it is also not measurable. Both \( \tilde{d}_s \) and \( f_n[\tilde{d}_s(t - T_n)] \) may thus equally well serve as disturbance input for the model. For simplicity we let \( \tilde{d}_s = f_n[\tilde{d}_s(t - T_n)] \) represent the disturbance input.

3.3.6 The release and distribution of the catecholamines

In an earlier model [112] the distribution of catecholamines E and NE was modeled utilizing the same 12 compartments as those listed in table 3.2 for the volatile anesthetic. However, while anesthetics are taken up and stored by tissue no such storage happens for catecholamines. The circulating catecholamines NE and E might be viewed as a broadcast messaging system. They are released form the adrenal medulla selectively pass the lung and are almost completely removed by the periphery [471]. We thus make the following simplifying assumption:
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Figure 3.17: The physiological model for the pharmacokinetics related to surgical stimulations.

A-18 The kinetics of $E$ can be modeled by means of two compartments - the lung and the periphery. Although there is no elimination of $E$ from the lung it still introduces a lag which will be modeled by a compartment in the general sense.

A-19 Metabolism by enzymes is usually governed by a Michaelis-Menten-model (see e.g. [445]). However, applying the arguments used with assumption A-5 we will replace the nonlinear kinetic with a linear intrinsic clearance.

A-20 The concentration is uniform on the venous side from right atrium to pulmonary arterial and on the arterial side from pulmonary vein to arterial tree. This assumption is also made by Mari for the insulin model [301, 302] and it simplifies our model by eliminating the arterial and venous compartment. The assumption may be justified further by noting that the time the blood spends in the large arteries and veins is small compared to the time spent in the peripheral parts of the body. In the model for the circulation of the volatile anesthetics in section 3.3.4, the venous and arterial compartments mainly served to combine the individual blood streams after lung and periphery respectively.

A further assumption is:

A-21 The release of $E$ from the adrenal medulla into the venous pool is proportional to the neural activity $n(t)$.

With the above assumptions we are left with two compartments as shown in figure 3.17 that is the lung and a combined peripheral compartment. Note that the same structure is for example used in [301, 302] to model glucose kinetics.

The dynamic equations for the concentration of $E$ may be written:

$$\dot{c}_L(t) = \frac{CO(t)}{V_L} \left[ c_P(t) - c_L(t) \right] + \frac{k_{AM}}{V_L} n(t)$$  \hspace{1cm} (3.25)


\[ \dot{c}_P(t) = \frac{CO(t)}{V_P} \left[ c_L(t) - c_P(t) \right] - k_E c_P \]  

(3.26)

Where \( c_L(t) \) and \( c_P(t) \) denote the E concentration in the lung and peripheral compartment respectively. \( V_L \) and \( V_P \) denote the corresponding distribution volumes. And \( k_E \) models the linear intrinsic clearance in the periphery compartment (A-19).

### 3.4 Modeling the respiratory system

According to figure 3.18 the term “respiratory system” refers to the actual ventilator device plus all the connecting tubes and other external elements that need to be considered when deriving the mathematical relationship between inspiratory anesthetic concentration (\( c_{insp} \)), the vapor position which is proportional to \( c_{vap} \) and the endtidal concentration (\( c_{endt} \)). Figure 3.18 depicts this setup schematically. For a more detailed description one might consult the manual [125].

It operates as follows. The piston is moving the gas mixture in and out of the lung according to the
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<table>
<thead>
<tr>
<th>anesthesia technique</th>
<th>flow</th>
<th>typical compositions</th>
</tr>
</thead>
<tbody>
<tr>
<td>minimal flow</td>
<td>0.5 l/min</td>
<td>(O_2: 0.3) l/min, (N_2O: 0.2) l/min</td>
</tr>
<tr>
<td>low flow</td>
<td>1 l/min</td>
<td>(O_2: 0.5) l/min, (N_2O: 0.5) l/min</td>
</tr>
<tr>
<td>high flow</td>
<td>(\geq 4) l/min</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3.3: Anesthesia techniques defined based on the total fresh gas flow taken from [31].

desired respiration frequency. With the specific location of direction valves the air flows through the upper branch during inspiration and it flows through the lower branch during expiration. Thus if there was no external supply or no exhaust the gas mixture would circulate in this loop built by pump, lung and the two connecting branches of tubes.

With every breath a fraction of the \(O_2\) in the inspired air is replaced by \(CO_2\) and is subsequently removed when passing through the \(CO_2\)-absorber located in the inspiration branch. In addition there is a net uptake of volatile anesthetic agents. A fresh gas stream entering on the inspiratory branch compensates for this consumption of volume. At steady state of an oxygen/nitrous oxide anesthesia this consumption is about 0.38 l/min [31]. It is roughly 0.25 l/min of \(O_2\) and the rest is \(N_2O\) [31]. Depending on the total fresh gas flow different anesthesia regimes are distinguished which are summarized in table 3.3. The excessive gas is exhausted from the expiration branch through valve \(V_2\) which is open in the expiration phase. Clearly the larger the fresh gas flow the more is replaced every time unit and the faster the reaction to composition changes of the fresh gas. When working with low and minimal flow as in our case the dynamics associated with the respiratory circuit become important and must thus be included in a model for controller design.

In his thesis Derighetti [111] developed two different models for the respiratory circuit. The first takes into account various nonlinearities as well as any state (pressure) dependent switching of valves. The resulting differential equations for this nonlinear hybrid system are very stiff and can only be treated with specialized simulation software. The model may serve to study certain circuit configurations but it is too complex for controller design. Derighetti also derived a simplified model that neglects the pressure dynamics and models only mass transport. It is, however, still of order 8. In this section we propose a first order model derived from average mass balances. The main difference to Derighetti’s model is that pure time delays resulting from transportation are neglected. In his model [111, 113] he includes such delays for the transport of the gas to the ventilator, from the ventilator to the patient, and from the patient back to the ventilator. The consequences of these simplifications are discussed in section 3.9.

The main simplifying assumption for is

A-22 The respiration circuit may be modeled by a single storage volume. This amounts to lumping all volumes of the circuit (pump, tubes, absorber, …) into one single volume and assume an average anesthetic partial pressure. For this volume the ‘well stirredness’ assumption might seem unjustified. However, since both valves \(V_1\) and \(V_2\) are only open during expiration phase a partial mixing of expired gas and fresh gas is achieved. In addition, the comparison with the model derived by Derighetti which attempts to model also the recirculation revealed small enough differences.
The mass balance yields the following equation for the partial pressure in this lumped respiratory circuit volume:

\[ V_R \frac{\partial p_R(t)}{\partial t} = FFp_{vap}(t) + f_R(V_T - V_D - V_{AD})[p_L(t) - p_R(t)] - (FF - Q_\Delta) \left[ \frac{V_{AD}}{V_A} p_{insp} + (1 - \frac{V_{AD}}{V_A}) p_L \right] \tag{3.27} \]

The terms of this equation have the following interpretation. With \( p_R(t) \) denoting the average anesthetic partial pressure in the respiratory circuit, \( \frac{\partial p_R(t)}{\partial t} \) represents the change of mass of anesthetics in the circuit. With \( FF \) denoting the fresh gas flow, \( FFp_{vap}(t) \) represents the anesthetic delivered with the fresh gas stream. The term \( f_R(V_T - V_D - V_{AD})[p_L(t) - p_R(t)] = q_{AV}(t)[p_{insp}(t) - p_L(t)] \) \( \tag{3.28} \)
denotes the net transfer of anesthetics to the patient. For interpretation of the right hand side recall figure 3.16. The last term accounts for the exhausted anesthetics. The net flow exhausted is given by \( (FF - Q_\Delta) \) where \( Q_\Delta \) denotes the net uptake. The exhausted mixture carries anesthetic gas with partial pressure \( p_{endt} \). It is so since in the early phase of expiration the piston is pulling the dead space so that during the time when \( V_2 \) is open a portion of the alveolar mixture is exhausted.

With the simplification of modeling an average partial pressure in the respiratory system we have

\[ p_{insp}(t) = p_R(t). \tag{3.29} \]

To comply with figure 3.2 equation (3.27) may also be written as

\[ \frac{\partial p_R(t)}{\partial t} = -\frac{f_RV_A}{V_R} p_R(t) + \frac{FF}{V_R} p_{vap}(t) + \frac{1}{V_R} (FF - Q_\Delta + f_RV_A) p_{endt}(t). \tag{3.30} \]

### 3.5 The Summarized Model

In this short section we summarize all the equations required to describe the relation in the MIMO system depicted in figure 3.1. We also list all the parameters required for the complete characterization of the system. This list of parameters will then serve as the starting point for the parameter determination in section 3.6.

We will utilize the general description for nonlinear systems i.e.

\[ \dot{x}(t) = f(x(t), u(t)) \]
\[ y(t) = h(x(t), u(t)) \tag{3.31} \]

where the inputs and their units are

\[ u(t) = \begin{bmatrix} c_{vap}(t) \\ d_e(t) \end{bmatrix} \tag{3.32} \]
the outputs and their units are

\[ y(t) = \begin{bmatrix} c_{\text{insp}}(t) \\ c_{\text{endt}}(t) \\ MAP(t) \end{bmatrix} \quad [\%] \quad [\%] \quad [\text{mmHg}] \] (3.33)

and the states and their units are

\[ x^T(t) = \begin{bmatrix} p_R(t) \\ p_1(t) \\ p_2(t) \\ p_L(t) \\ p_A(t) \\ p_V(t) \\ r_b(t) \\ n(t) \\ c_L(t) \\ c_P(t) \end{bmatrix} \begin{bmatrix} [\%] \\ [\%] \\ [\%] \\ [\%] \\ [\%] \\ [\%] \\ [\text{mmHg}] \quad [-] \quad [\text{mL}^{\text{mL}}] \quad [\text{mL}^{\text{mL}}] \end{bmatrix} \] (3.34)

The different components of the function \( f(\cdot, \cdot) \) are given by:
<table>
<thead>
<tr>
<th>Respiratory Circuit</th>
</tr>
</thead>
</table>
| \[ \dot{p}_R = \frac{FF}{V_R} V_R p_{cavp} + \frac{f_R(V_T - V_D - V_{AD})}{V_R}[p_L - p_R] \]
| \[ - \frac{(FF - Q_{\Delta})}{V_R} \left[ \frac{V_{AD}}{V_T - V_D} p_R + (1 - \frac{V_{AD}}{V_T - V_D}) p_L \right] \]  
| (3.35) |

<table>
<thead>
<tr>
<th>Normal Tissue</th>
</tr>
</thead>
</table>
| \[ \dot{p}_i = k_3 g_{i,0} C_0 \frac{(1 + \beta_i p_i + \gamma_i c_T + \kappa_i n)(1 + \alpha_1 p_1 + \alpha_3 p_A + \alpha_4 c_T + \alpha_6 n)(p_A - p_i)}{(1 + k_{BR} H R_{0 \tau_b}) \sum_{j=1}^{9} g_{j,0}(1 + \beta_j p_j + \gamma_j c_T + \kappa_j n)} \]  
| (3.36) |

<table>
<thead>
<tr>
<th>Lung</th>
</tr>
</thead>
</table>
| \[ \dot{p}_L = k_L \left\{ \lambda_6(1 - ls) \frac{C_0(1 + \alpha_1 p_1 + \alpha_3 p_A + \alpha_4 c_T + \alpha_6 n)}{(1 + k_{BR} H R_{0 \tau_b}) \sum_{j=1}^{9} g_{j,0}(1 + \beta_j p_j + \gamma_j c_T + \kappa_j n)}(p_V - p_L) \right. \]
| \[ + f_R(V_T - V_D - V_{AD})(p_R - p_L) \]  
| (3.37) |

<table>
<thead>
<tr>
<th>Arteries</th>
</tr>
</thead>
</table>
| \[ \dot{p}_A = k_A \frac{C_0(1 + \alpha_1 p_1 + \alpha_3 p_A + \alpha_4 c_T + \alpha_6 n)}{(1 + k_{BR} H R_{0 \tau_b}) \sum_{j=1}^{9} g_{j,0}(1 + \beta_j p_j + \gamma_j c_T + \kappa_j n)} [p_V I s + p_L (1 - ls) - p_A] \]  
| (3.38) |

<table>
<thead>
<tr>
<th>Veins</th>
</tr>
</thead>
</table>
| \[ \dot{p}_V = k_V \frac{C_0(1 + \alpha_1 p_1 + \alpha_3 p_A + \alpha_4 c_T + \alpha_6 n)}{(1 + k_{BR} H R_{0 \tau_b}) \sum_{j=1}^{9} g_{j,0}(1 + \beta_j p_j + \gamma_j c_T + \kappa_j n)} \left[ \frac{\sum_{j=1}^{9} g_{j,0}(1 + \beta_j p_j + \gamma_j c_T + \kappa_j n) p_j}{\sum_{j=1}^{9} g_{j,0}(1 + \beta_j p_j + \gamma_j c_T + \kappa_j n)} - p_V \right] \]  
| (3.39) |

<table>
<thead>
<tr>
<th>Autoregulation</th>
</tr>
</thead>
</table>
| \[ \dot{r}_b = \frac{1}{\tau_{BR}} \left( C_0 \frac{(1 + \alpha_1 p_1 + \alpha_3 p_A + \alpha_4 c_T + \alpha_6 n)}{(1 + k_{BR} H R_{0 \tau_b}) \sum_{j=1}^{9} g_{j,0}(1 + \beta_j p_j + \gamma_j c_T + \kappa_j n)} - MAP_0 - r_b \right) \]  
| (3.40) |

<table>
<thead>
<tr>
<th>Neural Activity</th>
</tr>
</thead>
</table>
| \[ \dot{n} = \frac{1}{\tau_n} (-n + d_s + \alpha_2 p_2) \]  
| (3.41) |

<table>
<thead>
<tr>
<th>Lung Epinephrine</th>
</tr>
</thead>
</table>
| \[ \dot{c}_L = \frac{C_0(1 + \alpha_1 p_1 + \alpha_3 p_A + \alpha_4 c_T + \alpha_6 n)}{(1 + k_{BR} H R_{0 \tau_b}) V_L} [c_P - c_L] + \frac{k_{AM}}{V_L} n \]  
| (3.42) |

<table>
<thead>
<tr>
<th>Peripheral Epinephrine</th>
</tr>
</thead>
</table>
| \[ \dot{c}_P = \frac{C_0(1 + \alpha_1 p_1 + \alpha_3 p_A + \alpha_4 c_T + \alpha_6 n)}{(1 + k_{BR} H R_{0 \tau_b}) V_P} [c_L - c_P] - k_{ECP} \]  
| (3.43) |
With

\[ k_i = \frac{\lambda_i}{\lambda_b V_{i,b} + \lambda_i V_{i,t}}, \quad k_L = \frac{1}{\lambda_i V_{i,b} + \lambda_i V_{i,t} + V_{FRC}} \]

\[ k_A = \frac{\lambda_b}{\lambda_b V_{A, b} + \lambda_A V_{A, t}}, \quad k_V = \frac{\lambda_b}{\lambda_b V_{V, b} + \lambda_V V_{V, t}}. \]

And the output equations are:

<table>
<thead>
<tr>
<th>Inspiratory Measurement</th>
<th>[ p_{\text{insp}}(t) = p_R(t) ] (3.44)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expiratory Measurement</td>
<td>[ p_{\text{endt}}(t) = \frac{V_{AD}}{V_T - V_D} p_R + (1 - \frac{V_{AD}}{V_T - V_D}) p_L ] (3.45)</td>
</tr>
<tr>
<td>MAP Equation</td>
<td>[ MAP = \frac{C_0(1 + \alpha_1 p_1 + \alpha_3 p_4 + \alpha_4 c_P + \alpha_6 n)}{(1 + k_{RR} H F_{OH}) \sum_{j=1}^{p} \left( \frac{1}{\beta_j (1 + \beta_j p_j + \gamma_j c_P + \kappa_j n)} \right)} ] (3.46)</td>
</tr>
</tbody>
</table>

For the parameters it will be distinguished between pharmacokinetic (PK) and pharmacodynamic (PD) parameters. Following definition 3.2.1 parameters describing an effect will be viewed as PD parameters and the others will be allocated to PK parameters.
3.6 Estimation of the model parameters

The aim of this section is to provide estimates for the model parameters listed in table 3.4. There are two distinct ways how such estimates can be obtained. First, one might perform experiments and identify the parameters from input-output data. Or one might retrieve them from the published physiological literature. Both paths have their limitations. An experiment which excites the system such that all parameters can be identified accurately would require several hours. For example Yasuda et al. [505, 504] had to perform a three hour experiment to estimate the kinetics of Isoflurane with a single step response. On the other hand normally not all parameters can be determined from published sources. We will therefore follow an intermediate path. That is, parameters will be taken from literature sources wherever reliably available. Parameters not available will be obtained from experimental data.

The result of this parameter estimation section will be summarized in table 3.6. Note that these parameters are now specific to Isoflurane.

3.6.1 PK and PD parameters of the baro reflex

There are two parameters to be determined that is the time constant $\tau_{BR}$ and the gain $k_{BR}$. As pointed out in section 3.3.2 a number of publications present identification results concerning auto regulation of blood pressure. Estimates for the auto regulation (baro reflex) gain under Isoflurane anesthesia are published in [249] and [481]. According to [249] we have

$$k_{BR} = \frac{25 \, ms}{mmHg}$$

at 1.3 % Isoflurane. This is in agreement with [481]. The two publication do not provide estimates for the time constant. Such an estimate is provided in [86] with

$$\tau_{BR} \approx 5 \, s.$$  \hspace{1cm} (3.48)

3.6.2 Parameters for the dynamic response to surgical stimulations

The parameters of the disturbance model will be estimated before estimation of the PK and PD parameters for Isoflurane because the parameters associated with sympathetic activity reappear in the later model. Concerning the quantitative dynamic aspects of surgical stimulations on hemodynamics not much can be found in the literature. Typically only isolated characteristics like maximum MAP increase after stimulation [519] or average plasma concentrations of E [102] are studied. It was therefore necessary to perform experiments that would allow to estimate these parameters [374, 214]. For the experiment a well defined painful stimulus was applied to volunteers under Isoflurane anesthesia. The stimulus consisted of a 5 s train of electric pulses. Each pulse had a duration of 0.25 ms, a current of 60 mA, and it was repeated every 20 ms. Arterial pressure, ECG and plethysmography (perfusion measurement) were recorded during the
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description, Interpretation</th>
<th>unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$CO_0$</td>
<td>(nominal) cardiac output at rest</td>
<td>[$\ell$/min]</td>
</tr>
<tr>
<td>$g_{i,0}$</td>
<td>(nominal) compartment conductivity at rest</td>
<td>[$\ell$/min mmHg]</td>
</tr>
<tr>
<td>$V_{i,t}$</td>
<td>volume of tissue part of compartment</td>
<td>[$\ell$]</td>
</tr>
<tr>
<td>$V_{i,b}$</td>
<td>volume of blood part of compartment</td>
<td>[$\ell$]</td>
</tr>
<tr>
<td>$\lambda_i$</td>
<td>solubility of anesthetic in compartment tissue</td>
<td>[-]</td>
</tr>
<tr>
<td>$\lambda_b$</td>
<td>solubility of anesthetic in blood</td>
<td>[-]</td>
</tr>
<tr>
<td>$I_S$</td>
<td>lung shunt</td>
<td>[-]</td>
</tr>
<tr>
<td>$V_{FRC}$</td>
<td>functional residual capacity</td>
<td>[1/min]</td>
</tr>
<tr>
<td>$f_R$</td>
<td>respiratory frequency</td>
<td>[1/min]</td>
</tr>
<tr>
<td>$V_T$</td>
<td>tidal volume</td>
<td>[$\ell$]</td>
</tr>
<tr>
<td>$V_D$</td>
<td>anatomic dead space</td>
<td>[$\ell$]</td>
</tr>
<tr>
<td>$V_{AD}$</td>
<td>alveolar dead space</td>
<td>[$\ell$]</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>CO effect parameter heart compartment</td>
<td>[1/%]</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>CO effect parameter heart compartment</td>
<td>[1/%]</td>
</tr>
<tr>
<td>$\alpha_3$</td>
<td>CO effect parameter arterial compartment</td>
<td>[1/%]</td>
</tr>
<tr>
<td>$\beta_i$</td>
<td>parameters describing the effects on the conductivities</td>
<td>[1/%]</td>
</tr>
</tbody>
</table>

Table 3.4: List of model parameters.
experiment. And blood samples were taken every 30 s after stimulation and plasma epinephrine and norepinephrine concentrations were determined. For illustration the results obtained from one volunteer are shown in figure 3.19 to 3.22.

Figure 3.19: Beat-to-beat MAP values after stimulation. The oscillatory behavior represents the pressure variations due to the respiration. The gaps in the recording were caused by the removal of blood sampling artifacts.

Figure 3.20: Heart rate recording after stimulation. The stair case like graph results from the fact that the monitor only computes integer valued heart rates.

Figure 3.21: Plethysmography curve measured via the absorption in pulseoximetry.

Figure 3.22: Plasma E concentrations recorded after stimulation. The rather erratic behavior must probably be attributed to the insufficiency of the laboratory method.

From figure 3.19 showing the beat-to-beat MAP values the neural and the humoral component may clearly be distinguished. This clear separation will be utilized for estimation of the parameters associated with either component. Figure 3.20 shows the heart rate recording after stimulation. Due to the quantization and averaging over several beats the humoral component may not
as clearly be recognized. Figure 3.21 shows the plethysmography curved measured with the pulseoximeter. It is derived from the absorption measured by the oximeter [468, 140] and it mainly represents a measure for the peripheral resistance. Finally, figure 3.22 shows the sampled plasma epinephrine concentrations. Unfortunately they do not show the expected behavior. At the current state of knowledge we have to attribute this to the insufficient laboratory method.

### 3.6.3 PK and PD parameters of the sympato-neural activity

The parameters to be estimated are \( \tau_n, \alpha_6, \) and \( \kappa_i \). An estimate for the neural time constant \( \tau_n \) can directly be obtained from the MAP response curve as shown in figure 3.23. For the eight patients studied

\[
\tau_n = 9.5 \pm 0.9 \text{ s} \quad (3.49)
\]

proved to be a good choice. To get an estimate for \( \alpha_6 \) we first recall equation 3.9 and note that according to [96] the stimulation of \( \beta_1 \) and \( \alpha_1 \) receptors by NE increase both heart rate and contractile force. If we assume

\[
A-23 \text{ HR and SV are equally affected by stimulations of } \beta_1 \text{ receptors through E or NE}.
\]

This is supported by table 17-8 in [96].

Then an estimate for \( \alpha_6 \) is given by

\[
\alpha_6 = \frac{2}{n_{\text{max}}} \frac{\Delta HR}{HR} \quad (3.50)
\]

For the seven test persons where \( \frac{\Delta HR}{HR} \) could be evaluated an average of 0.1628 ± 0.0294 was obtained which yields

\[
\alpha_6 = 0.6291 \pm 0.1190. \quad (3.51)
\]

For the \( \kappa_i \) two sources are combined. First, from [96] the relative effect on the conductances of the different compartments \( \tilde{k}_i \) is determined. To obtain absolute effects \( \kappa_i \), data from the experiment is utilized again. A rough estimate for the relative effects \( \tilde{k}_i \) may be obtained from table 17-8 in [96]. The table lists the receptor types located in the arterioles of different organs and the strength of a constrictive or dilative response on a scale from “+” to “++++”. Table 3.6.3 summarizes these facts. Translating “+” with \( \tilde{k}_i = -1 \), “++” with \( \tilde{k}_i = -3 \), and “++++” with \( \tilde{k}_i = -10 \) and taking into account the fact that NE has little effect on \( \beta_2 \) receptors we estimate

\[
\tilde{k}_i^T = [-1 \ 0 \ 0 \ -10 \ -10 \ -10 \ -3 \ -10 \ -10] \quad (3.52)
\]

where \( i = 1 \cdots 9 \) corresponds to the nine compartments listed in table 3.2. To obtain the absolute effects \( \kappa_i = \tilde{k}_i \), the normalization \( K_\kappa \) can be found by matching the peak value of the blood pressure response which is given by

\[
\text{MAP}_{\text{max}} = \frac{CO_{\text{max}}}{\sum_{j=1}^{9} g_{i,j} \text{pre}(1 + \frac{k_i}{K_\kappa n_{\text{max}}})} \quad (3.53)
\]
from where we obtain

\[
K_K = \frac{MAP_{\text{max}} \sum_{i=1}^{9} g_i \text{pre} \kappa_i n_{\text{max}}}{C0_0 (1 + \alpha_6 n_{\text{max}}) - MAP_{\text{max}} \sum_{i=1}^{9} g_i \text{pre}}
\]  

(3.54)

and where \( g_i \text{pre} \) denotes the pre-stimulation conductivity considering the Isoflurane influence. It is computed according to 3.14. From the experimental data \( K_K \) is estimated. \( K_K = 37.6 \pm 2.0 \) yields

\[
\kappa^T = [-0.0266 \ 0 \ 0 \ -0.2660 \ -0.2660 \ -0.2660 \ -0.2660 \ -0.0798 \ -0.2660 \ -0.2660].
\]  

(3.55)

### 3.6.4 PK and PD parameters of epinephrine

There are six parameters that need to be determined which are \( \tilde{V}_L \), \( \tilde{V}_P \), \( k_E \), \( k_{AM} \), \( \alpha_4 \), and \( \gamma_i \). Again different sources will be utilized.

The distribution volumes \( \tilde{V}_L \) and \( \tilde{V}_P \) may be obtained from \( V_{i,b} \) and \( V_{i,t} \) through

\[
\tilde{V}_L = \lambda_E V_{L,t} + V_{L,b} \quad \text{and} \quad \tilde{V}_P = \sum_{i=1}^{9} (\lambda_E V_{i,t} + V_{i,b}).
\]  

(3.56)
### Table 3.5: Excerpt from table 17-8 in [96] summarizing the effects of α- and β-stimulation on peripheral resistance in different organs.

| Arterioles         | Receptors | Effect  
|--------------------|-----------|---------
| Coronary           | α₁, α₂, β₂| Constriction (αᵢ) Dilation (βᵢ) +/-... |
| Cerebral           | α₁; -     | ≈ 0     |
| Renal              | α₁, α₂; β₃, β₂| +++... |
| Salivary glands    | α₁, α₂; - | +++     |
| Abdominal Viscera  | α₁; β₂    | +++     |
| Skeletal Muscle    | α₁; β₂    | ++      |
| Skin and Mycosa    | α₁, α₂    | +++     |
| Pulmonary          | α₁; β₂    | +       |

How \( V_{b,a} \) and \( V_{h,b} \) may be determined is discussed in section 3.6.5. \( \lambda_E \) accounts for the ability of tissue to uptake and store adrenaline [471]. A value of

\[
\lambda_E = 5.1 \pm 0.4
\]

was determined based on the localization of the peak of humoral activity.

The intrinsic clearance \( k_E \) may be computed from the total body or organ clearance. Clearance describes drug elimination at steady state. It is defined as [172]

\[
Cl = \frac{q_{in} - c_{out}}{c_{in}}
\]

where \( c_{in} \) is the plasma concentration of the blood entering the organ and \( c_{out} \) the concentration in the blood leaving the organ, and \( q \) denotes the blood flow through the organ. To relate total clearance \( Cl \) and intrinsic clearance \( k_E \) consider the differential equation describing the time evolution of the concentration in an ideal compartment given by

\[
\dot{c} = -k_E c + \frac{q}{V} (c_{in} - c_{out})
\]

with \( c_{out} = c \) at steady state we obtain

\[
k_E = \frac{q_{in} - c_{out}}{V c_{out}}
\]

which can be expressed in terms of the clearance as

\[
k_E = \frac{Cl}{V q - Cl}
\]

From the fact that the elimination for epinephrine in the periphery is \( \geq 0.9 \) [471] we estimate for \( Cl := 0.96 \)

\[
k_E = 0.3614.
\]
which is in agreement with a halftime constant of 2·3 min suggested in [363].

To determine the excretion rate of E from the adrenal medulla, plasma concentration measurements are required. The measurements obtained in [374, 214], however, do not allow to compute such an estimate. But since a mismatch in \( k_{AM} \) linearly affects the epinephrine concentrations \( c_L \) and \( c_P \), such a mismatch might be compensated by adjusting \( \alpha_4 \) and \( \gamma_i \) accordingly. Physiologically meaningful values for \( k_{AM} \) might be obtained by relying on catecholamine concentrations published in the literature. Publications studying the catecholamine changes during anesthesia are [102, 271, 5, 209, 351]. The papers explicitly comparing catecholamine concentrations before and after painful stimulations [210, 271, 209] observe an increase of plasma epinephrine from 45 pg/ml to 140 pg/ml for heavy stimulations like skin incision. In view of these facts we chose to set

\[
k_{AM} := 3 \left( \frac{\text{pg}}{\text{min}} \right)
\]

which leads to plasma E concentration increases of about 40 pg/ml. With assumption \( \text{A-23} \) we may estimate \( \alpha_4 \) analogously to equation 3.50 as

\[
\alpha_4 = \frac{2}{c_{P,\text{max}}} \frac{\Delta HR}{HR} = 0.3112 \pm 0.0524.
\]

where \( \Delta HR \) is now measured at the time of \( c_{P,\text{max}} \). For estimating the \( \gamma_i \), the same procedure as for the \( k_i \) is applied. First from table 3.6.3 rough estimates for the relative values \( \bar{\gamma} \) are derived. Considering the dilating effect of \( \beta \)-stimulation through epinephrine

\[
\bar{\gamma} = \begin{bmatrix} 3 & 0 & 0 & -3 & -10 & -3 & 0 & -10 & -3 \end{bmatrix},
\]

is obtained. With a time constant of \( \tau_n = 10s \) the neural activity has practically decayed completely when \( c_P(t) \) achieves its maximum value \( c_{P,\text{max}} \) so that

\[
MAP_{\text{max}} = \frac{CO_{\text{max}}}{\sum_{i=1}^{9} g_{i,\text{pre}} (1 + \frac{\gamma_i}{K_{\gamma}} \tau_{\text{max}})}
\]

from where the normalization constant \( K_{\gamma} \) may be computed as

\[
K_{\gamma} = \frac{MAP_{\text{max}} \sum_{i=1}^{9} g_{i,\text{pre}} \bar{\gamma}_i c_{P,\text{max}}}{CO_{\text{max}} - MAP_{\text{max}} \sum_{j=1}^{9} g_{j,\text{pre}}}. \tag{3.67}
\]

From the experimental data records \( K_{\gamma} = 5.5 \pm 3.12 \) was found. Thus

\[
\bar{\gamma} = \begin{bmatrix} 0.75 & 0 & 0 & -0.75 & -2.5 & -0.75 & 0 & -2.5 & -0.75 \end{bmatrix} \left( \frac{\text{ml}}{\text{pg}} \right), \tag{3.68}
\]

is obtained.

### 3.6.5 PK parameters of Isoflurane

There are three sources that allow to determine the PK parameters. First, \( CO_0, g_i, \theta_i, V_i, \tau, \) and \( V_{i,\theta} \) are anatomic parameters and they may be taken form the corresponding literature. Second,
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$V_T$ and $f_R$ are parameters set by the anesthetist and are therefore known. Finally, $\lambda_i$, $\lambda_b$, $l_s$, $V_{FRC}$, $V_{AD}$, and $V_D$ are found in physiology texts specialized to anesthesia. In principle $l_s$, $V_{FRC}$, $V_{AD}$, and $V_D$ would be anatomic parameters also. As will be discussed, however, they are to some extent gas dependent.

From Brody’s relation [63] $CO_0$ may be estimated from the body weight with

$$CO_0 = 0.2 m_{[kg]}^{3} \left[ \frac{L}{min} \right]$$

where $m_{[kg]}$ denotes the value of the body weight measured in kg. For estimation of the conductivities published data on the distribution of blood flow to the different organs [41, 524, 299, 431, 116] is utilized. Based on the flow distribution we obtain

$$g_{i,0} = \frac{CO_0}{MAP_b} \mathcal{P}_{q,i}.$$  \hspace{1cm} (3.70)

Stacked into a vector the values for the flow distribution based on [41, 524, 299, 431, 116] are

$$\mathcal{P}_q^T = [5 \ 11.5 \ 3.5 \ 25 \ 2.5 \ 23.5 \ 18.5 \ 2.5 \ 8] \text{%}.$$  \hspace{1cm} (3.71)

This is in agreement with [524]. Blood and tissue volumes of the different compartments are given by

$$V_{i,t} = k_t \mathcal{P}_{i,t} m_{[l]} \text{ and } V_{i,b} = k_b \mathcal{P}_{b,i} m_{[l]} \text{ where } i = 1, ..., 9, L, A, V.$$  \hspace{1cm} (3.72)

In equations 3.72 $\mathcal{P}_{i,t}$ and $\mathcal{P}_{b,i}$ denote the distribution of the total blood and tissue volume to the different compartments. $k_t$ and $k_b$ are constants relating body weight with total tissue volume and total blood volume respectively. Written in vector form the partitions are according to [524]

$$\mathcal{P}_t = [0.5 \ 0.9 \ 1.7 \ 0.6 \ 10.7 \ 6.7 \ 56.9 \ 21.0 \ 0.0 \ 1.0 \ 0.0 \ 0.0] \text{%}$$  \hspace{1cm} (3.73)

$$\mathcal{P}_b = [2.7 \ 6.8 \ 1.9 \ 16.1 \ 2.1 \ 17.9 \ 7.5 \ 2.9 \ 7.3 \ 6.8 \ 17.6 \ 10.4] \text{%}.$$  \hspace{1cm} (3.74)

Similar values are found in [23]. The factors for total tissue and blood volumes are according to [344]

$$k_t = 0.9 \left[ \frac{L}{kg} \right] \text{ and } k_b = 0.08 \left[ \frac{L}{kg} \right].$$  \hspace{1cm} (3.75)

The solubilities of Isoflurane have experimentally be determined by several authors [506]. Summaries of these results are given in [513, 514, 512]. We note that for some compartments the values published are not consistent between the different sources. For example the blood/brain partition coefficient has been estimated between 1.6 and 2.6 [513]. Here we work with

$$\lambda_i = [1.60 \ 1.60 \ 1.60 \ 1.30 \ 2.40 \ 1.90 \ 4.40 \ 64.00 \ 0 \ 2.40 \ 1.46 \ 0]$$  \hspace{1cm} (3.76)

where again $i = 1, ..., 9, L, A, V$ and with

$$\lambda_b = 1.46.$$  \hspace{1cm} (3.77)
Values for the functional residual capacity are provided in [97]

\[ V_{FRC} = 2.57 \pm 0.43 \text{[l]} \] (3.78)

Values for the anatomic dead space are provided by most physiology textbooks [95, 431, 23]. According to these sources

\[ V_D = 0.3 \, V_T. \] (3.79)

For determining \( l_s \) and \( V_{AD} \) we refer to the discussion in section 3.2.2 and [258]. [258] provides average values for \( l_s \) and \( V_{AD} \) where \( V_{AD} \) is computed from \( CO_2 \) partial pressure measurements and \( l_s \) is computed from \( O_2 \) content measurements. If these values for \( V_{AD} \) and \( l_s \) are used to calculate ideal alveolar and pulmonary end capillary isoflurane concentrations an unexpectedly large difference is obtained. The authors of [258] attribute this effect to possibly non ideal equilibration of isoflurane in the alveoli due to its relatively large molecular weight. This fact is also described in [129]. Due to a non ideal equilibration the partial pressure of isoflurane is not uniformly at partial pressure \( p_L \) in the alveolus at the beginning of expiration. While the partial pressure next to the membrane is indeed at partial pressure \( p_L \) the partial pressure towards the opening of the alveolus to the bronchi is still at \( p_{insp} \). The average partial pressure in the active alveoli thus lies between \( p_L \) and \( p_{insp} \). This fact may be accounted for by modeling an enlarged \( V_{AD} \). The data provided in [258] allows to reasonably select a value for \( V_{AD} \). The paper provides measurements for inspired, endtidal, arterial and mixed venous partial pressure after about 25 min of applying a constant inspired anesthetic concentration. Figure 3.24 compares the average values published in [258] and the predictions of our model with

\[ V_{AD} := 0.35 \, V_T. \] (3.80)

[258] also provides an estimate for \( l_s \) of

\[ l_s = 14.8 \pm 4.74 \, \% \] (3.81)

The value obtained for \( V_{AD} \) is by a factor three larger than what is normally estimated through \( CO_2 \) partial pressure measurements for patients under anesthesia [258]. That is non ideal mixing reduces the active alveolar space considerably. Note also that Derighetti obtained a similar result. For his “gas shunt” coefficient in equation 3.23 he provides a value of \( K_s = 0.3 \).

3.6.6 PD parameters for isoflurane

From equations (3.14) and (3.15) there are the PD parameters \( \alpha_1, \alpha_3 \), and \( \beta_i \) with \( i = 1 \ldots 9 \) for the direct influence of isoflurane partial pressure on \( CO(t) \) and \( g_i(t) \). In addition from equation (3.24) there is \( \alpha_2 \) for the influence of isoflurane on the sympathetic neural activity. To estimate these parameters experimental data and published data is combined to a regression problem.

To be able to set up the estimation problem on experimental data we make several approximations. First, we will neglect the lag between the isoflurane partial pressure in the CNS \( (p_2(t)) \) and the
neural activity \((n(t))\). This is justified due to the fast time constant of the neural activity. With this approximation the CNS partial pressure enters the PD equations directly through \(\alpha_6\alpha_2\) and \(\kappa_i\alpha_2\), respectively. The influence of the circulating epinephrine will be neglected in view of the dominating neural influence. We also neglect the lag in the baro reflex since it is fast compared to changes of the partial pressure variables. With these approximations the MAP equation may be written as

\[
MAP = \frac{CO_0(1 + \alpha_1p_1 + \alpha_6\alpha_2p_2 + \alpha_3p_A)}{(1 + k_{BR}HR_0\Delta MAP) \sum_{j=1}^{n} g_{j,0}(1 + \beta_jp_j + \kappa_i\alpha_2p_2)}.
\] (3.82)

To transfer equation (3.82) into an estimation problem the \(p_i\) must be obtained first. These variables may be estimated with a PK model using the nominal parameters \(CO_0\) and \(g_{i,0}\). This is justified since the changes in the compartment flows for low Isoflurane partial pressures (< 0.5 MAC = 0.65 % vol) are on the order of 0 \(\cdots\) ± 20% [288, 166, 165, 130] only. With measurements for MAP and estimates for \(p_i(t)\) available the estimation of the PD parameters
may be formulated as a regression problem of the form

$$\min_{\theta} \quad |\Phi \theta - Y|$$

s.t. \( S \theta = B \). \hspace{1cm} (3.83)

The design matrix \( \Phi \) is given by

$$\Phi = \begin{bmatrix}
g_{1,0} p_1(0) & \ldots & g_{3,0} p_9(0) & \left( \sum_{j=1}^{9} g_{i,0} \kappa_i - \frac{CO_0 \alpha_i}{MAP(0)} \right) p_2(0) & -\frac{CO_0 p_1(0)}{MAP(0)} & -\frac{CO_0 p_4(0)}{MAP(0)} \\
g_{1,0} p_1(t) & \ldots & g_{3,0} p_9(t) & \left( \sum_{j=1}^{9} g_{i,0} \kappa_i - \frac{CO_0 \alpha_i}{MAP(t)} \right) p_2(t) & -\frac{CO_0 p_1(t)}{MAP(t)} & -\frac{CO_0 p_4(t)}{MAP(t)} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
g_{1,0} p_1(0) & \ldots & g_{3,0} p_9(0) & \left( \sum_{j=1}^{9} g_{i,0} \kappa_i - \frac{CO_0 \alpha_i}{MAP(0)} \right) p_2(0) & -\frac{CO_0 p_1(0)}{MAP(0)} & -\frac{CO_0 p_4(0)}{MAP(0)} \\
g_{1,0} p_1(t) & \ldots & g_{3,0} p_9(t) & \left( \sum_{j=1}^{9} g_{i,0} \kappa_i - \frac{CO_0 \alpha_i}{MAP(t)} \right) p_2(t) & -\frac{CO_0 p_1(t)}{MAP(t)} & -\frac{CO_0 p_4(t)}{MAP(t)} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\end{bmatrix} \hspace{1cm} (3.85)$$

the vector \( \theta \) is

$$\theta^T = [\beta_1 \beta_2 \ldots \beta_9 \bar{\alpha}_2 \alpha_1 \alpha_3] \hspace{1cm} (3.86)$$

and the observation vector is given by

$$Y^T = \begin{bmatrix}
\frac{CO_0}{MAP(0)} - \sum_{j=1}^{9} g_{i,0} \kappa_i & \frac{CO_0}{MAP(t)} - \sum_{j=1}^{9} g_{i,0} \kappa_i & \ldots & \frac{CO_0}{MAP(0)} - \sum_{j=1}^{9} g_{i,0} \kappa_i & \ldots \\
\end{bmatrix}. \hspace{1cm} (3.87)$$

The short hand notation \( MAP(t) \) was used to denote \( MAP(1 + k BRHR_0 \Delta MAP)^\circ \).

The constraints \( S \theta = B \) defined by equation (3.84) mainly apply to the conductivity changes and are of the form

$$\beta_i + \kappa_i \bar{\alpha}_2 = B_i. \hspace{1cm} (3.88)$$

One constraint concerns the change in cardiac output and is of the form

$$\alpha_1 + \alpha_6 \bar{\alpha}_2 + \alpha_3 = B_0. \hspace{1cm} (3.89)$$

The constraints \( B_i \) and \( B_0 \) result from steady state information available in the literature. Note that \( B_0 \) represents the steady state change in CO at 1 % Isoflurane. From [97]

$$B_0 = -0.05[1/\%] \hspace{1cm} (3.90)$$

may be obtained. Similarly the constraints \( B_i \) represent the conductivity changes at 1 % Isoflurane. They might be obtained from sources like [288, 165, 166, 130, 211]. Note that since Derighetti [111] did not account for the conductivity changes induced by the sympathomimetic effect (i.e. the terms \( \bar{\alpha}_2 \alpha_6 \)) the values of the \( B_i \)'s are equal to the \( \beta_i \) published in [111]. They are computed according to

$$B_i = \frac{MAP}{MAP(\text{pretest})} \frac{q_i(\text{pretest})}{q_i,0} - 1 \hspace{1cm} (3.91)$$
3.6 Estimation of the model parameters

Figure 3.25: An blood pressure episode with almost no disturbance influence allows to estimate the Isoflurane PD parameters.

where $p_{\text{test}}$ denotes the steady state test concentration at which $MAP(p_{\text{test}})$ and $q_l(p_{\text{test}})$ are measured. From the data published we obtain in agreement with [111]

$$ B^T = [0.52 \ 0.48 \ 0.48 \ 0.17 \ 0.17 \ 0.22 \ 0.52 \ 0 \ 0.78] \ [1/\%]. \quad (3.92) $$

Experimental data to be used for estimating the PD parameters according to equation (3.83) should be free from disturbances and persistently excited through the input like the sequence shown in figure 3.25.

The estimation yields

$$ \alpha_1 = -4.4454 \quad (3.93) $$
$$ \alpha_2 = 6.9757 \quad (3.94) $$
$$ \alpha_3 = 0.0175 \quad (3.95) $$

and

$$ \beta = [0.70 \ 0.47 \ 0.47 \ 2.00 \ 2.00 \ 2.05 \ 1.07 \ 1.83 \ 2.61] \ [1/\%]. \quad (3.96) $$
Note that these values are the result of a single case. Due to the lack of undisturbed blood pressure records it was not possible to perform estimates on a broader basis. Some conclusions might, however, still be drawn from this example (section 3.9).

### 3.6.7 Parameters of the respiratory circuit

The fresh gas flow is set by the anesthetist and therefore known. The volume of the respiratory circuit is easily measurable and is in our case $V_R = 3.0$ [l]. The consumption of gas through net uptake of $O_2$ is given by [31]:

$$V_{O_2} = 10m^{3/4}_{[k9]} \ [ml/min].$$

(3.97)

The consumption of gas through net uptake of $N_2O$ is given by the approximation due to Severinghaus [31]:

$$V_{N_2O} = 1000 \cdot t^{-1/2} \ [ml/min]$$

(3.98)

where $t = 0$ denotes the start of drug application. It should be noted that this equation is only valid under low flow conditions (see table 3.3). The total consumption $Q_\Delta$ is then given by

$$Q_\Delta = V_{O_2} + V_{N_2O}.$$  

(3.99)

This agrees with average values provided by [466, 97].

### 3.6.8 Parameters summarized

Table 3.6 summarizes the results of the different parameters estimation steps.
### Parameter | Source | Value / Equation | Unit
---|---|---|---

#### PK parameters of the anesthetic agent

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value / Equation</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$CO_0$</td>
<td>(3.69)</td>
<td>[l/min]</td>
</tr>
<tr>
<td>$g_{i_0}$</td>
<td>(3.70)</td>
<td>[l/min mmHg]</td>
</tr>
<tr>
<td>$V_i^P$</td>
<td>(3.72)</td>
<td>[l]</td>
</tr>
<tr>
<td>$V_i^L$</td>
<td>(3.72)</td>
<td>[l]</td>
</tr>
<tr>
<td>$\lambda_i$</td>
<td>(3.76)</td>
<td>[-]</td>
</tr>
<tr>
<td>$\lambda_b$</td>
<td>1.46</td>
<td>[-]</td>
</tr>
<tr>
<td>$l_s$</td>
<td>0.1</td>
<td>[-]</td>
</tr>
<tr>
<td>$V_{FRC}$</td>
<td>2.57</td>
<td>[l]</td>
</tr>
<tr>
<td>$f_R$</td>
<td>set by anesthetist 9...11</td>
<td>[l/min]</td>
</tr>
<tr>
<td>$V_T$</td>
<td>set by anesthetist 0.4...1.2</td>
<td>[l]</td>
</tr>
<tr>
<td>$V_D$</td>
<td>(3.79)</td>
<td>[l]</td>
</tr>
<tr>
<td>$V_{AD}$</td>
<td>(3.80)</td>
<td>[l]</td>
</tr>
</tbody>
</table>

#### PD parameters of the anesthetic agent

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value / Equation</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_1$</td>
<td>(3.83)</td>
<td>[1/%]</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>(3.83)</td>
<td>[1/%]</td>
</tr>
<tr>
<td>$\alpha_3$</td>
<td>(3.83)</td>
<td>[1/%]</td>
</tr>
<tr>
<td>$\beta_i$</td>
<td>(3.83)</td>
<td>[1/%]</td>
</tr>
</tbody>
</table>

#### PK parameters of the neural activity

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value / Equation</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_n$</td>
<td>10</td>
<td>[s]</td>
</tr>
</tbody>
</table>

#### PD parameters of the neural activity

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value / Equation</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_6$</td>
<td>0.6291</td>
<td>[-]</td>
</tr>
<tr>
<td>$\kappa_i$</td>
<td>(3.55)</td>
<td>[-]</td>
</tr>
</tbody>
</table>

#### PK parameters of the baro reflex

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value / Equation</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{BR}$</td>
<td>5</td>
<td>[s]</td>
</tr>
</tbody>
</table>

#### PD parameters of the baro reflex

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value / Equation</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{BR}$</td>
<td>25</td>
<td>[ms/mmHg]</td>
</tr>
</tbody>
</table>

#### PK parameters of epinephrine

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value / Equation</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_L$</td>
<td>(3.56)</td>
<td>[l]</td>
</tr>
<tr>
<td>$V_P$</td>
<td>(3.56)</td>
<td>[l]</td>
</tr>
<tr>
<td>$k_E$</td>
<td>0.3641</td>
<td>[l/min]</td>
</tr>
<tr>
<td>$k_{AM}$</td>
<td>300</td>
<td>[pg/min]</td>
</tr>
</tbody>
</table>

#### PD parameters of epinephrine

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value / Equation</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_1$</td>
<td>0.3112</td>
<td>[l/pg]</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>(3.68)</td>
<td>[l/pg]</td>
</tr>
</tbody>
</table>

#### (PK) parameters of the respiratory circuit

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value / Equation</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$FF$</td>
<td>set by anesthetist 1.0</td>
<td>[l/min]</td>
</tr>
<tr>
<td>$V_R$</td>
<td>device specific 3</td>
<td>[l]</td>
</tr>
<tr>
<td>$Q_\Delta$</td>
<td>(3.99)</td>
<td>[l/min]</td>
</tr>
</tbody>
</table>

Table 3.6: List of model parameters with their values and source. The reference [152] denotes this thesis.
3.7 Model validation

This section provides a number of validation experiments for the model given by equations (3.35) to (3.46) and the parameters according to table 3.6.

3.7.1 Validation of the model for volatile anesthetics

The most straightforward validation experiment is to compare measured and simulation predictions for the endtidal anesthetic concentration. The typical result of such a comparison is shown in figure 3.26. The second plot showing the simulation errors reveals larger errors during transients. This indicates larger modeling errors at high frequencies. A fact that must be taken into account for threshold selection in fault detection.
Figure 3.26: Comparison of simulated and measured endtidal concentrations.
A further validation is provided in figure 3.27 where simulation predictions for the arterial partial pressure are compared with arterial partial pressure measurements. The predictions obtained with Derighetti's model are also shown for comparison. Note that the offset present in Derighetti's model (figure 2.9 in [111]) could be removed with the modified value for $V_{AD}$ and $l_s$ given by equation (3.80) and (3.81).

Figure 3.27: Comparison of arterial blood samples with the simulation prediction for the arterial partial pressure. The solid lines denote the prediction obtained with our model, the 'o' denote the arterial measurements, and the '*' denote the predictions obtained by Derighetti.
Yet another validation is made based on EEG measurements. In section 3.2.2 we have argued that brain activity is expected to be correlated with the suppression of the CNS function through volatile anesthetics. EEG measures of brain activity are thus expected to be correlated with the anesthetic brain partial pressure. A parameter assessing the brain activity to obtain an unconsciousness measure is the bispectral index (BIS) [20, 285]. It provides an indicator between 0 and 100. 100 corresponds to the awake state and the lower the value the deeper the level of unconsciousness. A device providing this measure is the BIS-monitor from Aspect Medical Devices. Our model does not include this BIS-measurement since the BIS-monitor became available in our project just recently. The index still allows a partial validation of our model for volatile anesthetics. More precisely by assessing the correlation between BIS values and brain partial pressure predictions a measure of the ability of the model to correctly predict brain concentrations is obtained. Such a correlation plot is shown in figure 3.28. The clear correlation provides confidence about the correct prediction of brain concentrations with our model.

![Figure 3.28: BIS measurements plotted against model based predictions of brain partial pressure. The presented data was collected during a one hour period of automatic blood pressure control.](image-url)
Finally, we provide a direct validation of the PD parameters of the model for volatile anesthetics in terms of an MAP response. This is done by comparing the response of our model to published data from a clinical study. In this study Weiskopf et al. [483] recorded the MAP response to a rapid increase of endtidal anesthetic concentrations. The procedure was that volunteers were kept at 0.55 \( MAC \triangleq 0.71 \ \% \ \text{vol} \) of Isoflurane for 32 minutes. In this time MAP stabilized at 64 \( \pm 1 \text{mmHg} \). Then the endtidal concentration was increased to 1.66 \( MAC \triangleq 2.21 \ \% \ \text{vol} \) within 100 seconds. MAP measurements were obtained during this transient phase. The data of the study is shown in figure 3.29. The figure compares the experimental response the the response of our model under the same conditions. This validation shows that the model is good in the sense that its response lies within the statistical accuracy of the experimental data.

Figure 3.29: Comparison of experimental data and model response to a rapid increase of endtidal Isoflurane concentration. The 'o' denote the means and the vertical lines denote the standard deviations over the twelve volunteers. The solid line represents the model response.
3.7 Model validation

3.7.2 Validation of the model for the respiratory system

A first validation will be made in terms of step responses. For this experiment an artificial plastic lung instead of a patient was connected to the system. The artificial lung has mechanical properties equal to those of a real lung. CO₂ production is mimicked by adding CO₂ during the expiration phase. O₂ is not removed. Uptake of anesthetics is not modeled. Figure 3.30 compares the measurements of inspired and expired anesthetic concentration determined experimentally with those obtained by simulating the appropriately modified respiratory system (3.35) and lung equations (3.37). The model is able to capture the dominant dynamics. The neglected transportation delays lead to errors in particular in the initial phase of the response. The consequences of this will be discussed in section 3.9.

Figure 3.30: Step response validation of the respiratory circuit model. The experiment was performed with the parameters $FF = 1 \, \ell/\text{min}$, $f_R = 10 \, \ell/\text{min}$, and $V_{tidal} = 0.6 \, \ell$.

The experiment was performed with $FF = 1 \, \ell/\text{min}$, $f_R = 10 \, \ell/\text{min}$, and $V_{tidal} = 0.6 \, \ell$ which represents a typical parameter set in our applications. The fresh gas flow $FF$ is the parameter determining the dominant time constant. The higher this flow the shorter the time constant. Tidal volume $V_T$ and the respiratory frequency $f_R$ determine the minute volume. The minute volume determines the exchange rate between respiratory circuit and lung. Increasing the minute volume will decrease the dead time at the beginning of the response. It will also decrease the inspiratory / endtidal gradient. Decreasing the minute volume has the opposite effect.
3.8 A linear model for controller and detector design

Since procedures for controller or fault detector design are much more mature for linear than for nonlinear systems it is desirable to work with a linear system description whenever possible. Using nonlinearity measures Derighetti [111] showed that the system is only weakly nonlinear. This allows to work with linear model approximations instead of the nonlinear model. Linear model approximations are usually obtained by linearizing the nonlinear system dynamics at an equilibrium point

\[ f(\bar{x}, \bar{u}) = 0. \tag{3.100} \]

Derighetti further showed [111] that there is only one physiologically meaningful equilibrium point. For the volatile anesthetic pressures this is

\[ \bar{p} = p_i = p_R = p_L = p_A = p_V = \frac{FF}{FF - Q_\Delta}p_{vap}. \tag{3.101} \]

This equilibrium pressure is independent of the equilibrium of the other variables. The equilibrium concentration for epinephrine \( \bar{c}_P \) and \( \bar{c}_L \) are readily derived from equations (3.25) and (3.26). They are

\[ \bar{c}_P = \frac{k_{AM}\bar{n}}{V_p k_E} \tag{3.102} \]

and

\[ \bar{c}_L = k_{AM}\bar{n}\left(\frac{1}{V_p k_E} + \frac{1}{\bar{C}O}\right). \tag{3.103} \]

Note that \( \bar{C}O \neq f(\bar{c}_L) \). The equilibrium neural activity is given by

\[ \bar{n} = \bar{d}_s + \bar{d}_o \bar{p}_2. \tag{3.104} \]

Finally, the equilibrium of the dynamic state associated with the baro reflex is given by

\[ \bar{r}_b = 0. \tag{3.105} \]

The linearized systems equations are then given by

\[
\begin{align*}
\delta \dot{x}(t) & \approx \left. \frac{\partial f}{\partial x} \right|_{x, \delta} \delta x(t) + \left. \frac{\partial f}{\partial u} \right|_{x, \delta} \delta u(t) \\
\delta y(t) & \approx \left. \frac{\partial h}{\partial x} \right|_{x, \delta} \delta x(t) + \left. \frac{\partial h}{\partial u} \right|_{x, \delta} \delta u(t).
\end{align*}
\tag{3.106}
\]

The structure of the different matrices is given on the next page and the coefficients are provided in appendix A.
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3 The Model

The structural aspects of the linearized model can be emphasized by partitioning the system states. This structural representation will reveal some of the properties that Derighetti implicitly assumed. Namely the missing coupling between the partial pressure states and the states of the stress response model. And it will help to discuss FDI aspects.

To do so let

\[ x_R = [p_R] \]  
\[ x_{\text{Gas}} = [p_1, p_2, \ldots, p_L, p_A, p_V] \]  
\[ x_D = [r_b, n, c_L, c_P] . \]

That is \( x_R \) corresponds to the respiratory circuit state, \( x_{\text{Gas}} \) collects all the partial pressure states of the volatile anesthetic, and \( x_D \) collects the remaining states. The linear model description may then be written as

\[
\begin{bmatrix}
\dot{x}_R \\
\dot{x}_{\text{Gas}} \\
\dot{x}_D 
\end{bmatrix} =
\begin{bmatrix}
A_R & A_{R,\text{Gas}} & 0 \\
A_{\text{Gas},R} & A_{\text{Gas}} & 0 \\
0 & A_{D,\text{Gas}} & A_D 
\end{bmatrix}
\begin{bmatrix}
x_R \\
x_{\text{Gas}} \\
x_D 
\end{bmatrix} +
\begin{bmatrix}
B_R & 0 \\
0 & 0 \\
0 & B_D 
\end{bmatrix}
\begin{bmatrix}
p_{\text{vap}} \\
d_a 
\end{bmatrix}
\]

\[
\begin{bmatrix}
\dot{p}_{\text{insp}} \\
\dot{p}_{\text{endt}} \\
\dot{M}A_P
\end{bmatrix} =
\begin{bmatrix}
C_{\text{insp},R} & 0 & 0 \\
C_{\text{endt},R} & C_{\text{endt},\text{Gas}} & 0 \\
0 & C_{\text{MAP},\text{Gas}} & C_{\text{MAP},D} 
\end{bmatrix}
\begin{bmatrix}
x_R \\
x_{\text{Gas}} \\
x_D 
\end{bmatrix}
\]

\[ (3.110) \]

3.9 Bandwidth restrictions

An important characterization of a control system is the closed loop bandwidth. For observer based controllers as we will use them in chapter 4 one important restriction for the achievable closed loop bandwidth is introduced by the bandwidth of the model. This is so since for good closed loop control performance it is required that the bandwidth of the observer is by a factor of 2 to 3 larger than the closed loop bandwidth. The bandwidth of the model should ideally itself have a bandwidth that is larger than the observer bandwidth. A rough upper bound for the model bandwidth may be estimated by looking at the dynamics that were neglected in the model.

The bandwidth of the model has also consequences for FDI. Conceptually FDI is based on comparing measured and predicted system outputs (see section 7.8). Faults are detected based on the excursions in these so called residuals. Clearly, any un-modeled dynamic will also contribute to these residual signals. Thus, the more un-modeled dynamics the less powerful a detector will be (see also section 3.7.1).

A further restriction for the achievable closed loop bandwidth of the blood pressure control loop is the non-minimum phase characteristic of the MAP output.

The next sections quantify these restrictions further.
3.10 Conclusions

3.1.0 Conclusions

3.9.1 Un-modeled dynamics

The following list summarizes the most important un-modeled dynamics.

- **Blood transport:** With assumption A-10 we explicitly neglected the transportation of blood in the large vessels. From the values provided in figure 3.7 it may be seen that the pure transportation delay is of the order of 5-6 seconds. Since the idealizing assumptions for compartments do not hold in reality these compartments only account for a part of the lag introduced in the capillary bed.

- **Continuous ventilation:** With assumption A-9 we neglect the fact that changes vaporizer settings do not become effective continuously. In the worst case time delays on the order of the respiration period are introduced here.

- **Lumped respiratory circuit:** With the simplification A-22 we neglected the transportation delays in the respiratory circuit. From the experiment shown in figure 3.30 it can be seen that these delays are on the order of 20 to 30 seconds.

Considering these facts we conclude that the model is questionable above frequencies of 2—3 rad/min.

3.9.2 Non-minimum phase zeros

Inverse response behavior as exhibited by the MAP output shown in figure 3.29 are - in linear systems - caused by non-minimum phase zeros [150]. That is, zeros of the transfer function from the input (cvap) to the output (MAP) that lie in the right half plane. The pole/zero plot for this transfer function is shown in figure 3.31. It reveals indeed a zero that lies at

\[
s_0 = 0.0096 \tag{3.111}
\]

in the s-plane. A rule of thumb states that the achievable closed loop bandwidth is less than the real part of that non-minimum phase zero, i.e.

\[
BW \leq \Re(s_0). \tag{3.112}
\]

That is the upper bound for the bandwidth of blood pressure control is on the order of 0.1 rad/min which requires an open loop model bandwidth of 0.3 — 0.5 rad/min.

3.10 Conclusions

This chapter derived a physiology based dynamic MIMO model that relates the inputs 'vaporizer concentration' and 'surgical stimulations' to the outputs 'inspired anesthetic concentration', 'endtidal anesthetic concentration', and 'mean arterial pressure' as shown in figure 3.1. Different
unmodeled phenomena limit the valid frequency range to $0.5 - 3 \text{ rad/min}$. This restriction has consequences for the achievable bandwidth for closed loop control as well as for the effectiveness of fault detectors. The non-minimum phase characteristic observed for the MAP-output will further limit the closed loop control bandwidth.

The model is of 16th order and has numerous physiological parameters. Other authors have proposed models of lower order [503, 505, 504, 111] based on either numerical order reduction [111] or by black box identification from experimental data [503, 505, 504]. In both cases it becomes difficult to trace the effect of changing physical, physiological or patho-physiological conditions on the model parameters. We therefore prefer to stay with the high order model where these influences easily can be traced.

A final comment shall be made about the weight dependence of the system dynamics. From any of the differential equations governing the evolution of the partial pressures in the body, i.e. equations (3.17) to (3.21), it is possible to factor out an $m^{\frac{1}{3}}$ in the numerator and an $m$ in the denominator. The factor $m^{\frac{1}{3}}$ in the numerator originates from equation (3.69) and the factor $m$ in the denominator originates from equation (3.72). The dynamic equations consequently may be written as

$$\dot{x}_{Gas} = m^{-\frac{1}{3}} f_{Gas}(x_{Gas})$$ (3.113)

where we have used $x_{Gas}$ according to equation (3.108) to combine all partial pressure states of the body. That is, the system dynamics only weakly depend on the weight of the patient. This explains why other authors [503, 505, 504] are able to successfully derive PK models without introducing this weight dependency.
Chapter 4

Control Algorithms

4.1 Introduction

In section 1.4 a broad overview about automatic control applied to anesthesia was given. In this chapter we will first have a closer look at published controllers dealing with control of MAP or endtidal concentrations through volatile anesthetics. In particular a valuation of Derighetti's work will be given. The focus of this chapter, however, lies with the clinical validation of the control algorithms developed by Derighetti in his thesis [111]. These validation results are presented in section 4.4 for the endtidal controller and in section 4.5 for the MAP controller. Before that the control algorithms are described in section 4.2. Up to some extensions that will be pointed out in detail they are identical to those described in Derighetti's thesis. It will therefore be avoided to go through every detail of the controller development process. However, enough information is provided for reproduction of the algorithms. Section 4.3, finally, describes the supervisor logic control introduced for the clinical validation.

4.1.1 Blood pressure regulation through volatile ether anesthetics

Control algorithms for regulation of MAP by means of volatile anesthetics have been published in [416, 327, 329, 318, 390, 293, 459, 515, 114, 296]. Various control algorithms have been proposed by these different authors. They include bang-bang [416], Fuzzy Logic [280, 318, 459, 515, 114], neural networks [390], generalized predictive [296, 292], as well as classical self tuning control [327, 329].

The use of a bang-bang controller is motivated by the relatively narrow constraints on the input variables. If fast changes in MAP are desired this normally leads to saturation of the control signal. The algorithm suggested in [416] uses a simple second order model to determine the optimal switching times by means of online optimization. While the bang-bang strategy yields
good results during transients it is less suited for quasi steady state operation. Figures 6, 7, and 8 in [416] show that the control signal is “chattering” during these phases. Nevertheless, the authors successfully tested the control on dogs.

The arguments for Fuzzy Logic control are the classical ones. It is referred to the nonlinear dynamics, to the inter and intra patient variability and the fact that the human anesthetist’s experience may be utilized. Similar arguments are used to motivate the use of neural networks [390]. All authors [280, 318, 459, 293, 515, 114] use PID- or PD-like Fuzzy controllers. Derighetti [114] suggests an interesting variation by cascading Fuzzy controllers for inspired concentration, endtidal concentration and MAP. The authors provide different degrees of validation for their controllers. While Linkens [278, 279, 293] uses simulation tests, others report ten [515] and more [459] clinical trials.

The use of self tuning control is mainly motivated by inter and intra patient variability which are said to be difficult to capture in a model [327]. The authors report 34 successful clinical applications of their controller [329].

The group of Linkens published numerous simulation studies for the use of generalized predictive control (GPC). It is a predictive control scheme which uses ARMAX models for prediction [90, 91]. In the first approach a unconstrained linear quadratic setup was used [281, 292]. Later constraints on the manipulated variables were introduced [279, 296]. We feel that the explicit handling of input constraints should be one of the main motivations for using GPC (or MPC).

4.1.2 Control of endtidal concentrations of volatile anesthetics

Applications of automatic control of endtidal concentration of anesthetics are described in [406, 450, 333, 84, 489, 477]. The suggested algorithms include open loop model based [406], heuristic [450, 333], PI- [489], and predictive control [477].

The early open loop control application [406] uses a fifth order compartmental model to predict the endtidal concentration. The predicted concentration is then used in the feedback control algorithm resulting in an open loop control scheme. No details about the model nor about the controller are provided. Acceptable performance is demonstrated in a series of animal experiments.

The heuristic controller [450, 333] also represents an early control application. The control scheme identifies some patient characteristics during an initial uptake phase. [333] argues that it would not be possible to derive these characteristics from patient data. Still they use the model of Zwart et al. [524] to validate their controller. After the identification phase a modified proportional control law is used. And after 90 breathing cycles it is switched to a PI-like control law. The controllers are validated in several clinical trials.

In [489] a PI controller is designed for the control of endtidal Halothane concentration. It is validated on the model by Zwart et al. [524] and on eight dogs [516].

Finally, [477] proposes a predictive controller with a horizon of one step. The formulation leads to a simple linear control law. The model used for prediction is of second order and captures
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respiratory circuit and lung dynamics. The parameters of the model are estimated online and the model is updated continuously. The algorithm was clinically validated in five dogs.

4.1.3 Control of inspiratory concentrations of volatile anesthetics

Some controllers for the inspiratory concentration of volatile anesthetics are also reported [397, 226, 104]. The techniques used are PID [397], model based predictive [226], and Fuzzy Logic [104] control.

The PID controller [397] was validated on five dogs and the Fuzzy controller [104] was validated on 30 patients.

For the predictive control algorithm [226] a cost function based on the output prediction \( k \)-steps in the future is used. A formulation which leads to a simple linear feedback law. As validation the authors provide simulation experiments.

4.1.4 Derighetti’s contribution

Summarizing these publications one observes that initially Halothane or Enflurane was used and as Isoflurane was introduced in the clinic it also came in use for automatic control applications. It further becomes apparent that as the availability of digital computers increased more sophisticated algorithms were introduced. But throughout the whole development process variability and nonlinearity arguments are used to motivate control algorithms that do not rely on mathematical models.

For his thesis [111] Derighetti initially also started with successful applications of fuzzy logic control [110, 104]. However, he reports difficulties in the tuning of the controllers for performance and their adaptation to new conditions (e.g. change from high flow to low flow anesthesia). These difficulties motivated the use of a mathematical model with parameter that have a clear physical or physiological interpretation. He utilizes this model to derive model predictive (MPC) and observer based state feedback (OBSF) controllers. His contribution is thus to show in pilot studies that controllers derived from a tailored model perform well in a clinical environment.

4.2 Control algorithms

4.2.1 Observer based state feedback controllers

The generic structure for an OBSF controller as it is used here is shown in figure 4.1. Several augmentations to the classical state feedback with observer [235, 9] were made. First, a feed forward term \( F \) is added for better setpoint tracking. Second, integral action \( (k_i) \) is added
to compensate for disturbances and modeling errors. And finally, an anti windup compensation \( (k_{AW}) \) is added to cope with the severe input constraints.

\[ \begin{align*}
  v(t) &= F_{rb} T_r + T_f y(t) \\
  \hat{y}(t) &= L \hat{x}(t) \\
  x(t) &= A, B, C, D \\
  \text{Controller} \\
  \text{Patient} \\
  \text{Vaporizer setting} \\
  \text{Ventilator}
\end{align*} \]

Figure 4.1: Structure of the OBSF controller used in [111].

The tuning parameters of this controller are therefore the state feedback \((K, k_t)\), the output injection \((L)\), the feed forward \((F)\), and the anti windup compensation \((k_{AW})\). The parameters \(K, k_t, \) and \(L\) result as the solution of a linear quadratic regulator (LQR) problem. The generic LQR problem is formulated as follows

\[
  \min_u \int_0^\infty \{x^T(t)Qx(t) + u^T(t)Ru(t)\} \, dt \\
s.t. \quad \dot{x}(t) = Ax(t) + Bu(t) \tag{4.1}
\]

It is well known [65] that for this problem a solution in the form of a constant state feedback exists, i.e.

\[
  u(t) = -Kx(t) \tag{4.2}
\]

where \(K\) results from solving a Riccati equation. To obtain the parameters \(K, k_t, \) and \(L\) the two LQR problems specified through \(A, B, Q,\) and \(R\) are suitably set up.

The problem formulation for the state feedback parameters \((K, k_t)\) is as follows:

\[
  A = \begin{bmatrix} 0 & -C_1 \\ 0 & A \end{bmatrix} \quad B = \begin{bmatrix} 0 \\ B \end{bmatrix} \\
  Q = \hat{C} \hat{Q} \hat{C} \quad R = R \tag{4.3}
\]
Where

\[ \ddot{C} = \mathbf{I} - \dot{C}^T \left( \dot{C} \dot{C}^T \right)^{-1} \dot{C} \]  

(4.4)

with

\[ \dot{C} = \begin{bmatrix} \gamma & C_1 \end{bmatrix} \]  

(4.5)

and where the matrices A, B, and C refer to the standard description for LTI systems. Note that C_i denotes the row of C which generates the controlled output y_i(t). This formulation results from requiring trajectory tracking and integral action [111, 9]. The tuning parameters for the state feedback are thus Q, R, and γ. The integrator feedback coefficient k_i is given by

\[ k_i = K(1) \]  

(4.6)

and the state feedback vector K is given by

\[ K = K(2 : n + 1). \]  

(4.7)

The problem formulation for the output injection matrix L is as follows

\[ A = A^T \quad B = C^T \]  

\[ Q = \rho B B^T \quad R = R. \]  

(4.8)

This formulation results from a loop transfer recovery (LTR) design [405]. The output injection matrix L is given by

\[ L = K^T \]  

(4.9)

and the tuning parameter for L are ρ and R.

Finally, the feed forward term F is given by

\[ F = \left[ C(BK - A)^{-1} B \right]^{-1} \]  

(4.10)

and the anti windup parameter was set

\[ k_{AW} := 1 \]  

(4.11)

by Derighetti.

### 4.2.2 Observer based state feedback control of endtidal anesthetic concentration

In the setup for the endtidal controller the measurement vector y(t) contains the inspired and endtidal anesthetic concentration measurement. The controlled output y_i(t) is of course the endtidal concentration.
Tuning parameters chosen for the feedback design are

\[ Q = 1, \quad R = 0.05, \quad \text{and} \quad \gamma = 3. \quad (4.12) \]

The tuning parameters chosen for the observer design are

\[ R = \begin{bmatrix} 1 & 0 \\ 0 & 0.1 \end{bmatrix}, \quad \text{and} \quad \rho = 100. \quad (4.13) \]

4.2.3 Observer based state feedback control of MAP with endtidal override

The structure of the MAP control algorithm is somewhat more complex than the one for the endtidal concentration. Schematically it is shown in figure 4.2. The main MAP controller \( C_{\text{MAP}} \) is an OBSF controller as described in section 4.2.1. The measurement vector \( y(t) \) contains the inspired and endtidal anesthetic concentration measurement and the mean arterial pressure. The controlled output \( y_1(t) \) is of course mean arterial pressure. Tuning parameters chosen for the feedback design are

\[ Q = 1, \quad R = 0.005, \quad \text{and} \quad \gamma = 0.3. \quad (4.14) \]

And the tuning parameters chosen for the observer design are

\[ R = \begin{bmatrix} 10 & 0 & 0 \\ 0 & 0.5 & 0 \\ 0 & 0 & 100 \end{bmatrix}, \quad \text{and} \quad \rho = 100. \quad (4.15) \]

For MAP control constraints have not just to be imposed on the control signal \( c_{\text{eap}}(t) \) but also on the endtidal concentration. An upper limit \( c_\text{endt}^\dagger \) has to be imposed because a high Isoflurane
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Concentration may lead to a hypotonic crisis, cardiac arrhythmias, or even cardiac arrest. To comply with this upper limit Derighetti introduced an override controller $C^1_{\text{endt}}$. This override controller is in itself a complete OBSF controller. The minimum selector applied to the control signals of MAP controller ($C^1_{\text{MAP}}$) and endtidal controller ($C^1_{\text{endt}}$) ensures that the upper limit $c^1_{\text{endt}}$ is complied with. The analysis of override structures may done according to [179, 178, 248].

At least equally important, however, is that a minimum endtidal concentration $c^1_{\text{endt}}$ is guaranteed since a low endtidal concentration may lead to light anesthesia and awareness. For the clinical evaluation of the MAP controller we therefore also introduced an override controller ($C^1_{\text{endt}}$) to ensure a minimum endtidal concentration.

Note that in this structure each of the three controllers is a complete OBSF controller with an observer of its own. This makes sense, since each of the observers is obtained form a system linearization valid at a different operating point.

4.2.4 Closed loop bandwidth

An important characterization of feedback controllers is the achieved closed loop bandwidth. It determines how fast the closed loop system is able to react to changes in the reference signal. Figures 4.3 and 4.4 shown the frequency response plots for the closed loops of endtidal and MAP control, respectively. The 3 dB bands are shown for reference with dashed-dotted lines.

It can be seen that the bandwidth for endtidal control is about 1 rad/min. This is only somewhat lower than the postulated model bandwidth of about 3 rad/min and must therefore be viewed as an upper limit of achievable bandwidth. For MAP control two frequency responses are shown. The dashed response corresponds to a controller obtained by utilizing the pharmacodynamic parameters published by Derighetti. The plot shows the effect of the non-minimum phase property which Derighetti did not model. It leads to a resonance like gain increase at about 0.3 rad/min which leads to poor loop performance. This poor performance is documented in figure 3.25. If the controller is designed for the non-minimum phase plant instead, the closed loop bandwidth is reduced considerably. This case is shown with solid lines. Note that the bandwidth of about 0.2 rad/min lies in the range of the real part of the zero location

$$\Re(s_0) = 0.0996$$

(4.16)

as postulated in section 3.9.

4.2.5 Controller parameterization

Derighetti automated the controller design in such a way that given the relevant model parameters the tailored controller can be computed in a couple of minutes. The procedure is implemented in Matlab. The different steps of the design process are illustrated in figure 4.5. Sequentially this involves the linearization of the model equations, an order reduction using the balanced...
During the pilot study phase controllers for a patient were computed as soon as the relevant parameters were known. This happened normally on the evening before the planned operation. For the clinical evaluation, however, it was rather desired to have the possibility to compute the controller online. For this the implementation of the whole design process on the target computer in Oberon would have been one option. Only since a number of non-trivial numeric steps are involved this would have been a major challenge. It was therefore preferred to perform an a posteriori parameterization of the controllers. For the continuous parameters $FF$ and $m$ this is done by means of polynomial approximation of every individual controller parameter. And for the discrete parameter $f_R$ a set of controllers is provided from where the appropriate one is selected at run time (see next section). The dependency of the controllers from the tidal volume was removed by using the common rule of thumb

$$V_T = 0.01 \cdot m_{kg} \quad [l].$$

(4.17)

These modifications allow to compute the controller parameters online without going through
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![Diagram of control algorithm steps]

Figure 4.5: The different steps involved in the design process of the OBSF controllers.

the whole design process of figure 4.5.

4.2.6 Switching controllers

For clinical practice it is not realistic to assume that control relevant parameters stay unchanged during an operation. In particular for the adjustment of ventilation it is occasionally necessary to adjust the respiratory frequency. Since the respiratory frequency determines the sampling rate of the controller a change of the respiratory frequency requires an adjustment of the controller. For our controllers this requires a change of the controller parameters. Derighetti reports a nice example for the effects of a misadjusted respiratory frequency (figure 7.16 in [111]). If the parameters of the OBSF controller are changed the question remains how to initialize the states of the observer. Derighetti suggests to update the observer with past data. That this approach must lead to suboptimal results is illustrated in figure 4.6.

![Graph showing state variable evolution under different conditions]

Figure 4.6: The values of the states variables are the consistent information describing the system at the instance of switching.

Assume that up to time $t$ a system evolves under environmental conditions $\theta_A$ and that these conditions change to $\theta_B$ at time $t$. To comply with the new environment $\theta_B$ the controller parameters are changed at time $t$. However, updating the observer which has been designed for environment $\theta_B$ with data collected under conditions $\theta_A$ only under special circumstances (like steady state operation) yields correct results. If we assume that the state of the system $x(t)$ is not able to change abruptly (which is the case for our system) then the states before $(x(t^-))$ and after $(x(t^+))$ the parameter change are equal i.e. $(x(t^-) = x(t^+))$. The consistent initialization
of the controller states is thus to transfer the values of the states of the old controller to the new states. A successful switching of controllers is shown in figure 4.7. Note that a switch during a transient phase occurs without noticeable effects on the controlled output.
Figure 4.7: Example of controller switching due to change in respiratory frequency. Up to time $t_A$ the controller runs with a cycle time of 6 s. Between $t_A$ and $t_B$ it runs with a cycle time of 5 s. And after $t_B$ it again runs with a cycle time of 6 s. At times $t_A$ and $t_B$ the switching of the controller occurs.
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For a control engineer the pre-conditions for activating the different controllers are self-evident. But it is not surprising that for the anesthetist conducting the pilot studies this was not the case. For example, while for the control engineer it is clear what parameters have to be set before controller parameters can properly be initialized this is not necessarily the case for an anesthetist.

To ensure that all actions are only executed if the preconditions are satisfied a supervisory control logic was implemented in the form of a finite state automaton (FSA). The diagram of this automaton is shown in figure 4.8. According to this the system has four main states. These are "PASSIVE", "DOSING", "ENDTCTRL", and "MAPCTRL". The characterization of these states is as follows:

PASSIVE All the software objects are initialized and running. The monitor is sampled every 6 seconds. The MMI is updated regularly. No commands except those required for synchronization are sent to the actuator devices. Gas flow and vaporizer are controlled manually. I.e. the anesthetist conducts anesthesia manually and the control system only records the data.

DOSING The electronic branch of the gas delivery is active (compare figure 2.18). That is O₂- and N₂O-flow as well as vaporizer position are set via the user interface panel. The control and FDI algorithms are updated with the actual values. This allows the observer to converge while the anesthesia is performed manually electronically by the anesthetist.

ENDTCTRL The endtidal controller is active. The vaporizer is set by the controller and no possibility to act on the vaporizer via the control panel is given. FDI findings are checked regularly. The MAP control algorithm is updated with the actual values. This ensures that it is possible to switch to MAP control at any time.

MAPCTRL The MAP controller is active. The vaporizer is set by the controller and no possibility to act on the vaporizer via the control panel is given. FDI findings are checked regularly. The endtidal control algorithm is updated with the actual values. This ensures that it is possible to switch to endtidal control at any time.

Note that the states "PASSIVE" and "DOSING" could alternatively be named "READY" and "MANUAL". To avoid confusion with the manual control mode where the anesthetist is not using the research platform we prefer this terminology.

Orthogonal to these states are the two states "SAVING" and "NOSAVING". In the "SAVING" mode the software runs through all the model objects (see figure 2.10 for reference) and sends any available datum to the host computer where it is written to a file. It may be activated in
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Figure 4.8: Finite state automaton implementation of the SLC for the combined endtidal/MAP controller application.
any of the four main states.

The "BOOTED" state is special. It can only be entered from the outside so to speak and it is a transient state that is entered exactly once. The system is in this state as the target computer has booted. In this state all the software modules have been loaded but only the FSA process is running. This state also implies that the host computer has successfully booted since the target is requesting its bootfile from the host computer.

The transitions between the different modes are triggered by events. Typically these are external events resulting from commands issued via the control panel. In combination with fault tolerant control (see chapter 7) these events may alternatively be triggered by fault events. Certain transitions are only possible if the corresponding preconditions are satisfied. Some transitions also execute an action. E.g. during the transition from "PASSIVE" to "DOSING" the magnetic valve (see figure 2.18 for reference) is switched from the manual dosing to the electronic dosing branch. Using the notation from [404] such a transition is formally written as

\[ \text{event}[\text{condition}] : \text{action}. \]  

(4.18)

The meaning of the command events and the transition actions of the FSA in figure 4.8 are clear from their naming. The transitions conditions, however, require some discussion. They will be given here in mathematical form in one to one correspondence to how they are implemented in Oberon.

\[ \text{FlowsSet} = \text{TotalFlowSet} \land \text{O}_{2}\text{FlowSet} \land \text{AgasConcSet} \]  

(4.19)

The interpretation of this equation is also clear from the naming of the variables. The condition EndtCtrlReady is given by

\[ \text{EndtCtrlReady} = \text{ControllerInitialized} \land \text{ObserverReady} \land \text{EndtReferenceSet}. \]  

(4.20)

where ObserverReady denotes the condition that the observer error has to have converged sufficiently before the controller may be switched on. The ControllerInitialized condition is "TRUE" after the execution of the initialization command

\[ \text{Init[ParamSet]} : \text{InitControllers}. \]  

(4.21)

Here ParamSet denotes the condition that the parameters \( m, FF, \) and \( f_R \) have to be specified before the controller parameters can be computed using the polynomial approximations. Finally,

\[ \text{MAPCtrlReady} = \text{ControllerInitialized} \land \text{ObserverReady} \land \text{MAPRefSet} \]
\[ \land \text{UpEndtRefSet} \land \text{LowEndtRefSet} \land \text{FallbackEndtSet} \]
\[ \land \text{UpEndtCtrlReady} \land \text{LowEndtCtrlReady}. \]  

(4.22)

This condition means that all three controllers in the override structure have to be ready before MAP control may be started. Note that UpEndtCtrlReady and LowEndtCtrlReady are conditions analogously to condition (4.20). Of course all necessary reference values have to be specified. The fallback endtidal reference is not used yet. It will play a role for fault tolerant control (see section 7.7.2).
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Table 4.1: Patient characteristics and average durations of surgery. NS denotes a statistically not significant difference between the two groups. Age, body weight and duration of surgery were compared by using Student’s t-test [423, 395] after data were tested for normal distribution. Normality of distribution was tested by using the Kolmogorov-Smirnov test [423, 395]. Sex was compared by using the Fisher Exact Test [423, 395].

<table>
<thead>
<tr>
<th></th>
<th>Group A (manual control first)</th>
<th>Group B (automatic control first)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td># Male</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td># Female</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Age (yr)</td>
<td>40.18 ± 17.41</td>
<td>53.64 ± 14.21</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>75.64 ± 17.33</td>
<td>70.36 ± 14.35</td>
</tr>
<tr>
<td>Duration of Surgery (min)</td>
<td>233.64 ± 121.94</td>
<td>204.09 ± 63.95</td>
</tr>
</tbody>
</table>
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4.4.1 Patients

After approval by the institutional ethical committee, and after having obtained written, informed consent from each, 22 ASA physical status I to III patients (see e.g. [332] for a definition of ASA classes) undergoing elective surgical procedures (neurosurgery, ear-nose-throat (ENT) surgery, abdominal and orthopedic surgery) were studied. Exclusion criteria were: history of coronary artery disease, poorly controlled arterial hypertension. The patients were premedicated with lorazepam 1-2 mg orally 30 minutes prior to induction of anesthesia. Anesthesia was induced with fentanyl (2 μg/kg) and thiopental (3-5 mg/kg). The trachea was intubated after muscle relaxation with vecuronium (0.1 mg/kg). Additional doses of vecuronium were given to maintain 0 - 2 responses of TOF stimulation at the ulnar nerve. After tracheal intubation, controlled ventilation was adjusted to maintain the endtidal carbon dioxide at 4.5%, and anesthesia was maintained with 70% N₂O in oxygen, Isoflurane and boluses of fentanyl (1 - 2 μg/kg) as necessary. After tracheal intubation the fresh gas flow was set to 6 l/min. Ten minutes later the flow was reduced to 1 l/min and at the end of the surgery reset to 6 l/min in both groups. The control system was started after the beginning of the operation. An equilibration period of 5 min was allowed for convergence of the observer before step changes of the endtidal Isoflurane concentration were performed. Anesthesia was conducted by experienced anesthetists (more than two years of special training) only. These anesthetists were responsible for all aspects of anesthesia including the tracking of the endtidal reference changes in the manual phase.

The patients were randomly (by lot) assigned to one of the two following treatment groups for the first phase of anesthesia. Group A patients were anesthetized using manual adjustment of the concentration of Isoflurane. Group B patients were anesthetized using an automatic feedback control system to adjust the endtidal Isoflurane concentration. In both groups, the anesthetist was asked to perform four step changes of the target endtidal Isoflurane concentration, either manually or by setting the target value for the feedback controller. Before the first step change and after each following step, an equilibration period of approximately 10 min was allowed for...
maintaining a constant endtidal concentration. The endtidal target concentration was increased in two steps (plus 0.3 and 0.6 % vol) and decreased in two steps (minus 0.3 and 0.6 % vol) in each patient. The sequence of the four step changes was chosen by the anesthetist, according to the need of the intraoperative situation, but the chosen step change had to be kept for a minimal equilibration period of 10 min. If the mean arterial blood pressure decreased more than 20% after an increasing step-change, a single dose of ephedrine (5 mg iv) was allowed or an equivalent decreasing step-change of the endtidal Isoflurane concentration was sought. If the mean arterial pressure increased more than 20% after a decreasing step-change, additional amounts of fentanyl (1 - 2 μg/kg) were allowed. After this first phase of four step changes, the method of adjusting the endtidal Isoflurane concentration was switched in a crossover manner in the second phase, i.e. patients randomized to Group A (manual control) were now assigned to the automatic feedback control system for the following four step changes, and vice versa for Group B patients.

4.4.2 Performance evaluation

There is no common agreement on what measure should be used to evaluate the performance of automatic controllers in anesthesia. A list of possible criteria is given in [182]. In view of this control performance of manual and automatic control was compared based on the ability to track step changes in the target endtidal Isoflurane concentration in terms of the following criteria:

PC-1 rise time: For increasing step changes: time required from 10% to 90% of the step height (e.g. for an increasing step change of 0.6%, from 0.5% to 1.1%, the rise time would be defined as the time to reach 1.04% from 0.56%) For decreasing step changes: time required from 10% to 90% of the step height (e.g. for a decreasing step change of 0.3%, from 0.8% to 0.5%, the rise time would be defined as the time to reach 0.53% from 0.77%)

PC-2 maximum overshoot: Maximum amount the system output overshoots or undershoots its target value, expressed as a percentage of the step height. Observation starts after the target value has been reached for the first time.

PC-3 regulation performance: Deviation of the measured endtidal Isoflurane concentration from the target value, expressed as percentage frequency distributions of the deviation measured - desired of the endtidal Isoflurane concentration. Observation starts after the target value has been reached for the first time.

PC-4 number of changes of the vaporizer setting: Only changes ≥ 0.05 vol% were recorded. In the manual phase this criterion gives a measure for how much attention the anesthetist must pay to the control task. Comparing the number for manual control to the number for automatic control gives an indication on how much additional wear of the actuator is introduced by automatic control. Note that for automatic control this value will be influenced by two factors, the measurement noise and the actual control movements.
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4.4.3 Results

There were no significant differences between the two groups with respect to sex, age, weight and duration of surgery (table 4.1). In both groups, two patients had only one series of step changes studied because the operation was finished early. The remaining 18 patients were studied following the protocol, i.e. they all had 4 step changes performed in the manual as well as the automatic mode. Thus a total of 80 step changes were analyzed in each group.

The statistical evaluation of the experiments are summarized in tables 4.2 and 4.3. Representative recordings of experiments are shown in figures 4.9 to 4.12.

From tables 4.2 and 4.3 we see that the performance of the feedback control was superior to the manual control in terms of overshoot and regulation performance, with increasing as well as decreasing step changes. The response time for the increasing step changes was shorter in the automatic mode for the larger steps only, but for the smaller steps it was shorter in the manual mode. The response time for the decreasing step changes was not statistically different between the two groups. The automatic control of the endtidal Isoflurane concentration resulted in higher numbers of changes of the vaporizer setting, for increasing as well as decreasing step changes (only with decreasing steps of 0.6 vol% the difference was not statistically significant).

From visual inspection of the results presented in figures 4.9 to 4.12 it is not reasonable to assume that the larger number of vapor changes for automatic control is only due to noise. It is rather conjectured that the superior control performance is achieved at the expense of more control moves.

From a control engineering point of view it is interesting to notice the asymmetry in the response to positive and negative steps. It is a consequence of the asymmetry in the available control input. Symmetric responses are only obtained when negative steps start at relatively high concentrations like in figure 4.12.

A final comment shall be made concerning the handling of the input constraints. In section 4.2 it was mentioned that the control algorithms needed special anti-windup measures to cope with the severe input constraints. Note now that the anesthetists seem to have problems with these input constraints also. This appears very clearly towards the end of both negative steps shown in figure 4.9 but is also present in figures 4.10 and 4.12.
<table>
<thead>
<tr>
<th></th>
<th>+ 0.3 vol % step change</th>
<th></th>
<th>+ 0.6 vol % step change</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>automatic</td>
<td>manual</td>
<td>automatic</td>
</tr>
<tr>
<td>rise time (sec)</td>
<td>116 ± 20*</td>
<td>71 ± 34*</td>
<td>149 ± 32*</td>
</tr>
<tr>
<td>maximum overshoot (%)</td>
<td>19.8 ± 3.7*</td>
<td>30.7 ± 13.2*</td>
<td>14.7 ± 3.7</td>
</tr>
<tr>
<td>regulation performance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; - 0.25 %</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>≥ -0.25% - &lt; -0.15 %</td>
<td>0.12 ± 0.37*</td>
<td>0.53 ± 16.20*</td>
<td>1.4 ± 2.31*</td>
</tr>
<tr>
<td>≥ -0.15% - &lt; 0.05 %</td>
<td>95.53 ± 4.93*</td>
<td>81.61 ± 18.04*</td>
<td>87.89 ± 6.85*</td>
</tr>
<tr>
<td>≥ +0.05% - &lt; +0.15 %</td>
<td>4.35 ± 4.97</td>
<td>7.44 ± 7.32</td>
<td>10.7 ± 6.11</td>
</tr>
<tr>
<td>≥ +0.15% - &lt; +0.25 %</td>
<td>0</td>
<td>0.41 ± 1.31</td>
<td>0</td>
</tr>
<tr>
<td>≥ +0.25 %</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>number of changes of</td>
<td>46.9 ± 7.4*</td>
<td>14.7 ± 13.9*</td>
<td>66.3 ± 11.9*</td>
</tr>
<tr>
<td>vaporizer setting</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: Increasing step changes. The numerical variables in the two groups were compared by paired t-test when data were normally distributed, otherwise the Wilcoxon Signed Rank Test [395] was used. A P value < 0.05 was considered statistically significant. Differences that have been found statistically significant are marked with *.

<table>
<thead>
<tr>
<th></th>
<th>- 0.3 vol % step change</th>
<th></th>
<th>- 0.6 vol % step change</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>automatic</td>
<td>manual</td>
<td>automatic</td>
</tr>
<tr>
<td>rise time (sec)</td>
<td>248 ± 169</td>
<td>320 ± 260</td>
<td>485 ± 230</td>
</tr>
<tr>
<td>maximum overshoot (%)</td>
<td>9.5 ± 3.3*</td>
<td>14.2 ± 6.3*</td>
<td>4.8 ± 1.7*</td>
</tr>
<tr>
<td>regulation performance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; - 0.25 %</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>≥ -0.25% - &lt; -0.15 %</td>
<td>0.14 ± 0.60</td>
<td>2.92 ± 6.65</td>
<td>0</td>
</tr>
<tr>
<td>≥ -0.15% - &lt; 0.05 %</td>
<td>99.86 ± 0.60*</td>
<td>92.98 ± 9.40*</td>
<td>99.89 ± 0.49</td>
</tr>
<tr>
<td>≥ +0.05% - &lt; +0.15 %</td>
<td>0</td>
<td>4.1 ± 7.56</td>
<td>0.11 ± 0.49</td>
</tr>
<tr>
<td>≥ +0.15% - &lt; +0.25 %</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>≥ +0.25 %</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>number of changes of</td>
<td>20.2 ± 14.3*</td>
<td>8.7 ± 6.2*</td>
<td>12.7 ± 7.7</td>
</tr>
<tr>
<td>vaporizer setting</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.3: Decreasing step changes. The numerical variables in the two groups were compared by paired t-test when data were normally distributed, otherwise the Wilcoxon Signed Rank Test [395] was used. A P value < 0.05 was considered statistically significant. Differences that have been found statistically significant are marked with *.
Figure 4.9: Comparison of manual/automatic control of the endtidal Isoflurane concentration (experiment Jan 01 1999). Automatic control starts at minute 95. This example shows a very poor and "nervous" human control performance. The recording also illustrates the difficulties of the anesthetist to handle the severe input constraints. This is indicated by the bumps in the endtidal concentration towards the end of the negative steps during manual control.
Figure 4.10: Comparison of automatic/manual control of the endtidal Isoflurane concentration (experiment Sep 22 1998). Manual control starts at minute 85. This example shows nicely a certain training effect of the anesthetist. In performing the first step change the anesthetist does not open the vaporizer long enough resulting in slow response. For the second step the anesthetist opens the vaporizer longer. Resulting in a comparably fast response.
Figure 4.11: Comparison of automatic/manual control of the endtidal Isoflurane concentration (experiment Oct 21 1998). Automatic control ends at minute 67. This example shows one of the best manual control examples.
Figure 4.12: Comparison of manual/automatic control of the endtidal Isoflurane concentration (experiment Jan 12 1999). Automatic control starts at minute 88. This example also demonstrates a training effect of the anesthetist. Namely during the first step the vaporizer concentration is reduced too early. The same "mistake" is not made during the second step. It further shows automatic control performance for a different sequence of steps than the previous examples.
4.5 Clinical evaluation of the MAP controller performance

4.5.1 Study protocol

For the evaluation of the performance of the MAP controller a similar study is in progress. That is forty ASA-class I to III patients aged 20 to 65 (see e.g. [332] for a definition of ASA classes), scheduled for elective abdominal, orthopedic, thoracic or neuro-surgery, are enrolled in the study after written informed consent. Exclusion criteria are a history of coronary artery disease or uncontrolled arterial hypertension (diastolic blood pressure > 100 mmHg). Patients receive 1 – 2.5 mg lorazepam one hour before induction of anesthesia. After arrival in the OR patients are monitored with ECG, arterial blood pressure using an intravenous catheter inserted in the radial artery (usually of the non-dominant arm), and pulse oxymetry. After intubation endtidal CO$_2$ and volatile anesthetics are measured at the Y-piece using a Datex Capnomac monitor. Anesthesia is induced with propofol with a dosage according to the desire of the anesthetist in charge. A continuous infusion of the short acting opioid alfentanil is initiated using the Stanpump program to obtain a plasma target concentration of 100 ng/ml supplemented with a bolus of 400µg for the intubation. After intubation, the feedback control system is started but just for data acquisition in order to start convergence process of the observers. Anesthesia is maintained with alfentanil 100ng/ml target concentration, vecuronium according to clinical requirements, and feedback controlled Isoflurane in oxygen at 1 l/min fresh-gas flow. Two ml/kg/h of Ringer’s lactate are infused as a basis infusion, supplemented with additional Ringer’s lactate, colloids and/or blood according to clinical needs. If total blood loss exceeds 1.5 l (or approximately 30% of blood volume), the study is stopped. The patients are initially ventilated at a frequency of 10 min$^{-1}$ and tidal volumes of 10 ml/kg, the frequency being adjusted to obtain normoventilation (endtidal PCO$_2$ of approximately 35 mmHg). The blood pressure measured at the arrival of the patient in the OR is used as target blood pressure value. The patients are randomly (by drawing a lot) assigned to an initial phase with either feedback - controlled blood pressure or with manually controlled blood pressure. After ten minutes allowed for convergence of the observers, feedback control or manual control is started. When an endtidal Isoflurane concentration of less than 0.4 vol% is required, the alfentanil continuous infusion is decreased so that the target concentration drops by 25 ng/ml and five minutes are allowed for adaptation before the next adjustment of the alfentanil target concentration is made. If endtidal Isoflurane is again higher than 0.5 vol%, the alfentanil target concentration is again set to 100 ng/ml. The same is done reciprocally when an Isoflurane concentration of higher than 1.5 vol% would be needed, then the alfentanil target concentration is increased by 25 ng/ml. After 60 minutes of observation, the control mode is switched from feedback control to manual control and vice versa. The performance will be evaluated based on the following criteria.

- Duration of periods with mean arterial blood pressure within a bandwidth of target control blood pressure 10%.

- Duration of periods with blood pressure measurements that are higher or lower than 20 % of the desired target blood pressure.

- Number of changes of infusion rate of alfentanil infusion and mean of alfentanil infusion
rate.

- Artifact handling: artifacts in the measurement of blood pressure (e.g., blood sampling, calibration) and gas measurement (disconnection of the sampling line, calibration) are observed and the ability of the supervisor system to detect and eliminate them is determined.

- Number and type of critical incidents in both groups. These are periods with $MAP < 65 \text{ mmHg}$ or $systolic \text{ BP} > 160 \text{ mmHg}$ or $HR > 110 \text{ bpm}$.

Besides the evaluation of controller performance the benefit of automatic control in the daily routine will be evaluated. To analyze the structure and characteristics of the anesthesiologist’s job, human factor techniques such as task analysis and workload assessment will be used and the results will be compared between the two modes of MAP control, manual and automatic. Methodology used could consist of the following: time-motion analysis (to generate quantitative measures such as task duration and task density), secondary task probing and subjective workload assessment.

4.5.2 Results

Since the study is still in progress no statistical evaluation can be provided and only example trials are shown in figures 4.13 to 4.15.

For all the figures the upper most plot shows the reference and actual MAP signals. The second plot shows the vaporizer signal. The third plot shows the endtidal concentration along with the corresponding upper and lower limit. The lowest plot shows the active controller. A value of $-1$ denotes the lower endtidal controller, a value of $+1$ denotes the upper endtidal controller and $0$ denotes the MAP controller being active.

Figure 4.13 is the recording of an automatic control application during a liver surgery. Between periods of good regulation performance an episode with a heavy surgical stimulation occurs. To compensate for this disturbance an endtidal concentration larger than $c_{\text{endt}}^*$ would be required. Which activates the upper endtidal override controller. During the period of good regulation the MAP controller is dominating. The controller successfully compensates for disturbances occurring at minute 38, 89, and 94.
Figure 4.13: Recording of an automatic MAP regulation application during a liver surgery (experiment Aug 20 1999). No manual control phase was included in this pilot study. Note the successful compensation of “light” disturbances occurring at minutes 38, 89, and 94.
The experiment shown in figure 4.14 was conducted during an ENT surgery. Here a manual and an automatic regulation period are compared. Up to minute 192 anesthesia was conducted manually (in the “PASSIVE” mode). The reason for not conducting the manual control in the “DOSING” mode was that for the workload study no artificial element was desired. From minute 192 to minute 210 manual control was conducted in the “DOSING” mode to allow for the convergence of the observer. At minute 210 automatic control starts. This manual control phase is dominated by a heavy disturbance and an episode of good regulation. Due to the potentially different disturbance profiles it is not possible to compare the regulation performance based on a single trial. Note that from the plot showing the endtidal concentrations it seems that the controller tends to make more use of the bandwidth of allowed endtidal concentrations.
Figure 4.14: Comparison of manual and automatic regulation of MAP during ENT surgery (experiment Jan 20 2000). Automatic control starts at minute 210.
Figure 4.15 shows a comparison of manual and automatic control during an ENT surgery also. The operation began with a phase of heavily stimulating preparations inside the mouth. Then there was a 20 minutes pause until skin was opened at minute 138. It can be seen that the controller is doing a fairly good job in compensating for the blood pressure increase after beginning of the operation. It makes thereby use of the total allowed span of endtidal concentrations. During the pause a very nice example of an active lower endtidal controller is shown. After skin incision it is switched to manual control at minute 138.
Figure 4.15: Comparison of automatic and manual control during ENT surgery (experiment Jan 26 2000). Manual control starts at minute 137.
4.6 Conclusions

The extensive clinical validation of the endtidal controller lets us conclude that model base control of endtidal Isoflurane concentration is feasible and superior to manual control in a clinical environment. The procedure for artifact suppression which will be discussed in chapter 6 successfully handled all artifacts that occurred during the study. A limiting factor in the application turned out to be the observer. That is several minutes are required for the observer to converge before automatic control may be started.

For the model based MAP controller less definite statements are possible. From the several successful experiments we draw the following conclusions. The controller is successfully able to compensate for "light" disturbances as shown in figure 4.13. The limited control action and the fast disturbance dynamics seriously limit the ability to compensate "heavy" disturbances. These limitations also apply for manual control. Therefore we expect that the difference between manual and automatic control is less pronounced than for endtidal control. An intuitive way for improving blood pressure regulation is to provide the controller with advance information about major future disturbances like skin incision. A case study exploring this potential is provided in appendix B.
Chapter 5

Supervisor Structure

This short chapter serves two purposes. First, it outlines what supervision in the context of this thesis means. And second it will outline the content and scope of the next chapters.

5.1 Structure outline

The classical notion of supervisory control theory was introduced by Ramadge and Wonham [384, 385]. It is meant as a formal framework for analyzing discrete event systems at a logic level. Although continuous extensions to the theory are added [250, 253] it still hasn’t found its way to broad application. Some reasons for this are discussed in [14]. Often control of discrete event systems (DES) and hybrid systems are generally referred to as supervisory control. Analysis and control thereby is addressed by different methods like petri nets [252], graphchart [11], or lattice theory [94].

A special class of hybrid systems are fault tolerant control systems (see chapter 7). In this context supervisor logic refers to a function that receives fault detection and isolation information and which determines and executes corrective remedial actions [224]. The definition of supervision in [45] is somewhat narrower in the sense that the supervisor problem addresses the redefinition of control objectives in case of faults. Supervisors for FTC systems are normally designed without the rigorous mathematical framework of supervisory control theory. Rather engineering common sense is used.

Our understanding of a supervisor very much aligns with the interpretation common in fault tolerant control [224]. It includes some additional aspects, however. These different aspects are illustrated in figure 5.1 and will be discussed next.

According to the figure the supervisor functionality may be understood as the sum of all the necessary functions that have to be “wrapped” around the basic feedback control algorithms
to make the controllers routinely applicable in the OR. Martin [303] also uses the term “safety shell”. Four main layers can be identified.

D **Input and output conditioning:** This layer is the most process oriented layer and it is therefore drawn as the lowest layer. Entering the anesthesia system the measurements pass an input conditioning stage. This task includes any preprocessing of the signals, such as filtering, selection of the most trusted one out of a set of multiple measurements, and in particular the rejection of measurement artifacts. Leaving the system the control signals pass through a comparable output conditioning stage. Typical tasks of this post processing stage are, shaping of test inputs for FDI, the min-max selection of an override controller or the manual/automatic selection, etc. The strict separation of input/output conditioning and control algorithms is not always unique. This is for example the case for the artifact tolerant controllers or the override selection. Consider for example the artifact rejection problem. In chapter 6 different approaches to the problem will be discussed. In particular signal based and model based approaches will be distinguished. For the signal based approaches artifact rejection represents a (nonlinear) filtering block clearly separated from the controllers. For the model based approach presented in section 6.4 this is not the case since the output injection represents an integral part of the OBSF controller. Only its nonlinear modification is introduced because of the artifacts. Similar reasoning may be deployed concerning the min-max selection of the control signals.

C **Process information:** This represents the sum of all data available about the state of the process including for example controller states. Typically this information is stored in data bank. From there it is accessed for storage or to be displayed. In our architecture (recall chapter 2) this function is provided by the model objects.
Algorithmic layer: This incorporates feedback controllers, supervisor logic control (SLC), fault detection and isolation (FDI) algorithms, as well as decision support functions. The separation into a layer B1 and B2 separates dynamic and logic control. The SLC (see also section 4.3) may be viewed as the core of the supervisor. It fuses the available information from the surrounding blocks into a discrete state (also mode) of the system with well defined activities and transition conditions. FDI functions are responsible for detecting faults in the system. This may include equipment faults like disconnected sensors or leaks. But also the detection of critical physiological patient states like excessive blood loss is handled here. If the FDI results directly lead to events that cause mode transitions of the SLC the classical fault tolerant control setup is implemented. Alternatively the FDI results may only be communicated to the anesthetist along with suggestions for mode transitions. The FTC feedback loop may be viewed as being closed manually in this case. This strategy will be explored during the test phase of FTC. Only after successful completion of tests in this assistance mode the FTC feedback loop will be closed automatically. FTC aspects are discussed in chapter 7. The FDI results are communicated via the HMI anyway. In contrast to FDI decision support (DC) does not interact with the state automaton but it rather makes suggestions to the anesthetist on how to optimize the anesthetic procedure. It provides information that can not directly be read off from monitors. Typical examples are the estimated time required for the patient to wake up after termination of drug application, the estimated concentration of anesthetics in the brain or awareness monitoring [12].

Human machine interface (HMI): This is the most user oriented layer and is therefore drawn as the top layer of the supervisor structure. Every information from the system to the operator (anesthetist) and vice versa has to pass through the HMI. The HMI is typically implemented by a graphical user interface (GUI) but any acoustic alarm is also part of the HMI. Details about the HMI are discussed in chapter 8.

Note that all these functions are found in similar form in similar structure in any process control system.

Of these ingredients artifact tolerant control aspects are discussed in chapter 6. Fault tolerant control will be discussed in chapter 7. Decision support functions will briefly be discussed in section 5.4. Finally, details on the HMI will be described in chapter 8.

5.2 Supervisor applications in anesthesia

Supervisor aspects in anesthesia are not only discussed in connection with control applications. It is also an independent area of interest for monitoring in anesthesia.

An important reason is that the current alarm situation of general anesthesia workplaces is unsatisfactory [415, 482, 51, 352]. In an extensive recent study [51] it was found that many clinicians turn off alarms to avoid the annoyance of frequent false alarms. [383, 353] also reports a high rate of nuisance and false alarms. The problem is attributed to the fact that every physiologically relevant signal (e.g. heart rate or blood pressure) is treated isolated in terms of
alarm limit setting and alarm generation [447]. Often not even sufficient artifact detection is implemented [447, 33]. As a consequence several authors postulate a systems approach to the monitoring problem [33, 34, 360, 488, 164, 338, 447, 352]. This means instead of processing and monitoring individual signals the correlation among the different physiological variables and in particular drug application should be taken into account. [447] sums this up by: “From signal to patient-state monitoring”. Different techniques to tackle this problem are suggested. [415] proposes a knowledge based system, [359], [488], [338] and [448] use an artificial neural network, [467] uses Fuzzy learning of expert rules, [451] and [352] propose expert systems. The use of mathematical models, however, has not been explored in this context so far.

The need for supervisor functionality for automatic control application in anesthesia has clearly been recognized by a number of researchers. However, the maturity to which the supervisors have been developed differ greatly. Some authors declare it as subjects of future research [159, 254] while others have implemented supervisor functionality [307, 304, 305]. The overview articles [355, 220, 497] also address supervisor aspects. But they only briefly outline what the authors think were necessary supervisor functions. [156], [303] and [304] also provide a collection of requirements. The list of tasks includes

ST-1 rejection of measurement artifacts
ST-2 generation of probing signals
ST-3 limit the control signals
ST-4 adapt controllers
ST-5 supervise adaptation
ST-6 detect critical patient conditions

These tasks may all be allocated to one of the supervisor function blocks in figure 5.1. So while the cited publications list the requirements in a unstructured list figure 5.1 puts them in a consistent order.

5.3 Artifacts and faults

In the next two chapters procedures for handling artifacts and faults will be discussed. It is therefore necessary to distinguish faults and artifacts with the following definitions.

**Definition 5.3.1** Artifacts are normally occurring situations which temporarily make the nominal system description appear to be invalid.

**Definition 5.3.2** Faults are abnormal situations which permanently invalidate the nominal system description.
Examples for both will be given in chapters 6 and 7, respectively. Note the following about these definitions.

Definition 5.3.1 is narrower than what is broadly encountered in literature. In particular aliasing effects [428], respiration artifacts in the blood pressure signal [270, 13, 85], power line interference [218], or "ringing" artifacts in catheter manometers [64] are not covered by this definition. They all represent signals contaminated by another (periodic) signal and are easily treated with linear notch or anti aliasing filters.

Since artifacts represent normal operating conditions and since the system description is only temporarily invalid the control system - in contrast to faults or disturbances - must not react to artifacts. Except perhaps by giving an artifact indication signal.

According to definition 5.3.2 (see also [223]) failures must be viewed as a subset of faults. While in case of a failure a device fails to operate completely [223] it might only fail to operate according to the specifications in case of a fault.

It has not yet been specified what “temporary” means in the context of definition 5.3.1. In chapter 6 typical artifacts will be shown. There normal duration is on the order of 10 to 30 seconds. In extreme cases blood sampling artifacts and calibration artifacts can last up to two minutes (see figures 6.3 and 6.17, respectively). In view of this anything of duration less than two minutes is considered temporary. And any “artifact” of duration of more than two minutes will be treated as a fault by the SLC.

5.4 Comments on decision support

We have mentioned the estimation of the time required to wake up and the estimation of the brain concentration of anesthetics as typical decision support functions. No separate chapter will be devoted to this subject only some comments are made here.

The estimation of the "wake-up-time" requires PK models for the drugs that have an influence on the wake-up-time. That is, using the PK models it is possible to predict the decay of drug concentrations after termination of drug application. Wake up is then predicted when the drug combination transgresses a 'wake-up-limit'. With Isoflurane as a single agent our PK model would allow to estimate the wake-up-time. However, generally a combination of agents is used. And in particular in combination with opioids the wake-up-time depends to a great extent on the concentration of the opioids. This aspect of decision support is therefore not further explored in this thesis.

In section 3.7.1 we have shown that a good prediction of brain partial pressure with our model may be obtained. The estimate for the "brain concentration" may thus for example be taken form the observer used for FDI (see section 7.8.6).
Chapter 6

Artifact Tolerant Control

This chapter first discusses effects of artifacts on the controlled system. Then sources of artifacts that are important in the Isoflurane-MAP control context are studied. And then the different means of treating the artifact problem are provided. Finally, several examples of successfully suppressed artifacts are documented.

6.1 Motivational Example

The need for artifact treatment in automatic control applications during anesthesia has been recognized by several authors [403, 391, 156]. It is best illustrated with an example like the one shown in figure 6.1. Here a model based endtidal controller is supposed to lower endtidal Isoflurane concentrations from 1.3% to 0.7% as indicated by the dashed line. During this maneuver an automatic calibration of the monitor occurs during which a zero value is provided for the concentration measurement. This sudden change in the controlled output causes the controller to fully open the vaporizer. Although the artifact terminates after 20 s still enough Isoflurane has been supplied to the system to considerably overshoot and prolong the maneuver. Very nice examples of untreated artifacts are also shown in Derighetti's thesis [111] (page 177).

The situation illustrated in figure 6.1 represents a deterioration of the controller performance but a situation is not critical for the patient here. However, artifacts in blood pressure controllers might lead to a critical decrease of blood pressure. A very nice example of such critical transients is documented by Fukui and Musuzawa in [156]. Luckily we are not able to document such a situation.

Note also that the artifact is not just of interest with respect to automatic control applications. The problem also needs to be addressed for monitoring [482, 470] or record keeping purposes [319, 373].
6.2 Sources of artifacts

Recalling the MIMO system description figure 3.1, artifacts in gas concentration and blood pressure measurements must be distinguished. The different sources of artifacts in either of the measurements are discussed next.

6.2.1 Artifacts in invasive blood pressure measurements

Before listing and discussing the different artifacts in the blood pressure signal the measurement set up for invasive blood pressure monitoring should briefly be described. It will help to understand the effects of certain routine manipulations on the measured blood pressure signal. A more detailed introduction to invasive blood pressure monitoring may be found in [163, 468, 174].
Figure 6.2: Schematic Drawing of the invasive blood pressure monitoring system with external transducer.
Figure 6.2 shows a schematic drawing of the system. During normal operation the positions of valves number Valve 1 and Valve 2 are such that the arterial blood pressure is measured by the transducer. Valve 4 is closed and the position of Valve 3 is such that the whole system is flushed with a constant rate of about 3ml/h with a physiological NaCl-solution (0.9% NaCl). The purpose of this flushing is to prevent the catheter from clogging. This steady flow is supplied by a container that contains physiological NaCl-solution which is maintained at a pressure of 300mmHg through a cuff similar to the one used for non-invasive blood pressure measurements. A nozzle is mounted to control the flow. Switching from this normal operation mode to an exceptional operation mode typically leads to an artifact in the blood pressure signal. The most important ones will be discussed next. Note that due to the control cycle the signals are sampled at ten seconds intervals.

**Taking arterial blood samples**

The arterial catheter inserted for invasive blood pressure measurement is usually also used to sample arterial blood if such samples are desired. To do so the position of Valve 1 is changed such that arterial blood can be sampled from the catheter. Since the steady flow for flushing is interrupted pressure builds up in the upper part of the system. The pressure build up approximately follows an exponential with final value equal to the reservoir pressure. Such a blood sampling artifact is shown in figure 6.3. Taking a blood sample normally takes about 30 seconds. This example has an unusually long duration which might be due to a distraction of the anesthetist. It is difficult to provide a rate of occurrence for this type of artifact because it heavily depends on the surgery. For some types of surgeries there might no samples to be taken while for others (e.g. for research purposes) blood samples are to be taken periodically.

**Flushing the catheter system**

The continuous flushing of the system with about 3ml/h is usually sufficient to prevent the catheter from clogging, however there might be occasions where is not. For such cases Valve 4 provides a possibility to flush the system with a high flow rate of about 1500ml/h. In that case the transducer will of course measure the container pressure minus the pressure drop across the nozzle. The duration of such a flush procedure can vary. It depends on the anesthetist’s judgment on what is needed to clean the catheter. Some characteristics are however common for these kind of artifacts. The signal typically rises rapidly to about 200mmHg and at the end of the flush procedure the signal undershoots which is due to the fact, that the system behaves like a weakly damped oscillator. Figure 6.3 shows a possible artifact pattern where a flushing of the catheter is performed prior to blood sampling.

**Calibration**

Calibration of the measuring system can be done during normal operation. This might be necessary if the measurements are not trusted for some reason. To do this Valve 3 is changed such
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that the normal environmental air pressure is measured by the transducer. In that case the blood pressure signal drops to zero. Calibration takes about 30 seconds like the one shown in figure 6.6.

Switch to central venous pressure (CVP) monitoring

The pressure transducers are disposable devices. They therefore represent a non negligible cost factor. To reduce the number of pressure transducers required blood pressure monitoring systems are set up such that a single transducer may be used to measure arterial as well as central venous pressure. This is done by changing the position of Valve 2. During CVP measurement the pressure signal drops to about $3 \pm 12\text{mmHg}$. A typical episode is shown in figure 6.4.
Bumps

If during normal operation someone bumps against the transducer system strong oscillations on the blood pressure signal can be observed. Sampling such a "bumpy" episode every ten seconds might produce a signal like the one given in figure 6.5.

6.2.2 Other complications and faults in invasive monitoring systems

Clogging of the catheter

Clogging of the catheter happens rather slowly and is therefore difficult to detect. Typical signs for clogging are slowly drifting measurements or a smoothened blood pressure signal [259]. Clogging does not fall into the category of artifacts according to our definition 5.3.1 since it represents a permanent phenomenon. More precisely we consider it a fault. It will thus be dealt with in the next section.

Changing the level of the transducer mounting

The transducer may not be mounted at the correct level and might have to be adjusted during anesthesia. This will result in a sudden and permanent change of the mean arterial blood pressure. For these events no action is required since it is after the occurrence of this manipulation that the correct MAP values are obtained.

Air bubble trapped in the catheter system

Air bubbles are usually introduced by inadequate handling of the system. Due to the compressibility of the air they lead to a weakly damped transmission of the pulse waves [163, 174]. Note that air bubbles which do not yet represent a threat to the patient still affect the transmission properties. Since they also represent permanent changes they also fall into the class of faults rather than artifacts.

6.2.3 Artifacts in concentration measurements

For the measurement signal of the anesthetic inspired and expired concentration three main artifacts are of concern: the calibration artifact, and disconnections of the sampling line or Y-piece.
6.2 Sources of artifacts

Calibration of the gas sensor

A very frequent artifact occurs during calibration. While calibration of the pressure transducer is initiated by an anesthetist the calibration of the gas sensor is initiated automatically. During calibration zero value is provided by the monitor as shown in figure 6.7.

Disconnection of the sampling line

If it is necessary to relocate the patient, often tubes and wires also have to be relocated. In these situations it is possible that the line sampling gas mixture from the Y-piece (see figure 3.18 for reference) is temporarily disconnected. Such a disconnection typically lasts less than one minute. During this time environmental air is aspirated and analyzed. This causes the concentration to drop to nearly 0 as shown in the example 6.8. The reason why the endtidal measurement signal does not drop to zero in this example is most likely due to disconnecting in the expiratory phase.

Disconnection of the Y-piece

Similarly the disconnection of the Y-piece may occur after or during patient relocation. The resulting artifacts are very similar to those occurring in case of a sampling line disconnect. The duration is also typically less than one minute.
6.2.4 Artifacts caused by actuators

In principle artifacts must also be expected to occur in actuators. However, neither for the vaporizer nor for the ventilator artifacts were encountered in the past.

6.3 Solutions to the artifact problem

For control applications the artifact suppression problem might be decomposed into an artifact detection and a signal prediction problem as illustrated in figure 6.9. An explicit detection of artifacts is necessary since the strongest artifacts have considerable contents in the frequency range where good controller performance is desired. This excludes solutions based on linear filtering approaches. The prediction problem results from the fact that a meaningful output must be provided by the controller while the artifact is occurring. According to figure 6.9 the actual measurement is then replaced with a prediction whenever an artifact occurs. In the simplest case the prediction keeps the controller output unchanged during an artifact.

For the signals considered here the detection and prediction problem might be attacked at different levels of processing the signal: The quasi analog signals (sampled at a high rate), the processed signals (e.g. period to period mean), or model based (combination of several signals). Meaningful detector/predictor combinations in this context are marked in figure 6.10. An x denotes a practical detector/predictor combination and (x) denotes a possible combination. The reasoning is as follows. A prediction over dozens of periods based on a period to period quasi analog signal does not make much sense. Better predictions may be obtained by utilizing trends of means etc. or by means of a model. Intuitively it is clear that using less information for detection than for prediction or vice versa is always suboptimal which explains the (x) markings.

Before presenting our approach to the detection and prediction problem a brief summary of the published literature shall be provided. All the published approaches found to the detection problem are signal based solutions. One publication [391] solves the detection problem of artifacts in blood pressure measurements from the quasi analog signal. The characteristics of the blood pressure waveform are used to separate artifacts and valid blood pressure periods. Since the publication deals with closed loop control a prediction problem must also have been solved. However, no
6.3 Solutions to the artifact problem

<table>
<thead>
<tr>
<th>Detection</th>
<th>quasi analog</th>
<th>processed</th>
<th>model based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prediction</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>X</td>
<td>X</td>
<td>(X)</td>
</tr>
<tr>
<td></td>
<td>(X)</td>
<td>(X)</td>
<td>X</td>
</tr>
</tbody>
</table>

Figure 6.10: Meaningful detector predictor combinations.

details are provided.

Several publications may be found which solve the problem for processed signals like R-R intervals of the ECG signal or MAP. Two publications [319, 373] deal with the artifact problem for record keeping purpose. The detection is performed off line. The null hypothesis (valid signal) is characterized by a mean $\bar{x}$ and standard deviation $\sigma$. An artifact is detected if a measurement deviates more than $3\sigma$ from the mean. No prediction problem is solved in these applications. The publications [156, 433, 304, 472, 308] all solve detection and prediction problems. [156, 304, 308] apply it in a closed loop control frame work.

[156] takes a knowledge based approach to the detection problem. Details on how the prediction for closed loop purpose is solved are not provided. [433] applies a multi stage Kalman filter to detect physiological trends and artifacts. [304] uses a signal based detection and a model based prediction scheme without providing details, however. [472] adaptively identifies an auto regressive (AR) signal representation which is used for prediction and detection. [308] uses a three sample length median filter to detect the artifact. By "pausing" the controller during artifacts the prediction problem is implicitly solved by keeping the plant input constant. Finally, [115] introduces a decision signal composed of a linear combination of the deviations from a reference value and the signal trend. The authors refer to this scheme as a modified proportional derivative (PD) algorithm. Although applied for alarm generation under normal operating conditions it would work also for artifact detection with slight modifications.

The fact that little use has been made of dynamic models for solving the artifact problem is our main motivation to attack the problem from this perspective.
6.4 Artifact tolerant observer based state feedback controllers

This section describes our approach to artifact tolerant control for observer based control schemes in more detail. Although we are treating observer based state feedback controllers with augmented integral action the ideas are also applicable to other observer based control algorithms like MPC.

Before presenting the solution to the artifact problem it is studied how artifacts deteriorate controller performance. Figure 6.11 serves for illustration. In developing the strategy we will work with a linear time invariant approximation of the system to be controlled as given by equations 3.106:

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) + v(t) \\
y(t) &= Cx(t) + Du(t) + w(t) + \delta(t) 
\end{align*}
\]  

(6.1)

where \(x(t) \in \mathbb{R}^n\) denotes the state vector of the system, \(u \in \mathbb{R}^m\) is a vector of system inputs, \(y(t) \in \mathbb{R}^p\) is the vector of system outputs, \(v(t)\) and \(w(t)\) are process and measurement noise vectors respectively, and \(A, B, C\) and \(D\) are matrices of appropriate dimension, and where finally \(\delta(t)\) represents the artifacts.
6.4 Artifact tolerant observer based state feedback controllers

Figure 6.12: Nonlinear elements ($\psi$) such as saturations prevent the artifacts from offsetting the observer and integrator states.
The observer equations are

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) + L(y - \hat{y}) \\
\hat{y}(t) &= Cx(t) + Du(t).
\end{align*}
\]

They serve to estimate the states \((\hat{x} \in \mathbb{R}^n)\) of the system (6.1). The state estimate is then used in the control law

\[
u(t) = Fr(t) + k_I x_I - K\dot{x}(t)
\]

to compute the input signal to the plant, where \(r(t)\) denotes the reference trajectory, and \(x_I\) denotes the state of the integrator part of the controller. The dynamic equation describing the integral action is

\[
\dot{x}_I(t) = r(t) - y_1(t)
\]

The output injection matrix \(L\) is computed considering process and measurement noise characteristics (e.g. Kalman filter design) as done in [111]. Artifacts \(S(t)\), unlike white measurement or process noise, heavily affect the controller in two ways. First, through the output injection matrix \(L\) artifacts lead to a mismatch between observer states and system states. Second, they lead to an offset of the integral part of the controller. This mismatch between controller states and reality could according to [247] be viewed as a “controller wind up”. However, if the artifacts \(\delta(t)\) were true delta-functions observer states and integrator were set to new values at the instance where the artifact occurs. We will therefore rather use the term “offsetting” to denote this phenomenon. These effects are drawn with dashed lines in figure 6.12. The controller offsetting leads to the observed performance degradation. And a remedy for this problem has to make sure that the artifacts \(\delta(t)\) do not enter the observer equation (6.2).

If the observer is designed in a stochastic framework i.e. as a Kalman filter the error signal \(e_y(t) = y(t) - \hat{y}(t)\) represents a vector valued zero mean and white stochastic process [16] assuming that \(v(t)\) and \(w(t)\) are zero mean white noise processes. If now an artifact occurs \(e_y(t)\) is not zero mean but has a mean of \(\delta(t)\). The detection of an artifact based on the innovations signal \(e_y(t)\) is thus equivalent to detecting a sudden shift in the mean of \(e_y(t)\). Since \(e_y(t)\) is a stochastic signal the test for hypothesis “zero mean” versus the hypothesis “non zero mean” may be formulated as a statistical decision based on the actual value of \(e_y(t)\). For more details see e.g. [490]. Assuming that \(\delta(t)\) affects the different components of \(y(t)\) independently the decision may be performed separately for every component of \(e_y(t)\). In case of an artifact the corresponding output injection vector is set to \(L_i = 0\) which prevents the artifact to enter the observer equation (6.2). Such a component wise statistical decision may be represented by a diagonal nonlinear block \(f(e_y(t))\) multiplying the innovations \(e_y(t)\) that is

\[
f_i(e_y(t)) \cdot e_y(t) = \begin{cases} 
    e_y(t), & e_y(t) \leq \text{threshold} \\
    0, & e_y(t) > \text{threshold}.
\end{cases}
\]

With a more general nonlinearity

\[
\psi(e_y(t)) = \text{diag}(\psi_1(e_{y_1}(t)), \ldots, \psi_p(e_{y_p}(t)))
\]
with (typically) unimodal functions \( \psi_i(e_y(t)) \) for which \( \psi_i(0) = 1 \) and \( \psi_i(-\infty) = \psi_i(\infty) = 0 \) the observer dynamics then become

\[
\dot{x}(t) = A\dot{x}(t) + Bu(t) + L\psi(e_y(t))e_y(t). \tag{6.7}
\]

The integrator offsetting may be prevented in a analogous way by feeding back

\[
\hat{y}_1(t) + \psi_1(e_{y_1}(t))e_{y_1}(t)
\]

instead of \( y_1(t) \) as shown in figure 6.12. Note that

\[
\hat{y}_1(t) + \psi_1\{e_{y_1}(t)\} e_{y_1}(t) = \hat{y}_1(t) + \psi_1\{y_1(t) - \hat{y}_1(t)\} \cdot [y_1(t) - \hat{y}_1(t)] \tag{6.8}
\]

which leads to feeding back \( \hat{y}_1(t) \) if \( [y_1(t) - \hat{y}_1(t)] \) is large and feeding back \( y_1(t) \) if \( [y_1(t) - \hat{y}_1(t)] \) is small.

The total system equations then become

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) + v(t) \\
y(t) &= Cx(t) + Du(t) + w(t) + \delta(t) \\
\dot{x}(t) &= Ax(t) + Bu(t) + L\psi(e_y(t))e_y(t) \\
\hat{y}(t) &= Cx(t) + Du(t) \\
\dot{x}_I(t) &= r(t) - \hat{y}_1 + \psi_1(e_{y_1}(t))e_{y_1}(t) \\
u(t) &= Fr(t) + k_TX_1 - Kx(t) \\
\end{align*}
\tag{6.9}
\]

With this nonlinear modification the stability of the feedback system must be checked anew. To analyze the stability of the overall system defined by equations (6.10) it is useful to bring the system into the following form (see also Figure 6.13)

\[
\begin{align*}
e_y &= G(s)\bar{e} + z_1 \\
\bar{e} &= \Delta(e_y) + z_2
\end{align*}
\tag{6.11}
\]

where \( G(s) \) incorporates the linear time invariant parts of the closed loop system and \( \Delta \) contains the nonlinear weighting functions. Different approaches can be taken to prove the stability of the interconnection (6.11). A very powerful tool is the analysis in terms of integral quadratic constraints (IQC)[315]. In this framework the \( \Delta \)-block might also contain time varying or uncertain system parts which makes up the power of this method.

The different elements in (6.11) are related to (6.10) as follows. \( G(s) = C(sI - A)^{-1}B + D \) is given in state space notation by

\[
A = \begin{bmatrix} A & -BK & Bk_I \\ 0 & A - BK & Bk_I \\ -MC & 0 & 0 \end{bmatrix}; \quad B = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}; \quad C = [C -C 0]; \quad D = [0] 
\tag{6.12}
\]
where $\mathbf{M} = \begin{bmatrix} 1 & 0 & \cdots & 0 \end{bmatrix}$, $\mathbf{e}_y = y - \dot{y}$, $\dot{\mathbf{e}} = \mathbf{\psi}(\mathbf{e}_y(t))\mathbf{e}_y$, $z_2 = 0$, and

$$z_1 = G(s) = \mathcal{C}(sI - \mathbf{A})^{-1} \mathcal{E} \mathbf{d} \quad (6.13)$$

with

$$\mathcal{E} = \begin{bmatrix} \mathbf{B} \mathbf{F} & 0 & 1 \\ \mathbf{B} \mathbf{F} & \mathbf{L} & 0 \\ 1 & 0 & 0 \end{bmatrix}, \quad \text{and} \quad \mathbf{d} = \begin{bmatrix} r \\ v \\ w \end{bmatrix}. \quad (6.14)$$

The matrix $\mathbf{M}$ is introduced for technical purposes. It serves to extract the first row of $\mathbf{C}$ which generates $y_1(t)$.

For the analysis it is first necessary to find a matrix function $\Pi(j\omega)$ which characterizes $\Delta$ in terms of an inequality (an IQC) of the form

$$\int_{-\infty}^{\infty} \left[ \mathbf{e}(j\omega) \right]^* \Pi(j\omega) \left[ \mathbf{e}(j\omega) \right] d\omega \geq 0 \quad (6.15)$$

where $\mathbf{e}(j\omega)$ and $\dot{\mathbf{e}}(j\omega)$ denote the Fourier transform of $\mathbf{e}$ and $\dot{\mathbf{e}}$ respectively and $^*$ denotes the conjugate transpose. Suitable functions $\Pi(j\omega)$ are known for most common nonlinearities. The memory less nonlinearity restricted to a sector, for example, satisfies an IQC with

$$\Pi(j\omega) = \begin{bmatrix} -2\alpha\beta & \alpha + \beta \\ \alpha + \beta & -2 \end{bmatrix} \quad (6.16)$$

where $\alpha$ denotes the lower and $\beta$ denotes the upper sector bound. Then under some not very restrictive conditions the feedback interconnection of $G(s)$ and $\Delta$ is stable if there exist an $\epsilon > 0$ such that

$$\begin{bmatrix} G(j\omega) & \mathbf{I} \\ \mathbf{I} & \mathbf{I} \end{bmatrix}^* \Pi(j\omega) \begin{bmatrix} G(j\omega) \\ \mathbf{I} \end{bmatrix} \leq \epsilon \mathbf{I}, \quad \forall \omega \in \mathbb{R}. \quad (6.17)$$

The problem of solving (6.17) can be formulated in terms of linear matrix inequalities (LMIs) which can very efficiently be solved numerically [160].

Deriving the LMI for our set up is straightforward. It is easy to see that if equation (6.16) for the single nonlinear diagonal element then

$$\Pi(j\omega) = \begin{bmatrix} -2\alpha\beta & \alpha + \beta \\ \alpha + \beta & -2 \end{bmatrix} \quad (6.18)$$
holds for the whole nonlinear block in equation 6.11. Note that equation (6.5) implies \( \alpha = 0 \) and \( \beta = 1 \). With this equation 6.17 becomes

\[
G(j\omega)^* + G(j\omega) - 2I \leq cI, \quad \forall \omega \in \mathbb{R}.
\]

which is equivalent to requiring

\[
I - G(j\omega) \text{ s.p.r. (strictly positive real)}
\]

Which is exactly the stability condition obtained by the circle criterion [242, 132]. The condition (6.20) may be written in terms of LMIs as [196, 58, 179]

\[
P > 0, \quad \left[ \begin{array}{cc} A^T P + P A & P B - C T \\ B^T P - C & -2I \end{array} \right] < 0.
\]

Equations (6.20) and (6.21) are only valid for minimal realizations \( A, B, C, D \) and \( A \) Hurwitz [58, 242]. To treat system (6.12) the pure integrator has to be substituted for a lag i.e.

\[
\frac{1}{s} \rightarrow \frac{1}{s + \epsilon}
\]

For cases where \( G(s) \) in equation (6.11) is a SISO system the circle criterion (equation (6.21)) has a nice graphical representation [242]. The application of the artifact suppression scheme to the endtidal controller leads to a \( G(s) \) of dimension \( 3 \times 3 \). The application to the MAP controller leads to a \( G(s) \) of dimension \( 4 \times 4 \). Instead of a graphical test a numerical verification of equation (6.21) must thus be performed. This test was performed for endtidal and MAP controller with positive result.

### 6.4.1 Determining the \( \psi_i \)

The nonlinear modifications \( \psi_i(e_{yi}) \) of the output injection have to be chosen such that the performance of the observer does not suffer in the artifact free case. More precisely they must be chosen such that the normal noise on the signal \( (e_{yi}) \) does not lead to an inactivation of the observer corrections. Therefore a look at the distribution of the amplitude of \( e_{yi} \) is necessary. Estimates obtained from recordings during clinical trials of these distributions for the different signals (errors for the predictions of inspired and endtidal concentrations, as well as MAP) are shown in figures 6.14 to 6.16 in the form of histograms. Into the same figures the functions \( \psi_i(e_{yi}) \) are plotted. The are all of the form

\[
\psi_i(e_{yi}) = \begin{cases} 
\frac{a}{(e_{yi}(t)+b)^2+a} & , \quad e_{yi}(t) \leq -b \\
1 & , \quad -b < e_{yi}(t) \leq b \\
\frac{a}{(e_{yi}(t)-b)^2+a} & , \quad e_{yi}(t) > b 
\end{cases}
\]

with different choices of \( a \) and \( b \) for the different innovation signals. The values are summarized in table 6.1.
Table 6.1: Parameters for the nonlinear weighting functions.

<table>
<thead>
<tr>
<th>Controller</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>inspiratory</td>
<td>0.005</td>
<td>0.1</td>
</tr>
<tr>
<td>endtidal controller</td>
<td>0.0005</td>
<td>0.02</td>
</tr>
<tr>
<td>MAP</td>
<td>10.0</td>
<td>10.0</td>
</tr>
</tbody>
</table>

Figure 6.14: Histogram and $\psi_1(\cdot)$ for the observer error of the inspiratory anesthetic concentration.

Figure 6.15: Histogram and $\psi_1(\cdot)$ for the observer error of the endtidal anesthetic concentration.
Figure 6.16: Histogram and $\psi_1(\cdot)$ for the observer error for MAP.
6.4.2 Application of the artifact tolerant control scheme to endtidal control

The artifact suppression scheme was extensively tested during the clinical validation of the model based endtidal controller described in 4.4. The series of plots in figure 6.17 shows typical cases. Note that artifacts of different duration occurring during various control maneuvers were successfully suppressed.

Figure 6.17: Series of plots demonstrating the successful suppression of artifacts during various control maneuvers during control of endtidal anesthetic concentration.
6.4.3 Application of the artifact tolerant control scheme to blood pressure control

Since the clinical validation of the MAP controller with endtidal override had just started when this thesis was completed fewer examples of successful artifact suppressions are available. Nevertheless, suppression results for the most severe artifacts could be recorded. They are shown in figure 6.18. The last plot in the series documents the reaction to physiological stimulations. It can be seen that the observer is following these blood pressure variations.

Figure 6.18: Series of plots demonstrating the successful suppression of various blood pressure artifacts during control of MAP. The upper left plot shows a flush, the upper right plot shows a central venous pressure measurement, the lower left plot shows a blood sample, and the lower right plot shows physiological blood pressure variations caused by stimulations.

6.5 Conclusions

With a nonlinear modification to the classical linear state observer a novel and elegant means is obtained to solve the detection and prediction problem underlying the artifact suppression
problem. The method was extensively tested during a clinical evaluation of the endtidal controller and during pilot studies for the MAP controllers. All artifacts that occurred were successfully suppressed.

An important question concerns the ability to resume normal operation after termination of an artifact. In view of the modeling errors it is possible that the observer output diverges enough so that the output injection remains inactive also after termination to the artifact. Consider for example the case shown the last plot of figure 6.17 where the observer error at the end of the artifact is larger than at the beginning. Such cases would be treated like sensor faults (see chapter 7). However, during all studies such a case never occurred.

Although we have been dealing with asymptotically stable linear systems here the method is in principle also applicable to unstable linear systems. There the condition \( \psi_t(\pm \infty) = 0 \) will have to be changed to \( \psi_t(\pm \infty) = k_{t,0} \) for some stabilizing \( k_{t,0} \). Note, however, that with \( \psi_t(\pm \infty) = k_{t,0} \) a considerable portion of the suppression capability might be lost. That is in case of an unstable system one might re-consider signal based approaches. A promising method is described in [322].
Chapter 7

Fault tolerant control

7.1 Introduction

In this chapter the main contribution of this work is presented. Since fault tolerant control (FTC) is a relatively new research area first an introduction to FTC will be given first in section 7.2. The definitions given are taken from [45]. Although not an international standard the publication gives consistent definitions for the different terms usually used in FTC. Their relation to international standards will be pointed out where applicable. Then the design procedure for FTC systems as proposed by Blanke et al. [46, 56, 45] is introduce in section 7.3. In sections 7.4 to 7.10 the individual design steps are carried out for the Isoflurane-MAP control problem. Finally, some concluding remarks will be given in section 7.11. This section will include some comments on the experiences made with applying the formalized design procedure. Last but not least a theoretical contribution to FTC is provided in appendix C. For definitions distinguishing faults and artifacts see chapter 5.

7.2 Introduction to FTC

Automated systems are vulnerable to faults. Defects in sensors, actuators, in the process itself, or within the controller, can be amplified by the closed-loop control systems, and faults can develop into malfunction of the loop. The closed-loop may alternatively hide a fault from being observed until a situation is reached in which a failure is inevitable. A control-loop failure will easily cause production to stop or system malfunction at a plant level and thus cause costs or even casualties [455].

For safety critical systems different requirements may be imposed. [45] distinguishes fail-operational or fail-safe systems which are defined as follows:
Definition 7.2.1 fail-operational: A system is able to operate with no change in objectives or performance despite of any single failure [187, 45]. Note that [219] refers to this property as “fehlert tolerant”.

Definition 7.2.2 fail-safe: In case of faults the system fails to a state that is considered safe in the particular context [219, 45]. Note that protection systems are of this type. If protection systems shut down a system part it must of course be assumed that this results in a safe system state. A typical example is the occurrence of a “SCRAM” in a nuclear reactor.

Traditionally these requirements are fulfilled by means of redundant hardware. For example to detect a sensor fault a “2 out of 3” decision of equivalent sensors is made. But hardware redundancy increases cost and on the other hand fail safety is not a mandatory requirement for all systems. In fact there are applications where it is acceptable to run the system with reduced performance or functionality in case of a fault as long as minimal performance requirements (such as stability) are met. The idea of renouncing redundant hardware and of designing the control system for nominal operation and to alter the control law and possibly the control objectives if faults occur is an essential ingredient of FTC. By renouncing hardware redundancy FTC is a cost-effective way to obtain increased dependability in automated systems. In fact [455] shows that FTC has economic benefits. It has gained considerable attention in recent years [134, 55, 42, 46, 367, 442, 455, 45, 43, 291]. Areas of application include flight control [217, 475, 228], satellite control [55], ship engines [44, 240], as well as laboratory experimental systems [300]. It might be defined as follows

Definition 7.2.3 fault-tolerant-control (FTC): The ability of a controlled system to maintain (some) control objectives, despite the occurrence of faults. A degradation of control performance may be accepted. [45]. Note that [219] calls this “abgestufte Fehlertoleranz”.

A abstract representation of a fault tolerant control system is shown in figure 7.1. A fault is a discrete event ($\sigma_F$) that acts on a system and by that changes some of the properties of the system ($q_p$). The goal of fault tolerant control is in turn to detect the occurrence of the fault and respond to it such that the faulty system still is well behaved [46]. This is achieved by reconfiguration (with a control event $\sigma_c$) of the system (e.g. shut down of a part of the system) and/or by changing the control law ($q_c$). The new control law can either be pre-determined for each type of critical fault or obtained from real-time analysis and optimization. Due to these discrete events of fault occurrence and reconfiguration FTC systems are hybrid in nature. A related area is thus control of discrete-event (DEDS) [384, 385, 250] and hybrid dynamical systems [135, 8, 340, 266, 458].

One possible strategy of handling faults is to design the controller such that it is stable for a set of possible fault scenarios. In this passive case FTC is a robust control problem. However, since robust controllers tend to be conservative FTC approaches the problem actively.
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7.2.1 Accommodation, reconfiguration, supervision, and recoverability

Two ways have been mentioned how faults are handled in FTC that is by either accommodation or by reconfiguration. In [45] very formal definitions for these different approaches are given. Less formal definitions shall be used here. Let $\Sigma_f$ denote the system after occurrence of a fault event and $\Sigma_o$ denote the system after occurrence of a control event. A faulty system altered by an FTC control event is then denoted by $\Sigma_{f,o}$.

Definition 7.2.4 Fault accommodation solves the problem of finding an admissible control law for the faulty system $\Sigma_f$ to achieve the original control objective.

Consider for example a case where the characteristics of a sensor change due to pollution. Accommodation aims at altering the controller such that it operates "optimally" under the new conditions.

Definition 7.2.5 Reconfiguration solves the problem of finding an admissible control law and an admissible control event ($\sigma_o$) to achieve the original control objective for the system $\Sigma_{f,o}$.

Consider for this case a plane with four engines where one engine catches fire. Reconfiguration means to shut down the engine and fly with three of them. Note that this also implies a change of the "control law".

Figure 7.1: Fault tolerant control systems are hybrid in nature.
The case where the original control objective can neither be achieved by accommodation nor by reconfiguration is treated by supervision which is defined as [45]

**Definition 7.2.6** Supervision solves the problem of finding an admissible control law, an admissible control event \( \sigma_a \), and an admissible control objective for the system \( \Sigma_{f,a} \). Often this involves human operators. In this case the operator might for example be given a selection of possible procedures to chose from.

Such a case will be encountered later in this chapter for blood pressure control. It will be shown that in case of an MAP sensor fault it must be switched to endtidal control which represents a change of the control objective.

**Definition 7.2.7** A system is recoverable from a fault \( \sigma_f \) if either the accommodation or the reconfiguration problem can be solved.

**Definition 7.2.8** A system is called weakly recoverable if only the supervision problem can be solved.

Since recoverability and weak recoverability only depend on the existence of a solution to the control problem and not on the control law it becomes obvious that both are system properties as suggested in [154].

### 7.3 Design Procedure for FTC Systems

Up to now we have described features of FTC systems. In this section a systematic 7-step procedure to build FTC systems is presented. The procedure was suggested by Blanke et al. [46, 56, 45].

**S-1 Fault listing and fault propagation:** The fault listing scans all the lowest level components like sensor and actuators of the system and identifies the different faults that may occur in each component. The subsequent fault propagation analysis (FPA) aggregates the fault effects at the top level of the system. If necessary this step can also include multiple fault scenarios. There are different means to perform the FPA. A fairly old method is the failure mode effect analysis (FMEA) [233, 42, 56, 43, 45] originating from reliability theory [18, 263, 208]. The FMEA method, however, has some limitations [42, 56]. One limitation is the inability to analyze closed loops consistently [42, 56]. And another limitation concerns the treatment of "XOR" conditions. To overcome the later difficulty [42, 56] suggest to use BEOLOGIC which is able to analyze logic networks. The treatment of feedback systems still leads to problems [56]. For small scale feedback control systems like our application the end effects of faults at system level are readily deduced without these formal methods. This first step in the design of an FTC systems represents a special form of risk analysis [42].
S-2 **Severity assessment:** The top level end-effects are judged for severity. The ones with significant influence on control performance, safety or availability are selected for treatment. A reverse deduction of the fault propagation is performed to locate the faults that cause severe end-effects. This gives a short-list of faults that should be detected.

S-3 **Assessing possibilities for FTC:** For each fault (or multiple faults) hardware and analytical redundancy are evaluated to determine possible means of fault detection, isolation, and identification (FDI) as well as the remedial actions (fault accommodation or system reconfiguration) possibilities. Typically this step is first performed qualitatively as described in e.g. [442, 441]. To rank different FTC strategies, however, quantitative measures of recoverability as suggested in [154] might be utilized. During this step as much understanding about the system as possible should be gained. Since different applications generally provide very different combinations of hardware and analytical redundancy this step is usually very application specific. In fact Patton [367] points out that this is true for FTC systems in general.

S-4 **Select remedial actions:** Among the different remedial actions identified during the previous step those are selected which agree best with the overall control objectives. The selected remedial actions determine the requirements for FDI and are the basis for the supervisor logic design.

S-5 **Fault detectors and isolators design:** While step 3 checked whether the different faults are detectable and isolable this step actually designs the detectors. For this design there is a large number of FDI design strategies under various conditions. Overview papers are [491, 221, 27, 147, 366, 148, 222, 7], textbooks covering the topic in more detail are [168, 79].

S-6 **Supervisor logic control design:** The supervisor logic maps FDI results into configuration events for controller and plant (recall also figure 7.1). In the logic design also ambiguous situations (e.g. due to multiple faults) have to be considered. Supervisor logic control encompasses more than “supervision” according to definition 7.2.6. It rather handles accommodation, reconfiguration, and supervision.

S-7 **Testing:** Testing should be as complete as possible. Three main problems have to be dealt with

(a) limitations in the number of fault scenarios that can be tested

(b) restrictions on the introduction of faults into running systems for test purposes

(c) the complexity of the resulting hybrid system consisting of controller and plant. Transient conditions should be carefully tested.

For our application testing includes two stages first off-line simulation testing and after successful completion of the first stage the in-vivo testing.

In the following sections the different steps of FTC design are applied to the combined Isoflurane-MAP control problem.
Fault listing and fault propagation

In scanning the anesthesia environment for possible faults we apply one major restriction. That is only faults affecting the safety of either blood pressure or endtidal control loop directly are considered. This is particularly true with respect to "faults" in the patient which would provide in itself an enormous field for research [30, 469, 232, 12, 352]. Here hypotensive situations e.g. due to the mesenteric traction syndrome [73] are considered. However, hypercapnia due to inadequate ventilation is not considered. Similarly a failure of the electrically driven vaporizer must be considered while a loose pulse-oximeter is not. Note also that according to [2] only single fault scenarios must be considered.

The set of devices representing potential fault sources are shown in figure 7.2 with their interconnections. The anesthetic gas is added to the carrier gas by the electrically driven vaporizer. It is controlled via an analog output of the target computer system. The gas stream then enters the ventilator which pumps the gas into and out of the patient's lung. This gas stream to and from the patient is continuously analyzed by the patient monitor. For this purpose a small portion of the gas stream is continuously sampled via a sampling line. Blood pressure is invasively measured with a catheter system as described in section 6.2.1. The data from the monitor is read periodically by the target computer. The faults in the different elements and their effect with respect to the patient in a control loop will be discussed next. A summary of faults and their effects is provided in table 7.1.

Faults of the vaporizer

We consider three potential fault scenarios for the modified electrically driven vaporizer. These are:

- empty vaporizer
- no electric power at the driving motor
- error (e.g. wire disconnected) in the local positioning loop
- no connection to the target computer.

In case of an empty vaporizer no anesthetics are mixed to the fresh gas stream. The effect is that the anesthetic concentrations decay asymptotically to zero as if the vaporizer was closed. For the patient this will lead to light anesthesia.

In case of a power loss the the vaporizer remains at the latest position before the loss. This scenario thus also includes situations where the vaporizer is stuck for mechanical reasons. We will refer to this scenario as "stuck". The concentrations of anesthetics asymptotically reach the value at which the vaporizer position has been "frozen". Depending on the actual value at which this happens the patient might get too light, still adequate, or too deep anesthesia.
Figure 7.2: Candidate elements for starting points of fault modeling.
If the connection to the target computer is lost the local positioning loop receives a zero reference value. It will close the vaporizer which has the same consequences as an empty vaporizer.

An error in the local position control loop (e.g. due to a disconnected wire in the feedback path) leads - in the worst case - to a fully opened or a closed vaporizer. Which potentially leads to light or too deep anesthesia.

7.4.2 Faults in the flexible tubes connecting vaporizer and ventilator

The hose connecting vaporizer and ventilator is mounted rigidly. Nevertheless, it might partially disconnected, or leak e.g. due to the vibrations caused by the regular dislocation of the research platform between the lab and the OR. In case of a leak only part of the fresh gas flow enters the ventilator. Considering the respirator system equation (3.35) it may be seen that a reduced value for \( FF \) leads to larger time constants and therefore a slower response of the system. In case of an aggressively tuned controller this in turn might lead to badly damped or even unstable closed loop behavior. This effect is more pronounced the larger the leak is.

7.4.3 Faults in the ventilator

The ventilator is a mechanically very sophisticated device which may fail in a number of ways. However, the manufacturer has built in a number of diagnostic and self test functions which indicate such faults. We will therefore not deal with problems like detecting the malfunction of a valve or other faults in the ventilator. They are assumed to have been adequately addressed by the equipment manufacturer already.

7.4.4 Faults in the flexible tubes connecting ventilator and patient

The tubes connecting ventilator and patient are even more likely to disconnect partially or completely. In case of a complete disconnection the respirator partial pressure \( p_R \) is measured during inspiration and the anesthetic partial pressure of the environmental air i.e. zero is measured during expiration. This sudden drop in the endtidal measurement signal will be handled like artifacts by the artifact tolerant control algorithm. That is the control starts to run as if in open loop. After two minutes the situation will not be treated as an artifact anymore but as a fault (see section 5.3). In addition the patient monitor detects the missing \( CO_2 \) signal and will issue an apnea alarm to the anesthetist. If the tubes are disconnected only partially the same problems as in section 7.4.2 are encountered.
Several faults may be envisioned that are basically of the same type. That is instead of sampling from the gas supplied to the patient environmental air is sampled and analyzed. Causes for this can be a mispositioned valve at the Y-piece, a not properly connected line (after a temporary removal for example), a leak, or a disrupted line (e.g. after entangling a wheel of the research platform). In all cases the inspiratory and the expiratory concentration measurement drop to zero. Due to the artifact suppression mechanisms developed in chapter 6 the control algorithm starts to run open loop. This guarantees that the patient still receives adequate anesthesia for at least two minutes (see section 6.4.2). However, since the control algorithms were not designed for open loop control it is necessary to detect the situation. Since these fault affect the gas measurement only it will be treated as a sensor fault subsequently.

The detailed setup of the invasive blood pressure monitoring system was discussed in section 6.2.1. There air bubbles and the clogging of the catheter were mentioned as possible faults. In addition the transducer might break or the electric wire connecting the to monitor might be disconnected. Air bubbles lead to changed transfer characteristics of the catheter system. More precisely both the bandwidth and the damping are reduced [163, 174]. This mainly affects the transmission of the pressure waveform and leads to over estimation of the systolic pressure, under estimation of the diastolic pressure and an amplification of artifacts [163]. The mean which varies slowly compared to the pulse wave is almost not affected. A clogging of the catheter affects the transmission of the waveform as well as the mean. Since clogging leads to increased damping the waveform is smoothed [174, 259]. Due to the increased flow resistance of the catheter and the constant flush at low rate the pressure drop increases (see figure 6.2 for reference). Thus, as the catheter starts to clog the MAP signal starts to drift. The control algorithm attempts to compensate for this MAP drift which eventually leads to too deep anesthesia and low blood pressure. If the transducer breaks the MAP signal abruptly changes. Assuming that the change is small so that the artifact suppression does not become active then the controller will treat this change as if it was a physiological MAP change. Depending on the value provided and the reference set the controller will either open or close the vaporizer. Which leads to too deep or light anesthesia. If the abrupt change is large enough to activate artifact suppression the control system starts to run open loop.

If the connection from the monitor to the target computer is broken no new values are received by the monitor software I/O driver objects (see figure 2.10 for reference). The software object keeps providing the latest value. Both concentration and blood pressure measurements are affected by this fault. Depending on that value and the reference the control algorithm will eventually fully open or closed the vaporizer with the earlier described consequences. This situation is already
detectable in the software since every measurement values has a time tag attached to it which indicates when the value was received from the monitor.

7.4.8 Faults in the monitor

The critical part of the monitor with respect to measurements of anesthetics is the measuring cell for anesthetics. But also faults in the electronics or the software for processing the signal may be envisioned. In any case the controller will attempt to compensate for these errors. It may eventually lead to too deep or to light anesthesia depending on the actual evolution of the fault.

7.4.9 Faults in the target computer

On the target computer the software is structured in different processes as discussed in section 2.7.2. Each of these processes might trap due to run time errors like timing violations or floating point overflows. Now if for example the task of the I/O object for the patient monitor traps then the main application is still able to read data from the object but no new data is read from serial connection. The application will get the last valid values whenever data from the object is requested. A trapping of the monitor I/O object leads to the same problems like an abrupt sensor fault with the same effects for the patient. Similarly if the IfAGADOS object traps no further adjustment of the vaporizer occurs. This has the same consequences as a loss of power in the motor driving the vaporizer. Although exhibiting similar effects like sensor or actuator faults trapped I/O processes are easier to detect. It is done by the XOberon operating system and treated by means of exception handling routines.

During pilot studies situations occurred where controllers were switched on before they were properly initialized or before the observer errors had converged sufficiently. In some cases this resulted in heavy transients. Since the introduction of the supervisor logic control as described in section 4.3 such situations have successfully been avoided.

7.4.10 Faults in the connection for the target computer to the host computer

If the connection between target and host is lost the measurements on the display are not updated anymore and it is not possible to change the setpoints of the controllers. It does not affect the functioning of the control loops directly. They will continue to work with their latest setpoint. Assuming that these setpoints are set correctly there is no immediate threat to the patient. The fault must nevertheless be treated. This is done in the model control object. The regular update request from the host elements (see section 2.7.4) are registered on the target computer. If no regular host request occurs the system falls back to manual control.
<table>
<thead>
<tr>
<th>Fault</th>
<th>Worst Case Effect</th>
<th>Severity</th>
</tr>
</thead>
<tbody>
<tr>
<td>empty</td>
<td>light anesthesia</td>
<td>minor</td>
</tr>
<tr>
<td>power loss</td>
<td>light or too deep anesthesia</td>
<td>minor</td>
</tr>
<tr>
<td>target connection loss</td>
<td>unstable control loop</td>
<td>critical</td>
</tr>
<tr>
<td>error in positioning loop</td>
<td>leak</td>
<td>critical</td>
</tr>
<tr>
<td>leak</td>
<td>not considered here</td>
<td>critical</td>
</tr>
<tr>
<td>disconnect</td>
<td>off, disrupted</td>
<td>critical</td>
</tr>
<tr>
<td>leak</td>
<td>leak</td>
<td>critical</td>
</tr>
<tr>
<td>disconnect</td>
<td>leak</td>
<td>critical</td>
</tr>
<tr>
<td>gas sampling line</td>
<td>clogging</td>
<td>critical</td>
</tr>
<tr>
<td>catheter-transducer system</td>
<td>air bubble</td>
<td>critical</td>
</tr>
<tr>
<td>patient monitor</td>
<td>serial line disconnect</td>
<td>critical</td>
</tr>
<tr>
<td>patient monitor</td>
<td>monitoring process</td>
<td>critical</td>
</tr>
<tr>
<td>target-computer</td>
<td>controller not initialized</td>
<td>critical</td>
</tr>
<tr>
<td>target-host</td>
<td>connection lost</td>
<td>critical</td>
</tr>
<tr>
<td>patient</td>
<td>hypertension</td>
<td>critical</td>
</tr>
</tbody>
</table>

Table 7.1: List of faults and their top-level effects and their severity. This list is the result of steps 1 and 2 of the design procedure.
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<table>
<thead>
<tr>
<th>actuator faults</th>
<th>vaporizer &quot;stuck&quot;, &quot;empty&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td>component faults</td>
<td>leaks and disconnections of tubes</td>
</tr>
<tr>
<td>sensor faults</td>
<td>faulty gas measurements</td>
</tr>
<tr>
<td></td>
<td>faulty blood pressure measurements</td>
</tr>
</tbody>
</table>

Table 7.2: Critical faults to be handled in the FTC procedure.

7.4.11 Special patient situations

There are special patient conditions that need to be addressed also in this analysis. Of concern are hypotensive and hypertensive situations. Hypotensive situations might arise as a result of e.g. the mesenteric traction syndrome or blood loss. In this case the patient's blood pressure potentially falls far below the setpoint. In attempting to rise blood pressure the controller will stop the application of anesthetics which leads to light anesthesia. Hypertensive situations might occur e.g. due to pheochromocytoma [98]. This potentially leads to an excessive high endtidal concentrations and to a hypotonic crisis, cardiac arrhythmias, or even cardiac arrest. Remedy for these situations was provided by introducing upper and lower endtidal override controllers as described in section 4.2.3. No such patient conditions were encountered affecting the endtidal control loop.

7.5 Severity assessment

The faults listed in table 7.1 are readily assigned to severity classes. This represents step 2 of the design procedure. Any fault representing a potential threat to the patient is critical and must be handled. These are the cases of potentially light or too deep anesthesia as well as unstable controllers. Light anesthesia may lead to awareness. That is the patient is conscious but due to relaxation is not able to communicate his/her awareness. This situation is experience as very unpleasant. Too deep anesthesia may lead to a hypotonic crisis, cardiac arrhythmias, or even cardiac arrest. Both are critical situations. The cases where faults lead to open loop control are non-critical only in the first couple of minutes. Due to modeling errors open loop control might in the long run also lead to light or too deep anesthesia and must therefore also be viewed as critical. Faults already taken care of during controller or software design are labeled “treated” and will not be considered further.

Faults are often classified according to actuator faults, component faults, and sensor faults [147, 78, 148, 79]. Table 7.2 lists the critical faults for further treatment according to this classification.
7.6 Assessing the possibilities for FTC

This represents step 3 of the design procedure. Before discussing the FTC possibilities for the different faults some general comments shall be made.

Note that there is no direct hardware redundancy built into the system. It would of course be simpler to use a redundant gas sensor or blood pressure monitoring system to detect malfunctions [136]. However, it has been designated a deliberate goal of the work to explore the FTC possibilities without additional hardware. In other words analytical redundancy must be utilized. Analytical redundancy is provided by models. We will distinguish two levels of redundancy according to the description fidelity of the underlying model.

**Definition 7.6.1** High and low fidelity analytical redundancy are distinguished. High fidelity redundancy is provided in terms of differential equations and system parameters. Low fidelity analytical redundancy is provided by qualitative relations.

![Diagram](image)

Figure 7.3: Analytical redundancy is generally available at different fidelity levels.

A typical example for low fidelity redundancy is a mental model of a human operator. Note also that for high fidelity redundancy no specification about the accuracy of the model is made. This is not necessary at this point since fidelity refers to the representation of the redundancy and not to the accuracy of the underlying model.

A similar discussion along this line is found in [149] where model requirements for FDI are discussed. It is pointed out that FDI does not always require high fidelity redundancy. For
our situation the separation of high and low fidelity redundancy is illustrated by figure 7.3. That is the mathematical model derived in chapter 3 provides the high fidelity redundancy. This high fidelity redundancy is a direct yield of a large modeling effort and it allows to detect even small inconsistencies among the input and output signals. But a standard patient monitor provides much more information than is captured by the high fidelity model. Often such additional measurements might support FDI in qualitative manner. For example consider a case where FDI finds inconsistencies in the anesthetics gas concentration measurements. Based on the model it is not possible to determine whether the fault is due to a problem in the cell measuring the anesthetic gas concentration or a disconnected sampling line. If a check reveals a valid $CO_2$ signal then the disconnected sampling line may be ruled out as possible fault source.

### 7.6.1 Component faults and actuator faults

To address the FDI problem the standard FDI literature [79, 168] considers LTI systems of the form

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) + Ef(t) \\
y(t) &= Cx(t) + Du(t) + Ff(t)
\end{align*}
\] (7.1)

where $x(t) \in \mathbb{R}^n$ denotes the state vector of the system, $u \in \mathbb{R}^m$ is a vector of system inputs which might be known or unknown, $y(t) \in \mathbb{R}^p$ is the vector of system outputs, $f(t)$ denotes the additive fault vector, and $A, B, C, D, E, F$ are matrices of appropriate dimensions. In this formulation $f(t)$ only contains actuator and sensor faults. To comply with this formulation the component faults therefore have to be recast in terms of additive sensor or actuator faults (see e.g. [79]). For our application this must be done for the leaks in the respiratory circuit (any of the flexible tubes). For the leak in the respiratory circuit consider the respiratory equation 3.35. Replacing $FF \rightarrow FF - FF_{\Delta}$ where $FF_{\Delta}$ represents the leak flow the equation may be written

\[
\dot{p}_R = \frac{FF}{V_R}p_{\text{vap}} + \frac{f_R(V_T - V_D - V_{AD})}{V_R}[p_L - p_R] - \frac{(FF - Q_{\Delta})}{V_R}\left[\frac{V_{AD}}{V_T - V_D}p_R + (1 - \frac{V_{AD}}{V_T - V_D})p_L\right] + \frac{FF}{V_R}f_c(t)
\] (7.2)

where

\[
f_c(t) = \left[\frac{V_{AD}}{V_T - V_D}p_R + (1 - \frac{V_{AD}}{V_T - V_D})p_L - p_{\text{vap}}\right] \frac{FF_{\Delta}}{FF}
\] (7.3)

now represents the additive component fault signal that enters the system dynamics like an actuator fault. In our case thus $f(t)$ has three components, i.e.

\[
f(t) = \begin{bmatrix} f_{\text{actuator\_leak}}(t) \\ f_{\text{gas\_measurement}}(t) \\ f_{\text{MAP\_measurement}}(t) \end{bmatrix}.
\] (7.4)

That is one component combining the vaporizer faults and the component faults into one actuator fault, one component corresponding to faults in the concentration measurement and one
component corresponding to faults in the MAP measurement system. This implies

\[ E = \begin{bmatrix} B & 0 & 0 \end{bmatrix}, \quad F = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}. \]

Expressed in words this means that component and actuator faults affect the system like an additive input and have no direct effect on the system outputs. Faults in the gas sensor affect both the inspiratory and the endtidal concentration measurement. And faults in the blood pressure measuring system only affect the MAP output (see also figure 7.9).

As a consequence of combining component and actuator faults it will not be possible to distinguish between the two unless additional (low fidelity) redundancy is utilized. Nevertheless, the formulation given by equations (7.1) is in appropriate form for the discussion of general FDI aspects in the next section.

### 7.6.2 Fault detectability

The first ingredient in FTC is FDI. It encompasses the detection, isolation and in some case identification of faults [167]. If the identification problem is also addressed the abbreviation FDII or FDI² could be used instead. Whether these problems are solvable may be determined without actually designing the detectors [78, 79].

The detectability condition follows directly from the structure of the general residual generator [78, 168, 79] shown in figure 7.4. The blocks \( G_u(s) \) and \( G_f(s) \) are given by

\[
G_u(s) = C(sI - A)^{-1}B + D \]
\[
G_f(s) = C(sI - A)^{-1}E + F.
\]

The second equation yields a fault transfer matrix \( G_f(s) \) for our problem of the form

\[
G_f(s) = \begin{bmatrix}
G_{f1}^{1,1} & 1 & 0 \\
G_{f2}^{1,1} & 1 & 0 \\
G_{f3}^{1,1} & 0 & 1
\end{bmatrix}.
\] (7.5)

Equation wise figure 7.4 is

\[
R(s) = H_u(s)U(s) + H_y(s)Y(s). \] (7.6)

For FDI we require that the residuals are non-zero iff a fault has occurred, i.e.

\[
r(t) \neq 0 \iff f(t) \neq 0 \] (7.7)

to achieve this we have to impose

\[
H_u(s) + H_y(s)G_u(s) = 0 \] (7.8)
which results in the desired fault response given by

\[ R(s) = H_y(s)G_f(s)F(s). \] (7.9)

The \(i^{th}\) fault of the fault vector \(f(t)\) is detectable iff there is at least one residual \(j\) that responds to the fault. That is at least one component of the \(i^{th}\) row of \(H_y(s)G_f(s)\) has to be non-zero, i.e.

\[ [H_y(s)G_f(s)]_i \neq 0 \] (7.10)

which is trivially achieved for any \(i\) in view of equation (7.5).

Detecting faults is the first step. Then for remedial action selection it must also be determined what fault had occurred. This problem is addressed by fault isolation. A sufficient condition for isolability in the deterministic case is [167] that the incidence matrix form of \(G_f(s)\) given by

\[ G_f(s) = \begin{bmatrix} 1 & 1 & 0 \\ 1 & 1 & 0 \\ 1 & 0 & 1 \end{bmatrix}. \] (7.11)

has full column rank. This is clearly satisfied for our FDI problem. The analysis provides the assurance that the FDI problem may be solved. Note that at this point still no distinction between vaporizer faults and leaks is possible.
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7.6.3 FTC possibilities for the actuator (vaporizer) faults

Appendix D shows that eventually all partial pressure values in the system asymptotically approach the partial pressure at which the vaporizer is "stuck" or they asymptotically decay to zero if the vaporizer is "empty". There is no other remedial action than to switch to manual dosing and put the human anesthesit back in charge. In other words the system does not provide any redundancy that would allow to accommodate or reconfigure without the help of a human operator. An alternative dosing design providing more FTC possibilities is also discussed in appendix D. Since the function of the control system can not be recovered after this actuator fault it is not recoverable from the fault.

7.6.4 FTC possibilities for the component faults

In case of a leak the system does not lose the controllability property as long as the leak flow $FF_{\Delta} < FF - Q_{\Delta}$. I.e. it is recoverable from the leak. With decreasing net fresh gas flow $(FF - Q_{\Delta} - FF_{\Delta})$, however, it will become more difficult to achieve the control objective. This is clearly indicated by figure 7.5 where the recoverability measure $\rho_c$ elaborated in appendix C is computed as a function of the leak.

For remedial actions the redundancy relation provided by the respirator circuit equation allows to estimate the actual total fresh gas flow entering the respiratory circuit. It may then be switched to a predefined controller parameter set that was designed for a fresh gas flow closest to the one estimated. The controller implementation as described in section 4.2.6 already allows for this run time switching of controller parameter sets.

Figure 7.5: Recoverability measure $\rho_c$ for different leak flows and a fresh gas flow of 1 l/min.
Table 7.3: Recoverability measures for the different sensor fault scenarios.

### 7.6.5 FTC possibilities for the sensor faults

Sensor faults provide an even more interesting object to study with respect to FTC possibilities. As a first step the recoverability measures according to appendix C for the different sensor fault scenarios will be computed to get an impression on how much of the observability is lost in each case. To obtain meaningful values the system states and outputs have to be put into a per unit representation such that the dynamic range of the states all lie in the same range. [177] suggests to set

\[
\frac{x(t)}{x_{\text{ref}}} \lesssim 1
\]

\[
\frac{y(t)}{y_{\text{ref}}} \lesssim 1.
\]

To achieve this we set

\[
T = \text{diag} \begin{bmatrix}
1.5 & 1.2 & 1.2 & 1.2 & 0.5 & 1.2 & 0.5 & 0.01 & 1.2 & 1.2 & 1.2 & 1.2 & \ldots \\
[\%] & [\%] & [\%] & [\%] & [\%] & [\%] & [\%] & [\%] & [\%] & [\%] & [\%] & [\%] & \ldots \\
\ldots & 20 & 0.5 & 25 & 2.5 \\
\text{[mmHg]} & [-] & [\text{mg/ml}] & [\text{mg/ml}]
\end{bmatrix}
\]

\[
T_y = \text{diag} \begin{bmatrix}
1.5 & 1.2 & 20 \\
[\%] & [\%] & \text{[mmHg]}
\end{bmatrix}.
\]

To obtain the reference values for the concentration of anesthetics we were relying on experience gained during the endtidal study. From there reference values for inspired and endtidal concentrations of 1.5% and 1.2% appear meaningful. For the fast body compartments the same reference value as for the endtidal measurement is used. The medium fast compartments (muscles, poorly perfused organs) reach partial pressures of about 0.5% during the experiments. And the slowest compartment (fat) reaches only about 0.01%.

The system matrices in the new coordinates are

\[
\bar{A} = T^{-1}AT, \quad \bar{B} = T^{-1}B, \quad \bar{C} = T_y^{-1}CT.
\]

With this coordinate transformation the recoverability measures listed in table 7.3 are obtained. The values indicate the following. First, there is only weak recoverability from a failure of the
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MAP measurement. This is a result of the missing coupling of disturbance related states to the anesthetic related states (see equation 3.110). Further, if either the endtidal or the inspiratory measurement failed the recoverability measure indicates that state estimation and a possible reconstruction of the faulty output is possible. However, as was discussed it must be assumed that inspiratory and endtidal measurement are equally affected by faults. Therefore, although, the structural representation (3.110) and a check of the observability matrix suggest that the system is still observable the recoverability measure indicates that most of the observability is lost. This means that an observer using the MAP measurement only would basically result in an "open loop" observer for the states for the partial pressures of volatile anesthetics.

### Table 7.4: Remedial action possibilities for the different fault scenarios.

<table>
<thead>
<tr>
<th>fault</th>
<th>possible remedial actions</th>
</tr>
</thead>
<tbody>
<tr>
<td>vaporizer fault</td>
<td>- fallback to manual dosing</td>
</tr>
<tr>
<td>leaks</td>
<td>- switch to predefined controller for lower fresh gas flow</td>
</tr>
<tr>
<td></td>
<td>- fallback to manual dosing</td>
</tr>
<tr>
<td>blood pressure measurement</td>
<td>- switch to a non invasive blood pressure measurement</td>
</tr>
<tr>
<td></td>
<td>- switch to endtidal concentration controller</td>
</tr>
<tr>
<td>concentration measurements</td>
<td>- switch to blood pressure control</td>
</tr>
<tr>
<td></td>
<td>- switch to open loop electronic dosing</td>
</tr>
</tbody>
</table>

7.7 Selecting the remedial actions

Since the control system is not recoverable from a blood pressure measurement failure the blood pressure control objective can not be achieved as originally desired. There are predominantly two remedial action possibilities. One possibility is to use a non-invasive blood pressure measurement instead of the invasive one. The second remedial action would be to switch back to endtidal control. This requires that a meaningful fallback endtidal reference value has been specified by the anesthetist.

In case of a failure of the concentration measurement also mainly two remedial actions are possible. One action would be to change to MAP control the other action would be to switch to open loop electronic dosing. Note that, switching back from endtidal control to inspiratory control is not a valid alternative since both concentration measurements are affected by the fault.

The different remedial action possibilities are listed in table 7.4. From these a final selection for the implementation must be made. The reasons for selection are discussed in the following sections.
7.7.1 Faults in concentration measurements

The recoverability measure for the concentration measurement faults (see table 7.3) reveal that endtidal control cannot be continued with the MAP measurement only. The value of $p_0 = 0.0074$ indicates that the control would be almost open loop.

In principle one could switch to an MAP controller. However, in section 4.2.3 we have stated that blood pressure control requires constraints on the endtidal concentration to be satisfied. Thus, without concentrations measurements safe MAP control is not guaranteed. This leaves switching to manual electronic dosing as the only acceptable remedial action.

7.7.2 Faults in the blood pressure measurement

Using a non invasive blood pressure measurement at first glance seems to lead to a total recovery of functionality. However, the invasive monitoring system provides a low pass filtered MAP value every 2 s. The non invasive cuff measurement values are provided at most every 2 min. The non invasive cuff measurement values are provided at most every 2 min.

To judge whether this low sampling rate causes problems two aspects need to be considered: The closed loop bandwidth of the controller and the frequency content in the disturbance signal. The closed loop bandwidth of the MAP control loop is about $0.2 \text{ rad min}^{-1}$ (see figure 4.4). A rule of thumb states that the sampling frequency should be a factor of ten larger. The sampling frequency of non-invasive MAP measurements is $3.1 \text{ rad min}^{-1}$. Thus, from the bandwidth point of view there is no problem. The problem lies with the frequency content of the disturbances. The fact is illustrated in figure 7.6. From the parameter estimation in section 3.6 the bandwidth of the neural reaction of approximately $37 \text{ rad min}^{-1}$ was obtained. With $3.1 \text{ rad min}^{-1}$ the sampling frequency of non-invasive blood pressure measurements lies a decade below this bandwidth. This represents a violation of the sampling theorem and leads to aliasing of high frequencies into the low frequency band where good disturbance rejection is required. Loosely speaking it will become impossible for the control algorithm to distinguish between fast transient disturbances and slow or permanent disturbances. Note that the problem can not just be resolved by low pass pre-filtering because of the cuff measurement. MAP control can therefore not simply be continued by replacing the invasive measurement with a non-invasive measurement. We therefore view switching back to endtidal control as the appropriate remedial action. The anesthetist will then change the endtidal reference based on occasional non-invasive MAP measurements. He/she takes care for the "low pass pre-filtering" in that case.

7.7.3 Leaks

Switching to predefined controller parameters for lower fresh gas flows in case of a leak is a "safe" remedial action. However, this will no longer work if the leak flow $(FF_\Delta)$ is close to $(FF - Q_\Delta)$. To avoid these problems leaks up to $0.5 \text{ l min}^{-1}$ are treated by changing the controller. For larger leaks a fall back to manual dosing is performed.
7.8 Fault detection and isolation (FDI)

The amount of literature published on the FDI problem which is step 5 in the design process is very large and to get a good overview is not easy. The main reason for this is that the FDI design very much depends on the conditions under which the problem is to be solved. The next section and figure 7.7 give a brief overview on different FDI designs. Rather than providing details these design methods will be classified according to their "problem domain". It will enable to select the appropriate approach for our problem.

7.8.1 Short overview on FDI designs

Classifications of different FDI schemes can be found in most survey papers [491, 221, 27, 147, 366, 148, 222]. Depending on where the focus of the survey lies this classification is slightly different. Our classification shown in figure 7.7 is a fusion of these and tailored to our case.

Similarly to the different levels for artifact treatment a first classification may be made based on the type of information used. We distinguish between knowledge based, signal based, and model based approaches. Knowledge based approaches subsume all methods utilizing only low fidelity redundancy. Signal based are all approaches that rely on a single signal to generate a residual. Approaches working with auto regressive (AR) signal models still fall into the category
Figure 7.7: Overview over the most common FDI designs.
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of signal based methods. We only speak of model based FDI if the information of more than one signal is utilized. Among the model based FDI methods nonlinear model based FDI has only recently got considerable attention while linear FDI methods are already well established. The linear methods may further be divided into data based, parameter estimation, parity space, observer based, and geometric methods. Parity space and observer based methods are structurally equivalent [368, 168]. Parity space design can be done in the time domain or the frequency domain. Depending on further problem constraints and system properties additional special design procedures may be distinguished.

For our purpose we are interested in the methods that allow to use the state space linear model derived in chapter 3. This model is not explicitly time varying nor unstable. The robustness question in FDI does not only address the problem of model uncertainty but also of unknown disturbance inputs. In fact for unknown input observer (UIO) and eigenstructure (eigenvectors + eigenvalues) assignment [439], plant uncertainties have to be cast into unknown inputs for treatment [80, 79]. The ability of either approach to decouple the state estimation error from unknown inputs makes both methods also suitable for actuator fault detection. While the UIO and the eigenstructure design solve an open loop FDI problem, the problem of uncertainties may also be addressed for closed loop. This is done by jointly designing controller and detector in the "four degree of freedom" framework [341]. A short discussion on FDI in closed loop systems will be given next.

7.8.2 FDI in closed loop systems

FDI usually is discussed in a open loop setup. This section explains how the open loop formulation transfers to the closed loop case and what problems are encountered. The issues shall be analyzed for a general SISO control loop with a residual generated with the parity space approach as shown in figure 7.8. If there are no model/plan uncertainties, i.e. $\Delta_G = 0$ the residual response is given by

$$E(\Delta_G = 0) = F_y + G F_u.$$  \hfill (7.12)

This is equivalent to the residual response for the open loop formulation. In “real life” $\Delta_G$ will always be non-zero. This lead to a residual response of the form

$$E = \left(1 + \frac{\Delta_G C}{1 + C(G + \Delta_G)}\right) F_y + \left(\Delta_G + G\right) \left(1 + \frac{\Delta_G}{1 + C(G + \Delta_G)}\right) F_u + \frac{\Delta_G C}{1 + C(G + \Delta_G)} Y_{ref}.$$  \hfill (7.13)

The response still contains contributions from the fault signals $f_u(t)$ and $f_y(t)$. They are just modified dynamically. But it also contains a contribution from the reference signal $y_{ref}(t)$. This contribution is multiplied by $\Delta_G$. That is the contribution of the reference signal is directly proportional to the modeling errors. If disturbances were considered in this analysis they would contribute similarly.

This has consequences for FDI. First, since for any practical scenario $\Delta_G \neq 0$ the problem requires treatment. Second, it indicates the high model quality requirements for model based FDI. There
are predominantly two ways to address the problem. Either controller and detector are designed simultaneously [461] or the effects of reference changes and possibly disturbances on the residuals are taken into account in the decision process. This is done through adaptation of the detection thresholds (see e.g. [148]).

The controller/detector co-design approach [341, 461] is cogent mainly for its consistent mathematical formulation as an $H_\infty$ problem. But it has also disadvantages. First, controller and detector always build a pair that have to be modified simultaneously. Second, the controller and detector are always obtained in form of linear transfer functions. For our experimental environment, however, it might very well be desired to only change the controller. For example it was desired to use the fuzzy controller of Derighetti [111] or new concepts such as high gain adaptive control [67] without redesigning the FDI modules. We will therefore prefer to design the detector independently of the controller by a high quality model (i.e. $\Delta G$ as small as possible) and by compensating for the remaining modeling errors through adaptation of the threshold.

### 7.8.3 Existence conditions for robust FDI

Recalling the MIMO representation of the Isoflurane-MAP control system given in figure 3.1 it is seen that the FDI problem is indeed a robust FDI problem. And this mainly due to the unknown disturbances introduced by surgical stimulations. [79] provides necessary and sufficient conditions for the existence of robust observer designs. Neither for the UIO nor for the eigenstructure assignment, however, the design conditions are satisfied in our case. This fact may also be shown.

![Figure 7.8: FDI in closed loop systems.](image-url)
using an input-output representation of the system given by

\[
a_1(s)C_{\text{MAP}}(s) = b_{11}(s)C_{\text{vap}}(s) \\
a_2(s)C_{\text{endt}}(s) = b_{21}(s)C_{\text{vap}}(s) \\
a_3(s)MAP(s) = b_{31}(s)C_{\text{vap}}(s) + b_{32}(s)D_s(s).
\]

There is now way to combine above equations to derive a redundancy relation containing \( MAP \) and which is independent of \( d_s \). For this an additional output affected by \( d_s \) would be needed. Assume for example that the beat-to-beat heart rate was given by

\[
a_4(s)HR(s) = b_{41}(s)C_{\text{vap}}(s) + b_{42}(s)D_s(s). \tag{7.14}
\]

In this case

\[
b_{42}(s)a_3(s)MAP(s) - b_{32}(s)a_4(s)HR(s) = (b_{42}(s)b_{31}(s) - b_{32}(s)b_{41}(s))C_{\text{vap}}(s) \tag{7.15}
\]

would provide such a redundancy relation.

The non existence of a robust observer design may also be understood from the structural representation of the system equations (3.110) given as a block diagram in figure 7.9. Since the disturbance has no effect on the volatile anesthetics part of the system (respiratory circuit + patient) the corresponding states may be estimated independent of the disturbance influence. The problem lies with the estimation of the disturbance related states. Since MAP is the only output affected by the disturbance no redundancy is available that allows to remove the disturbance influence in the MAP measurement.

### 7.8.4 Structural equivalence of parity space and observer based residual generators

For detector design this equivalence will be utilized and it will therefore briefly be re-established in this section. Consider a full order state observer

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) + L(o(t)) \\
o(t) &= y(t) - Cx(t) - Du(t)
\end{align*}
\]

where \( K \) is the output injection matrix and \( o(t) = y(t) - \hat{y}(t) \). After a few manipulations one obtains

\[
O(s) = \left[I + C(sI - A)^{-1}L\right]^{-1} [Y(s) - \{C(sI - A)^{-1}B + D\}U(s)]
\]

or

\[
O(s) = H_y(s)[Y(s) - G_u(s)U(s)]
\]

which is now in parity space form with

\[
H_y(s) = \left[I + C(sI - A)^{-1}L\right]^{-1}.
\]

This residual filter \( H_y(s) \) allows to favor certain frequencies in the residual \( r(t) \). Often it is a low pass filter like a "cum sum" algorithm.
7.8.5 FDI design

As the couplings in the system are not rich enough for robust detector design and since the particular structure is composed of three MISO subsystems, we propose an engineering approach to the FDI problem. That is the redundancy relations provided by the different subblocks will be utilized individually rather than in a MIMO setup.

7.8.6 FDI for concentration measurement faults

To detect and isolate faults in the concentration measurements the redundancy provided by the pharmacokinetics of the anesthetic is used. From equation (3.110) we get

\[
\frac{C_{\text{endt}}(s)}{C_{\text{insp}}(s)} = G_{\text{Gas}}(s) = C_{\text{endt,Gas}}(s I - A_{\text{Gas}})^{-1} A_{\text{Gas,R}} + C_{\text{endt,R}}. \tag{7.21}
\]

Since for this system input (c_{insp}) and output (c_{endt}) are equally affected by faults it is not obvious that this relation provides useful redundancy. But consider the general residual generator for this subsystem in parity space formulation as shown in figure 7.10. The response of the residual is given by

\[
R(s) = C_{\text{endt}}(s) - \hat{C}_{\text{endt}}(s) = H_{\text{Gas}}(s) [G_{\text{Gas}}(s) - 1] F_{s,\text{ISO}}(s) \\
= H_{\text{Gas}}(s) [C_{\text{endt,Gas}}(s I - A_{\text{Gas}})^{-1} A_{\text{Gas,R}} + C_{\text{endt,R}} - 1] F_{s,\text{ISO}}(s). \tag{7.22}
\]
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Figure 7.10: Residual generation for concentration measurement faults. It is given in parity space form. The residual filter $H_{Gas}$ is obtained through proper selection an output injection matrix (see equation (7.20)). The detection itself is done by comparing the residual to a threshold. Obviously the fault appears in the residual but the term $[G_{Gas} - 1]$ causes the response to decay quite rapidly. The residual filter $H_{Gas}(s)$ has to make sure that $r(t)$ persists long enough for a unique detection. The observer-parity-space-equivalence property allows a straightforward design for $H_{Gas}(s)$. Set

$$K = -\frac{1}{1 - C_{endt,R}} A_{Gas,R}. \quad (7.23)$$

Note that since the respirator model of reduced order has dimension one $C_{endt,R}$ is a scalar. After some manipulations we get

$$R(s) = (1 - C_{endt,R}) F_{s,ISO}(s) = \left(1 - \frac{V_{AD}}{V_A}\right) F_{s,ISO}(s). \quad (7.24)$$

That is with this choice of observer the residual is equal to the actual fault signal reduced by the alveolar dead space fraction. In fact, the alveolar dead space is a fundamentally limiting factor for the detectability of concentration measurement faults. To get an intuitive understanding for this phenomenon perform a thought experiment. Assume that $G_{Gas} = 1$ i.e. the alveolar dead space is equal to the total alveolar space. In this case no uptake of anesthetics occur and the endtidal concentration equals the inspired concentration. Clearly, in this limiting case it can not be distinguished between abrupt changes due to faults and changes in the input signal. Since both affect $c_{insp}$ and $c_{endt}$ in exactly the same manner.

A typical fault free residual response for this detector is shown in figure 7.11. The data is taken from a clinical evaluation of an endtidal controller. Two observations can be made:

- the residual is noisy
- large deviations are occurring whenever the set point for endtidal control changes.
Figure 7.11: Fault free residual response for the detector of concentration measurement faults.
The noise stems from the normal sources, it is process and measurement noise. The large deviations are a result of the model uncertainty as discussed in section 7.8.2. If FDI would be based on a fixed detection threshold ($\Theta_0$) either the detection quality is poor if a large threshold is selected or a high false alarm rate would result for a small threshold. The observation from figure 7.11 that deviations excursions of the residual correlate with setpoint changes, however, allows to select a narrow threshold which is widened whenever the set point for control changes. This procedure is also referred to as adaptive threshold selection or threshold adaptation [148].

The upper and lower threshold are computed according to

\[
\Theta^+ = \max \{ \Theta(r(t)), \Theta_0 \} \tag{7.25}
\]

\[
\Theta^- = \min \{ \Theta(r(t)), -\Theta_0 \} \tag{7.26}
\]
In this equation \( \tilde{R}(s) \) denotes the transform of a signal \( \tilde{r}(t) \) where every step in \( r(t) \) has been changed to a unit step. For small steps the threshold could as well be adapted proportionally to the step height. But for large steps this “normalization” of the step height accounts for the saturation of the control signal. The linear filter in equation (7.28) is implemented in discrete time using a Tustin approximation for \( s \). The filter constants were found empirically in offline simulations. This experimental approach is necessary since the modeling uncertainties were not a priori known. In a “reverse engineering” approach the adaptation law provides information about the modeling uncertainties. For this consider figure 7.14 which shows an approximation of the bode diagram for the threshold adaptation filter. From this it is concluded that the dominant modeling uncertainties are between 0.15 and 2 rad/min.

These time varying threshold values are shown for residuals generated for two different recordings of endtidal control applications in figure 7.12 and 7.13. It can be seen that during phases of automatic control the adaptation of the thresholds well envelopes the residual excursions. Only isolated crossings of the threshold occur that lead to potential false alarms. During phases of manual control several cases of potential false alarms are encountered. This is due to the nonlinear non-predictable character of manual control. If the FDI is supposed to work properly during manual control also the adaptation policy has to be altered. Alternatively the adaptation of the threshold could be done based on the vaporizer control signal rather than the reference signal. This strategy will be shown to work equally well in the next section.

To reduce the number of false alarms a minimum duration for the threshold violation of two minutes is introduced before an alarm is generated. Note that this also necessary since artifacts of up to two minutes are not to be treated as faults.

\[
\begin{align*}
\Theta_0 &= 0.05 \text{ [% vol]} \\
\Theta(\tilde{R}(s)) &= \frac{-0.35s}{(s + 2)(s + 0.15)} \tilde{R}(s) \text{ [% vol].}
\end{align*}
\]
7.8.7 FDI for actuator faults

According to figure 7.9 the respiratory circuit equation (3.35) provides a redundancy relation which allows to detect the vaporizer faults $f_\text{a}$ and component faults $f_c$. Note, however, that since both have been combined into actuator faults they can not be isolated with this relation. From the detector for concentration measurement faults described in the previous section it is known whether the signals $c_{\text{in,sp}}$ and $c_{\text{end,t}}$ are correct. This allows to isolate the actuator faults via this relation. A detector in the parity space set up according to figure 7.15 is used.

$$
\begin{align*}
G_{\text{Res}} & \quad c_{\text{in,sp}} \\
\hat{G}_{\text{Res}} & \quad e \\
H_{\text{Res}} & \quad r \leq \Theta(t) \\
\end{align*}
$$

Figure 7.15: Residual generation for actuator faults.

A typical fault free residual signal is shown in figure 7.16. This residual also shows noise contamination and systematic large excursions which are correlated with reference signal changes and the vaporizer control signal. Compared to the residual of the concentration measurement fault detector the systematic excursions are much larger. This is due to larger model uncertainties for the respiratory circuit model. To optimize the power of detection and the false alarm rate an adaptation of the detection threshold is also required in this case. Since the previous section showed that the adaptation based on the reference signal only provides satisfactory results for automatic control but not for manual control an alternative approach will be used here. Since for manual control the residual is stronger correlated with the vapor signal than with the reference signal the vapor signal will be used as basis for the adaptation. The adaptation law becomes

$$
\begin{align*}
\Theta & = \max \{ \Theta(c_{\text{vap}}(t)), \Theta_0 \} \quad (7.29) \\
\Theta & = \min \{ \Theta(c_{\text{vap}}(t)), -\Theta_0 \} \quad (7.30)
\end{align*}
$$

where

$$
\begin{align*}
\Theta_0 & = 0.1 \text{ [\% vol]} \quad (7.31) \\
\Theta(s) & = \frac{-0.6s(s + 9)}{(40s + 1)(s + 1)} C_{\text{vap}}(s) \text{ [\% vol].} \quad (7.32)
\end{align*}
$$

The bode diagram for this threshold adaptation filter is shown in figure 7.17. It clearly shows the lower quality of the respirator model compared to the patient model. The dominant modeling uncertainties lie between 0.025 and $1 \text{ rad/min}$. Again the filter constants in equation (7.32) were found empirically off-line from experimental recordings.
Figure 7.16: Fault free residual response for the detector of actuator faults. The data originates from an application of the endtidal controller where automatic control was active in the first part. Manual control starts at minute 116.
Figure 7.17: Approximation of the bode diagram for the threshold adaptation filter given by equation (7.32).

Two typical trajectories of residuals and thresholds are shown in figures 7.18 and 7.19. The upper plot was generated from data recorded during an endtidal controller study. The data for the lower plot originates from an MAP controller pilot study. Note that there are only single outliers that violate the threshold.
7.8.8 Isolating component and vaporizer faults

For the design of the supervisor logic it is desirable to isolate component faults (leaks and disconnects) and vaporizer faults. The reason is simply that while the vaporizer faults require the fallback to manual dosing not all sizes of leaks require the same.

The detector design in section 7.8.7 is not able to isolate the two different type of faults. The isolation requires additional (low fidelity) redundancy. This redundancy is provided by the fact that not only volatile anesthetics follow the respiratory circuit dynamics. All components of the carrier gas do. The way to isolate component and vaporizer faults is thus to build an identical detector using the oxygen concentration measurements. Leaks will affect the residual of both detectors while vaporizer faults only affect the residual of the anesthetic detector. Assuming that no multiple faults occur, the $O_2$ based residual can discriminate vaporizer and component faults.
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7.8.9 FDI for the blood pressure measurements

In section 7.8.3 it was shown that a classical residual generator cannot be designed for validation of the MAP measurement. A straightforward but nonetheless very efficient validation can be obtained from the non-invasive cuff measurement. While less suited for closed loop control it serves very well to check the invasive measurement.

Figure 7.20 shows a blood pressure episode recorded during a routine operation. The non-invasive MAP values are marked with "o" in the upper plot. It is apparent that the slow sampling rate resulting from the cuff measurements is not able to capture most of the fast MAP variations. It is the consequence of the violation of the sampling theorem [522]. The plot shows that the non-invasive measurement is not always reliable, here in particular towards the end of the record. In addition the sampling time can occasionally differ from the nominal value (e.g. at minute 43).

In the lower plot of figure 7.20 the residuals are plotted versus time. The dashed line indicates the mean of the residuals. It shows that the non-invasive measurement on the average lies below the invasive measurement. Further, it seems that there is some correlation between residuals and disturbances, although larger errors also occur during moderately disturbed phases.

Despite these shortcomings of the non-invasive MAP measurement the regular comparison at the sampling instances should nevertheless allow to detect persistent measurement errors. Rather than a signal the residual may be viewed as a sequence of random values. In this environment the detector is preferably designed purely from statistical considerations.

Statistical detector design

A straightforward way to design such a detector is to compare each residual to a threshold. This threshold has to be chosen such that an acceptable false alarm rate is obtained. Figure 7.20 shows that the threshold would have to be set fairly high (≈ 16 mmHg) to avoid frequent false alarms. But this would also lead to poor detection quality. An intuitive solution is to base the test not on a single value but on the average of m residuals. That is new "observations" ati are generated and compared to a new threshold Θ0 for detection. Formally this is may be written [490] as

\[ o_i = \frac{1}{m} \sum_{j=1}^{m} e_{i-m+j} \geq \Theta_0 \]

(7.33)

where

\[ e_i = MAP_i(t_i) - MAP_{ni}(t_i) \]

is the difference between the \( i^{th} \) invasive and the \( i^{th} \) non-invasive MAP measurement.

This intuitive detector can also be motivated by using detection theory [490] which also allows to compute detection threshold. For a detector usually two characteristic values are of interest. That is the probability of false alarms usually denoted by \( \alpha \) and the probability of detection usually denoted by \( \beta \) [490]. If no assumption for the a priori probability of faults and no meaningful cost
Figure 7.20: Residuals of the noninvasive blood pressure measurement.
assignment for false alarms and missed faults can be made, then detectors are often designed based on the Neyman-Pearson criterion [490]. This criterion maximizes the probability of detection for a given (specified) false alarm rate. The decision for this type of detector is performed based on the likelihood ratio \( \Theta(\tilde{o}) \) of an observation \( \tilde{o} \) under the fault hypothesis \( p_{\text{fault}} \) and the no-fault hypothesis \( p_{\text{no-fault}} \). A fault is declared if this ratio is larger than a fixed detection threshold \( \Theta_0 \) which is computed to satisfy the false alarm requirement specification [490]. Formally we write

\[
\Theta(\tilde{o}) = \frac{p_{\text{fault}}(\tilde{o})}{p_{\text{no-fault}}(\tilde{o})} \geq \Theta_0. 
\] (7.35)

In the case of the MAP residual sequence an observation \( \tilde{o} \) may in consist of several residuals, i.e.

\[
\tilde{o}_i = \{e_{i-m}, e_{i-m+1}, \ldots, e_i\}. 
\] (7.36)

Assume that the residuals \( e_i \) are independent and normally distributed with

\[
p_{\Delta n|\Delta \epsilon}(\epsilon) = \mathcal{N}(\mu, \sigma) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(\epsilon-\mu)^2}{2\sigma^2}}. 
\] (7.37)

From clinical data \( \sigma \approx 3.73 \text{ mmHg} \) and \( \mu \approx -2.9 \text{ mmHg} \) may be estimated. Then the sufficient statistic [490] for the decision (7.35) is the sample mean of the individual residuals \( e_{i-m} \) to \( e_i \) [490]. So that the decision alternatively becomes

\[
o_i = \left\{ \frac{1}{m} \sum_{j=1}^{m} e_{i-m+j} \right\} - \mu \geq \Theta_0. 
\] (7.38)

The new decision threshold \( \Theta_0 \) has to be chosen such that the false alarm specifications are satisfied. This leaves two parameters which have to be determined: The length of an observation \( m \) and the threshold \( \Theta_0 \). To determine these parameters from false alarm specifications the probability of a false alarm during a surgical operation of average length is computed. Let \( N \) denote the number of residuals for an average operation. Normally a non-invasive measurement is obtained every 2 min. From table 4.1 an average duration for surgical operations of 218 min is estimated. Which corresponds to \( N \approx 109 \). Let \( e \) denote the vector of MAP residuals and let \( o \) denote the vector of observations given by equation (7.38). \( e \) and \( o \) are related by

\[
o = Pe 
\] (7.39)

where \( P \in \mathbb{R}^{N-m+1 \times N} \)

\[
P = \frac{1}{m}
\begin{bmatrix}
1 & \cdots & 1 & 0 & 0 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 1 & 0 & 0 & \cdots & 0 \\
& & \ddots & & & & & \\
0 & 0 & \cdots & 0 & 1 & \cdots & 1 \\
\end{bmatrix}. 
\] (7.40)

The probability density function for \( o \) under the no fault hypothesis is then

\[
p_{\text{no-fault}}(o) = \mathcal{N}(0, \Sigma P^T). 
\] (7.41)
The probability of a false alarm during an operation is the probability that any $a_i > \Theta_0$ computed as

$$\alpha(m, \Theta_0) = 1 - \int_{\Box(N-m+1, \Theta_0)} N(0, \mathcal{P} \Sigma \mathcal{P}^T) d\Theta$$  \hspace{1cm} (7.42)

where $\Box(N-m+1, \Theta_0)$ denotes the $N-m+1$-dimensional hyper cube centered at the origin and length $2\Theta_0$.

The false alarm probabilities for different observation lengths as a function of the detection threshold are shown in figure 7.21. Selecting

$$m = 2 \quad \text{and} \quad \Theta_0 = 2.15 \sigma.$$  \hspace{1cm} (7.43)

we obtain a probability of false alarm of 10%. This corresponds roughly to one false alarm every 10 operations.

Figure 7.22 shows the performance (probability of detection) of this detector. The probability of detecting faults of different sizes is plotted versus the different fault sizes.
Figure 7.21: Probability of a false alarm during an operation.

Figure 7.22: Probability of detection $\beta$ for different constant faults in the MAP measurement.
7.8.10 Supervisor logic control design

With the design of the supervisor logic control we have reached step 6 of the design procedure. There are basically two tasks to be performed in this step. First, for any possible residual combination an appropriate remedial action must be assigned. And second, the SLC for mode control from section 4.3 must be extended to incorporate the resulting transitions.

The assignment of residual responses and remedial actions are summarized in table 7.5. The table assigns for every SLC state and residual combination a transition event \(\sigma_i\). SLC states to which a certain event applies are marked with "+" the others are marked with "-". For the residual combinations a "1" denotes a residual indicating a fault, a "0" denotes a residual indicating no fault, and "x" denotes a residual which is not relevant for the transition.

Translation of table 7.5 into the extended state automaton is shown in figure 7.23. The notation for the transitions is the same as introduced in section 4.3. I.e.

\[
\text{fault event[condition]} : \text{action}. \quad (7.44)
\]

State transitions that are already implemented to occur autonomously are drawn with solid lines. Dashed lines indicate state transitions which are up to now only suggested by means of a warning and where the actual transition has to be invoked by the anesthetist.

<table>
<thead>
<tr>
<th>(f_{MAP})</th>
<th>(f_{ISO})</th>
<th>(f_{MDP})</th>
<th>(f_{O_2})</th>
<th>transition event</th>
<th>&quot;PASSIVE&quot;</th>
<th>&quot;DOSING&quot;</th>
<th>&quot;ENDTCtrl&quot;</th>
<th>&quot;MAPCtrl&quot;</th>
<th>action</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\sigma_A)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>give leak warning</td>
</tr>
<tr>
<td>(\sigma_B)</td>
<td>x</td>
<td>x</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>fallback to manual control</td>
</tr>
<tr>
<td>(\sigma_C)</td>
<td>x</td>
<td>x</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>adapt controller parameters for leak</td>
</tr>
<tr>
<td>(\sigma_D)</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>switch to electronic dosing</td>
</tr>
<tr>
<td>(\sigma_E)</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>x</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>disable controllers</td>
</tr>
<tr>
<td>(\sigma_F)</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>switch to endtidal control</td>
</tr>
<tr>
<td>(\sigma_G)</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>disable MAP controller</td>
</tr>
<tr>
<td>(\sigma_H)</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>switch to endtidal control, give leak warning</td>
</tr>
<tr>
<td>(\sigma_I)</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>disable MAP controller, give leak warning</td>
</tr>
</tbody>
</table>

Table 7.5: State transitions for supervisor logic.
Figure 7.23: Extensions of the FAS to include the FTC possibilities.
7.9 **Off line testing**

We have finally reached step 7 of the design procedure. The step will be divided in an off line testing and an in vivo testing.

Before performing in vivo tests confidence about the proper detection of faults must be gained through extensive off line simulations. The fact that in the nominal (uncertainty free) case open loop and closed loop FDI are identical allows to test the FDI performance in an open loop frame work (see also section 7.8.2 for reference). These open loop evaluations are documented in this section.

To analyze FDI performance for any possible fault signal would be very tedious. Usually representative fault models are used for this purpose instead. [168] suggests three classes of fault signals. That is

- drift faults
- jump faults
- intermittent faults.

They are representative in the sense that drift faults stand for slow varying and incipient faults, jump faults stand for fast and abrupt faults, and intermittent faults stand for what we defined as artifacts. As artifacts have already been dealt with in chapter 6 only drift or jump faults will be analyzed in the sequel.

### 7.9.1 Simulation evaluation of sensor fault detection performance

For the concentration measurements slow and abrupt faults may be envisioned. The detection of jump as well as drift faults has thus to be tested. Besides the fault types also their sizes have to be specified. Since there is no clinical or manufacturer data available giving a realistic size for these faults we decided to specify a rather hard detection problem. For the jump fault detection test a fault size of 0.1 [% _vol_] is chosen. In our opinion this is reasonable since 0.1 [% _vol_] is usually the displayed resolution of concentration measurements by monitors. For the drift fault detection test a slope of 0.01 [% _vol_/min] is chosen. A slope which is even difficult to detect for an anesthetist.

Figure 7.24 shows representative detection scenarios. In the upper plot the detection of a jump fault is shown and in the lower plot the detection of a drift fault is shown. It can be seen that the jump fault of size 0.1 [% _vol_] produces a residual response which is large enough and persists long enough to be detected. In case of the drift fault it is important to note that after about 10min the residual is large enough to be uniquely detected. After this time the fault has only reached the size of 0.1 [% _vol_].
Figure 7.24: Detection performance of jump and drift faults in concentration measurements. The height of the jump fault in the upper plot is 0.1 [%vol] occurring at $t_f = 89$ min. The slope of the drift fault in the lower plot is 0.01 [%vol/min] starting at $t_f = 89$ min also.
7.9.2 Testing vaporizer fault FDI

For testing the vaporizer fault detector it is not necessary to rely on hypothetic fault signals like jumps or drifts. For simulation testing the fault signals for an empty or stuck vaporizer are easily obtained from the recorded vaporizer control signal. Let the vaporizer signal be denoted by $c_{\text{vap}}(t)$ then the fault signal for a “stuck vaporizer” is

$$f_{a,\text{stuck}} = f_0 - c_{\text{vap}}(t)$$  \hspace{1cm} (7.45)

and the fault signal for an empty vaporizer is

$$f_{a,\text{empty}} = -c_{\text{vap}}(t).$$  \hspace{1cm} (7.46)

The typical detection results for these two faults are shown in figure 7.25.

It should be noted that the detection performance for these two faults types may depend on the maneuver performed. Consider a maneuver for an endtidal controller where the endtidal setpoint changes from 1% to 0.5%. To track this setpoint the controller will close the vaporizer for some time. If the vaporizer becomes empty during this period the fault can not be detected, simply because the fault signal vanishes according to equation (7.46). It is only after reputed reopening of the vaporizer that the non zero fault signal may be detected. This delay in detection is not critical, however, since the vaporizer delivers what is actually required. Similar reasoning can be applied for the case where the vaporizer is stuck during steady state phases.

7.9.3 Testing MAP sensor FDI

For testing MAP sensor FDI again the hypothetic signals drift and jump are utilized. There is again the problem of missing experimental data that would allow to chose the size of the fault signals. We therefore also decided to specify a rather hard detection problem. The size of the jump fault was taken as 5 mmHg. This value represents MAP errors which are not yet critical for the patient. For the drift fault a slope of 0.5 mmHg/min is chosen. That is the total error after 10 min will be 5 [mmHg].

Typical detection results are shown in figure 7.26. It can be seen that both faults are detected in reasonable time.
Figure 7.25: Detection results of the actuator fault detector. The upper plot shows a "vaporizer stuck" scenario and the lower plot shows a "vaporizer empty" scenario.
Figure 7.26: Example of detection performance for the detector based on non-invasive blood pressure measurements. Each “o” corresponds to an observation $o_i$ given by equation (7.38). The detection thresholds are shown with dashed lines.
7.10 *In vivo testing*

This section presents three successful in vivo test of the FDI algorithms. The section may be viewed as step 7b of the design procedure.

The test cases included a fault for every sensor and actuator. In the first example the detection of a drift fault is demonstrated. In the second example an empty vaporizer is mimicked. And the last example shows the detection of a jump fault in the invasive blood pressure measurement. All experiments occurred under closed loop conditions.
To mimic the drift fault a ramp signal has been added to the inspiratory and expiratory concentration measurements in the PM8060 device driver (see figure 2.10 for reference). The result of this fault scenario is shown in figure 7.27. The fault starts at minute 246 and it ends immediately after the detector has registered a clear crossing of the threshold. The drift signal is 0.01 %vol/min. This corresponds to an error of 0.15% at the time of detection.

Figure 7.27: Detection example for a drift fault on the gas sensor. The drift is stopped after successful detection. Note how easily an artifact is detected compared to the slow drift fault.
The empty vaporizer was mimicked by switching off the power supply for the electro mechanic vaporizer and then closing it manually. The result of this fault scenario is documented in figure 7.28. The vaporizer is closed at minute 125 and power is switched on again after the detector had given clear indication for an actuator fault.

Figure 7.28: Detection result of the actuator fault detector. The duration of the "empty" fault is indicated by the vertical dashed lines.
Finally, the blood pressure measurement fault was mimicked by shifting the level at which the transducer was mounted. It is shifted by 25 cm at minute 238 and it is re-established after several consistent positive detection results. The detection result is shown in figure 7.29.

![Detection example of a fault in the blood pressure measurement system. To mimic the fault the transducer was shifted up 25 cm.](image)

**Figure 7.29:** Detection example of a fault in the blood pressure measurement system. To mimic the fault the transducer was shifted up 25 cm.

### 7.11 Conclusions

In this chapter we have followed the design procedure by Blanke et al. for the design of FTC systems. The procedure has shown to be very useful in ensuring that “nothing is forgotten”. However, we feel that there is a certain overlap among the different steps. For example some aspects of step 1 (fault listing and propagation) are mentioned again in step 2 (severity assessment). The same is felt for step 3 (FTC possibilities) and step 4 (remedial action selection). Similarly this is the case for step 3 and step 5 (FDI design). From this experience we suggest to merge step 1 and step 2. Step 3 could be split into FTC possibilities for detection and FTC possibilities for remedial actions and then could be integrated into step 5 and step 4, respectively.

The chapter shows that model based detection of faults in a clinical environment is possible. The application reveals that there are still considerable unmodeled phenomena in these models. The problems arising form these model uncertainties were solved by means of threshold adaptation. The applicability finally was demonstrated in three pilot examples. To “prove” the general clinical applicability an extensive clinical study will be required. A task that must be left to future projects. There are still a number of open questions that will have to be addressed then. First, the $O_2$-based detector allowing the isolation of vaporizer faults and leaks could not be implemented due to time limitations. Second, at the current stage the decision signal is “chattering” when crossing a threshold due to the noise on the residual. A possible remedy for this will be to introduce a decision hysteresis.
8.1 Introduction

In figure 5.1 the HMI was identified as the part of the supervisor which is responsible for the communication with the operator. But we have not gone into the realization aspects for this HMI. This is subject of this chapter. The aspects are particularly important for two reasons:

HMI-1 The design of an HMI is a key factor in how well the system is accepted by the end user [186, 206].

HMI-2 A well designed user interface increases operational safety [269]. That is if it allows the anesthetist to grasp a critical situation faster then corrective actions will be more effective [419].

However, to design the perfect HMI would go far beyond the scope of this work. What we will present here is a usable solution knowing that the development of a "perfect" solution would require a thesis of its own. The general guidelines for designing user interfaces shall nonetheless be followed.

For the further discussion it must often be referred to earlier versions of the user interface. For convenience these versions will be labeled. Version A refers to the MS-DOS text oriented interface shown in figure 8.1. Version B refers to the Oberon based graphical user interface shown in figure 8.2 which was used during the endtidal controller study. And Version C refers to the interface to be described in this chapter.

Note at this point that graphical user interfaces (GUI) are a subset of human machine interfaces (HMI) since HMI may also include e.g. acoustic or haptic elements. That is

\[ GUI \subset HMI. \] 

(8.1)
Figure 8.1: Screen for the Human Machine Interaction used to operate the first prototype system. Number and arrow keys on the keyboard were used to browse through the menus and to input data.
In absence of other than graphical elements we will use the terms GUI and HMI interchangeably.

## 8.2 Ergonomic dialogue design criteria

The design of adequate user interfaces is one aspect of software ergonomy [462, 261, 15, 246, 358, 203]. These publications in particular discuss ergonomic dialogue design criteria. Such criteria are also covered by the international standards [1, 3]. We will utilize the guidelines given in [1] which are

**DC-1 Suitability for task:** Suitability for task essentially requires that the system should support the user in performing his task and not hinder him. This includes [15, 358, 261]:

- that the different steps required to achieve a certain goal should be in a natural order
- the system must provide a clear set of services that have a corresponding meaning in the user environment
- icons and keywords should be borrowed from the users environment
- no special computer knowledge should be required to operate the system

For our case this means that all Oberon specific features should be hidden from the user by the interface. And only commands must be provided that are intuitively understood.

**DC-2 Self-descriptiveness:** Self-descriptiveness requires [1]: "A dialogue is said to be self-descriptive if each dialogue step is either immediately comprehensible or may be explained to the user on his/her requesting the relevant information. After any user action the system should have the capability to provide feedback or explanations on request or initiate feedback if severe consequences may result". In particular for the immediate understanding it is useful to use consistent terminology drawn from the task environment [15, 358] and intuitively understandable pictograms [261]. For example, it is nonsense to inform the anesthetist about pharmacokinetic parameters used in the infusion pump. What he is interested in are the actual patient parameters for which the infusion has been computed like weight, age, sex, etc.

The following test questions that can help to decide about self-descriptiveness are (adapted from [15, 358])

- what state is my system in?
- what are the possible actions in this state?
- how did the system get into this state?
- into what other states can it be transferred?
- how can it be transferred into these other states?

**DC-3 Controllability:** The demand for "controllability" is based on the observation that the more control one has over a system the less afraid one is to use it [261]. Please note, that
Controllability here refers to something different from what is normally used in control engineering. The fallback concept in our case for example gives the anesthetist the assurance that whatever goes wrong he will always be able to inactivate the system completely.

Controllability includes that the user determines the speed at which things (e.g., mode transitions) happen [15, 358]. Restrictions to controllability of course apply if mis-manipulations must be prevented.

DC-4 **Conformity with user expectations:** “In order to achieve conformity with user expectations it is important that the dialogue system of the application incorporates as precisely as possible a model of the task the application is required to perform under both procedural and structural aspects. Hence, the user should have easy access to the task and simple navigation mechanisms.” This includes [261, 246]:

- similar commands should lead to similar reactions
- feedback must be given whether a command is being executed or whether additional inputs are required
- the application should “employ the user’s vocabulary which is used for the task and commit to polite formulations” [1]
- any information given to the user should be limited to the absolute minimum

DC-5 **Learnability:** “Dialogue systems are said to support learnability if they guide the user through the learning stages minimizing the learning time. Reducing complexity and maintaining consistency are the prerequisite goal for this principle. … All kinds of dialogue elements supporting ‘getting used to’ behavior should be applied (e.g., standard locations for same type of messages, similar layout of screen elements for similar task objects).”

DC-6 **Individualization:** “Dialogue systems are said to support individualization if the system is constructed to allow for adaptation to the user’s individual needs and skills for a given task. Parts of the dialogue which are developed with certain user characteristics in mind (such as normal color vision) support individualization if they can be modified to support users who differ in these characteristics (such as color-blindness).

Examples of individualization might include allowing the user to use different command names incorporating his/her own vocabulary, providing different techniques for condensing input and representing output, and providing the capability of adding individualized functions within the semantics of the application or even expanding the semantics.”

DC-7 **Error tolerance:** A dialogue is error tolerant if despite an erroneous input the system does not end up in an undefined state. In some cases it might be appropriate to automatically correct obvious input errors. In other cases it might be better to ignore the input and inform the user. The user interface should indicate what the allowed inputs are [261].

The attentive reader has realized that there is a certain overlap between these criteria (see also [246]). It is therefore not surprising that different sources give slightly different criteria [462, 3].
Figure 8.2: Prototype HMI used during the clinical evaluation of the endtidal controller. It is on a touch screen which is operated by means of a pen especially designed for touch screen interaction.
8.3 Applying the design criteria

If we analyze Version A of the HMI it complies with many of the above guidelines DC-1 to DC-7. But there are also points that violate these guidelines: The use of a keyboard in the OR violates DC-1. The text-only mode violated DC-4. The user was expecting a "Windows-like" GUI. A later - Oberon/touch-screen-based - prototype designed by Derighetti for evaluation of his enttidal and MAP controllers was much better received. However, during the clinical evaluation of the enttidal controller the interface proved to have a series of considerable drawbacks. For example the interface suggests that the vaporizer concentration (line Agas% in HMI Version B) can always be overwritten manually. But this was not the case during automatic control. This violates DC-3. Parts of the HMI that can not be used must not be displayed. The display did also not indicate whether the controller was initialized properly but it still allowed to switch the controller on - a violation of DC-7. A new solution therefore had to be sought based on the experience gained during the different studies conducted so far.

While the design criteria DC-1 to DC-7 serve well to separate good from bad designs they don’t provide a direct help in the sense of a design recipe. For more specific design suggestions others sources were consulted. These are

- Publications discussing HMI design elements for industrial applications [107, 523, 229]. There it is common practice to use so called mimics ("Fliessbilder") [107] on which the different control and display elements are positioned according to their location in reality [523, 229]. It is also common to have trend data available on demand [229]. And there exist rules concerning the use of colors [107]. Finally, there is a tendency towards the use of touch screens [523].

- Existing medical devices with a similar purpose like patient monitors

- Publications presenting new prototype user interfaces for patient monitors [37, 245, 414, 389, 454].


- Interviews with users [446]. In these interviews the shortcomings of the HMI version A and B were discussed. It was during these interviews that the poor “controllability” of version B became apparent. The users also unisonously were in favor of the “single knob” concept of the Draeger devices. This motivated our concept with the “common adjustment element”.

Numerous ideas from above sources were picked up to get to Version C for the HMI that will be described in the next section.
8.3 Applying the design criteria

Overview Screen (Mimic)  Histories Screen (Trends)

Figure 8.3: Partitioning of screen into different fixed and variable segments. The different panels "dosing", "endtidal control", and "MAP control" are displayed based on the selected mode of the control system (see figure 4.8). "Overview" and "Histories" screen are shown depending on the corresponding user selection in the mode control panel (see figure 8.4).
8.4 Description of HMI Version C

Figure 8.3 shows the partitioning of the HNI screen into different segments. It has fixed areas and variable areas. The variable areas are filled according to user selections. They are drawn with dashed lines. The fixed areas are drawn with solid lines.

The fixed areas are those required for navigation. They must be displayed always since from them the state of the control system is inferred (DC-3). The mode control area is shown in figure 8.4. The upper three buttons are for handling overview and trend screen. The lowest two buttons are for controlling the storage. The rest of the buttons are for selecting the control modes. The active mode is marked by a green status indicator “light”.

The messages are handled by a designated gadget. It is able to handle a variable number of messages (1 – 10) provided by the target application. The color of a displayed message depends on the message type. Complying with [474] we use green, yellow, and red for no fault, warning, and critical messages, respectively (see also [470]).

With the upper most buttons in the mode control section the user can choose between an overview and an a trend screen (or several trend screens in the future). The overview screen (figure 8.5) allows to get a rapid overview over the state of the control system. It displays the application relevant parameters and measurements. For every value to be displayed a so called “Value Item” is placed on the screen and connected with a datum of an object model on the target screen. For details see section 2.7.4. Adding and removing Value Items can be done through “drag and drop” and does not require any programming. Up to date the Value Items are all of the same shape and are only discriminated by their name. In principle these Value Items should be replaced by pictograms. A suggestion made by several authors [414, 389, 372, 83, 133]. Each Value Item is placed on the screen atop of a schematic drawing of the anesthesia environment. A technique common for industrial applications [229, 107] but also suggested for medical applications by several authors [188, 487].

The trend screen (figure 8.6) allows to view the time course of (control) relevant variables. The selection of the variables to be displayed can be done through button clicks and may be altered online.

Another variable area is the space where the control panels are displayed. The space is occupied by a controller panel which corresponds with the selected mode. This principle allows to hide system inputs that do not apply in certain modes.

The last variable screen area is the “common adjustment element” (figure 8.7). It allows to change values of Value Items. Since potentially every Value Item needs occasionally to be changed every Value Item needs an adjustment mechanism. In order not to waste screen area with numerous scroll bars the idea was to have only one adjustable element that can be used with any Value Item. Note that this concept is similar to the “One-Button-Handling” common in Dräger devices. By clicking on the name button of a Value Item the common adjustment element panel pops up. The scroll bar allows to adjust the item’s value. And when clicking on the “OK” button the new value is accepted and the common adjustment element disappears.
8.4 Description of HMI Version C

Figure 8.4: Mode control segment of the HMI (fixed object). The upper two buttons allow to switch between the "Overview" (mimic) and the "Histories" (trend) screen (figure 8.3). The button "show actual settings" allows to display the currently set values of the Value Items. The next seven buttons allow to navigate through the SLC (see section 4.3). And finally, the lower buttons allow to switch storage on and off. The "LED" between the buttons indicates whether storage is on or off.
Figure 8.5: Overview screen (mimic) segment. *Value Items* are placed on this screen by “drag and drop”. For the different items name, resolution, color, alarm limits, etc. can be specified individually. Note that the naming complies with the abbreviations commonly used in anesthesia.
8.4 Description of HMI Version C

Theselected Item is: ffo (FFO2) [5 of 13]

Figure 8.6: Histories screen (trends) segment for the HMI. In this example the upper plot shows concentration variables. That is vaporizer signal, inspiratory concentration, and expiratory concentration. The actual screen will show the different graphs with different colors. The lower plot the MAP signal. At the bottom of each plot a legend is provided. Signals may be added or removed from a graph at run time. To do so the upper right scroll bar allows to browse through the available items. The selected item is indicated in the title bar of the panel (FFO2 is Nr. 5 out of 13 items). Using the “add to” or “delete from” button the item may be added or removed from the plot.
Figure 8.7: The "common adjustment element" allows to adjust values of Value Items.
8.5 Conclusions

Finally, a complete panel as it is used for the MAP controller study is shown in figure 8.8. Note that the interaction with the touch screen also occurs with a pen typically used for this purpose.

8.5 Conclusions

At the beginning of the design of HMI Version C, design guidelines available in software ergonomy literature were consulted. These guidelines were found to be very helpful in identifying shortcomings of a certain HMI solution or to compare different solutions. But they were of little help for finding "the design". For this purpose other sources had to be consulted.

The current solution (Version 3) removes a number of drawbacks of the earlier Versions A and B. It is much better received due to the graphical components (DC-4) and because of the touch screen (DC-1). It complies much better with DC-3 (controllability) since only elements are shown that really can be manipulated. The interface now also allows to always see in what mode the control system is (DC-2).

Some shortcomings have been detected already during the first pilot studies with the MAP controller. First, the Value Items are still only distinguishable through their name. It might
be better to use intuitive pictograms in the future. Also the items are fairly large. This will make it difficult to arrange them appropriately on the overview screen as more control loops are integrated. Final conclusions must, however, be drawn after completion of the study. An interesting question will be to evaluate how often the "Histories" screen is used compared to the "Overview" screen.
Chapter 9

Conclusions

9.1 What has been achieved

The scope of the presented thesis is to solve a number of problems that arise when intending to bring feedback controllers from a clinical study environment to clinical practice. The introductory discussion in chapter 1 shows that this mainly requires the development of what we call supervisor functions. In a first part of the thesis (chapters 2 to 3) the necessary foundations are elaborated and in a second part (chapters 4 to 8) selected supervisor aspects are developed (see also figure 1.6).

The foundations are first a hard- and software platform which allows to implement and use controllers as well as supervisor functions in the clinical environment. Second there is a mathematical model that is required for controller development as well as supervisor function design.

Considerable effort was dedicated to the development of the hard- and software research platform. The design specifications may be summarized with: “developing an extensible, easy to use experimental platform that allows the “safe” application of feedback controllers in the OR”. With Oberon-2 an object oriented programming language has been used for software development. However, not all concepts of object orientation were needed for the software design. In fact it seems that for our type of problem it is sufficient to have a modular programming language at disposition. The evaluation of three different controllers (i.e. an observer based state feedback controller, an override controller, and a high gain adaptive controller [67]) each having an appropriate graphical user interface confirm that these specifications have been met. The strictly modular design and the skeleton mode control object (see section 2.7.3 for details) reduced the implementation effort considerably. The same is true for the design of the graphical user interface. The system is now in a development state where it may routinely be used by an instructed anesthetist without engineer’s support.

In chapter 3 we presented a model which describes the dynamic relationship between vaporizer
conclusions and surgical stimulations on the input side and the inspiratory and endtidal isoflu- 
marine concentration as well as MAP on the output side. The model is a refined version of a model 
introduced by Derighetti [111]. The refinements concern the pharmacokinetic and pharmacody-
namic parameters of the model for isoflurane, the model structure and the model parameters for 
the model of the surgical stimulations, and the model of the respiratory circuit. Some parameter 
changes in the isoflurane model are minor in the sense that they do not affect the design of 
controllers much. They are necessary to improve the residual quality for FDI. One change of 
parameters, however, has a great influence also on the controller design. It was found that the 
pharmacodynamic parameters describing the dependence of the cardiac output form isoflurane 
are such that the model becomes non-minimum phase. A phenomenon which is not described by 
Derighetti. For an early model for the influence of surgical stimulations [112] it was hypothesized 
that there is a neural and a humoral component involved. This assumption has also been used 
by Derighetti. In this thesis experiments are shown which for the first time clearly support this 
hypothesis and which allow to separate the two components. The model has been modified to 
comply with this observed response. Finally, for the respiratory circuit a physically motivated 
order reduction of the model by Derighetti is presented.

In chapter 4 the observer based control algorithms for endtidal isoflurane concentration and 
MAP developed by Derighetti are brought to the point where they are applicable in a clinical 
study. This means the following. The computation of the controller parameters is done online. 
The MAP controller has been redesigned to account for the non-minimum phase characteristic 
of the plant and it has been extended with an additional endtidal override controller which 
guarantees a minimum endtidal isoflurane concentration. For the endtidal controller the results 
of an extensive clinical study comparing manual and automatic control performance are presented. 
The evaluation reveals a statistically significant superior performance of automatic control. For 
the MAP controller a similar study was still in progress when the thesis was completed. From 
the few trials it must be expected that the difference between manual and automatic control will 
be less significant. The reason for this lies in the limited range of available control signal which 
applies to both manual as well as automatic control.

In chapter 5 a possible structure for a supervisor is developed. It is suggested to distinguish in-
put/output conditioning, supervisor logic control, fault detection/isolation, decision support, and 
man machine interface. The structure allows to allocate supervisor functions generally postulated 
for automatic control applications during anesthesia.

Chapter 6 develops a novel and elegant solution to the artifact problem. It is based on a nonlinear 
modification of the generic observer based state feedback controller. The stability of this modified 
controller is checked using standard methods. Several examples of successfully suppressed artifacts 
in the concentration as well as in the MAP signals are presented.

In chapter 7 a design procedure for fault tolerant control (FTC) systems proposed by Blanke 
et al. is applied to the isoflurane-MAP control problem. A key step in this procedure is to 
determine the FTC possibilities provided by a system. To support this analysis the concept of 
recoverability is developed (appendix C). Recoverability is supposed to answer the question of 
how well the function of a control system may be recovered after a fault (and possibly a system 
reconfiguration). The concept proposes a measure for the degree of recoverability of linear 
systems subject to faults. These measures are used in the design procedure to rank the different
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9.2 Where are still open points

FTC possibilities. An important ingredient of FTC is fault detection and isolation (FDI). The FDI problem is solved by using the models developed in chapter 3. The analysis of the different detectors revealed that despite the large modeling effort still considerable unmodeled dynamics are affecting the residuals. The problem is resolved by means of threshold adaptation. The final FTC system is able to handle faults in measurements and actuators. Three clinical experiments of successfully detected faults are shown. This lets us conclude that FTC based on analytical redundancy provided by dynamic system models is possible in this clinical environment. The general clinical validation, however, must be done in a future project. The supervisor logic is not yet enabled to perform mode transitions autonomously. At the current state of development the FDI findings are communicated to the anesthetist along with a suggestion for mode transition. It is still him/her who is responsible for mode transitions. Autonomous transitions will only be introduced once the clinical validation of this “assistance” mode has been completed.

Finally, in chapter 8 a prototype human machine interface (HMI) is presented. For the layout of this prototype guidelines from software ergonomy, examples of HMIs existing in other medical devices, and inputs form potential users were combined. The current prototype is generally accepted in terms of its appearance. But the evaluation of the practical suitability must also be left to future clinical studies.

9.2 Where are still open points

Some potential for future research has been outlined in the introduction. The aim of this section is not to elaborate those aspects further but to point out research directions that start from where this thesis ends. There are mainly three areas where we think additional research is necessary. This includes aspects of the model, the recoverability measure, and the user interface. More precisely they are:

Unmodeled dynamics: The analysis of the fault detectors showed that there must be still considerable unmodeled dynamics. To further improve the detector quality these unmodeled dynamics must be localized and included in the model. For the pharmacokinetics of Isoflurane unmodeled dynamics are likely to be introduced by the simplification concerning the respiratory tract. For the respiratory circuit unmodeled dynamics may be associated with the manual ventilation bag or the $CO_2$ absorber.

Non ideal gas exchange: To comply with experimental data we had to introduce a fairly large alveolar dead space. Although there is evidence for this in the literature it is not clear whether it is due to incomplete mixing of Isoflurane in the alveoli or to a limited ability of Isoflurane to cross the alveolar membrane.

Inverse MAP response: The pharmacodynamic parameters for cardiac output have been obtained from a single experiment. At this point it is not clear whether there are individuals that do perhaps not show this behavior, whether it is truly due to the sympathomimetic effect of the Isoflurane or rather due to auto regulation mechanisms, or whether it is a nonlinear phenomenon.
Pain Model: The model for the hemodynamic stress response was developed in absence of analgesics. Analgesics change the response of MAP [105], the neural activity [105] and the catecholamines [101] to stimuli. And since analgesics are generally used during normal anesthesia the model should be modified to account for these effects. We think that this could be done by introducing a modulation of the neural stimulation with the plasma level of analgesics.

Catecholamines: Unfortunately we were not able to confirm the humoral component in the stress response model through measurements.

Disturbance anticipation: The potential improvements in blood pressure regulation through disturbance anticipation was studied in simulations with promising results. However, the clinical applicability can only be demonstrated with a clinical experiment. Before this will be possible, the handling of the output constraints on the endtidal concentration must be solved.

Recoverability: The recoverability measure proposed in appendix C and [154] must not be taken as a “gold standard”. Perhaps there are more useful measures of recoverability. Also the consequences for FTC should further be elaborated. And finally, it is not clear how to define recoverability analogously for nonlinear systems.

FTC: For FTC we have only been able to present a few successful detection results and the “FTC loop” is still closed manually. Here a broad clinical evaluation will be required so that the FTC loop eventually can be closed automatically.

HMI: Most information is still displayed very text oriented. The cited visions of “the” future anesthesia system [19, 50, 83, 133, 137, 151, 188, 190, 231, 372, 375, 410, 411, 487] unisonously postulate the use of pictograms, barplots, etc. It is therefore likely that the clinical evaluation of the MMI will uncover shortcomings in exactly this direction.
The linear model

This appendix provides the coefficients for the linearized model dynamics according to (3.106).

\[
\begin{align*}
\partial f_{R,R}^1 &= \frac{\partial f_R}{\partial p_R}_{x,0} = -\frac{f_R(V_T - V_{AD} - V_D)}{V_R} - \frac{FF - Q_\Delta}{V_R} \frac{V_{AD}}{V_T - V_D} \\
\partial f_{R,L}^2 &= \frac{\partial f_R}{\partial p_L}_{x,0} = \frac{f_R(V_T - V_{AD} - V_D)}{V_R} - \frac{FF - Q_\Delta}{V_R} \left(1 - \frac{V_{AD}}{V_T - V_D}\right) \\
\partial f_{i,i}^3 &= \frac{\partial f_i}{\partial p_i}_{x,0} = -\frac{\lambda_i g_{i,0}(1 + \beta_i \bar{p} + \gamma_i \bar{c}_p + \kappa_i \bar{n})C\bar{O}_0(1 + \alpha_i \bar{p} + \alpha_3 \bar{p} + \alpha_4 \bar{c}_p + \alpha_6 \bar{n})}{(1 + k_{BR}HR_0 \bar{r}_b) \sum_{j=1}^n g_{j,0}(1 + \beta_j \bar{p} + \gamma_j \bar{c}_p + \kappa_j \bar{n})} \\
\partial f_{R,R}^4 &= \frac{\partial f_R}{\partial p_R}_{x,0} = k_L f_R(V_T - V_{AD} - V_D) \\
\partial f_{L,L}^5 &= \frac{\partial f_L}{\partial p_L}_{x,0} = -k_L \left\{ \lambda_b(1 - ls)C\bar{O}_0(1 + \alpha_1 \bar{p} + \alpha_3 \bar{p} + \alpha_4 \bar{c}_p + \alpha_6 \bar{n}) \right\} \\
\partial f_{A,L}^6 &= \frac{\partial f_L}{\partial p_A}_{x,0} = \frac{k_A \lambda_b(1 - ls)C\bar{O}_0(1 + \alpha_1 \bar{p} + \alpha_3 \bar{p} + \alpha_4 \bar{c}_p + \alpha_6 \bar{n})}{(1 + k_{BR}HR_0 \bar{r}_b)} \\
\partial f_{A,A}^7 &= \frac{\partial f_A}{\partial p_A}_{x,0} = -\frac{k_AC\bar{O}_0(1 + \alpha_1 \bar{p} + \alpha_3 \bar{p} + \alpha_4 \bar{c}_p + \alpha_6 \bar{n})}{(1 + k_{BR}HR_0 \bar{r}_b)} \\
\partial f_{A,V}^8 &= \frac{\partial f_A}{\partial p_V}_{x,0} = \frac{k_A \lambda_b \bar{s}C\bar{O}_0(1 + \alpha_1 \bar{p} + \alpha_3 \bar{p} + \alpha_4 \bar{c}_p + \alpha_6 \bar{n})}{(1 + k_{BR}HR_0 \bar{r}_b)} \\
\partial f_{V,k}^{10} &= \frac{\partial f_V}{\partial p_k}_{x,0} = \frac{k_V C\bar{O}_0(1 + \alpha_1 \bar{p} + \alpha_3 \bar{p} + \alpha_4 \bar{c}_p + \alpha_6 \bar{n}) g_{k,0}(1 + \beta_k \bar{p} + \gamma_k \bar{c}_p + \kappa_k \bar{n})}{(1 + k_{BR}HR_0 \bar{r}_b) \sum_{j=1}^n g_{j,0}(1 + \beta_j \bar{p} + \gamma_j \bar{c}_p + \kappa_j \bar{n})}
\end{align*}
\]
\[ \frac{\partial f_{V,V}}{\partial p_V} = \frac{\partial f_{b}}{\partial p_l} = \frac{-k_VCO_0(1 + \alpha_1 \bar{p} + \alpha_3 \bar{p} + \alpha_4 \bar{c}_P + \alpha_6 \bar{n})}{(1 + k_{BR}R_0 \bar{n})} \]

\[ \frac{\partial f_{b,1}}{\partial p_1} = \frac{-k_VCO_0}{\tau_{BR}(1 + k_{BR}R_0 \bar{n})} \frac{\sum_{j=1}^{9} g_{j,0}(1 + \beta_j \bar{p} + \gamma_j \bar{c}_P + \kappa_j \bar{n})}{\sum_{j=1}^{9} g_{j,0}(1 + \beta_j \bar{p} + \gamma_j \bar{c}_P + \kappa_j \bar{n})} \]

\[ \frac{\partial f_{b,1}}{\partial p_1} = \frac{-k_VCO_0(1 + \alpha_1 \bar{p} + \alpha_3 \bar{p} + \alpha_4 \bar{c}_P + \alpha_6 \bar{n})g_{i,0} \beta_i}{\tau_{BR}(1 + k_{BR}R_0 \bar{n})} \frac{\sum_{j=1}^{9} g_{j,0}(1 + \beta_j \bar{p} + \gamma_j \bar{c}_P + \kappa_j \bar{n})}{\sum_{j=1}^{9} g_{j,0}(1 + \beta_j \bar{p} + \gamma_j \bar{c}_P + \kappa_j \bar{n})} \]

\[ \frac{\partial f_{b,1}}{\partial p_1} = \frac{-k_VCO_0}{\tau_{BR}(1 + k_{BR}R_0 \bar{n})} \frac{\sum_{j=1}^{9} g_{j,0}(1 + \beta_j \bar{p} + \gamma_j \bar{c}_P + \kappa_j \bar{n})}{\sum_{j=1}^{9} g_{j,0}(1 + \beta_j \bar{p} + \gamma_j \bar{c}_P + \kappa_j \bar{n})} \]

\[ \frac{\partial f_{b,1}}{\partial p_1} = \frac{-k_VCO_0(1 + \alpha_1 \bar{p} + \alpha_3 \bar{p} + \alpha_4 \bar{c}_P + \alpha_6 \bar{n})k_{BR}R_0}{\tau_{BR}(1 + k_{BR}R_0 \bar{n})^2} \frac{\sum_{j=1}^{9} g_{j,0}(1 + \beta_j \bar{p} + \gamma_j \bar{c}_P + \kappa_j \bar{n})}{\sum_{j=1}^{9} g_{j,0}(1 + \beta_j \bar{p} + \gamma_j \bar{c}_P + \kappa_j \bar{n})} \]

\[ \frac{\partial f_{b,1}}{\partial p_1} = \frac{-k_VCO_0}{\tau_{BR}(1 + k_{BR}R_0 \bar{n})} \frac{\sum_{j=1}^{9} g_{j,0}(1 + \beta_j \bar{p} + \gamma_j \bar{c}_P + \kappa_j \bar{n})}{\sum_{j=1}^{9} g_{j,0}(1 + \beta_j \bar{p} + \gamma_j \bar{c}_P + \kappa_j \bar{n})} \]

\[ \frac{\partial f_{b,1}}{\partial p_1} = \frac{-k_VCO_0}{\tau_{BR}(1 + k_{BR}R_0 \bar{n})} \frac{\sum_{j=1}^{9} g_{j,0}(1 + \beta_j \bar{p} + \gamma_j \bar{c}_P + \kappa_j \bar{n})}{\sum_{j=1}^{9} g_{j,0}(1 + \beta_j \bar{p} + \gamma_j \bar{c}_P + \kappa_j \bar{n})} \]

\[ \frac{\partial f_{b,1}}{\partial p_1} = \frac{-k_VCO_0}{\tau_{BR}(1 + k_{BR}R_0 \bar{n})} \frac{\sum_{j=1}^{9} g_{j,0}(1 + \beta_j \bar{p} + \gamma_j \bar{c}_P + \kappa_j \bar{n})}{\sum_{j=1}^{9} g_{j,0}(1 + \beta_j \bar{p} + \gamma_j \bar{c}_P + \kappa_j \bar{n})} \]

\[ \frac{\partial f_{b,1}}{\partial p_1} = \frac{-k_VCO_0}{\tau_{BR}(1 + k_{BR}R_0 \bar{n})} \frac{\sum_{j=1}^{9} g_{j,0}(1 + \beta_j \bar{p} + \gamma_j \bar{c}_P + \kappa_j \bar{n})}{\sum_{j=1}^{9} g_{j,0}(1 + \beta_j \bar{p} + \gamma_j \bar{c}_P + \kappa_j \bar{n})} \]

\[ \frac{\partial f_{b,1}}{\partial p_1} = \frac{-k_VCO_0}{\tau_{BR}(1 + k_{BR}R_0 \bar{n})} \frac{\sum_{j=1}^{9} g_{j,0}(1 + \beta_j \bar{p} + \gamma_j \bar{c}_P + \kappa_j \bar{n})}{\sum_{j=1}^{9} g_{j,0}(1 + \beta_j \bar{p} + \gamma_j \bar{c}_P + \kappa_j \bar{n})} \]
\[
\begin{align*}
\frac{\partial f_{L,n}^{23}}{\partial n} &= \frac{k_{AM}}{V_L} \left( 1 - \frac{\alpha_6 \bar{n}}{(1 + \alpha_1 \bar{p} + \alpha_3 \bar{p} + \alpha_4 \bar{c}_P + \alpha_6 \bar{n})} \right) \\
\frac{\partial f_{L,L}^{23}}{\partial c_L} &= \frac{CO_0(1 + \alpha_1 \bar{p} + \alpha_3 \bar{p} + \alpha_4 \bar{c}_P + \alpha_6 \bar{n})}{(1 + k_{BRHR0} \bar{r}_b)V_L} \\
\frac{\partial f_{L,P}^{23}}{\partial c_P} &= \frac{CO_0(1 + \alpha_1 \bar{p} + \alpha_3 \bar{p} + \alpha_4 \bar{c}_P + \alpha_6 \bar{n})}{(1 + k_{BRHR0} \bar{r}_b)V_L} \\
\frac{\partial f_{P,1}^{26}}{\partial p_1} &= \frac{\alpha_1 k_{AM} \bar{n}}{V_P(1 + k_{BRHR0} \bar{r}_b)(1 + \alpha_1 \bar{p} + \alpha_3 \bar{p} + \alpha_4 \bar{c}_P + \alpha_6 \bar{n})} \\
\frac{\partial f_{P,A}^{27}}{\partial p_A} &= \frac{\alpha_3 k_{AM} \bar{n}}{V_P(1 + k_{BRHR0} \bar{r}_b)(1 + \alpha_1 \bar{p} + \alpha_3 \bar{p} + \alpha_4 \bar{c}_P + \alpha_6 \bar{n})} \\
\frac{\partial f_{P,P}^{28}}{\partial c_P} &= \frac{k_{BRHR0} k_{AM} \bar{n}}{(1 + k_{BRHR0} \bar{r}_b)^2 V_P} \\
\frac{\partial f_{P,n}^{29}}{\partial n} &= \frac{\alpha_6 k_{AM} \bar{n}}{(1 + \alpha_1 \bar{p} + \alpha_3 \bar{p} + \alpha_4 \bar{c}_P + \alpha_6 \bar{n}) V_P(1 + k_{BRHR0} \bar{r}_b)} \\
\frac{\partial f_{P,L}^{30}}{\partial c_L} &= \frac{CO_0(1 + \alpha_1 \bar{p} + \alpha_3 \bar{p} + \alpha_4 \bar{c}_P + \alpha_6 \bar{n})}{(1 + k_{BRHR0} \bar{r}_b) V_P} \\
\frac{\partial f_{P,P}^{31}}{\partial c_P} &= \frac{\alpha_4 k_{AM} \bar{n}}{(1 + k_{BRHR0} \bar{r}_b)(1 + \alpha_1 \bar{p} + \alpha_3 \bar{p} + \alpha_4 \bar{c}_P + \alpha_6 \bar{n}) V_P} \\
\frac{\partial f_{R,V}^{32}}{\partial p_{esP}} &= \frac{FF}{V_R} \\
\frac{\partial f_{n,d}^{33}}{\partial d_n} &= \frac{k_{E}}{(1 + k_{BRHR0} \bar{r}_b) V_P} \\
\frac{\partial f_{R,V}^{32}}{\partial p_{esP}} &= \frac{FF}{V_R} \\
\frac{\partial f_{n,d}^{33}}{\partial d_n} &= \frac{1}{\tau_n}
\end{align*}
\]
\[ \frac{\partial h_{1,R}}{\partial p_R} = \frac{\partial h_{1,\text{map}}}{\partial p_1} = 1 \]

\[ \frac{\partial h_{1,R}}{\partial h_{\text{endt}}} = \frac{1 - \frac{V_{AD}}{V_T - V_D}}{\frac{V_{AD}}{V_T - V_D}} \]

\[ \frac{\partial h_{1,R}}{\partial s_R} = \frac{\partial h_{1,\text{map}}}{\partial p_1} \]

\[ \frac{\partial h_{5,m_1}}{\partial p_1} = \frac{CO_0}{(1 + k_BRHR_0\tilde{r}_b) \sum_{j=1}^{9} g_{j,0}(1 + \beta_j \tilde{p} + \gamma_j \tilde{c}_P + \kappa_j \tilde{n})} \]

\[ \frac{\partial h_{5,m_i}}{\partial p_i} = \frac{CO_0}{(1 + k_BRHR_0\tilde{r}_b) \sum_{j=1}^{9} g_{j,0}(1 + \beta_j \tilde{p} + \gamma_j \tilde{c}_P + \kappa_j \tilde{n})} \]

\[ \frac{\partial h_{5,m_A}}{\partial p_A} = \frac{CO_0}{(1 + k_BRHR_0\tilde{r}_b) \sum_{j=1}^{9} g_{j,0}(1 + \beta_j \tilde{p} + \gamma_j \tilde{c}_P + \kappa_j \tilde{n})} \]

\[ \frac{\partial h_{5,m,b}}{\partial r_b} = \frac{CO_0}{(1 + k_BRHR_0\tilde{r}_b)^2 \sum_{j=1}^{9} g_{j,0}(1 + \beta_j \tilde{p} + \gamma_j \tilde{c}_P + \kappa_j \tilde{n})} \]

\[ \frac{\partial h_{5,m,n}}{\partial n} = \frac{CO_0}{(1 + k_BRHR_0\tilde{r}_b)^2 \sum_{j=1}^{9} g_{j,0}(1 + \beta_j \tilde{p} + \gamma_j \tilde{c}_P + \kappa_j \tilde{n})} \]

\[ \frac{\partial h_{5,m,p}}{\partial c_P} = \frac{CO_0}{(1 + k_BRHR_0\tilde{r}_b)^2 \sum_{j=1}^{9} g_{j,0}(1 + \beta_j \tilde{p} + \gamma_j \tilde{c}_P + \kappa_j \tilde{n})} \]
Appendix B

Improving Regulation of Mean Arterial Blood Pressure During Anesthesia Through Estimates of Surgery Effects

The clinical evaluation of the MAP controller with endtidal override has shown limitations in the ability to reject disturbances caused by surgical stimulations. One approach to further improve MAP regulation is to utilize any available knowledge about the progress of surgery in the control algorithm. In this appendix we propose to provide a model predictive controller (MPC) with rough estimates of the effects of surgical events and to use it to improve blood pressure regulation during anesthesia. Since it is merely a feasibility study without a clinical validation it is placed in this appendix instead of chapter 4.

Predictive control schemes have already successfully been applied for drug application. Linkens and Mahfouf [279] have applied Generalized Predictive Control (GPC) to control blood pressure during anesthesia. However, the scheme was only used to obtain a linear controller, constraints on the control variables were not taken into account and no use was made of any knowledge about future surgical events. Rao et al. [388] applied MPC to control MAP, cardiac output (CO) and mean pulmonary arterial pressure (MPAP). In this study input constraints were taken into account but still no use was made of knowledge about future disturbances. Derighetti applied MPC to blood pressure regulation with Isoflurane but he also did not include the possibility to use knowledge about future disturbances. Wada and Ward [478] used open loop MPC for optimal application of alfentanil. The potential of incorporating knowledge about future surgical events is mentioned but not explored.
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B.1 Model Predictive Control (MPC)

MPC is a control scheme which has gained popularity in recent years. Originating in process control, MPC has been successfully applied to numerous other areas. To discuss MPC in depth is beyond the scope of this section, therefore we only provide minimal information about the algorithm used for this study. A more detailed treatment can be found in [72] and [262]. The key motivation for using MPC in our application is that knowledge about the future (e.g. future reference values or future disturbances) can be used by the algorithm. There are other features of MPC that we benefit from for blood pressure regulation with Isoflurane. First, the input (actuator) constraints which must be imposed for physical and safety reasons can be handled explicitly. Further, the strategy can be extended naturally to multiple input multiple output (MIMO) systems and time delays caused by actuators or sensors can be handled easily. MPC has one drawback which makes it impractical for some on line applications: it is computationally complex. This is not a problem here since physiological processes are relatively slow, thus allowing enough time for computations between sampling intervals as Derighetti has demonstrated in [111].

The generic structure of MPC is shown in figure B.1 and its functioning is best understood together with figure B.2. At every time \( k \) an optimization is performed to compute the sequence of optimal control values \( U(k) \) over the control horizon \( m \) such that a certain performance criterion is optimized over the prediction horizon \( p \). Of the computed control move sequence \( U(k) \) only the first control move \( u(k) \) is then implemented, measurements of the outputs \( y(k) \) are taken, updates of the estimated system states \( \hat{x}(k) \) are computed and a next series of optimal control values is determined based on the estimated state, the system dynamics, and the reference signal \( r(k) \). In most applications a quadratic objective function of the form

\[
J = \sum_{i=1}^{p} e(k + i|k)\trans R e(k + i|k) + \sum_{i=0}^{m-1} \Delta u(k + i|k)\trans S \Delta u(k + i|k)
\]  

(B.1)

is used, where \( e(k + 1|k) \) denotes the predicted error between desired and future predicted states \( x(k + 1|k) \) of the system. Very often a linear plant model is used for MPC. This has

![Figure B.1: Structure of the generic MPC controller with the elements plant, observer, and optimizer.](image-url)
the advantage that if no constraints are imposed on \( x(k) \) and \( u(k) \) the optimization problem can be solved explicitly and leads to a linear dynamic output feedback control law. If, however, constraints on \( x(k) \) and \( u(k) \) exist, a quadratic program (QP) has to be solved at every time step. In this case (linear plant model) convergence to the global optimum is assured since the resulting optimization problem is convex. If the plant model is nonlinear the problem is not necessarily convex and finding the global optimum is not trivial. In that case it might become difficult to meet timing specifications for real time applications. This is the reason why quadratic cost functions and linear plant models are most commonly used.

The MPC algorithm has essentially four tuning parameters. These are the matrices \( R \) and \( S \) in equation (B.1) and the prediction horizon \( p \) and the control horizon \( m \) indicated in figure B.2. \( R \) and \( S \) determine how much errors in the states are weighted against control effort. Putting the main weight on the state errors results in a aggressive controller whereas we get conservative controllers by putting most weight on the control action. The prediction horizon \( p \) determines how far into the future predictions are made and future reference values (or disturbance predictions) are taken into account. The control horizon \( m \) determines how many future control moves are computed. For infinite \( p \) stability results for the closed loop system are available. For computational reasons, however, the horizons \( p \) and \( m \) are often chosen to be finite.
B.2 Anticipating Model Predictive Control

The detailed MPC setup with disturbance estimates for our scenario is shown in figure B.3. The plant is now represented by the patient and the ventilator (see also figure 3.1 for reference). The control input $u(k)$ corresponds to the concentration of anesthetic gas in the fresh gas $c_{\text{wap}}(k)$, the output $y(k)$ corresponds to the change in mean arterial blood pressure (MAP) caused by the drug and disturbances. The major source of disturbance is assumed to be the surgical stimulation $d_s(k)$ which is not measurable. The optimal control values $\mathcal{U}(k)$ are computed on the basis of estimates of the future plant states represented by future outputs of the system $\mathbf{Y}(k|k) = \hat{\text{MAP}}(k|k)$, estimates of future disturbances $\mathcal{D}_s(k)$ and the knowledge about future values of the reference signal $R_{\text{MAP}}(k)$. Both $R_{\text{MAP}}(k)$ and $\mathcal{D}_s(k)$ are provided by the anesthetist.

Although the trajectory of future disturbances will never be known exactly an anesthetist is able to roughly predict the instant of occurrence and the size of major surgical stimulations such as skin incision. The extensive study of the hemodynamic reaction under Isoflurane/oxygen anesthesia to different noxious stimuli by Zbinden et al. [519] gives an example of such knowledge. Their results allow to estimate average blood pressure increase and corresponding confidence intervals for different noxious stimuli at different levels of endtidal Isoflurane concentration. Table B.1 summarizes these results for an endtidal Isoflurane concentration of 1 MAC. The numbers reveal a clear correlation between the kind of stimulation and the average blood pressure increase, though, the variability is very broad. For the natural stimuli (laryngoscopy, skin incision, intubation) the individual response can deviate up to 57\% from the average value. Making this rough information available to an MPC may still be advantageous compared to no information about future events, even if size and the instant of occurrence of the stimuli are not predicted precisely.

For this study we have been working with a finite step response model representation of the control input dynamics and the disturbance input dynamics. They were obtained from the linearized model equations (3.106). Note that in this linear model the disturbance $d_s$ may be measured in mmHg after scaling the steady state gain of the linear disturbance transfer function to one. For that case the state vector for the system is represented by the future output values of the system

$$\mathbf{Y}(k) = \begin{bmatrix} y(k) \\ y(k+1) \\ \vdots \\ y(k+n) \end{bmatrix}$$

(B.2)

where $n$ and the sampling frequency are chosen such that the important dynamic effects resulting form disturbance input and control input are captured. The advantage of using step response models is that they can be obtained experimentally quite easily as was done by Furutani et al in [159]. The state estimate is computed in two steps, i.e. one step ahead prediction and correction after taking a measurement. Assuming an estimate of the state $\mathbf{Y}(k|k)$ available at time $k$, the one step ahead prediction is

$$\hat{\mathbf{Y}}(k+1|k) = M\mathbf{Y}(k|k) + s^n\Delta u(k)$$

(B.3)

where $M$ is the matrix that maps the state vector at time $k$ to the time $k + 1$. That is for our
Figure B.3: Setup for MPC with disturbance estimates. The plant (patient + ventilator) is "driven" by the input $u(k)$ (anesthetics applied to the fresh gas stream $c_{vap}$) and the disturbance $d_s(k)$ (surgical and other stimuli), the output $y(k)$ is the change in blood pressure. The reference signal $R_{MAP}(k)$ (desired blood pressure), the actual output $y(k)$ (measured blood pressure $MAP(k)$), and an estimate of the disturbance trajectory $D_s(k)$ (estimates of major stimuli) are available to the controller, based on which the optimal trajectory for the control signal $u(k)$ is computed. To compute this optimal control signal the optimizer utilizes estimates of the system states (in our case represented by future outputs of the system $\hat{MAP}(k|k)$), they are obtained via an observer. Note that the actual disturbance $d_s(k)$ is not measurable.
Table B.1: Average blood pressure increase and confidence intervals for different noxious stimuli at an endtidal Isoflurane level of 1 MAC deduced form [519]. Trapezius squeeze and tetanic stimulation are well defined artificial stimuli, the other stimuli are naturally occurring during surgery. A clear correlation between the kind of stimulation and the average blood pressure increase can be observed. However, for the natural stimuli the individual response can deviate up to 57% from the average value.

<table>
<thead>
<tr>
<th>Stimulus</th>
<th>Average blood pressure increase in mmHg</th>
<th>95% confidence interval in mmHg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trapezius squeeze</td>
<td>9</td>
<td>± 8.2</td>
</tr>
<tr>
<td>Tetanic stimulation</td>
<td>15</td>
<td>± 7.5</td>
</tr>
<tr>
<td>Laryngoscopy</td>
<td>23</td>
<td>± 13</td>
</tr>
<tr>
<td>Skin incision</td>
<td>35</td>
<td>± 20</td>
</tr>
<tr>
<td>Intubation</td>
<td>49</td>
<td>± 23</td>
</tr>
</tbody>
</table>

non-integrating single output system:

\[
\mathbf{M} = \begin{bmatrix} 0 & 1 & 0 & 0 & \ldots & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & \ldots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & \ldots & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & \ldots & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & \ldots & 0 & 0 & 1 \end{bmatrix}
\]

and

\[
\mathbf{s}^u = \begin{bmatrix} s_1^u \\ s_2^u \\ \vdots \\ s_n^u \end{bmatrix}
\]

is the vector of control input step response coefficients of the system. The correction is given by

\[
\hat{y}(k+1|k+1) = \hat{y}(k+1|k) + \mathbf{K}_F \{ y(k+1) - \hat{y}(k+1) \}
\]

where \( \mathbf{K}_F \) is a filter gain matrix computed according to [262] and \( y(k+1) \) is the measurement of the system output at time \( k+1 \).

The basis for the computation of the future control moves is the p-step ahead prediction

\[
\hat{y}(k+1|k) = \mathcal{M} \hat{y}(k|k) + \mathbf{S}^d \Delta \mathcal{D}_d(k) + \mathbf{S}^u \Delta \mathcal{U}(k)
\]

where \( \mathcal{M} \) is a submatrix of \( \mathbf{M} \) of dimension \( n \times p \) i.e.

\[
\mathcal{M} = \begin{bmatrix} 0 & 1 & 0 & 0 & \ldots & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & \ldots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & \ldots & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & \ldots & 0 & 0 & 1 \end{bmatrix}
\]

\( \mathbf{S}^d \) and \( \mathbf{S}^u \) are the matrices with step response coefficients corresponding to the disturbance and control input respectively

\[
\mathbf{S}^d = \begin{bmatrix} s_1^d \\ s_2^d \\ \vdots \\ s_p^d \\ s_{p-1}^d & \ldots & s_{p-m+1}^d \end{bmatrix}
\]

\[
\mathbf{S}^u = \begin{bmatrix} s_1^u \\ s_2^u \\ \vdots \\ s_p^u & \ldots & s_{p-m+1}^u \end{bmatrix}
\]
The essential point in the algorithm is the $\Delta D_s$ term in equation (B.6). Here an estimate of future disturbances can be provided to the algorithm which will be taken into account for the computation of the optimal control values. This sequence of future control moves is obtained as the result of the following constrained quadratic optimization problem

$$\min_{\Delta U} \left\{ \left\| \Gamma^y \left[ R_{MAP}(k + 1) - \hat{Y}(k + 1|k) \right] \right\|^2 + \left\| \Gamma^u \Delta U(k) \right\|^2 \right\}$$

\(s.t.\quad C^u \Delta U(k) \geq C(k + 1|k).\)

\(\Gamma^y\) and \(\Gamma^u\) are weighting matrices related to \(S\) and \(R\) in equation (B.1). The matrices \(C^u\) and \(C(k + 1|k)\) result from the constraints on the manipulated variables, on their rate of change and on the outputs. In our study constraints were imposed on the manipulated variables only. The constraints have the form

$$\begin{bmatrix} -I_L & I_L \end{bmatrix} \Delta U(k) \geq \begin{bmatrix} \begin{array}{c} u(k - 1) - u_{high} \\ \vdots \\ u(k - 1) - u_{high} \\ u_{low} - u_{low} \\ \vdots \\ u_{low} - u(k - 1) \end{array} \end{bmatrix} \right\} \begin{array}{c} m \\ \vdots \\ m \end{array}$$

where \(I_L\) is a lower triangular matrix of appropriate dimension with the nonzero elements being equal to 1.

### B.3 Simulation Study

A simulation study was conducted to demonstrate the potential improvements in blood pressure regulation during anesthesia that can be achieved by using rough estimates of disturbances. To evaluate performance we applied a single disturbance step \(d_s\) of 30 mmHg (figure B.4). This stimulation is large enough to justify a change in drug application even for manual control. From table B.1 it can be seen that this disturbance hight is indeed realistic. This may also be confirmed with the experimental results of section 4.5. And with figure 4.15 the step like disturbance input \(d_s\) can be justified.

It is reasonable to assume that an anesthetist is able to make predictions (or educated guesses) of the major future disturbances based on the progress of surgery. Consider for example the operation shown in figure 4.15. In this case the begin of the operation and skin incision after the break could have easily been anticipated. It is however not very likely that these guesses are correct especially if made over a large horizon. Assuming a step disturbance the estimates can be off with respect to the instant of occurrence as well as the step size (figure B.4). We will refer to a positive mismatch in time if the actual disturbance occurs later than estimated and we will refer to a positive mismatch in height if the estimated disturbance is larger than the actual disturbance. Anticipation horizons of 2 and 5 min were tested. Both horizons reasonably reflect the anesthetist's ability to make predictions.
Figure B.4: Disturbances inputs ($d_s$) are assumed to be step like. There are two ways in which a disturbance estimate can be inaccurate: There can be a mismatch in time of occurrence and there can be a mismatch in the height of the disturbance.

Since a vaporizer equipped with a DC motor may be moved between its extreme positions in less than a second no constraints on the rate of change for the control signal need to be introduced. The main limitations are thus minimum ($u_{low}$) and maximum ($u_{high}$) of the vaporizer position. A linearized model describes the system dynamics around an operating point ($u_0, MAP_0$). $u_0$ may be viewed as the mean value of $u(k)$. Simulations with a linear model are therefore valid for the differential signals $u(k) - u_0$ and $MAP(k) - MAP_0$ and the input constraint have to be adjusted accordingly to $u_{low} - u_0$ and $u_{high} - u_0$, respectively. No weight was put on the control signal (i.e. $\Gamma^u = 0$) since this would further decrease the effectiveness of the already limited control action.

The algorithm used a prediction horizon of 102 (17 min) and a control horizon of 30 (5 min). These values were found through some trial and error. Note that the prediction horizon has nothing to do with the anticipation horizon. The prediction horizon determines how far into the future the algorithm is predicting based on the available information. The anticipation horizon determines when the disturbance estimate is made available to the algorithm.

### B.4 Results

The simulation results are shown in the figures B.5 to B.8. Figure B.5 shows an example trajectory and figure B.6 shows the typical qualitative behavior of output trajectories for three typical mismatches in the estimated time of disturbance occurrence. The summarized results for different mismatches in the estimated instant of occurrence and different mismatches in estimated disturbance height are shown in figure B.7 and B.8, respectively. Since the objective for the control algorithm is formulated in terms of the integral squared error (ISE) or 2-norm the controller performance is first evaluated in terms of the ISE. The interpretation of the ISE results
Figure B.5: A typical Trajectory that demonstrates how MPC handles disturbance estimates. The sampling time is 10s. The upper plot shows how the deviation of MAP from a reference value evolves with time and the lower plot shows the corresponding vaporizer concentration expressed in deviations from their mean value $u_0$. Note, the absolute constraints on the vaporizer isoflurane concentration are $0\ldots5\%$, however, by using a linear model we implicitly assumed to work at an operating point. This fact has to be taken into account, when running simulations with this model, by adjusting the constraints accordingly.

are, however, not very intuitive. We therefore also look at minimum and maximum deviations of the output from the setpoint. They show a similar qualitative result and are easier to interpret. In particular, they allow to asses how the algorithm trades post-stimulation high pressure for pre-stimulation low pressure.

From the example trajectory shown in figure B.5 it can be understood how MPC uses the disturbance prediction information. In this example the disturbance occurs at 10 minutes whereas it is estimated to occur at 9 minutes. With a anticipation horizon of 4 minutes the MPC algorithm starts to react to the predicted disturbance in advance by increasing the fresh gas concentration. Due to the non-minimum phase characteristic MAP first increases but after a while decreases blow its reference value. By this the algorithm attempts to compensate post-stimulation high pressure with pre-stimulation low pressure. Because of the mismatch in the estimated instant of occurrence in this example, however, the disturbance does not occur as anticipated and the controller immediately stops drug application at 9 minutes 10 seconds. Drug application is resumed only after the disturbance has actually occurred. This phenomenon that drug application is suspended when the disturbance occurs later than anticipated guarantees that pre-stimulation MAP is not lowered arbitrarily. The graph demonstrates that it is not possible to compensate
Figure B.6: Qualitative picture of typical trajectories. The solid line corresponds to a case where the instant of occurrence is estimated correctly, the dashed trajectory corresponds to a case where the actual disturbance occurs late compared to the estimate (positive mismatch in time), and the dotted trajectory denotes a case where the actual disturbance arrives early (negative mismatch in time).

for the disturbance effects totally (due to the relatively fast disturbance dynamics and the input constraints) and that the performance objective given by equation (B.1) is thus minimized by lowering MAP prior to the occurrence of the disturbance. This also reduces the maximum positive deviations from the desired reference MAP value. The graph further reveals that in order to react to large blood pressure changes the actuator signal is saturated most of the time which in particular limits pre-stimulation blood pressure reduction.

Figure B.6 shows the qualitative picture of typical trajectories for different mismatches in the estimated instant of disturbance occurrence and no mismatch in the estimated size of the disturbance. It will help to interpret the results shown in figure B.7. The solid line corresponds to a case where instant of occurrence and disturbance height are estimated correctly. The dashed trajectory corresponds to a case where the actual disturbance occurs late compared to the estimate (positive mismatch in time). The control algorithm already started to increase MAP after the estimated time of occurrence by stopping the drug application. This results in a larger maximum positive deviation of MAP from the desired value as well as a larger integral squared error. However, the maximum negative deviation is almost the same which happens because drug application is suspended. The dotted trajectory denotes a case where the actual disturbance arrives early. The algorithm is not able to decrease MAP enough prior to the occurrence of the disturbance which also results in a larger maximum positive deviation of MAP and integral squared error. Note however, that the maximum negative deviation is significantly smaller. We will see that even if the disturbance occurs while MAP could not be lowered below the reference value it is
Figure B.7: Variation of integral squared error (ISE, left column of plots), maximum positive and negative deviations of mean arterial blood pressure (MAP) from a desired reference value (right column of plots) as a function of mismatch in the estimates of the instant of occurrence of a stimulus. For reference the ISE and the maximum positive deviations resulting if no disturbance prediction is available to the MPC algorithm are shown dashed lines. The disturbance height was assumed to be exactly known and was equal to 30 mmHg for all cases.

advantageous over the case with no anticipation.

Figure B.7 summarizes the results for different mismatches in instant of occurrence. The left column of plots evaluates performance in terms of the ISE while the right column of plots evaluates the performance in terms of maximum positive and maximum negative deviations of the output from the setpoint. For the results in the upper row of plots an anticipation horizon of 2 min was used and for the plots in the lower row a prediction horizon of 5 min was used.

The ISE result reveal that a reduction of up to 80 % in ISE can be achieved over the situation where no anticipation information is used (taken as 100%). A larger reduction is obtained for longer anticipation horizons. The result of the algorithm further depends on the accuracy of the anticipation of the instant of occurrence, however, there is a broad range of mismatch for which anticipation information is advantageous. The problem with this ISE result is that it is not clear what this means for the patient. This is much more clearer when looking at maximum positive and negative deviations of MAP from the reference value.
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Figure B.8: Variation of integral squared error (ISE), maximum positive and negative deviations of mean arterial blood pressure (MAP) from a desired reference value as a function of mismatch in estimates of the size of the disturbance (actual height was 30 mmHg). For reference the ISE and the maximum positive deviations resulting if no disturbance prediction is available to the MPC algorithm are shown by dashed lines. There is no mismatch in the estimate of the time of occurrence of the disturbance.

The evaluation in terms of maximum positive deviations from the setpoint (basically post-stimulation blood pressure increase) shows the qualitative similar behavior. A reduction of up to 35 % over the un-anticipated case can be achieved. The achieved decrease is minor for an anticipation horizon of 2 min. The reduction of the maximum positive deviation is partially obtained at the cost of negative deviations.

Figure B.8 summarizes the results where the instant of occurrence is assumed to be correct but a wrong disturbance height is assumed. Again evaluations in terms of ISE (left column of plots) as well as maximum positive and maximum negative deviation (right column of plots) are shown for anticipation horizons of 2 min (upper row) and 5 min (lower row).

For the ISE evaluation the case with no disturbance anticipation is taken as 100 %. It can be seen that the ISE decreases from a mismatch of $-30 \text{ mmHg}$ (estimated height = 0) to approach a constant value for positive mismatches. Again the ISE does not allow to tell what this means for the patient.
The evaluation in terms of maximum positive deviations from the set point again is similar to the ISE result. With anticipation horizons of 2 min and 5 min there is almost no pre-stimulation lowering of blood pressure. This results in small maximum negative deviations. The results show that 2 min anticipation is too short for improving blood pressure regulation significantly. However, for an anticipation of 5 min significant improvements are possible even with very poor “guesses”.

B.5 Conclusions

From the different plots in figure B.7 we conclude that when information about the effect of surgical events on MAP is utilized by the controller ISE and the maximum MAP deviations can be reduced significantly even when this information is inaccurate. The anticipation time must be on the order of 5 minutes to produce significant improvements. This reduction is in some cases achieved through lowering of pre-stimulation MAP resulting in negative deviations from the desired reference MAP. As expected we find that the effectiveness of the disturbance anticipations depends on the accuracy of the estimated instant of occurrence. However, there is a broad range of even very poor time estimates for which an improvement can be achieved over the situation where no predictions are used. At worst (highly inaccurate information) no improvement is obtained.

The plots in figure B.8 show that the improvement is less sensitive with respect to the accuracy of estimates of the disturbance height. Obviously less improvement is obtained if the disturbance height is underestimated. However, it is important to note that there is no degradation in case of overestimation. The results of Zbinden et al. [519] suggest that the height of the blood pressure response to natural stimuli (laryngoscopy, skin incision, intubation) can deviate up to 60% from the average value. From figure B.8 we conclude that this variation cannot lead to unacceptable performance.

The disturbance step that has been applied for the simulations was positive but analogous results would be obtained for a negative step. While positive disturbance steps denote the onset of a stimulation negative steps denote the end of a stimulation. Obviously the presented algorithm can also be used to prevent low blood pressure situations after the termination of a stimulation.

These results suggest that estimates of the effects of major surgical events during anesthesia can be used to improve blood pressure regulation during anesthesia even if they are inaccurate. It has been demonstrated that model predictive control (MPC) allows to use rough disturbance estimates in a straightforward manner.

It was demonstrated that the reduction of post-stimulation blood pressure is in some cases obtained through lowering of pre-stimulation pressure. This might not be acceptable for all patients and there are two ways how low pressure can be limited. The most straightforward treatment is to introduce constraint on the output for the optimization (equation (B.9)). We have seen that pre-stimulation pressure is limited by the prediction horizon and the upper limit of the control signal. Alternatively one could choose the prediction horizon based on the allowed
pre-stimulation blood pressure. The final decision, however, of whether or not the algorithm should be invoked has to be left to the anesthetist.

In chapter 4 it was discussed that for control of MAP limits on the endtidal Isoflurane concentration must be taken into account. This has not been done in this feasibility study but can be introduced by imposing so called output constraints in the MPC optimization.

Finally, it should be pointed out that robustness (with respect to inter and intra patient variability) issues have not been addressed in this study. Studying these robustness issues will of course be a main focus for future research.
The goal of fault tolerant control is to recover as much system functionality as possible in case of a fault. In definition 7.2.4 to 7.2.8 this functionality is represented by an objective. If this objective is given as a functional the degree of recoverability may be measured based on the maximum achievable value for the objective function [45]. Often, however, the control objective is not given as a functional or the functional is not the ultimate objective and rather serves to formalize the design procedure as in the LQR method.

Alternatively one might therefore ask how much control over the system is left and how much information might be obtained about the system through measurements after a fault occurred. This view leads to a definition of recoverability based on controllability and observability of the faulty system compared to the fault free case. In [154] the hybrid formulation of FTC systems was used to derive recoverability conditions based on the controllability of hybrid systems. This analysis is not very useful in practice since no analytic solution to the problem can be derived. In addition, the definitions 7.2.7 and 7.2.8 (and the more formal definitions in [45]) address the problem only after successful detection and isolation of the fault. No attention is paid to the fact that the time between fault occurrence and its detection and isolation might be crucial for the decision whether the system is recoverable from a fault or not.

If, however, we agree to neglect the time between fault occurrence and remedial action it is natural to derive recoverability conditions that are based on system properties of the faulty and the non-faulty system. In this appendix we propose to base the recoverability conditions for LTI systems on controllability and observability measures (see also [154]).

C.1 Recoverability for parameterized LTI systems

Consider a set of systems $S(q_f, q_a)$ parameterized by the configurators $q_f$ and $q_a$. That is $S(\varnothing, \varnothing)$ represents the nominal fault free system, $S(q_f, \varnothing)$ represents the system after occurrence of the
fault event and $S(q_f, q_a)$ denotes the faulty system after reconfiguration. That is for every $S(q_f, q_a)$ there is a linear time invariant system given by

$$
\dot{x}(t) = A(q_f, q_a)x(t) + B(q_f, q_a)u(t) \quad y(t) = C(q_f, q_a)x(t) + D(q_f, q_a)u(t)
$$

where $x(t) \in \mathbb{R}^n$ denotes the state vector of the system, $u \in \mathbb{R}^m$ is a vector of system inputs, $y(t) \in \mathbb{R}^p$ is the vector of system outputs, and $A, B, C,$ and $D$ are matrices of appropriate dimensions.

The goal is now to derive measures for recoverability based on measures for controllability and observability of the fault free system $S(\emptyset, \emptyset)$ and the reconfigured faulty system $S(q_c, q_f)$. For sensor and actuator faults this problem is related to the problem of optimally selecting inputs and outputs for control systems [331, 434, 238, 237]. While for the classical sensor/actuator selection problem the goal is to identify the most effective sensor/actuator locations the recoverability analysis uses this redundancy measures to assess what is left of the system after a fault. [335] uses controllability and observability measures to optimize adjustable system parameters. Possible measures are the observability gramian

$$
W_o(S) = \int_0^\infty e^{A^T t} C^T C e^{A t} dt
$$

and similarly the controllability gramian

$$
W_c(S) = \int_0^\infty B^T e^{A^T t} C e^{A t} B dt.
$$

A discussion of the concept of gramians lies outside the scope of this appendix for more details the references [236, 440] should be consulted.

Gramians allow to identify directions in state space of different degree of controllability and observability. For the observability gramian this means, for some state $x_0$, the quantity $x_0^T W_o x_0$ represents the observation ”energy” obtained from this state $x_0$. To verify this just multiply equation (C.2) from both sides with $x_0^T$ and $x_0$, respectively. For any vector $\nu$, which is a unit length eigenvector, the obtained observation energy is determined by the corresponding eigenvalue. An unobservable direction provides zero observation energy.

Based on these gramians scalar measures $\rho_o(q_f, q_a)$ and $\rho_c(q_f, q_a)$ for recoverability shall be derived. The following properties are desired for such a measure

$$
\rho(W) = 0 \Leftrightarrow \text{loss of observability or controllability} \quad (C.4)
$$

$$
\rho(W(\emptyset, \emptyset)) = 1 \quad (C.5)
$$

$$
\rho(\alpha W) = \alpha \rho(W) \quad (C.6)
$$

$$
\rho(W_3) \geq \rho(W_1) + \rho(W_2) \quad \text{for} \quad W_3 = W_1 + W_2 \quad (C.7)
$$

These requirements are satisfied by the following measures

$$
\rho_o(q_f, q_a) = \sqrt{\frac{|W_o(S(q_f, q_a))|}{|W_o(S(\emptyset, \emptyset))|}} \quad (C.8)
$$
For an intuitive understanding of the $n^{th}$ root recall that the determinant is equal to the product of the eigenvalues. That is it depends on the dimension (number of eigenvalues) of the system. The $n^{th}$ root therefore serves to make the measure independent of the system dimension $n$.

The measure can be interpreted as follows. Since the determinant is equal to the product of the eigenvalues, $\sqrt[n]{|W_0|}$ represents an "average" observation energy that can be obtained from the system. Where the "average" is expressed in terms of the geometric mean of the observation energies obtained from the different eigen-directions. The measure $\rho_0(q_f, q_a)$ therefore defines the ratio of "average" observation energies obtained from the faulty system compared to the fault free system.

For “real world” systems the state vector $x$ might combine states with different units and different ranges. For a meaningful interpretation of the measure the system’s states, inputs, and outputs have to be brought into a per unit representation.

For illustration, consider a system with two equivalent sensors, i.e.

$$y_1(t) = C_1x(t) = C_2x(t) = y_2(t). \quad \text{(C.9)}$$

Assume that sensor two fails, and operation is continued with sensor one only. The measure $\rho_0(q_f, q_a)$ is computed for

$$C(q_f, q_a) = [C_1]$$

and

$$C(q_f, q_a) = [C_1]$$

which yields $\rho_0(q_f, q_a) = \frac{1}{2}$. In this deterministic framework, there is no difference between the two scenarios. But the value of $\frac{1}{2}$ indicates a harder state estimation problem in the stochastic framework.

Note that $\rho_0(q_f, q_a) = 0$ if the system is not recoverable from the sensor fault $q_f$ by the reconfiguration $q_a$. The consequence of a zero measure C.8 is that an observer constructed from the corresponding measurements results in an open loop estimation of certain modes. Nevertheless, an open-loop estimate might still be used as a short-term replacement for a failed sensor [44].

Similar arguments lead to the definition

$$\rho_c(q_f, q_a) = \sqrt{\frac{|W_c(S(q_f, q_a))|}{|W_c(S(\varnothing, \varnothing))|}} \quad \text{(C.12)}$$

as a quality indicator for control recovery after an actuator fault.

Both measures C.8 and C.12 only make sense if $S(\varnothing, \varnothing)$ is controllable and observable. If this is not the case, the measure should be applied to the observable or controllable subspaces, only.

The general condition for recoverability form an arbitrary fault can now be stated as:

$$\text{system recoverable } \Leftrightarrow \rho_c(q_f, q_a) > 0 \quad \text{and} \quad \rho_0(q_f, q_a) > 0. \quad \text{(C.13)}$$
C.2 Consequences for FTC

In this section we will show that this recoverability concept is indeed a system property with immediate consequences for fault tolerant control.

C.2.1 Reconstruction of measurements

A strategy which is sometimes considered as a remedial action to a sensor fault is to reconstruct the missing measurement, using this instead of the original measurement with the existing control law [300] and [47]. However, this might not always be possible. First, it must be possible to reconstruct the missing measurement from the remaining measurements. Otherwise, the strategy leads to open loop control of certain modes, which could only be a short time remedial action.

A measurement of a faulty sensor can be reconstructed from the remaining measurements if and only if the system is recoverable from that sensor fault. To show this, consider the generalized eigenvector decomposition of the system and write:

\[ y_i(t) = c_i x(t) = c_i \sum_{j=1}^{n} \xi_j(t)q_j = \sum_{j=1}^{n} \xi_j(t)c_iq_j \]

where \( y_i \) is the measurement to be reconstructed, \( q_j \) are the eigenvector directions of the system, \( \xi_j(t) \) the time evolution along these directions and \( n \) the dimension of the state space of the system.

To show that recoverability is sufficient note that all directions \( q_j \) for which \( c_iq_j \neq 0 \) contribute to the measurement \( y_i \). If the system is recoverable from the failure of sensor \( i \) these directions remain observable and thus \( y_i(t) \) can be reconstructed.

On the other hand: If the system is not recoverable it loses observability (sensor fault). The direction(s) \( q_j \) for which observability is lost was observable in combination with sensor \( i \) and thus \( c_iq_j \neq 0 \). That is the unobservable direction \( q_j \) would be needed to reconstruct the output \( y_i \).

This basically means that there are directions that are only observable in combination with the output \( y_i \) and therefore \( y_i \) can not be reconstructed if \( y_i \) is missing.

C.2.2 Observer based state feedback

Consider the observer based state feedback controller shown in figure 6.11 where \( \{A, B, C\} \) define a LTI system of the form (C.1). The dynamic equation for the state estimation error \( e(t) = x(t) - \hat{x}(t) \) is given by

\[ \dot{e} = (A - LC)e. \]
Assume that \( \{A, C\} \) is an observable pair. Then by properly choosing \( L \) the poles of the observer can be assigned arbitrarily [235]. Now consider a sensor failure. If it is assumed that a detection algorithm has detected that failure and that control is to be continued without that sensor we have \( \Sigma(\emptyset, q_f) = \{A, B, \hat{C}\} \) where in \( \hat{C} \) the row of \( C \) corresponding to the faulty sensor has been removed. Clearly if \( \{A, C\} \) is no longer observable, not all eigenvalues of the observer can be assigned, which means that the decay rate of some observer modes can not be specified. More precisely if the unobservable modes are stable the observation error still converges, however, if the unobservable modes are not stable the observer error will exponentially diverge. It is important to note, that although the eigenvalues can still be assigned arbitrarily for recoverable systems less freedom in assigning the eigen structure is available, which has consequences for FDI design [369, 79] for the faulty system. In this concept of recoverability this loss in design freedom is viewed as loss of detection performance.

### C.2.3 Adaptive fault tolerant control

Another strategy in fault tolerant control is to use an adaptive control scheme (see e.g. [367, 54]). The idea here is that the dynamics of the system usually change after the fault and that an adaptive scheme is used to identify the new plant dynamics and change the control law accordingly.

It is straightforward to see that weak recoverability is a necessary condition for an adaptive scheme to work.
Appendix D

A fault tolerant dosing strategy

For the discussion of the fault tolerant dosing strategy the respirator equation (3.35) is further abstracted. To do so the recirculation of expired gas mixture is neglected and the respiratory circuit is modeled by a ideal stir tank model as shown figure D. That is a total gas stream of $FF$ enters the respiratory circuit. It carries anesthetic with concentration $c_{vap}$ corresponding to the vaporizer position. Thereby it is a characteristic property of vaporizers that the they add the desired concentration independently of the total flow $FF$. This is achieved through the special construction of the vaporizer [370]. In this simplified model the same amount of gas ($FF$) leaves the tank with concentration $c_{insp}$. The system has two independent input variables and it is thus intuitive to ask whether this provides redundancy that could be explored for FTC. To answer the question consider the dynamics of the system given by

$$
\dot{c}_{insp} = -\frac{FF}{V_R}c_{insp} + \frac{FF}{V_R}c_{vap}.
$$

Assume that the vaporizer is “stuck” at $c_{vap} = c_{fault}$ and let $\bar{c} = c_{insp} - c_{fault}$. Then the time evolution of $\bar{c}$ after occurrence of the fault is given by

$$
\bar{c}(t) = \bar{c}(0)e^{-\int_0^t \frac{FF c_{vap}}{V_R} dt}.
$$

From equation (D.1) it is easily seen that $c_{insp}$ asymptotically approaches $c_{fault}$ for any $FF > 0$. By manipulation of $FF$ only the rate with which $c_{fault}$ is approached can be influenced. And clearly no redundancy for FTC is provided by this second input.

Alternatively consider a dosing strategy as shown in figure D where the flow rates for carrier gas and anesthetic are the manipulated inputs. The dynamic equations for this scenario is given by

$$
\dot{c}_{insp} = -\frac{FF_{carrier}}{V_R}c_{insp} + \frac{FF_{aGas}}{V_R} c_{insp} + \frac{FF_{aGas}}{V_R}.
$$

To explore the FTC possibilities it is sufficient to consider the steady state of the system which
Figure D.1: Simple model representing dosing through specification of total carrier gas flow and vaporizer concentration.

Figure D.2: Simple model representing dosing through specification of two independent flows.

is given by

\[ c_{\text{insp},ss} = \frac{F F_{\text{Agas}}}{F F_{\text{carrier}} + F F_{\text{Agas}}} \]

This shows that even if this actuator \( F F_{\text{Agas}} \) is "stuck" at a certain \( F F_{\text{Agas},\text{fault}} \) any steady state concentration can still be achieved by manipulation of \( F F_{\text{carrier}} \) only. That is this system is still controllable.

From this discussion we conclude first that whether multiple actuators indeed provide redundancy for FTC heavily depends on the nature of these actuators. And second, while dosing by means of a vaporizer is certainly appropriate for conducting anesthesia manually the example suggests that this is not true from FTC perspectives.
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