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Abstract

In many situations related to acoustics and data communications we are confronted with multiple signals received from a multipath mixture, e.g., the famous cocktail-party problem. A multipath mixture can be described by a mixing matrix, whose elements are the individual transfer functions between a source and a sensor. The mixing matrix is usually unknown, and so are sometimes also the source signals.

Depending on the application, different parameters are of interest: the mixing matrix for system identification, the inverse mixing matrix for inverse modeling, or the source signals for system equalization. This thesis gives a systematic approach to the aforementioned problems in a multipath mixing environment. To this end, we investigate the multichannel-mixing problem and the single-channel multipath problem separately.

Based on a mean-squared-error (MSE) cost function, several stochastic-gradient update equations, which are related to the least-mean-square (LMS) and the recursive least-squares (RLS) algorithm, are derived for the instantaneous mixing case. Thereby the matrix-inversion lemma has shown to be a very powerful tool to transform an algorithm which estimates the mixing matrix (system identification) into an algorithm which estimates the inverse mixing matrix (inverse modeling).

With the help of circulant matrices, the adaptive algorithms for the multichannel instantaneous mixing case are transformed to cope with the single-channel multipath case. Block processing techniques are used, allowing efficient implementation of the filtering and adaptation in the frequency domain. The Fast Fourier Transform (FFT) plays a crucial role, owing to its close relationship to circulant matrices.
We extend the algorithms to operate as multichannel adaptive filters, using the fact that a multipath mixture is the combination of instantaneous mixing and single-channel multipath convolution.

In addition, we investigate the situation where not only the multipath-mixing system, but also the source signals are unknown. This situation is referred to as blind identification. By exchanging the non-blind error criterion with a blind error criterion, we derive new algorithms for blind identification (blind source separation, single-channel and multichannel blind deconvolution). The same technique provides an alternative derivation of the well-known natural-gradient learning algorithm for blind source separation, revealing new insight.

Throughout the thesis, many simulation examples illustrate the performance behavior of the different adaptive algorithms.

**Keywords.** Multichannel adaptive signal processing, multichannel adaptive filtering, system identification, inverse modeling, system/channel equalization, blind identification, blind source separation, blind deconvolution, multichannel blind deconvolution, acoustical signal processing, multipath mixture.
Kurzfassung


Die vorliegende Dissertation analysiert die obigen Problemstellungen in einer systematischen Weise. Dazu wird das allgemeine Problem auf zwei unterschiedliche Arten vereinfacht, die zuerst getrennt untersucht werden. Es sind dies eine einfache Signalmischung und ein einfacher Kanal mit Mehrwegausbreitung.

Basierend auf einem quadratischen Fehlerkriterium leiten wir verschiedene stochastische Gradientenmethoden her, um eine unbekannte Mischmatrix zu schätzen. Diese Methoden weisen eine grosse Verwandtschaft mit dem LMS-(least-mean-square) und dem RLS- (recursive-least-squares) Algorithmus auf. Das Matrix-Inversions-Lemma hat sich dabei als sehr nützliches Hilfsmittel erwiesen, um einen Schätzalgorithmus für die Mischmatrix in einen effizienten Schätzalgorithmus für die inverse Mischmatrix umzuwandeln.

Adaptive Filteralgorithmen für die einkanalige Kanalschätzung und Kana-
legalisation werden hergeleitet. Es wird eine blockweise Verarbeitung der Eingangsdaten verwendet, welche eine effiziente Implementation der Filterung und Adaption im Frequenzbereich erlaubt. Dabei wird die enge Verwandtschaft zwischen der schnellen Fourier Transformation (FFT) und zirkulären Matrizen ausgenutzt.

Die Algorithmen werden für eine mehrkanalige adaptive Filterung erweitert, indem die Methoden für die mehrkanalige Mischung mit denjenigen der einkanaligen Filterung vereinigt werden.

Zusätzlich wird der Fall der blinden Systemidentifikation untersucht, bei der weder die Übertragungsmatrix noch die Quellensignale bekannt sind. Durch Auswechseln des Fehlerkriteriums lassen sich Algorithmen für die mehrkanalige adaptive Filterung in solche umwandeln, die sich für die blinde Quellenseparation und Rückfaltung eignen. Mit dem selben Vorgehen lässt sich der Algorithmus des natürlichen Gradienten, der in der blinden Quellenseparation weit verbreitet ist, auf eine neue Weise herleiten.

Das Adaptsverhalten der verschiedenen Algorithmen wird mittels Simulationsbeispielen aufgezeigt.

Stichworte. Mehrkanalige adaptive Signalverarbeitung, Systemidentifikation, Kanalentzerrung, blinde Quellenseparation, blinde Kanalentzerrung, Signalverarbeitung von akustischen Signalen, Mehrwegeausbreitung.
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Chapter 1

Introduction

1.1 Preface

Multichannel signal processing is a challenging field in data communications, acoustics, geophysics, biomedical applications, data fusion, fault-detecting systems, and many other application areas. Since the early sixties, when the Kalman filter was invented and Widrow et al. introduced the least-mean-square (LMS) algorithm, a tremendous growth of applications using adaptive signal processing in various fields was observed. One of the first to apply the LMS algorithm in data communication for channel equalization was Lucky [76].

Later on, blind algorithms, which do not have access to any reference signal, came up in data communications for channel equalization [11, 12, 41, 91]. Blind deconvolution techniques were also used in geophysical applications [26, 42, 110]. In geophysics the term blind deconvolution is more common, as the interest mainly lies in obtaining a model of the system, whereas in data communications the term blind equalization is more commonly used, as the main interest lies in retrieving the data.

Algorithms for blind source separation or independent component analysis (ICA) [21] came later. Jutten, Hérault, and Comon [22, 64] were among the first to describe the problem. Early work was also done by Shalvi and Weinstein [95] and Weinstein et al. in [112]. Later on, Bell and Sejnowski came up
with the Infomax algorithm [7]. The introduction of the natural gradient by Amari et al. [4] or the relative gradient by Cardoso and Laheld [17] provided a new class of algorithms, which have the so-called equivariant property, i.e., the convergence rate is independent of the conditioning of the unknown mixing system. The systematic extension of most known blind source separation algorithms to their multichannel blind deconvolution counterpart was done by Lambert [69] using FIR-matrix algebra. Douglas and Haykin showed in [33,34] the structural relationship between blind deconvolution and blind source separation under the circulant mixing condition, which is also a subject of this thesis.

In the last few years, blind algorithms have attracted many researchers in the field of adaptive signal processing, neural networks, and higher-order statistics.

**Applications in acoustics**  Main applications in acoustics are: Man-machine interface [66], acoustic noise canceler, adaptive microphone arrays, echo cancellation in hands-free telephone and hearing aids, multichannel echo cancellation and speaker separation in teleconferencing, active noise control, dereverberation of acoustical signals, beam steering of loudspeaker arrays, head related transfer functions (HRTF), crosstalk cancellation, removal of multipath in sonar systems, and many others.

**Applications in data communications**  Main applications in data communications are: Smart antennas or adaptive beamforming, single- and multichannel equalization, multi-user separation (e.g. CDMA), adaptive line enhancement, etc.

**Further reading**  Textbooks which cover many aspects of single-channel and multichannel adaptive signal processing are [20,44,51,58]. An overview of the field of blind or unsupervised learning can be found in [3,16,52,53,72,83,90,106].
1.2 Problem formulation

1.2.1 Description of the unknown system

In the following, we restrict ourselves to linear systems and assume that the unknown multiple-input multiple-output (MIMO) system can be described by a matrix $A(z)$, whose elements $a_{ij}(z)$ contain the impulse response between the $j$th input and the $i$th output in the two-sided $z$-domain. $M_s$ denotes the number of system inputs and $M$ the number of system outputs. Thus, the $M \times M_s$ transfer matrix of the system is defined as

$$A(z) = \sum_{n=-\infty}^{\infty} A_n z^{-n} = [a_{ij}(z)]$$  \hspace{1cm} (1.1)

$$a_{ij}(z) = \sum_{n=-\infty}^{\infty} a_{ij,n} z^{-n} \quad i = 1, \ldots, M \quad j = 1, \ldots, M_s.$$  \hspace{1cm} (1.2)

We assume that each system is stable, i.e. $\sum_{n=-\infty}^{\infty} |a_{ij,n}| < \infty$. The left hand side of (1.1) represents a polynomial matrix or a Laurent-series matrix (a matrix whose elements are polynomials, power series, or Laurent series) and the right hand side is referred to as a matrix polynomial or a matrix Laurent series (a polynomial or a Laurent series whose coefficients are matrices) [65]. Polynomial vectors and vector polynomials are defined accordingly. In fact, the formulation in (1.1) describes a non-causal system. However, we will treat a causal system as a special case of a non-causal system, i.e., $A(z) = \sum_{n=0}^{\infty} A_n z^{-n}$.

Aside from the non causality and the infinite extent of the impulse responses, the description (1.1) is common in the field of acoustics and communications. In other applications which are related to control theory, usually a state-space model is preferred, especially if a physical model based on differential equations is available [75].

1.2.2 Environment

The environment, which the system $A(z)$ is embedded in, is shown in Fig. 1.1. The general convolutive-mixing system with additive noise is described in the $z$-domain as

$$x(z) = A(z)s(z) + n(z).$$  \hspace{1cm} (1.3)
We have $M_s$ source signals, whose time series are represented by their two-sided $z$-transforms in vector form

\[
s(z) = \sum_{t=-\infty}^{\infty} s_t z^{-t} = [s_m(z)] \tag{1.4}
\]

\[
s_m(z) = \sum_{t=-\infty}^{\infty} s_{m,t} z^{-t} \quad m = 1, \ldots, M_s. \tag{1.5}
\]

Likewise, the time series of the $M$ sensor signals are represented as

\[
x(z) = \sum_{t=-\infty}^{\infty} x_t z^{-t} = [x_m(z)] \tag{1.6}
\]

\[
x_m(z) = \sum_{t=-\infty}^{\infty} x_{m,t} z^{-t} \quad m = 1, \ldots, M \tag{1.7}
\]

and the time series of the sensor noise as

\[
n(z) = \sum_{t=-\infty}^{\infty} n_t z^{-t} = [n_m(z)] \tag{1.8}
\]

\[
n_m(z) = \sum_{t=-\infty}^{\infty} n_{m,t} z^{-t} \quad m = 1, \ldots, M. \tag{1.9}
\]

**Alternative description** Equivalent ways to describe the noisy mixing process are either by a convolutional sum

\[
x_t = (A \ast s)_t + n_t \tag{1.10}
\]

\[
x_t = \sum_{k=-\infty}^{\infty} A_{t-k} s_k + n_t \tag{1.11}
\]

or with help of the delay operator $q^{-1}$, e.g., $q^{-d} x_t = x_{t-d} [44, 75]$, \( x_t = A(q) s_t + n_t. \tag{1.12} \)
1.2. Problem formulation

**Assumptions** In all cases, we assume that we have full access to the sensor signals. The sensor noise is always unknown. Furthermore, in a system identification and inverse-modeling setup, we also have access to the source signals. However, in a blind system-identification setup, we only know some statistical properties of the source signals, e.g., non-Gaussianity, but not the source signals themselves, therefore the terminology *blind*. Furthermore, $A(z)$ is unknown.

**Problem formulation** Throughout this thesis, we aim at finding an estimate $\hat{A}(z)$ or $\hat{A}^{-1}(z)$ of the unknown system $A(z)$. We have access to the time samples of sensors $x_t$ and, in the non-blind case, also to the time samples of the sources $s_t$.

1.2.3 Special cases

Depending on $A(z)$, we can subdivide the general convolutive-mixing system into several special cases:

1. Instantaneous mixing system

   $$A(z) = A.$$  \hfill (1.13)

2. Delayed instantaneous mixing system

   $$A(z) = z^{-d} A .$$  \hfill (1.14)

3. Individually delayed source signals with instantaneous mixing

   $$A(z) = AD(z)$$  \hfill (1.15)

   $$D(z) = \begin{bmatrix} z^{-d_{i_1}} \\ \vdots \\ z^{-d_{i_M}} \end{bmatrix}$$  \hfill (1.16)

   or

   $$D(z) = \text{diag} \left[ z^{-d_1}, \ldots, z^{-d_M} \right].$$  \hfill (1.17)

4. Instantaneous mixing with individually delayed sensor signals

   $$A(z) = D(z) A .$$  \hfill (1.18)
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Figure 1.2: Commutative diagram which reveals the relationship between convolution and mixing: \( a \) attenuation, \( a(z) \) convolution, \( A \) instantaneous mixing, and \( A(z) \) convolutive mixing.

5. Delay-and-sum system

\[
A(z) = [z^{-d_{ij}}] D \tag{1.19}
\]

with \( D = \text{diag} [d_1, \ldots, d_{M_s}] \). \tag{1.20}

6. Single-channel convolution

\[
A(z) = a(z) \tag{1.21}
\]

7. Signal attenuation

\[
A(z) = a \tag{1.22}
\]

Fig. 1.2 illustrates the relationship between single-channel and multichannel convolution on the one side, and instantaneous and convolutive mixing on the other side.

Furthermore, depending on the dimension of \( A(z)^{M \times M_s} \), we distinguish between the following cases for inverse modeling and blind identification:

- **fully determined system** \((M = M_s)\): We have an equal number of sources and sensors and \( \det A(z) \) has no roots on the unit circle. This means that \( A(e^{j\omega}) \) is of full rank for \(-\pi < \omega \leq \pi\).

- **overdetermined system** \((M > M_s)\): More sensors than sources.

- **underdetermined system** \((M < M_s)\): Fewer sensors than sources.

\(^1\)This model is often used in beamforming applications, if the sensors have equal gain and the sources are located in the far field. The \( j \)th column of \( A(z) \) is just the steering vector for the \( j \)th source.
1.3 System identification

In system identification we wish to directly find an estimate $H(z) = \hat{A}(z)$ of the unknown system

$$H(z) = \sum_{n=-\infty}^{\infty} H_n z^{-n} = [h_{ij}(z)]$$ (1.23)

$$h_{ij}(z) = \sum_{n=-\infty}^{\infty} h_{ij,n} z^{-n} \quad i = 1, \ldots, M \quad j = 1, \ldots, M_s$$ (1.24)

such that

$$\hat{x}(z) = H(z) s(z)$$ (1.25)

becomes an estimate of $x(z)$. The estimation or prediction error is then

$$e_x(z) \triangleq x(z) - \hat{x}(z)$$

$$= [A(z) - H(z)] s(z) + n(z).$$ (1.26) (1.27)

We aim at finding a $H(z)$ such as to minimize

$$\|e_x(z)\|_F^2 = \|A(z) - H(z)\|_F s(z) + n(z)\|_F^2$$ (1.28)

$$= \|A(z) - H(z)\|_F s(z)\|_F^2 + \|n(z)\|_F^2$$ (1.29)

$$= M_s \sigma_s^2 \|A(z) - H(z)\|_F^2 + M \sigma_n^2.$$ (1.30)

In these steps, we have assumed that the sensor noise and the source signals are mutually uncorrelated, i.e. $\langle s(z), n(z) \rangle_F = 0$, that all source signals have equal power $\sigma_s^2$, and that all noise signals have equal power $\sigma_n^2$. The inner product $\langle ., . \rangle_F$ and the norm $\|.\|_F$ are defined in Section C.2 and Section C.3, respectively. As seen from (1.30), minimizing $\|e_x(z)\|_F^2$ is equal to minimizing $\|A(z) - H(z)\|_F^2$, as we have no influence on $\sigma_n^2$. Therefore, in an iterative or adaptive algorithm, we use the error signal $e_x$ to adapt $H(z)$, as depicted in Fig. 1.3.

1.4 Inverse modeling

In inverse modeling we wish to find an estimate of the inverse system, $W(z) = \hat{A}^{-1}(z)$, or find an estimate of the pseudoinverse, defined in Section A.8, of
Figure 1.3: System identification. The prediction error $e_x$ is used for the adaptation.

the unknown system, i.e. $W(z) = \hat{A}(z)$

$$W(z) = \sum_{n=-\infty}^{\infty} W_n z^{-n} = [w_{ij}(z)]$$  \hfill (1.31)

$$w_{ij}(z) = \sum_{n=-\infty}^{\infty} w_{ij,n} z^{-n} \quad i, j = 1, \ldots, M$$  \hfill (1.32)

such that the global system matrix

$$G(z) \triangleq W(z)A(z)$$  \hfill (1.33)

becomes close to the unity matrix $I$ and

$$u(z) = W(z)A(z)s(z) = G(z)s(z)$$  \hfill (1.34)

becomes an estimate of $s(z)$. Thus, we build the equalization error as

$$e_s(z) \triangleq s(z) - u(z)$$  \hfill (1.35)

$$= [I - W(z)A(z)]s(z) - W(z)n(z)$$  \hfill (1.36)

$$= [I - G(z)]s(z) - W(z)n(z)$$  \hfill (1.37)

which is taken for the adaptation of $W(z)$, as depicted in Fig. 1.4. The corresponding cost function is

$$\|e_s(z)\|_{\mathcal{F}}^2 = \|[I - W(z)A(z)]s(z) - W(z)n(z)\|_{\mathcal{F}}^2$$  \hfill (1.38)

$$= \|[I - W(z)A(z)]s(z)\|_{\mathcal{F}}^2 + \|W(z)n(z)\|_{\mathcal{F}}^2$$  \hfill (1.39)

$$= M \sigma_s^2 \|I - W(z)A(z)\|_{\mathcal{F}}^2 + M \sigma_n^2 \|W(z)\|_{\mathcal{F}}^2.$$  \hfill (1.40)
1.4. Inverse modeling

Figure 1.4: Inverse modeling or channel equalization. The equalization error $e_s$ is used for the adaptation.

Again, we have assumed that the sensor noise and the source signals are mutually uncorrelated, i.e. $\langle s(z), n(z) \rangle_{\mathcal{F}} = 0$, all source signals have equal power $\sigma_s^2$, and all noise signals have equal power $\sigma_n^2$.

Depending on the application, in fact, we can choose between two different cost functions to minimize. We can either search for the minimum mean-squared error (MMSE) solution $W_{\text{MMSE}}(z)$, which minimizes (1.40), or search for the so-called zero-forcing (ZF) solution $W_{\text{ZF}}(z)$, which minimizes only the first term of (1.40), namely $\| I - W(z) A(z) \|^2_{\mathcal{F}}$. In the noiseless case, we have $W_{\text{MMSE}}(z) = W_{\text{ZF}}(z)$. In data communications, the MMSE solution is usually preferred, as one is rather interested in estimating the data than obtaining an exact model of the inverse channel, whereas in other applications, e.g. geophysical prospecting, one is more interested in an exact model or inverse model of the channel.

Phase property of $A(z)$ We introduce the following definitions for an $M \times M$ polynomial matrix $A(z)$:

- $A(z)$ is called minimum phase if all zeros of $\det A(z)$ lie inside the unit circle.
- $A(z)$ is called maximum phase if all zeros of $\det A(z)$ lie outside the unit circle.
- $A(z)$ is called mixed phase if the zeros of $\det A(z)$ lie on both sides of the unit circle.
The case where the system is either maximum or mixed phase is referred to as non-minimum phase. We exclude the case where zeros lie on the unit circle, as such a system is not invertible over the whole frequency range \(-\pi < \Omega \leq \pi\).

**Inversion of a polynomial matrix** A fundamental problem arises if we wish to invert a nonminimum-phase system. Since the elements of \(A(z)\) are polynomials, the elements of \(A^{-1}(z)\) are rational polynomials and therefore have poles, see (A.15). Since we approximate the elements of \(A^{-1}(z)\) with all-zero filters \(w_{ij}(z)\), we expand the poles of \([A^{-1}(z)]_{ij}\) into an infinite-length impulse response.

A pole outside the unit circle can either be expanded such that the resulting impulse response becomes causal but unstable, or non-causal but stable. Stability can be exchanged with non-causality. We are interested in a stable inverse, even if we end up with a non-causal system \(H(z)\). As a consequence, if \(A(z)\) in nonminimum phase, we end up with a non-causal \(H(z)\).

In a practical application, where the number of coefficients is limited anyway, we can introduce a delay into the system such that the non-causal part becomes causal again. Hence, we replace (1.35) by

\[ e_s(z) = z^{-d} s(z) - u(z) \]  

and in analogy to (1.40), derive the new MSE cost function

\[ \|e_s(z)\|_F^2 = M \sigma_s^2 \|z^{-d} I - W(z)A(z)\|_F^2 + M \sigma_n^2 \|W(z)\|_F^2. \]  

Consequently, the zero-forcing solution then becomes \(W(z) = z^{-d} A^{-1}(z)\) or \(W(z) = z^{-d} A^\#(z)\), depending on the dimension of \(A(z)\).

### 1.5 Blind identification

In the so-called blind identification problem, we have an inverse-modeling problem, except that we have no access to the source signals \(s(z)\). The algorithm is blind to the source signals. We distinguish between the following blind problems:
1.5. Blind identification

- **Blind source separation** (BSS)
  The unknown system is described by a mixing matrix $A$ which is an ordinary matrix with scalar elements.

- **Blind deconvolution** (BD)
  The unknown system is described by a single polynomial $a(z)$, representing the $z$-transformed impulse response $\{a_n\}$.

- **Multichannel blind deconvolution** (MCBD)
  The unknown system is described by a polynomial matrix $A(z)$. This is the combination of blind source separation and blind deconvolution.

- **Automatic gain control** (AGC)
  AGC belongs to the degenerated case of BSS and BD, where the unknown system is described by a single scalar $a$. For a complex gain $a$ and a complex source signal, under certain conditions phase corrections up to a multiple of $\pi/2$ can be achieved. We then have automatic gain and phase control.

The relationship between the different blind problems is depicted in Fig. 1.5.

Since we have no access to the source signals $s(z)$, we cannot build the error signal $e_s$. Hence, we have to estimate either $s(z)$ or $e_s$ somehow, or find an alternative error criterion. A common choice for a blind error signal is $[9,71]$

$$e_b(z) = u(z) - y(z) \quad (1.43)$$

**Figure 1.5:** Commutative diagram to reveal the relationship between the different blind problems.
Figure 1.6: Blind identification. The blind error $e_b$ is used for the adaptation.

with

$$y(z) = \sum_{t=\infty} y_t z^{-t} = [y_m(z)]$$

(1.44)

$$y_m(z) = \sum_{t=\infty} y_{m,t} z^{-t} \quad m = 1, \ldots, M_s$$

(1.45)

$$y_{m,t} = g_m(u_{m,t}).$$

(1.46)

$y_{m,t}$ is a nonlinear function of the output signal $u_{m,t}$. The choice of the memoryless nonlinearity $g_m(.)$, also known as the Bussgang nonlinearity, depends on $p_{s_m}(s_m)$, the pdf of the unknown source signal $s_m$. If the pdf $p_S(s)$ of a source signal is known, the score function [16], defined as

$$g(u) = -\frac{\partial}{\partial u} \ln p_S(u) = -\frac{\partial}{\partial_u} \frac{p_S(u)}{p_S(u)}$$

(1.47)

is usually the preferred choice, justified from maximum-likelihood estimation theory. However, the exact choice of the nonlinearity is not very crucial for the performance of most blind algorithms. In fact, the knowledge whether the pdf of a source signal is super-Gaussian (more peaky than a Gaussian pdf) or sub-Gaussian (flatter than a Gaussian pdf) is usually sufficient for the choice of the nonlinearity.

### 1.6 Semi-blind identification

In a semi-blind setup we refer to the situation where some parts of the source signals are known. We distinguish between spatial and temporal semi-blind problems:
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Figure 1.7: Teleconferencing setup. The five sensor signals $x_1$ to $x_5$ capture a mixture of several audio signals stemming from three speakers (unknown source signals $s_{b1}$ to $s_{b3}$), and two loudspeaker signals (accessible source signals $s_{r1}$ and $s_{r2}$). The objective is to retrieve the unknown source signals $s_{bm}$. If a blind-only algorithm is used, all five sensor signals are required, as a blind algorithm does not distinguish between known and unknown source signals. A semi-blind algorithm which makes use of the known source signals requires only three sensors.

- Some of the source signals are known. This situation appears e.g. in a teleconferencing setup, see Fig. 1.7. We have the situation, where some of the source signals are accessible, and therefore do not have to be separated from the mixture. The known source signals can either be directly incorporated in the update equation as virtual sensors [61], or, in an echo-canceler preprocessing step, be subtracted from the sensor signals [59]. Moreover, every known source signal reduces the number of required sensors for the separation by one. Other algorithms which cope with this situation are given in [92–94].

- In communications, training sequences are usually embedded in the data stream to allow a training-based equalization of the channel. During the actual data transmission, the adaptive channel equalizer operates in a
fully blind or decision-directed mode, depending on the current quality of the equalization [45, 108, 111].

### 1.7 Overview

In this thesis we derive several algorithms for single-channel and multichannel adaptive filtering. First we analyze the non-blind case, where we derive update rules for the system-identification and for the inverse-modeling problem. Afterwards, based upon the concepts of the non-blind case, we modify the algorithms to be applicable to a blind environment. The thesis is structured as follows:

**chapter 1** In this chapter the general problem description is introduced in a mathematical context. Furthermore, some special cases of the general problem are given.

**chapter 2** In this chapter we deal with the instantaneous mixing problem. Based on a quadratic error criterion, several gradient and Quasi-Newton-type algorithms are derived for multichannel identification and multichannel equalization, which are related to LMS and RLS algorithms.

**chapter 3** In this chapter the basic tools from Linear Algebra which build the basis for deriving efficient blind and non-blind adaptive algorithms are introduced. The Fourier matrix, circulant matrices, and block circulant matrices play a major role in transforming the filtering and the update of the coefficients into the frequency domain. Moreover, the isomorphic mapping between convolution, multiplication of polynomials, and multiplication of circulant matrices are shown, which build the key concept for the extension of the instantaneous mixing case to the convolutive mixing case.

**chapter 4** Here we consider the single-channel system-identification and inverse-modeling problem, where the unknown system consists of a single filter. With the help of the mathematical tools described in Chapter 3, we transform the update rules from Chapter 2 to work with the convolutive-mixing case. Furthermore, efficient implementations of the algorithms in the frequency domain are given.
chapter 5 In this chapter we focus on algorithms for multichannel system identification and inverse modeling. We combine the concepts of the multichannel instantaneous-mixing problem from Chapter 2 with the concepts of the single-channel filtering problem from Chapter 4, and derive algorithms for the multichannel convolutive-mixing problem.

chapter 6 Based on the methods for the described non-blind problems and by exchanging the non-blind error criterion by a blind error criterion, we can easily obtain algorithms which are suitable for blind source separation (BSS), blind deconvolution (BD), and multichannel blind deconvolution (MCBD).

appendix 1 Summary of some useful mathematical tools.

appendix 2 Properties of the trace operation.

appendix 3 Extension of the Frobenius norm to polynomial matrices.

appendix 4 The definitions of the generalized remainder and the polynomial projection operators are given, together with many of their properties.

appendix 5 Summary of update equations for system identification, inverse modeling, and blind identification.

appendix 6 MATLAB implementation of a single-channel blind deconvolution algorithm in the frequency domain.
Chapter 2

System identification and inverse modeling of an instantaneous mixing system

In this chapter we derive several adaptive algorithms for system identification and inverse modeling (inverse-system identification) of an instantaneous mixing system. An instantaneous mixing system can be seen as a special case of multichannel system identification or multichannel inverse modeling where the unknown system has no dynamics (memoryless system), and can therefore be described by an ordinary matrix, whose elements are scalars. The purpose is hereby to gain a first insight into the behavior of a general multichannel algorithm and its properties. Furthermore, as will be seen in Chapter 6, the analysis and understanding of non-blind algorithms helps in the development of blind algorithms and in the improvement of their convergence rate.

In this chapter we derive two Wiener solutions based on different error criteria. From the Wiener solutions, we develop several LMS and RLS update equations, which are summarized in Table E.3 and E.7 in Appendix E. The matrix-inversion lemma, which is given in Appendix A.3, plays a key role in the transformation of an algorithm which is applicable for system identification into one for inverse modeling, and vice versa. As a result, we will see that many known blind algorithms also have non-blind counterparts.
2.1 Unknown mixing system

Since we consider an instantaneous (memoryless) mixing system, we can describe the unknown system by a mixing matrix with scalar elements, also shown in Fig. 1.1

\[ x_t = A s_t + n_t. \]  

(2.1)

The mixing matrix \( A \) and the noise vector \( n_t \) are unknown, the signal vectors \( s_t \) and \( x_t \) are known for \( t \geq 0 \). The task is now to find an estimate of \( A \), i.e. \( H = \hat{A} \), or an estimate of \( A^{-1} \), i.e. \( W = \hat{A}^{-1} \), based on the knowledge of the system input \( s_t \) and system output \( x_t \). The first task is referred to as system identification and the second one as inverse modeling or inverse-system identification. As we will see in this chapter, the algorithms for these tasks can have quite a different performance behavior, although they actually pursue the same objective.

2.2 System identification

![System identification diagram](image)

**Figure 2.1:** System identification. The error signal \( e_x \) is used for the adaptation.

In system identification we try to find a matrix \( H \) which is “close” to the true system \( A \), see Fig. 2.1. “Closeness” can be measured in different ways. For example it could be defined by \( \|A - H\|_F \). However, by assumption there is no access to the true matrix \( A \), therefore closeness is usually defined in system
identification as a function of the prediction or estimation error

\[ e_{xt} \triangleq x_t - \hat{x}_t \]  

(2.2)

where

\[ \hat{x}_t = H_t s_t \]  

(2.3)

is the estimation of the output of the unknown mixing system. \( H \) can be either estimated by a batch algorithm, or by an online learning algorithm. A batch algorithm uses at discrete time \( t \) all the past input and output time samples for the new estimate \( H_{t+1} \), whereas an online algorithm uses at time \( t \) only \( s_t, x_t \), and the current estimate \( H_t \) to evaluate \( H_{t+1} \).

### 2.2.1 Wiener solution \( H^\text{MMSE-x} \)

We now wish to find the Wiener or minimum mean-squared error (MMSE) solution \( H^\text{MMSE-x} \), which minimizes the cost function

\[ J_{\text{MSE-x}} \triangleq E \left\{ ||e_x||_2^2 \right\} = \text{tr} \{ R_{e_x e_x} \} \]  

(2.4)

where

\[ R_{e_x e_x} \triangleq E \{ e_x e_x^H \} = E \left\{ (x - \hat{x}) (x - \hat{x})^H \right\} \]  

(2.5)

\[ = R_{xx} - H R_{sx} - R_{xs} H^H + H R_{ss} H^H \]  

(2.6)

is the error covariance matrix, \( R_{ss} \triangleq E \{ ss^H \} \), \( R_{sx} \triangleq E \{ sx^H \} \), \( R_{xs} \triangleq E \{ xs^H \} \), and \( R_{xx} \triangleq E \{ xx^H \} \). Towards this end, we build the gradient of the cost function with respect to the matrix \( H \)

\[ \nabla_H J_{\text{MSE-x}} = \nabla_H \text{tr} \{ R_{e_x e_x} \} = -2 R_{xs} + 2 H R_{ss} \]  

(2.7)

where we used \( \nabla_H = 2 \frac{\partial}{\partial H} \), see [51] Eq. (B.18). By setting \( \nabla_H J_{\text{MSE-x}} \) equal to \( 0 \) and solving for \( H \), we finally obtain the MMSE or Wiener solution

\[ H^\text{MMSE-x} = R_{xs} R_{ss}^{-1} \]  

(2.8)

Alternatively, we can also derive the Wiener solution by using the orthogonality principle \(^1\) which says that the estimation error has to be orthogonal to

\(^1\)Two random complex variables \( X \) and \( Y \) with \( E \{ X \} = E \{ Y \} = 0 \) are said to be orthogonal if \( E \{ XY^* \} = 0 \).
the input data

\[ E \{ e^H \} = E \{ x^H \} - H E \{ s^H \} \]

\[ = R_{xs} - H R_{ss}. \]  \hspace{1cm} (2.9)

By setting (2.10) equal to 0 we obtain the Wiener Hopf equation (WHE)

\[ H R_{ss} = R_{xs}. \]  \hspace{1cm} (2.11)

Solving for \( H \) also gives \( H^{MSE-x} \) given in (2.8).

### 2.2.2 Batch learning

Since we usually do not know the true covariance matrices \( R_{xs} \) and \( R_{ss} \), we can replace them by their estimates \( \hat{R}_{xs} \) and \( \hat{R}_{ss} \), respectively. We can then estimate the Wiener solution in (2.8) by

\[ H = \hat{R}_{xs} \hat{R}_{ss}^{-1}. \]  \hspace{1cm} (2.12)

In a batch processing, we use all available measurements of the system to estimate the correlation matrices

\[ \hat{R}_{xs} = \frac{1}{T} \sum_{t=1}^{T} x_t s_t^H \] \hspace{1cm} (2.13)

\[ \hat{R}_{ss} = \frac{1}{T} \sum_{t=1}^{T} s_t s_t^H. \] \hspace{1cm} (2.14)

The number of samples \( T \) needs to be large enough such that \( \hat{R}_{ss} \) has full rank and is therefore invertible.

### 2.3 LMS-\( x \)

For the derivation of a stochastic learning algorithm we first start with the method of steepest descent where we iteratively update \( H \) by following the
negative gradient of the performance function

\[ \mathbf{H}_{t+1} = \mathbf{H}_t - \frac{\mu}{2} \nabla_H J_{\text{MSE-x}} \]  
\[ = \mathbf{H}_t + \mu (\mathbf{R}_{xs} - \mathbf{H}_t \mathbf{R}_{ss}) \]  
\[ = \mathbf{H}_t (\mathbf{I} - \mu \mathbf{R}_{ss}) + \mu \mathbf{R}_{xs} \]  
\[ = \mathbf{H}_t + \mu (\mathbf{R}_{xs} - \mathbf{R}_{\hat{x}s}) \]

where \( \mu \) is the step size of the algorithm, which is properly chosen such that convergence is guaranteed, i.e.,

\[ 0 < \mu < \frac{2}{\| \mathbf{R}_{ss} \|} . \]

### 2.3.1 Updating H

**LMS1-Hx** Since the true correlation matrices \( \mathbf{R}_{xs}, \mathbf{R}_{ss}, \) and \( \mathbf{R}_{\hat{x}s} \) are usually unknown, we have to estimate them. The simplest way to do this is to replace them by their instantaneous estimates, e.g. \( \mathbf{R}_{xs} = \mathbf{x}_s \mathbf{s}^H \). By doing so, we derive a stochastic gradient algorithm

\[ \mathbf{H}_{t+1} = \mathbf{H}_t + \mu (\mathbf{x} - \hat{\mathbf{x}}) \mathbf{s}^H \]  

which we refer to as LMS1-Hx. We call it LMS, because the algorithm is derived analogously to the *least mean square algorithm* used in adaptive filtering [100]. The index H denotes the variable which is adapted and \( \mathbf{x} \) denotes that the underlying cost function which is to be minimized is \( J_{\text{MSE-x}} \).

**LMS2-Hx** In case we know that \( \mathbf{R}_{ss} = \mathbf{I} \), which is often assumed in a blind setup, we obtain from (2.16)

\[ \mathbf{H}_{t+1} = \mathbf{H}_t + \mu (\mathbf{x}_s \mathbf{s}^H - \mathbf{H}_t) \]  
\[ = (1 - \mu) \mathbf{H}_t + \mu \mathbf{x}_s \mathbf{s}^H \]

which we refer to as LMS2-Hx. \( \mathbf{R}_{xs} \) was replaced by its instantaneous estimate.
2.3.2 Updating $H^{-1}$

Either algorithm, LMS1-Hx and LMS2-Hx, can be modified such as to update the inverse of $H$, i.e. $W \triangleq H^{-1}$, rather than $H$ itself. By doing so, we obtain two new algorithms which can be used for inverse modeling.

**LMS1a-Wx** Starting with (2.20) and applying the matrix-inversion lemma with $A' = H_t$, $B' = \mu (x - \hat{x})$, $C' = 1$, and $D' = s^H$, we derive

$$W_{t+1}^{-1} = [H_{t+1}^{-1}] = [H_t + \mu (x - \hat{x}) s^H]^{-1}$$

$$= W_t - \mu W_t (x - \hat{x}) [1 + \mu s^H W_t (x - \hat{x})]^{-1} s^H W_t$$

$$= W_t + \mu (s - u) [1 - \mu s^H (s - u)]^{-1} s^H W_t.$$ (2.24)

Recall that $H_t = W_t^{-1}$, $W_t x = u$ and $W_t \hat{x} = H_t^{-1} \hat{x} = s$. We refer to this algorithm as LMS1a-Wx, which is, in fact, exactly the same algorithm as LMS1-Hx, except that $H^{-1}$ is updated instead of $H$.

**LMS1b-Wx** Again, we start with (2.23) and applying the matrix-inversion lemma with $A' = H_t$, $B' = \mu (x - \hat{x}) s^H$, $C' = I$, and $D' = I$, we derive

$$W_{t+1} = W_t - \mu W_t (x - \hat{x}) s^H [1 + \mu W_t (x - \hat{x}) s^H]^{-1} W_t$$

$$= W_t + \mu (s - u) s^H [I - \mu (s - u) s^H]^{-1} W_t.$$ (2.25)

We refer to this algorithm as LMS1b-Wx, which is exactly the same algorithm as LMS1-Hx, except that $H^{-1}$ is updated instead of $H$. Furthermore, this algorithm is identical to the LMS1a-Wx. However, as we will see, there is a difference in the convergence behavior, if the algorithm is updated in a block-wise manner, as described in Section 2.9.

**LMS2a-Wx** In a similar way we can start with the inverse of (2.22)

$$W_{t+1} = [H_{t+1}]^{-1} = [(1 - \mu) H_t + \mu x s^H]^{-1}$$

and apply the matrix-inversion lemma with $A' = (1 - \mu) H_t$, $B' = \mu x$, $C' = 1$, and $D' = s^H$, and after some calculations we finally obtain

$$W_{t+1} = \frac{1}{1 - \mu} \left( I - \frac{\mu}{1 - \mu + \mu s^H u s^H} \right) W_t$$ (2.27)
which we will refer to as LMS2a-Wx \[59\]. Both algorithms, LMS1a-Wx and LMS2a-Wx belong to the class of serial update algorithms, as they can be written as a matrix product $W_{t+1} = \Delta W_t W_t = \left( \prod_{t=1}^{t} \Delta W_t \right) W_0$ \[17\]. The update $\Delta W_t$ is applied multiplicatively in the update equation and converges towards the unity matrix. Note that the signal vector $x$ does not explicitly appear in these two update equations.

**LMS2b-Wx** In a similar way we can start with the inverse of (2.26) and apply the matrix-inversion lemma with $A' = (1 - \mu) H_t$, $B' = \mu x s H$, $C' = I$, and $D' = I$, and after some calculations we finally obtain
\[
W_{t+1} = \frac{1}{1 - \mu} \left( I - \frac{\mu}{1 - \mu} x s H \left[ I + \frac{\mu}{1 - \mu} x s H \right]^{-1} \right) W_t \\
= \frac{1}{1 - \mu} \left( I - \mu x s H \left[ (1 - \mu) I + \mu x s H \right]^{-1} \right) W_t \\
= \left[ (1 - \mu) I + \mu x s H \right]^{-1} W_t \tag{2.28}
\]
which we will refer to as LMS2b-Wx.

### 2.4 RLS-x

An alternative to the batch algorithm (2.12), where the correlation matrices $R_{xs}$ and $R_{ss}$ are estimated in (2.13) and (2.14) with the help of all available measurement data, respectively, is to estimate the correlation matrices recursively
\[
\hat{R}_{xs_t} = \hat{R}_{xs_{t-1}} + x_t s_{t}^H \tag{2.29} \\
\hat{R}_{ss_t} = \hat{R}_{ss_{t-1}} + s_{t} s_{t}^H \tag{2.30}
\]
We then obtain an online learning algorithm
\[
H_{t+1} = \hat{R}_{xs_t} \hat{R}_{ss_t}^{-1} \tag{2.31}
\]
which we will refer to as RLS1-x, as it is actually a recursive least squares (RLS) algorithm which minimizes the cost function
\[
\hat{J}_{MSE-x} = \sum_{\tau=0}^{t} || x_{\tau} - H_t s_{\tau} ||_2^2 \tag{2.32}
\]
at discrete time $t$.

Note, $\hat{R}_{xst}$ from (2.29) and $\hat{R}_{ssst}$ from (2.30) are not consistent estimates of $R_{xst}$ and $R_{ss}$, respectively, as their norms grow with time $t$. However, $H_{t+1}$ from (2.31) is a consistent estimate of $H^{{\text{true}}}$, as $\hat{R}_{xst}$ and $\hat{R}_{ssst}$ grow with the same rate.

### 2.4.1 RLS1-Hx

The matrix inversion in (2.31), which is carried out at every time instant $t$, is a very demanding task. As we will now see, again with the help of the matrix-inversion lemma, we can circumvent this matrix inversion. To this end, we recursively update $\hat{R}_{ssst}^{-1}$ instead of $\hat{R}_{ssst}$. By inverting both sides of (2.30) and using the matrix-inversion lemma with $A' = \hat{R}_{ssst}^{-1}$, $B' = s_t$, $C' = 1$, and $D' = s_t^H$ we obtain

\begin{align}
\hat{R}_{ssst}^{-1} &= \left[\hat{R}_{ssst}^{-1} + s_t s_t^H\right]^{-1} \\
&= \hat{R}_{ssst}^{-1} - \hat{R}_{ssst}^{-1} s \left[1 + s^H \hat{R}_{ssst}^{-1} s\right]^{-1} s^H \hat{R}_{ssst}^{-1} \\
&= \hat{R}_{ssst}^{-1} - \tilde{\mu} \hat{R}_{ssst}^{-1} s s^H \hat{R}_{ssst}^{-1} \\
\tilde{\mu} &= \frac{1}{1 + s^H \hat{R}_{ssst}^{-1} s}
\end{align}

(2.33) \quad (2.34) \quad (2.35) \quad (2.36)
where $\hat{\mu}$ can be seen as a step size of the update. Next we use (2.34) to modify (2.31) and find an efficient update for $H_{t+1}$

$$H_{t+1} = \hat{H}_{x_{t+1}} \hat{R}_{ss}^{-1}$$

$$= \left( \hat{R}_{x_{t+1}} + x_t s_t^H \right) \hat{R}_{ss}^{-1}$$

$$= \left( \hat{R}_{x_{t}} + x s^H \right) \left( \hat{R}_{ss}^{-1} - \hat{R}_{ss}^{-1} s \left[ 1 + s^H \hat{R}_{ss}^{-1} s \right]^{-1} s^H \hat{R}_{ss}^{-1} \right)$$

$$= H_t - H_t \left[ 1 + s^H \hat{R}_{ss}^{-1} s \right]^{-1} s^H \hat{R}_{ss}^{-1} + x s^H \hat{R}_{ss}^{-1}$$

$$- x s^H \hat{R}_{ss}^{-1} s \left[ 1 + s^H \hat{R}_{ss}^{-1} s \right]^{-1} s^H \hat{R}_{ss}^{-1}$$

$$= H_t - H_t s \left[ 1 + s^H \hat{R}_{ss}^{-1} s \right]^{-1} s^H \hat{R}_{ss}^{-1}$$

$$+ x \left[ 1 + s^H \hat{R}_{ss}^{-1} s \right] \left[ 1 + s^H \hat{R}_{ss}^{-1} s \right]^{-1} s^H \hat{R}_{ss}^{-1}$$

$$- x s^H \hat{R}_{ss}^{-1} s \left[ 1 + s^H \hat{R}_{ss}^{-1} s \right]^{-1} s^H \hat{R}_{ss}^{-1}$$

$$= H_t + \frac{1}{1 + s^H \hat{R}_{ss}^{-1} s} (x - H_t s) s^H \hat{R}_{ss}^{-1}$$

$$= H_t + \hat{\mu} (x - \hat{x}) s^H \hat{R}_{ss}^{-1}$$

where $e_x = x - \hat{x} = x - H_t s$ is the current estimation-error vector. In the above derivation we sometimes omitted the time-sample index for $s_t$, $x_t$, $\hat{R}_{x_{t-1}}$, and $\hat{R}_{ss_{t-1}}$. We further used the fact that $s^H \hat{R}_{ss}^{-1} s$ is a scalar.

### 2.4.2 RLS1-Wx

In case we want to update $W_{t+1}$ instead of $H_{t+1}$, we can invert both sides of (2.31) and use $W_{t+1} \triangleq H_{t+1}^{-1}$

$$W_{t+1} = \hat{R}_{ss}^{-1} \hat{R}_{x_{t+1}}^{-1}.$$

However, just as in (2.31), we again need a matrix inversion for every update. To avoid this, we start by inverting both sides of (2.39)

$$W_{t+1} = \left[ W_t^{-1} + \hat{\mu} (x - W_t^{-1} s) s^H \hat{R}_{ss}^{-1} \right]^{-1}.$$

(2.41)
Applying the matrix-inversion lemma with \( A' = W_t^{-1} \), \( B' = \hat{\mu} (x - W_t^{-1} s) \), \( C' = 1 \), and \( D' = s^H \hat{R}_{ss}^{-1} \) gives

\[
W_{t+1} = W_t - \hat{\mu} W_t (x - W_t^{-1} s) \\
\cdot \left[ 1 + \hat{\mu} s^H \hat{R}_{ss}^{-1} W_t (x - W_t^{-1} s) \right]^{-1} s^H \hat{R}_{ss}^{-1} W_t \\
= W_t + \hat{\mu} (s - u) \left[ 1 - \hat{\mu} s^H \hat{R}_{ss}^{-1} (s - u) \right]^{-1} s^H \hat{R}_{ss}^{-1} W_t \\
= W_t + \mu (s - u) s^H \hat{R}_{ss}^{-1} W_t
\] (2.42)

with

\[
\mu = \frac{\hat{\mu}}{1 - \hat{\mu} s^H \hat{R}_{ss}^{-1} (s - u)} = \frac{1}{1 + s^H \hat{R}_{ss}^{-1} u} \tag{2.43}
\]

where \( \hat{\mu} \) is defined in (2.36). In the above derivation we used \( u = W_t x \). Note that \( e_s \triangleq s - u \) is also an estimation error, however, in general not the same as \( e_x \).

### 2.4.3 RLS1-Hx with exponential forgetting

To track time-varying systems, the cost function defined in (2.32) is extended by an exponential weighting of the past measurements

\[
\tilde{J}_{\text{MSE-x}} = \sum_{\tau=0}^{t} \lambda^{t-\tau} \| x_\tau - H_\tau s_\tau \|_2^2 .
\] (2.44)

This causes exponential forgetting in the recursive estimates of the correlation matrices

\[
\hat{R}_{xs_t} = \lambda \hat{R}_{xs_{t-1}} + (1 - \lambda) x_t s_t^H \tag{2.45}
\]

\[
\hat{R}_{ss_t} = \lambda \hat{R}_{ss_{t-1}} + (1 - \lambda) s_t s_t^H \tag{2.46}
\]

where \( \lambda \) denotes a forgetting factor with \( 1 > \lambda > 0 \). Doing similar calculations as in Section 2.4.1 yields the same update equation for \( H_{t+1} \) but with a different
2.5 Inverse modeling

In inverse modeling we try to find a matrix $\hat{W} = \hat{A}^{-1}$ which is close to the inverse of the true system $A^{-1}$, see also Fig. 2.2. Closeness can again be measured in different ways. For example it could be defined by $\|A^{-1} - W\|_F$ or $\|I - G\|_F$ where

$$G_t = W_t A$$

(2.54)
is the global response. However, by assumption there is no access to the true matrix $A$, therefore closeness is usually defined in system identification as a function of the prediction or estimation error

$$e_{st} \triangleq s_t - \hat{s}_t = s_t - u_t$$  \hspace{1cm} (2.55)

where

$$u_t = \hat{s}_t = W_t x_t = G_t s_t + W_t n_t$$  \hspace{1cm} (2.56)

is the estimation of the source signals. $W$ can be either estimated by a batch algorithm, or by an online learning algorithm. A batch algorithm uses at discrete time $t$ all the past input and output time samples for the new estimate $W_{t+1}$, whereas an online algorithm uses at time $t$ only $s_t$, $x_t$, and the current estimate $W_t$ to evaluate $W_{t+1}$.

### 2.5.1 Wiener solution $W^{MMSE}$

We now wish to find the Wiener or minimum mean-squared error (MMSE) solution $W^{MMSE}$ which minimizes the cost function

$$J_{MSE-s} \triangleq E \{ ||e_s||^2 \} = tr \{ R_{e_s e_s} \}$$  \hspace{1cm} (2.57)

where

$$R_{e_s e_s} \triangleq E \{ e_s e_s^H \} = E \left\{ (s - u) (s - u)^H \right\}$$  \hspace{1cm} (2.58)

$$= R_{ss} - W R_{xs} - R_{sx} W^H + W R_{xx} W^H$$  \hspace{1cm} (2.59)
2.5. Inverse modeling

is the error covariance matrix. Towards this end, we build the gradient of the cost function with respect to the matrix $\mathbf{W}$

$$\nabla_{\mathbf{W}} J_{\text{MSE-s}} = \nabla_{\mathbf{W}} \text{tr} \{ \mathbf{R}_{ee} \} = -2\mathbf{R}_{sx} + 2\mathbf{W} \mathbf{R}_{xx}$$

where we used $\nabla_{\mathbf{W}} = 2 \frac{\partial}{\partial \mathbf{W}}$, see [51] Eq. (B. 18). By setting $\nabla_{\mathbf{W}} J_{\text{MSE-s}}$ equal to 0 and solving for $\mathbf{W}$, we finally obtain the MMSE or Wiener solution

$$\mathbf{W}_{\text{MMSE-s}} = \mathbf{R}_{sx} \mathbf{R}_{xx}^{-1}.$$  

(2.61)

Alternatively, we can also derive the Wiener solution by using the orthogonality principle which says that the estimation error has to be orthogonal to the input data

$$E \{ e_s x^H \} = E \{ s x^H \} - \mathbf{W} E \{ x x^H \}$$

(2.62)

$$= \mathbf{R}_{sx} - \mathbf{W} \mathbf{R}_{xx}.$$  

(2.63)

By setting (2.63) equal to 0 we obtain the Wiener Hopf equation (WHE)

$$\mathbf{W} \mathbf{R}_{xx} = \mathbf{R}_{sx}.$$  

(2.64)

Solving for $\mathbf{W}$ also gives $\mathbf{W}_{\text{MMSE-s}}$ given in (2.61).

Note, $\mathbf{H}_{\text{MMSE-x}}$ and $\mathbf{W}_{\text{MMSE-s}}$ are both MMSE solutions, however, they are both optimal for two different cost functions (2.4) and (2.57), respectively. Therefore

$$\mathbf{H}_{\text{MMSE-s}} = [\mathbf{W}_{\text{MMSE-s}}]^{-1} = \mathbf{H}_{\text{MMSE-x}}$$

does not hold in general. By using $\mathbf{R}_{xs} = \mathbf{A} \mathbf{R}_{ss}$, we see from (2.8) that $\mathbf{H}_{\text{MMSE-x}} = \mathbf{A}$. Thus $\mathbf{H}_{\text{MMSE-s}}$ is a bias-free estimate of $\mathbf{A}$. However, the same is not true for $\mathbf{W}_{\text{MMSE-s}}$ as we will see in the following. Starting with (2.61) and using $\mathbf{R}_{xx} = \mathbf{A} \mathbf{R}_{ss} \mathbf{A}^H + \mathbf{R}_{nn}$ and $\mathbf{R}_{sn} = \mathbf{R}_{ns} = 0$ we obtain

$$\mathbf{H}_{\text{MMSE-s}} = [\mathbf{W}_{\text{MMSE-s}}]^{-1} = (\mathbf{A} \mathbf{R}_{ss} \mathbf{A}^H + \mathbf{R}_{nn}) (\mathbf{R}_{ss} \mathbf{A}^H)^{-1}$$

(2.65)

$$= (\mathbf{A} \mathbf{R}_{ss} \mathbf{A}^H + \mathbf{R}_{nn}) \mathbf{A}^{-H} \mathbf{R}_{ss}^{-1}$$

(2.66)

$$= \mathbf{A} + \mathbf{R}_{nn} \mathbf{A}^{-H} \mathbf{R}_{ss}^{-1}$$

(2.67)

and for the special case where $\mathbf{R}_{ss} = \sigma_s^2 \mathbf{I}$ and $\mathbf{R}_{nn} = \sigma_n^2 \mathbf{I}$ we have

$$\mathbf{H}_{\text{MMSE-s}} = \mathbf{A} + \frac{\sigma_n^2}{\sigma_s^2} \mathbf{A}^{-H}.$$  

(2.68)

We see that $\mathbf{H}_{\text{MMSE-s}}$ is a biased estimate of $\mathbf{A}$ if sensor noise is present. Hence, $\mathbf{H}_{\text{MMSE-s}} = \mathbf{H}_{\text{MMSE-x}}$ is valid only in the noise-free case. As a consequence, the choice of the cost function is critical and has an impact on the estimate.
2.5.2 Batch learning

Since we usually do not know the true covariance matrices $R_{sx}$ and $R_{xx}$, we can replace them by estimates $\hat{R}_{sx}$ and $\hat{R}_{xx}$, respectively. We can then estimate the Wiener solution in (2.61) by

$$W = \hat{R}_{sx} \hat{R}_{xx}^{-1}.$$  

(2.69)

In a batch processing, we use all available measurement data of the system to estimate the correlation matrices

$$\hat{R}_{sx} = \frac{1}{T} \sum_{t=1}^{T} s_t x_t^H$$  

(2.70)

$$\hat{R}_{xx} = \frac{1}{T} \sum_{t=1}^{T} x_t x_t^H.$$  

(2.71)

The number of samples $T$ needs to be large enough such that $\hat{R}_{xx}$ has full rank and is therefore invertible.

2.6 LMS-s

Analogously to $J_{MSE-x}$ in Section 2.3, we can formulate a steepest-descend algorithm which minimizes $J_{MSE-s}$ as

$$W_{t+1} = W_t - \frac{\mu}{2} \nabla W J_{MSE-s}$$  

(2.72)

$$= W_t + \mu (R_{sx} - W_t R_{xx})$$

$$= W_t + \mu (R_{sx} - R_{ux}).$$  

(2.73)

The step size $\mu$ controls the stability and the rate of convergence of the algorithm.

2.6.1 Updating W

LMS3-Ws By replacing $R_{sx}$ and $R_{ux}$ with their corresponding instantaneous estimates, $s_t x_t^H$ and $u_t x_t^H$, respectively, we obtain

$$W_{t+1} = W_t + \mu (s - u) x^H$$  

(2.74)
which we refer to as LMS3-Ws. Note that Eq. (2.74) has great similarity with the form of (2.20), the LMS1-Hx algorithm. But it is the error criterion which makes the difference.

**LMS4-Ws** Alternatively, we can reformulate (2.73) as

\[ W_{t+1} = W_t + \mu (R_{ss} A^H - R_{ux}) . \]

In the special case were the source signals are uncorrelated and of unity power, i.e. \( R_{ss} = I \), and by replacing \( R_{ux} \) by its instantaneous estimate \( u x^H \), we obtain

\[ W_{t+1} = W_t + \mu (A^H - u x^H) . \]  (2.75)

This update form is not practicable as it requires knowledge of \( A \), the unknown system which we actually wish to identify. However, we know that near convergence \( W_t^{-1} \) is a fair approximation of \( A \) and we therefore can modify (2.75) as

\[ W_{t+1} = W_t + \mu (W_t^{-H} - u x^H) \]  (2.76)

which we refer to as LMS4-Ws. The behavior of this algorithm might be difficult to predict, especially far away from convergence. Nevertheless, as we will see in Chapter 6, this algorithm has great similarity to its blind counterpart, namely the infomax algorithm proposed by Bell and Sejnowski [7]. Furthermore, the update (2.76) can be used for second-order blind decorrelation of instantaneous signal mixtures [31]. In the noiseless case, \( W_{t \rightarrow \infty} = QA^{-1} \), where \( Q \) is a unitary matrix.

### 2.6.2 Updating \( W^{-1} \)

Since \( H \triangleq W^{-1} \), we can also transform an update equation for inverse modeling into an update algorithm for system identification.

**LMS3a-Hs** First we start with (2.74) and invert both sides

\[ H_{t+1} = [W_{t+1}]^{-1} = [W_t + \mu (s - u) x^H]^{-1} \]

\[ = H_t - \mu H_t (s - u) [1 + \mu x^H H_t (s - u)]^{-1} x^H H_t \]

\[ = H_t + \mu (x - \hat{x}) [1 - \mu x^H (x - \hat{x})]^{-1} x^H H_t . \]  (2.78)
Here we used the matrix-inversion lemma with \( A' = W_t, B' = \mu (s-u), C' = 1, \) and \( D' = x^H \). We refer to (2.78) as LMS3a-Hs.

**LMS3b-Hs** We can start again with (2.77) but use the matrix-inversion lemma with \( A' = W_t, B' = \mu (s-u) x^H, C' = I, \) and \( D' = I \)

\[
H_{t+1} = H_t - \mu H_t (s-u) x^H [I + \mu H_t (s-u) x^H]^{-1} H_t \\
= H_t + \mu (x - \hat{x}) x^H [I - \mu (x - \hat{x}) x^H]^{-1} H_t.
\] (2.79)

We refer to (2.79) as LMS3b-Hs.

**LMS4b-Hs** Starting with (2.75) we can apply the matrix-inversion lemma \( A' = W_t, B' = \mu (A^H - ux^H), C' = I, \) and \( D' = I \).

\[
H_{t+1} = [W_{t+1}]^{-1} = [W_t + \mu (A^H - ux^H)]^{-1} \\
= H_t - \mu H_t (A^H - ux^H) [I + \mu H_t (A^H - ux^H)]^{-1} H_t \\
= H_t + \mu (xx^H - H_t A^H) [I - \mu (xx^H - H_t A^H)]^{-1} H_t \\
= H_t + \mu (xx^H - R_{\hat{x}x}) [I - \mu (xx^H - R_{\hat{x}x})]^{-1} H_t \\
= H_t + \mu (x - \hat{x}) x^H [I - \mu (x - \hat{x}) x^H]^{-1} H_t
\] (2.81)

which is the same as LMS3b-Hs defined in (2.79). In this derivation we made the assumption that \( R_{ss} = I \), so that \( H_t A = H_t R_{ss} A = R_{\hat{x}x} \). Furthermore, we replaced \( R_{\hat{x}x} \) by its instantaneous estimate \( \hat{xx}^H \). With these assumptions, LMS4b-Hs is mathematically not exactly the same as LMS4-Ws anymore.

**LMS4a-Hs** We now start with (2.81) and apply the matrix-inversion lemma to the matrix inverse \( [I - \mu (x - \hat{x}) x^H]^{-1} \) with \( A' = I, B' = -\mu (x - x^H), C' = 1, \) and \( D' = x^H \). After some calculations we obtain

\[
H_{t+1} = H_t + \frac{\mu}{1 - \mu x^H (x - \hat{x})} (x - \hat{x}) x^H H_t
\] (2.82)

which is the same as LMS3a-Hs defined in (2.78).
2.7 RLS-s

An alternative to the batch algorithm (2.69), where the correlation matrices $\mathbf{R}_{sx}$ and $\mathbf{R}_{xx}$ are estimated in (2.70) and (2.71) with the help of all available measurement data, respectively, is to estimate the correlation matrices recursively

$$
\hat{\mathbf{R}}_{sx_t} = \hat{\mathbf{R}}_{sx_{t-1}} + \mathbf{s}_t x_t^H \\
\hat{\mathbf{R}}_{xx_t} = \hat{\mathbf{R}}_{xx_{t-1}} + x_t x_t^H.
$$

We then obtain an online learning algorithm

$$
\mathbf{W}_{t+1} = \hat{\mathbf{R}}_{sx_t} \hat{\mathbf{R}}_{xx_t}^{-1}
$$

which we will refer to as RLS2-s, as it is actually a recursive least squares (RLS) algorithm which minimizes the cost function

$$
\tilde{J}_{\text{MSE-s}} = \sum_{\tau=0}^{t} ||\mathbf{s}_\tau - \mathbf{W}_t \mathbf{x}_\tau||^2_2
$$

at discrete time $t$.

2.7.1 RLS2-Ws

In (2.85) we have again a matrix inversion which has to be carried out at every time sample $t$. However, just as for the RLS1-Hx, by using the matrix-inversion lemma we can circumvent the cumbersome matrix inversion. To this end, we recursively update $\hat{\mathbf{R}}_{xx_t}^{-1}$ instead of $\hat{\mathbf{R}}_{xx_t}$. By inverting both sides of (2.84) and using the matrix-inversion lemma with $\mathbf{A}' = \hat{\mathbf{R}}_{xx_{t-1}}$, $\mathbf{B}' = \mathbf{x}_t$, $\mathbf{C}' = 1$, and $\mathbf{D}' = x_t^H$ we obtain

$$
\hat{\mathbf{R}}_{xx_t}^{-1} = \left[ \hat{\mathbf{R}}_{xx_{t-1}} + x_t x_t^H \right]^{-1}
$$

$$
= \hat{\mathbf{R}}_{xx}^{-1} - \hat{\mathbf{R}}_{xx}^{-1} x \left[ 1 + x^H \hat{\mathbf{R}}_{xx}^{-1} x \right]^{-1} x^H \hat{\mathbf{R}}_{xx}^{-1}
$$

$$
= \hat{\mathbf{R}}_{xx}^{-1} - \hat{\mu} \hat{\mathbf{R}}_{xx} x x^H \hat{\mathbf{R}}_{xx}^{-1}
$$

$$
\hat{\mu} = \frac{1}{1 + x^H \hat{\mathbf{R}}_{xx}^{-1} x}
$$
where \( \hat{\mu} \) can be seen as a step size of the update. Next we use (2.88) to modify (2.85) and find an efficient update for \( W_{t+1} \)

\[
W_{t+1} = \hat{R}_{sx_t} \hat{R}_{xx_t}^{-1}
\]

\[
= \left( \hat{R}_{sx_{t-1}} + s_t x_t^H \right) \hat{R}_{xx_t}^{-1}
\]

\[
= \left( \hat{R}_{sx} + sx^H \right) \left( \hat{R}_{xx}^{-1} - \hat{R}_{xx}^{-1} x \left[ 1 + x^H \hat{R}_{xx}^{-1} \right]^{-1} x^H \hat{R}_{xx}^{-1} \right)
\]

\[
= W_t - W_t x \left[ 1 + x^H \hat{R}_{xx}^{-1} \right]^{-1} x^H \hat{R}_{xx}^{-1} + sx^H \hat{R}_{xx}^{-1}
\]

\[
- sx^H \hat{R}_{xx}^{-1} x \left[ 1 + x^H \hat{R}_{xx}^{-1} \right]^{-1} x^H \hat{R}_{xx}^{-1}
\]

\[
= W_t - W_t x \left[ 1 + x^H \hat{R}_{xx}^{-1} \right]^{-1} x^H \hat{R}_{xx}^{-1}
\]

\[
+ s \left[ 1 + x^H \hat{R}_{xx}^{-1} \right] \left[ 1 + x^H \hat{R}_{xx}^{-1} \right]^{-1} x^H \hat{R}_{xx}^{-1}
\]

\[
- sx^H \hat{R}_{xx}^{-1} x \left[ 1 + x^H \hat{R}_{xx}^{-1} \right]^{-1} x^H \hat{R}_{xx}^{-1}
\]

\[
= W_t + \frac{1}{1 + x^H \hat{R}_{xx}^{-1} x} \left( s - W_t x \right) x^H \hat{R}_{xx}^{-1}
\]

\[
= W_t + \hat{\mu} \left( s - u \right) x^H \hat{R}_{xx}^{-1}
\]

where \( e_s = s - u = s - W_t x \) is the current estimation-error vector. In the above derivation we sometimes omitted the time-sample index for \( s_t, x_t, u_t, \hat{R}_{sx_{t-1}}, \) and \( \hat{R}_{xx_{t-1}} \). We further used the fact that \( x^H \hat{R}_{xx}^{-1} x \) is a scalar.

### 2.7.2 RLS2-Hs

In case we want to update \( H_{t+1} \) instead of \( W_{t+1} \), we can invert both sides of (2.85) and use \( H_{t+1} \triangleq W_{t+1}^{-1} \)

\[
H_{t+1} = \hat{R}_{xx_t} \hat{R}_{sx_t}^{-1}
\]

However, just as in (2.85), we again need a matrix inversion for every update. To avoid this, we start by inverting both sides of (2.93)

\[
H_{t+1} = \left[ H^{-1} + \hat{\mu} \left( s - u \right) x^H \hat{R}_{xx}^{-1} \right]^{-1}
\]
2.7. RLS-s

Applying the matrix-inversion lemma with $A' = H_t^{-1}$, $B' = \mu (s - u)$, $C' = 1$, and $D' = x^H \hat{R}_{xx}^{-1}$ gives

$$H_{t+1} = H_t - \mu H_t (s - u) \left[ 1 + \mu x^H \hat{R}_{xx}^{-1} H_t (s - u) \right]^{-1} x^H \hat{R}_{xx}^{-1} H_t$$

$$= H_t + \mu (x - \hat{x}) \left[ 1 - \mu x^H \hat{R}_{xx}^{-1} (x - \hat{x}) \right]^{-1} x^H \hat{R}_{xx}^{-1} H_t$$

$$= H_t + \mu (x - \hat{x}) x^H \hat{R}_{xx}^{-1} H_t$$ (2.96)

with

$$\mu = \frac{\mu}{1 - \mu x^H \hat{R}_{xx}^{-1} (x - \hat{x})} = \frac{1}{1 + x^H \hat{R}_{xx}^{-1} \hat{x}}$$ (2.97)

where $\mu$ is defined in (2.90). In the above derivation we used $\hat{x} = H_t s$. Note that $e_x \triangleq x - \hat{x}$ is also an estimation error, however, in general not the same as $e_s$.

2.7.3 RLS2-Ws with exponential forgetting

To track time-varying systems, the cost function defined in (2.86) is extended by an exponential weighting of the past measurements

$$J_{MSE-s} = \sum_{\tau=0}^t \lambda^{t-\tau} ||s_\tau - W_t x_\tau||_2^2.$$ (2.98)

This causes exponential forgetting in the recursive estimates of the correlation matrices

$$\hat{R}_{sx_t} = \lambda \hat{R}_{sx_{t-1}} + (1 - \lambda) s_t x_t^H$$ (2.99)

$$\hat{R}_{xx_t} = \lambda \hat{R}_{xx_{t-1}} + (1 - \lambda) x_t x_t^H$$ (2.100)

where $\lambda$ denotes a forgetting factor with $1 > \lambda > 0$. Doing similar calculations as in Section 2.7.1 yields the same update equation for $W_{t+1}$ but with a different step size $\tilde{\mu}$

$$\tilde{\mu}_t = \frac{1 - \lambda}{\lambda + (1 - \lambda) x_t^H \hat{R}_{xx_{t-1}}^{-1} x_t}$$ (2.101)

$$W_{t+1} = W_t + \tilde{\mu}_t (s_t - u_t) x_t^H \hat{R}_{xx_{t-1}}^{-1}$$ (2.102)

$$\hat{R}_{xx_t}^{-1} = \frac{1}{\lambda} \left( \hat{R}_{xx_{t-1}}^{-1} - \tilde{\mu}_t \hat{R}_{xx_{t-1}}^{-1} x_t x_t^H \hat{R}_{xx_{t-1}}^{-1} \right)$$ (2.103)

where (2.101), (2.102), and (2.103) are referred to as RLS2-Ws.
2.7.4 RLS2-Hs with exponential forgetting

Using exponential forgetting and doing similar calculations as in Section 2.7.2 yields the same update equation for $H_{t+1}$ but with different step sizes $\mu$ and $\bar{\mu}$

$$\mu_t = \frac{1 - \lambda}{\lambda + (1 - \lambda) x_t^H \hat{R}_{xx}^{-1} \hat{x}_t}$$  \hspace{1cm} (2.104)

$$H_{t+1} = H_t + \mu_t (x_t - \hat{x}_t) x_t^H \hat{R}_{xx}^{-1} H_t$$  \hspace{1cm} (2.105)

$$\bar{\mu}_t = \frac{1 - \lambda}{\lambda + (1 - \lambda) x_t^H \hat{R}_{xx}^{-1} x_t}$$  \hspace{1cm} (2.106)

$$\hat{R}_{xx}^{-1} = \frac{1}{\lambda} \left( \hat{R}_{xx}^{-1} - \bar{\mu}_t \hat{R}_{xx}^{-1} x_t x_t^H \hat{R}_{xx}^{-1} \right)$$  \hspace{1cm} (2.107)

where (2.104), (2.105), (2.106), and (2.107) are referred to as RLS2-Hs.

2.8 MMSE—minimum mean-squared error

<table>
<thead>
<tr>
<th>cost function</th>
<th>$H = \hat{A}$</th>
<th>$W = \hat{A}^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J_{\text{MSE-x}}$</td>
<td>$H^\text{MMSE-x} = R_{xs} R_{ss}^{-1}$</td>
<td>$W^\text{MMSE-x} \triangleq H^\text{MMSE-x}^{-1}$</td>
</tr>
<tr>
<td>$J_{\text{MSE-s}}$</td>
<td>$H^\text{MMSE-s} \triangleq W^\text{MMSE-s}^{-1}$</td>
<td>$W^\text{MMSE-s} = R_{sx} R_{xx}^{-1}$</td>
</tr>
</tbody>
</table>

*Table 2.1:* Relationship of Wiener solutions.

We now wish to evaluate the performances $J_{\text{MSE-x}}$ and $J_{\text{MSE-s}}$ as defined in (2.4) and (2.57), respectively, which we achieve with the Wiener solutions $H^\text{MMSE-x}$ and $W^\text{MMSE-s}$. To this end, we insert $H^\text{MMSE-x}$, $W^\text{MMSE-x}$, $W^\text{MMSE-s}$, and $H^\text{MMSE-s}$ (see Table 2.1) into $R_{ex} e_x$ defined in (2.6) and $R_{es} e_s$ defined in (2.59). Since the mixing system is time invariant, we have $R_{sx} = R_{ss} A^H$, $R_{xs} = A R_{ss}$, and $R_{xx} = A R_{ss} A^H + R_{nn}$. Furthermore we use $R_{ss} = \sigma_s^2 I$ and $R_{nn} = \sigma_n^2 I$ for the evaluation of $J_{\text{MSE-x}}$ and $J_{\text{MSE-s}}$.

By doing so, we obtain after longer calculations (with the help of the matrix-
### 2.9 Block-wise update

Instead of updating $\mathbf{H}$ or $\mathbf{W}$ at every time sample, we could do so after every block of $L$ samples. The update equations are thereby modified such that inner and outer products are replaced by their average over a whole block of $L$ samples. For illustration we give two examples: LMS1-Hx in (2.20) becomes

$$
\mathbf{H}_{t+L} = \mathbf{H}_t + \mu \frac{1}{L} \sum_{l=0}^{L-1} (\mathbf{x}_{t+l} - \hat{\mathbf{x}}_{t+l}) \mathbf{s}_{t+l}^H
$$

(2.120)
and LMS1a-Wx defined in (2.24) becomes

$$W_{t+L} = W_t + \frac{\mu}{L} \sum_{l=0}^{L-1} (s_{t+l} - u_{t+l}) s_{t+l}^H W_t.$$  

(2.121)

The block-wise update equations of the other LMS-type algorithms are derived similarly. Note, usually a block-wise update is performed in a different way, namely

$$W_{t+L} = W_t + \frac{\mu}{L} \sum_{l=0}^{L-1} \Delta W_{t+l}.$$  

(2.122)

### 2.10 Simulation results

#### 2.10.1 Performance of LMS algorithms

First we want to examine the performance of the LMS-type algorithms. We use the mixing model with additive noise as defined in (2.1). The sensor noise is mutually independent, $R_{nn} = \sigma_n^2 I$, and $\sigma_n = 0.01 (-40 \text{ dB})$. The $M \times M$ dimensional mixing matrix $A$ has real-valued entries with $M = 10$. The source signals are white Gaussian noise sequences, mutually independent, and of unity power, $R_{ss} = I$.

We analyze the behavior with two different mixing matrices $A$, one is unitary and one is ill-conditioned. By definition the unitary mixing matrix has $\chi(A) \triangleq ||A||_2 \cdot ||A^{-1}||_2 = \sigma_1 / \sigma_M = 1$, whereas the ill-conditioned $A$ has logarithmically distributed singular values and condition number $\chi(A) = 10$. The largest singular value for both mixing matrices is $||A||_2 \triangleq \sigma_1 = 1$. Initially we set $H_0 = W_0 = I$. All plots are averages over 30 independent runs. The simulation setup is illustrated in Fig. 2.3.

**Sample-wise update $L = 1$**

In the first simulation we analyze the convergence rate of the LMS algorithms based on a sample-wise update ($L = 1$) of $H$ and $W$. The learning curves are
Figure 2.3: System identification and inverse modeling (inverse-system identification). Either of the error signals, $e_x$ or $e_s$, can be used for the adaptation. However, the performance behavior can strongly depend on the choice of the error criterion. During the adaptation we have constrained $W = H^{-1}$, and vice versa.

averages over 30 runs and shown in Fig. 2.4 and Fig. 2.5. The corresponding step sizes $\mu$ are listed in Table 2.2. We have the following remarks:

- For $L = 1$ we can subdivide the algorithms into three classes, where the algorithms within one class are algebraically equivalent
  
  (a) LMS1-Hx, LMS1a-Wx, and LMS1b-Wx,
  (b) LMS2-Hx, LMS2a-Wx, and LMS2b-Wx,
  (c) LMS3a-Hs, LMS3b-Hs, LMS3-Ws, LMS4a-Hs, and LMS4b-Hs.

  Thus, only one learning curve is shown for each class.

- For the unitary mixing matrix the algorithms from class (a) and (c) are dual in the sense that the behavior of $J_{\text{MSE-x}}$ and $J_{\text{MSE-s}}$ for class (a) is similar to the behavior of $J_{\text{MSE-s}}$ and $J_{\text{MSE-x}}$ for class (c), respectively.

- For the algorithms of class (b) there are two learning curves depicted, which stem from using different step sizes $\mu$. This is to demonstrate that the algorithm is stable, but has a very high steady-state error level.
Plot Algorithm $\chi(A) = 1$ $\mu$ $\chi(A) = 10$ $\mu$ Comments

<table>
<thead>
<tr>
<th></th>
<th>Fig. 2.4</th>
<th>Fig. 2.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>LMS1-Hx</td>
<td>0.08</td>
</tr>
<tr>
<td>(b)</td>
<td>LMS2-Hx</td>
<td>0.08/0.01</td>
</tr>
<tr>
<td>(c)</td>
<td>LMS3a-Hs</td>
<td>0.08</td>
</tr>
<tr>
<td>(c)</td>
<td>LMS3b-Hs</td>
<td>0.08</td>
</tr>
<tr>
<td>(a)</td>
<td>LMS1a-Wx</td>
<td>0.08</td>
</tr>
<tr>
<td>(a)</td>
<td>LMS1b-Wx</td>
<td>0.08</td>
</tr>
<tr>
<td>(b)</td>
<td>LMS2a-Wx</td>
<td>0.08/0.01</td>
</tr>
<tr>
<td>(b)</td>
<td>LMS2b-Wx</td>
<td>0.08/0.01</td>
</tr>
<tr>
<td>(c)</td>
<td>LMS3-Ws</td>
<td>0.08</td>
</tr>
<tr>
<td>(c)</td>
<td>LMS4-Ws</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2.2: Step sizes $\mu$ for the simulations of Fig. 2.4 and Fig. 2.5 with block length $L = 1$. The step sizes are chosen such as to achieve the fastest initial convergence rate without becoming unstable. The condition numbers of the unknown mixing matrices are $\chi(A) = 1$ and $\chi(A) = 10$. The update equations of the algorithms are given in Table E.3 and E.7 in Appendix E.

- The convergence rate of the algorithms in class (a) are robust against the eigenvalue spread of $A$ and $R_{xx}$. It rather depends on the eigenvalue spread of $R_{ss}$, which is equal to unity in this case.

- LMS4-Ws does not converge for $W_0 = I$ to $A^{-1}$. Even using $W_0 = A^{-1}$ caused the algorithm to drift away from this point, although slowly. However, $W_t A$ was adapted to a time-varying unitary matrix $Q_t$.

- The final steady-state error level of $\frac{1}{M} J_{MSE-x}$ is equal to the sensor noise level ($-40$ dB), irrespectively of $\chi(A)$. This is not true for $\frac{1}{M} J_{MSE-s}$. There the steady-state error level depends strongly on $\chi(A)$, as for a large $\chi(A)$ the sensor noise appears strongly amplified at the output. See also the theoretical analysis in Section 2.8.

- The algorithms of class (a) show from the beginning a monotonic decay of $J_{MSE-x}$, in contrast to $J_{MSE-s}$, which has an initial peak. For the algorithms of class (c) it is just the other way round.
2.10. Simulation results

<table>
<thead>
<tr>
<th>Plot</th>
<th>Algorithm</th>
<th>$\chi(A) = 1$</th>
<th>$\chi(A) = 10$</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\mu$</td>
<td>$\mu$</td>
<td></td>
</tr>
<tr>
<td>Fig. 2.6</td>
<td>Fig. 2.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a)</td>
<td>LMS1-Hx</td>
<td>1.0</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>(b)</td>
<td>LMS2-Hx</td>
<td>0.5</td>
<td>0.5</td>
<td>very high misadjustment</td>
</tr>
<tr>
<td>(c)</td>
<td>LMS3a-Hs</td>
<td>0.03</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LMS4a-Hs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(d)</td>
<td>LMS3b-Hs</td>
<td>0.8</td>
<td>1.2</td>
<td>fast if $A$ is unitary</td>
</tr>
<tr>
<td></td>
<td>LMS4b-Hs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fig. 2.8</td>
<td>Fig. 2.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a)</td>
<td>LMS1a-Wx</td>
<td>0.03</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>(b)</td>
<td>LMS1b-Wx</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>(c)</td>
<td>LMS2a-Wx</td>
<td>0.03</td>
<td>0.03</td>
<td>very high misadjustment</td>
</tr>
<tr>
<td>(d)</td>
<td>LMS2b-Wx</td>
<td>0.3</td>
<td>0.3</td>
<td>very high misadjustment</td>
</tr>
<tr>
<td>(e)</td>
<td>LMS3-Ws</td>
<td>0.9</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>LMS4-Ws</td>
<td>-</td>
<td>-</td>
<td>no convergence, unstable</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.3: Step sizes $\mu$ for the simulations of Fig. 2.6, Fig. 2.7, Fig. 2.8, and Fig. 2.9 with block length $L = 30$. The step sizes are chosen such as to achieve the fastest initial convergence rate without becoming unstable. The condition numbers of the unknown mixing matrices are $\chi(A) = 1$ and $\chi(A) = 10$. The update equations of the algorithms are given in Table E.3 and E.7 in Appendix E.

- The step-size normalization in LMS1a-Wx, LMS3a-Hs, and LMS4a-Hs has a stabilizing effect on the adaptation, if $\mu$ is chosen such that the algorithm has a fast initial convergence rate. However, for small step sizes $\mu$ the step-size normalization can also be neglected. We then derive

$$W_{t+1} = W_t + \mu (s - u) s^H W_t$$

which we refer to as LMS1c-Wx and

$$H_{t+1} = H_t + \mu (x - \hat{x}) x^H H_t$$

which we refer to as LMS3c-Hs and LMS4c-Hs.
Figure 2.4: Unitary mixing matrix, $\chi (A) = 1$, $L = 1$.
Performance $\frac{1}{M} J_{MSE-x}$ (left column) and $\frac{1}{M} J_{MSE-s}$ (right column)
of the following algorithms:
(a) LMS1-Hx, LMS1a-Wx, LMS1b-Wx,
(b) LMS2-Hx, LMS2a-Wx, LMS2b-Wx,
(c) LMS3a-Hs, LMS3b-Hs, LMS3-Ws, LMS4a-Hs, LMS4b-Hs.
The update is done sample by sample. The curves are averages
over 30 runs. The step sizes $\mu$ are given in Table 2.2.

Block-wise update $L = 30$

In the second simulation we compare the convergence rate of the LMS algo-
rithms based on a block-wise update with block length $L = 30$. The learning
curves are averages over 30 runs and shown in Figs. 2.6–2.9. The correspond-
ing step sizes $\mu$ are listed in Table 2.3 We make the following observations:

- The three classes obtained with $L = 1$ do no longer hold for a block-wise
update of $H$ and $W$ with $L > 1$.
- The algorithms which are derived from minimizing $J_{MSE-x}$ are robust
2.10. Simulation results

Figure 2.5: Ill-conditioned mixing matrix, $\chi(A) = 10$, $L = 1$.

Performance $\frac{1}{M}J_{\text{MSE-x}}$ (left column) and $\frac{1}{M}J_{\text{MSE-s}}$ (right column) of the following algorithms:
(a) LMS1-Hx, LMS1a-Wx, LMS1b-Wx,
(b) LMS2-Hx, LMS2a-Wx, LMS2b-Wx,
(c) LMS3a-Hs, LMS3b-Hs, LMS3-Ws, LMS4a-Hs, LMS4b-Hs.

The update is done sample by sample. The curves are averages over 30 runs. The step sizes $\mu$ are given in Table 2.2.

- The final value for $J_{\text{MSE-s}}$ is higher for the ill-conditioned case. See also the theoretical analysis in Section 2.8.
- For $L = 1$, the two algorithms LMS1a-Wx and LMS1b-Wx which both are algebraically equivalent to LMS1-Hx, show quite a different convergence behavior for $L = 30$. The same is true for LMS2a-Wx and LMS2b-Wx, LMS3a-Hs and LMS3b-Hs, and LMS4a-Hs and LMS4b-Hs, respectively.
- LMS4-Ws does not converge. This is not very surprising, as the same phenomenon was also seen for \( L = 1 \).

![Graph](image)

**Figure 2.6:** Unitary mixing matrix, \( \chi (A) = 1, L = 30 \).

Performance \( \frac{1}{M} J_{\text{MSE-x}} \) (left column) and \( \frac{1}{M} J_{\text{MSE-s}} \) (right column) of the following algorithms:

- (a) LMS1-Hx,
- (b) LMS2-Hx,
- (c) LMS3a-Hs, LMS4a-Hs,
- (d) LMS3b-Hs, LMS4b-Hs.

The update is done block wise. The curves are averages over 30 runs. The step sizes \( \mu \) are given in Table 2.3.
2.10. Simulation results

Figure 2.7: Ill-conditioned mixing matrix, $x(A) = 10$, $L = 30$

Performance $\frac{1}{M} J_{MSE-x}$ (left column) and $\frac{1}{M} J_{MSE-s}$ (right column) of the following algorithms:

(a) LMS1-Hx,
(b) LMS2-Hx,
(c) LMS3a-Hs, LMS4a-Hs,
(d) LMS3b-Hs, LMS4b-Hs.

The update is done block wise. The curves are averages over 30 runs. The step sizes $\mu$ are given in Table 2.3.
Figure 2.8: **Unitary mixing matrix**, \( \chi(A) = 1, L = 30. \)

Performance \( \frac{1}{M} J_{MSE-x} \) (left column) and \( \frac{1}{M} J_{MSE-s} \) (right column) of the following algorithms:

(a) LMS1a-Wx,
(b) LMS1b-Wx,
(c) LMS2a-Wx,
(d) LMS2b-Wx,
(e) LMS3-Ws.

The update is done block wise. The curves are averages over 30 runs. The step sizes \( \mu \) are given in Table 2.3.
2.10. Simulation results

![Graphs showing performance metrics $J_{mse-x}$ and $J_{mse-s}$ for different algorithms.](image)

**Figure 2.9:** Ill-conditioned mixing matrix, $\chi (A) = 10$, $L = 30$.

Performance $\frac{1}{M} J_{MSE-x}$ (left column) and $\frac{1}{M} J_{MSE-s}$ (right column) of the following algorithms:

- (a) LMS1a-Wx,
- (b) LMS1b-Wx,
- (c) LMS2a-Wx,
- (d) LMS2b-Wx,
- (e) LMS3-Ws.

The update is done block wise. The curves are averages over 30 runs. The step sizes $\mu$ are given in Table 2.3.
2.10.2 Performance of RLS algorithms

Now we want to investigate the performance of the RLS-type algorithms. We use again the mixing model with additive noise as defined in (2.1). The sensor noise is mutually independent, \( R_{nn} = \sigma_n^2 I \), and \( \sigma_n = 0.01 \) (−40 dB). The \( M \times M \) dimensional mixing matrix \( A \) has real-valued entries with \( M = 10 \). The source signals are white Gaussian noise sequences, mutually independent, and with unity power, \( R_{ss} = I \).

We use three different mixing matrices with \( \chi(A) = 1, 10, 100 \), respectively, logarithmically distributed singular values, where applicable, and \( \sigma_1 \triangleq ||A||_2 = 1 \). The forgetting factor is \( \lambda = 0.97 \), the block size \( L = 1 \). The initial conditions for the adaptation are \( H_0 = W_0 = I \), and \( \hat{R}_{ss0} = \hat{R}_{xx0} = 0.001 \cdot I \). The learning curves are averages over 30 runs and shown in Fig. 2.10 and Fig. 2.11. We make the following observations:

- RLS1-Hx and RLS1-Wx have the same performance, as they are algebraically equal. The same is true for RLS2-Hs and RLS2-Ws. Differences in the convergence behavior are due to numerical inaccuracies, especially for the case of large eigenvalue spread of the mixing matrix.
- The lower bound for \( J_{MSE-s} \), given in (2.115), is for this simulation setup −40 dB, −26.08 dB, and −10.2 dB for \( \chi(A) = 1, 10 \), and 100, respectively. As seen from the performance curves, these values are almost achieved by RLS1-x and RLS2-s. Note that regardless of the algorithm, \( J_{MSE-s} \) cannot become arbitrarily close to the sensor noise level for a non-unitary mixing system.
- Additional simulations have shown that reducing the sensor noise from −40 dB to −60 dB causes a further decrease of the final \( J_{MSE-x} \) and \( J_{MSE-s} \) by approximately another 20 dB. This coincides with the theoretical analysis from Section 2.8 for a small \( \sigma_n \).

2.11 Summary

In this chapter we have developed several LMS- and RLS-type algorithms for system identification and inverse modeling of an instantaneous mixing system. We thereby have used two different error criteria, \( J_{MSE-x} \), which measures the
output estimation or output prediction error $\mathbf{x} - \hat{\mathbf{x}}$ of the unknown system, and
$J_{MSE-s}$, which actually measures the input estimation error $\mathbf{s} - \hat{\mathbf{s}}$ of the unknown
system. Independent from the cost function, we can either update $\mathbf{H}$ or $\mathbf{W} \triangleq \mathbf{H}^{-1}$, see Table 2.4. Thereby the matrix-inversion lemma has been shown to be a very powerful tool to transform an algorithm for system identification into a corresponding algorithm for inverse modeling. The relationship between the derived algorithms is shown Table E.1 in Appendix E. The derived update equations are summarized in Table E.3 and E.7.

From the simulation results we have also seen which algorithms are robust against an eigenvalue spread of the unknown mixing matrix $\mathbf{A}$. In Chapter 5 we extend these algorithms to make them applicable for general multichannel system identification and inverse modeling, where the elements of the mixing matrix are filter polynomials. Furthermore, in Chapter 6 we will transform these non-blind algorithms into blind algorithms by exchanging the non-blind error criteria with a blind error criteria. Since we know the performance ranking of the non-blind algorithms, we expect that their blind counterparts will exhibit a similar performance ranking within the group of blind algorithms.

<table>
<thead>
<tr>
<th>cost function</th>
<th>$\mathbf{H} = \hat{\mathbf{A}}$</th>
<th>$\mathbf{W} = \hat{\mathbf{A}}^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J_{MSE-x}$</td>
<td>$\mathbf{H}_t \longrightarrow \mathbf{W}_t = \mathbf{H}_t^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$J_{MSE-s}$</td>
<td>$\mathbf{H}_t = \mathbf{W}_t^{-1}$</td>
<td>$\mathbf{W}_t$</td>
</tr>
</tbody>
</table>

Table 2.4: Transforming an update equation for system identification into one for inverse modeling by using the matrix-inversion lemma, and vice versa.
Figure 2.10: RLS1-x

Performance $\frac{1}{M} J_{MSE-x}$ (left column) and $\frac{1}{M} J_{MSE-s}$ (right column) of the algorithms RLS1-Hx and RLS1-Wx with forgetting factor $\lambda = 0.97$. The mixing matrix $A$ has logarithmically distributed singular values and condition number:

(a) $\chi (A) = 1$,
(b) $\chi (A) = 10$,
(c) $\chi (A) = 100$.

The curves are averages over 30 runs.
Figure 2.11: RLS2-s

Performance $\frac{1}{M} J_{\text{MSE-x}}$ (left column) and $\frac{1}{M} J_{\text{MSE-s}}$ (right column) of the algorithms RLS2-Hs and RLS2-Ws with forgetting factor $\lambda = 0.97$. The mixing matrix $\mathbf{A}$ has logarithmically distributed singular values and condition number:
(a) $\chi(\mathbf{A}) = 1$,
(b) $\chi(\mathbf{A}) = 10$,
(c) $\chi(\mathbf{A}) = 100$.

The curves are averages over 30 runs.
Chapter 3

Circulant matrices

In this chapter we describe the mathematical tools required to extend the adaptive algorithms for the instantaneous mixing case to also work for the convolutive mixing case.

From a Linear Algebra point of view we will focus on the DFT matrix, circulant and block-circulant matrices. Circulant matrices have very attractive properties, e.g., the commutative law under multiplication. Besides, the DFT matrix plays a major role in the analysis of circulant matrices.

We also define many operations which are related to signal processing and describe fast implementations thereof, e.g., convolution, correlation, time reversal of a time series, deconvolution, and others. These are described first for the single-channel case followed by a treatment of the multichannel case.

We describe these operations with polynomials, e.g. the two-sided z-transform, and also in the context of circulant matrices. In the subsequent chapters, we will use the polynomial representation of time series and FIR filters. For the implementation, however, it is more convenient to work with circulant or diagonal matrices, for reasons of computational efficiency.

For a thorough analysis of circulant matrices and their properties, the reader is referred to [25, 48, 49].
We will use the following notations:

- \( \mathbf{A} \) denotes a diagonal matrix,
- \( \mathbf{A} \) denotes a block diagonal matrix,
- \( \mathbf{A} \) denotes a circulant matrix,
- \( \mathbf{A} \) denotes a block circulant matrix,
- \( \mathbf{a} \) denotes \( \text{diag}(\mathbf{A}) \).
- \( \mathbf{a} \) denotes the first column vector of \( \mathbf{A} \).

### 3.1 Special matrices

#### 3.1.1 DFT matrix

The normalized \( C \times C \) DFT or Fourier matrix \( \mathbf{F} \) is defined as:

\[
[\mathbf{F}_C]_{mn} = \frac{1}{\sqrt{C}} e^{-j \frac{2\pi}{C} mn} \quad (m, n = 0 \ldots C - 1)
\]

with \( C \) being the size of the DFT or FFT. \( \mathbf{F} \) is symmetric and unitary, and has the following properties:

\[
\mathbf{F}^{-1} = \mathbf{F}^* = \mathbf{F}^H \quad (3.2)
\]

\[
\mathbf{F}^T = \mathbf{F} \quad (3.3)
\]

\[
\mathbf{F}^4 = \mathbf{I} \quad (3.4)
\]

\[
\mathbf{F}^2 = \mathbf{F}^{-2} = \mathbf{J}_c \quad (3.5)
\]

where the circulant-time-reversal matrix or circulant exchange matrix \( \mathbf{J}_c \) is defined as

\[
\mathbf{J}_c \triangleq \begin{bmatrix}
1 & 0 \\
0 & 1 \\
0 & 1 \\
\vdots & \ddots & \ddots & \ddots \\
\end{bmatrix}
\]

(3.6)
with \( J^2_c = I \) (involutary). The Fast Fourier Transform (FFT) is a fast method to compute the matrix-vector product \( \tilde{x} = F \tilde{x} \) or the similarity transform \( \tilde{X} = F \tilde{X} F^{-1} \), i.e. \( \tilde{x} = \text{FFT} (\tilde{x}) \).

Furthermore, we define the following \( MC \times MC \) diagonal block matrix

\[
T_M \triangleq I_M \otimes F_C = \begin{bmatrix} F_C & \cdots & \cdots & F_C \\ \vdots & \ddots & \cdots & \vdots \\ \vdots & \cdots & \ddots & \cdots \\ F_C & \cdots & \cdots & F_C \end{bmatrix}
\]

\[
T_M^{-1} = (I_M \otimes F_C)^{-1} = I_M \otimes F_C^{-1}
\]

where \( \otimes \) denotes the Kronecker product. Note that \( T_1 = F_C \). Properties of Kronecker products are described in [15, 46, 101].

### 3.1.2 Exchange matrix

The exchange matrix \( J \) is defined as

\[
J \triangleq \begin{bmatrix} 1 \\ \vdots \\ 1 \end{bmatrix}
\]

and has the property \( J^2 = I \) (involutary), i.e., \( J \) is its own inverse \( J^{-1} = J \). The product \( Jx = (x_M, \ldots, x_1)^T \) changes the ordering of the elements. If \( x \) contains the elements of a two-sided time-series, then

\[
J (x_{-T_x}, \ldots, x_0, \ldots, x_{T_x})^T = (x_{T_x}, \ldots, x_0, \ldots, x_{-T_x})^T
\]

performs a linear time reversal of the sequence.

Pre- and postmultiplication of a square matrix \( A \) by \( J \) flips the row and column ordering

\[
JAJ = \begin{bmatrix} a_{M,M} & \cdots & a_{M,1} \\ \vdots & \ddots & \vdots \\ a_{1,M} & \cdots & a_{1,1} \end{bmatrix}
\]
3.1.3 Projection matrix

A projection matrix $P$ has the following properties:

Property 3.1.1 Projection matrices are idempotent: $P^2 = P$.

Property 3.1.2 The eigenvalues of a projection matrix are either zero or one. Consequently the rank of a projection matrix $P$ is $\text{tr} \{P\}$.

We introduce the following projection matrix which we will use in the succeeding sections

$$
\tilde{P}_{-N_1,N_2} = \begin{bmatrix}
I_{N_2+1} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & I_{N_1}
\end{bmatrix} \quad .
$$

A special case is when $N = N_1 = N_2$

$$
\tilde{P}_{-N,N} = \begin{bmatrix}
I_{N+1} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & I_N
\end{bmatrix} \quad .
$$

The projection matrix $\tilde{P}$ is used mainly to force certain filter coefficients to become zero, e.g.

$$
\tilde{P}_{-N_h,N_h} (h_0, \ldots, h_{N_h}, h_{N_h+1}, \ldots, h_{-N_h-1}, h_{-N_h}, \ldots, h_{-1})^T \\
= (h_0, \ldots, h_{N_h}, 0, \ldots, 0, h_{-N_h}, \ldots, h_{-1})^T
$$

$$
\tilde{P}_{0,N_h} (h_0, \ldots, h_{N_h}, h_{N_h+1}, \ldots, h_{-N_h-1}, h_{-N_h}, \ldots, h_{-1})^T \\
= (h_0, \ldots, h_{N_h}, 0, \ldots, 0)^T \quad .
$$
3.1.4 Diagonal matrix

Given a vector $\mathbf{h} = (h_0, \ldots, h_{C-1})^T$, the corresponding diagonal matrix $\mathbf{H}$ is defined as

$$\mathbf{H} = \text{diag} \left[ \mathbf{h} \right] \triangleq \begin{bmatrix} h_0 & & \\ & \ddots & \\ & & h_{C-1} \end{bmatrix}.$$ \hfill (3.16)

The inverse operation

$$\mathbf{h} = \text{diag} \left( \mathbf{H} \right)$$ \hfill (3.17)

is defined as extracting the diagonal of a matrix into a vector.

3.1.5 Circulant matrix

Given a vector $\mathbf{h} = (h_0, \ldots, h_{C-1})^T$, the corresponding circulant matrix $\mathbf{H}$ is defined as

$$\mathbf{H} = C(\mathbf{h}) \triangleq \begin{bmatrix} h_0 & h_{C-1} & \ldots & h_2 & h_1 \\ h_1 & h_0 & h_{C-1} & h_2 \\ h_2 & h_1 & h_0 & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & h_{C-1} \\ h_{C-1} & \ldots & h_2 & h_1 & h_0 \end{bmatrix}.$$ \hfill (3.18)

The first column of $\mathbf{H}$ determined by $\mathbf{h}$ and the succeeding columns are cyclicly down-shifted versions of $\mathbf{h}$. The inverse operation is defined as

$$\mathbf{h} = C^{-1}(\mathbf{H}) \triangleq \mathbf{H} \mathbf{e}_1$$ \hfill (3.19)

and returns the first column of the circulant matrix $\mathbf{H}$. Here $\mathbf{e}_1$ denotes the first unit vector.

Circulant matrices have the following properties:

Property 3.1.3 Circulant matrices are Toeplitz.
Property 3.1.4 If $\tilde{A}$ is a circulant matrix, then $\tilde{A}^*$, $\tilde{A}^T$, and $\tilde{A}^H$ are also circulant matrices.

Property 3.1.5 If $\tilde{A}$ and $\tilde{B}$ are circulant matrices, then $\tilde{A} + \tilde{B}$ is also a circulant matrix.

Property 3.1.6 If $\tilde{A}$ and $\tilde{B}$ are circulant matrices, then $\tilde{A}\tilde{B}$ is also a circulant matrix.

Property 3.1.7 If $\tilde{A}$ and $\tilde{B}$ are circulant matrices, then $\tilde{A}\tilde{B} = \tilde{B}\tilde{A}$ (commutative law).

Property 3.1.8 If $\tilde{A}$ is a circulant matrix, then $\tilde{A}\tilde{A}^T = \tilde{A}^T\tilde{A} = (\tilde{A}\tilde{A}^T)^T$ is symmetric (and Toeplitz).

Property 3.1.9 If $\tilde{A}$ is a circulant matrix, then $\tilde{A}\tilde{A}^* = \tilde{A}^*\tilde{A} = (\tilde{A}\tilde{A}^*)^*$ is real.

Property 3.1.10 If $\tilde{A}$ is a circulant matrix, then $\tilde{A}\tilde{A}^H = \tilde{A}^H\tilde{A} = (\tilde{A}\tilde{A}^H)^H$ is self-adjoint or Hermitian: $\text{re}(\tilde{A}\tilde{A}^H)$ is symmetric and $\text{im}(\tilde{A}\tilde{A}^H)$ is skew symmetric.

Property 3.1.11 $J\tilde{A}J = \tilde{A}^T$.

Property 3.1.12 $J\tilde{A}\tilde{A}^TJ = \tilde{A}^T\tilde{A} = \tilde{A}\tilde{A}^T$.

Property 3.1.13 If $\tilde{A}$ is a circulant matrix, then the similarity transform

$$\tilde{A} = F^{-1}\tilde{A}F$$

(3.20)

is just the eigenvalue decomposition of $\tilde{A}$. $\tilde{A}$ is a diagonal matrix which contains the eigenvalues of $\tilde{A}$, and the columns/rows of $F$ contain the corresponding eigenvectors. As a consequence, the similarity transform

$$F\tilde{A}F^{-1} = \tilde{A}$$

(3.21)

diagonalizes any circulant matrix $\tilde{A}$. This is probably the most important property of circulant matrices, and many of the other properties can easily be proven.
3.1. Special matrices

by using (3.20) or (3.21). Some other useful relations are

\[ \mathbf{F}\tilde{\mathbf{A}}\mathbf{F}^{-1} = \tilde{\mathbf{A}} \quad (3.22) \]
\[ \mathbf{F}\tilde{\mathbf{A}}^H\mathbf{F}^{-1} = \tilde{\mathbf{A}}^* \quad (3.23) \]
\[ \mathbf{F}\tilde{\mathbf{A}}^T\mathbf{F}^{-1} = \mathbf{F}^2\tilde{\mathbf{A}}\mathbf{F}^{-2} = \mathbf{J}_c\tilde{\mathbf{A}}\mathbf{J}_c \quad (3.24) \]
\[ \mathbf{F}\tilde{\mathbf{A}}^*\mathbf{F}^{-1} = \mathbf{F}^2\tilde{\mathbf{A}}^*\mathbf{F}^{-2} = \mathbf{J}_c\tilde{\mathbf{A}}^*\mathbf{J}_c \quad (3.25) \]

**Property 3.1.14** The eigenvalues of a circulant matrix \( \tilde{\mathbf{A}} = \mathcal{C}(\mathbf{a}) \) are the DFT coefficients of \( \mathbf{a} \), i.e., \( \tilde{\mathbf{a}} = \text{diag} ( \tilde{\mathbf{A}} ) = \mathbf{F}\mathbf{a} \).

**Property 3.1.15** The inverse of a circulant matrix of full rank is also a circulant matrix. From (3.20) we immediately obtain \( \tilde{\mathbf{A}}^{-1} = \mathbf{F}^{-1}\tilde{\mathbf{A}}^{-1}\mathbf{F} \).

**Property 3.1.16** The pseudoinverse of a circulant matrix is also a circulant matrix, \( \tilde{\mathbf{A}}^\# = \mathbf{F}^{-1}\tilde{\mathbf{A}}^\#\mathbf{F} \).

For a thorough analysis of the properties and the corresponding proofs see [25].

3.1.6 Circulant permutation matrix

A special class of circulant matrices are circulant permutation matrices which are defined as \( \mathcal{C}(\mathbf{e}_i)^{C\times C} \) for \( 1 \leq i \leq C \), and \( \mathbf{e}_i \) is the \( i \)th unity vector, e.g. \( \mathcal{C} (\mathbf{e}_1) = \mathbf{I} \). We define the following \( C \times C \) matrix \( \tilde{\mathbf{J}}_C \) as

\[
\tilde{\mathbf{J}}^{C\times C} \triangleq \mathcal{C}(\mathbf{e}_C) = \begin{bmatrix}
0 & 1 \\
& \ddots & \ddots \\
& & \ddots & 1 \\
1 & \end{bmatrix}. \quad (3.26)
\]
Besides the properties of circulant and permutation matrices, matrix $\tilde{J}$ has the following properties:

\begin{align*}
\tilde{J}^C &= \tilde{J}^{-C} = I & (3.27) \\
\tilde{J}^k &= \tilde{J}^{<k>_C} & (3.28) \\
\tilde{J}^{-1} &= \tilde{J}^T & (3.29) \\
\tilde{J}^{-k} &= \tilde{J}^{C-k} & (3.30) \\
\tilde{J}^{-k} &= \tilde{J} \tilde{J}^k & (3.31) \\
\tilde{J} = \tilde{J} \tilde{J}^C = \tilde{J} \tilde{F}^2. & (3.32)
\end{align*}

Pre-multiplication of a vector with $\tilde{J}$ shifts the vector elements in a cyclic manner. Let $h = (h_0, \ldots, h_{C-1})^T$. Then we have

\begin{align*}
\tilde{J} h &= (h_1, \ldots, h_{C-1}, h_0)^T & (3.33) \\
\tilde{J}^k h &= (h_k, \ldots, h_{C-1}, h_0, \ldots, h_{k-1})^T & (0 \leq k \leq C - 1) & (3.34) \\
\tilde{J}^k h &= (h^{<k>_C}, \ldots, h_{C-1}, h_0, \ldots, h^{<k-1>_C})^T. & (3.35)
\end{align*}

With the help of $\tilde{J}$, we can easily rearrange a block-partitioned matrix as shown in the following example. We may write a $C \times C$ matrix as

\[
\tilde{J}^m \begin{bmatrix} A^{m \times n} & B \\ C & D \end{bmatrix} \tilde{J}^{-n} = \begin{bmatrix} D & C \\ B & A^{m \times n} \end{bmatrix}. & (3.36)
\]

There are also some properties related to circulant matrices. Pre- and post-multiplication of a circulant matrix with $\tilde{J}$ also shifts the matrix elements in a cyclic manner. Let $\tilde{H} = C(h)$. Then we have

\begin{align*}
\tilde{J}^k \tilde{H} &= \tilde{H} \tilde{J}^k = C(\tilde{J}^k h) & (3.37) \\
\tilde{J}^m \tilde{H} \tilde{J}^n &= \tilde{J}^{m+n} \tilde{H} = \tilde{H} \tilde{J}^{m+n} = C(\tilde{J}^{m+n} h) & (3.38) \\
\tilde{J}^m \tilde{H} \tilde{J}^{-n} &= \tilde{J}^{m-n} \tilde{H} = \tilde{H} \tilde{J}^{m-n} = C(\tilde{J}^{m-n} h). & (3.39)
\end{align*}

The usefulness of $\tilde{J}$ lies mainly in the rearrangement of the vector or matrix elements of operations with circulant matrices, as seen in the following: Let $\tilde{U} \triangleq C(u)$, $\tilde{W} \triangleq C(w)$, $\tilde{X} \triangleq C(x)$, $\tilde{U}' \triangleq C(u')$, $\tilde{W}' \triangleq C(w')$, and $\tilde{X}' \triangleq C(x')$. We have the following relation

\[
\tilde{U} = \tilde{W} \tilde{X} \iff \tilde{J}^m \tilde{U} = \tilde{J}^m \tilde{W} \tilde{J}^n \tilde{X} \iff \tilde{U}' = \tilde{W}' \tilde{X}'. & (3.40)
\]
By choosing \( \mathbf{u}' = \tilde{J}^m \mathbf{u}, \mathbf{x}' = \tilde{J}^{m+n} \mathbf{w}, \text{ and } \mathbf{x}' = \tilde{J}^{-n} \mathbf{x} \), we have \( \tilde{\mathbf{U}}' = \tilde{J}^m \tilde{\mathbf{U}}, \tilde{\mathbf{W}}' = \tilde{J}^{m+n} \tilde{\mathbf{W}}, \text{ and } \tilde{\mathbf{X}}' = \tilde{J}^{-n} \tilde{\mathbf{X}} \). Note, \( \mathbf{u} \) and \( \mathbf{u}' \), \( \mathbf{w} \) and \( \mathbf{w}' \), and \( \mathbf{u} \) and \( \mathbf{u}' \) have exactly the same elements, respectively, but with a different ordering. We will use (3.40) later on in Section 3.2.2 when we discuss some algorithm design issues.

### 3.1.7 Block diagonal matrix

An \( MC \times NC \) block diagonal matrix is defined as

\[
\tilde{\mathbf{H}} = \begin{bmatrix}
\tilde{\mathbf{H}}_{11} & \ldots & \tilde{\mathbf{H}}_{1N} \\
\vdots & \ddots & \vdots \\
\tilde{\mathbf{H}}_{M1} & \ldots & \tilde{\mathbf{H}}_{MN}
\end{bmatrix}
\tag{3.41}
\]

where each submatrix \( \tilde{\mathbf{H}}_{mn} \) is a \( C \times C \) diagonal matrix.

For block diagonal matrices with block dimensions \( C' \times C' \) the following properties hold:

**Property 3.1.17** If \( \tilde{\mathbf{A}} \) and \( \tilde{\mathbf{B}} \) are two block diagonal matrices, then \( \tilde{\mathbf{A}} + \tilde{\mathbf{B}} \) is also a block diagonal matrix.

**Property 3.1.18** If \( \tilde{\mathbf{A}} \) and \( \tilde{\mathbf{B}} \) are two block diagonal matrices, then \( \tilde{\mathbf{A}} \tilde{\mathbf{B}} \) is also a block diagonal matrix.

**Property 3.1.19** The inverse of a block diagonal matrix of full rank is also a block diagonal matrix.

**Property 3.1.20** The pseudoinverse of a block diagonal matrix is also a block diagonal matrix.

In contrast to diagonal matrices, the commutative law does not hold for block diagonal matrices.
3.1.8 Block circulant matrix

An $MC \times NC$ block circulant matrix is defined as

\[
\tilde{H} = \begin{bmatrix}
\tilde{H}_{11} & \cdots & \tilde{H}_{1N} \\
\vdots & \ddots & \vdots \\
\tilde{H}_{M1} & \cdots & \tilde{H}_{MN}
\end{bmatrix}
\]  \hspace{1cm} (3.42)

where each submatrix $\tilde{H}_{mn}$ is a $C \times C$ circulant matrix.

For block circulant matrices with block dimensions $C \times C$ the following properties hold:

**Property 3.1.21** Block circulant matrices are block Toeplitz, i.e., $\tilde{H}_{mn}$ is Toeplitz.

**Property 3.1.22** If $\tilde{A}$ is a block circulant matrix, then $\tilde{A}^*$, $\tilde{A}^T$, and $\tilde{A}^H$ are also block circulant matrices.

**Property 3.1.23** If $\tilde{A}$ and $\tilde{B}$ are two block circulant matrices, then $\tilde{A} + \tilde{B}$ is also a block circulant matrix.

**Property 3.1.24** If $\tilde{A}$ and $\tilde{B}$ are two block circulant matrices, then $\tilde{A}\tilde{B}$ is also a block circulant matrix.

**Property 3.1.25** The similarity transform $\tilde{H}_{mn} = F^{-1}\tilde{H}_{mn}F$ is the eigenvalue decomposition of the circulant submatrix $\tilde{H}_{mn}$.

**Property 3.1.26** The transform $\tilde{H} = T_M\tilde{H}T_N^{-1}$ transforms a block circulant matrix $\tilde{H}$ into a block diagonal matrix $\bar{H}$.

**Property 3.1.27** The transform $\tilde{H} = T_M^{-1}\tilde{H}T_N$ transforms a block diagonal matrix $\bar{H}$ into a block circulant matrix $\tilde{H}$.

**Property 3.1.28** The eigenvalues of the circulant submatrix $\tilde{H}_{mn}$ are the DFT coefficients of the first column of $\tilde{H}_{mn}$, i.e., $\tilde{H}_{mn} = \mathcal{C}(h_{mn})$, $h_{mn} = Fh_{mn}$.

**Property 3.1.29** The inverse of a square block circulant matrix of full rank is also a block circulant matrix.
Property 3.1.30 The pseudoinverse of a block circulant matrix is also a block circulant matrix.

In contrast to circulant matrices, the commutative law does not hold for block circulant matrices.

3.2 Convolution

3.2.1 Linear convolution

Linear convolution of two sequences  Let $x$ and $w$ be two sequences

$$x \triangleq \{x_{-T_x}, \ldots, x_0, \ldots, x_{T_x}\}$$  \hspace{1cm} (3.43)

$$w \triangleq \{w_{-N_w}, \ldots, w_0, \ldots, w_{N_w}\}.$$  \hspace{1cm} (3.44)

The linear convolution of $w$ and $x$ is defined as

$$w \ast x = x \ast w = u \triangleq \{u_{-T_x-N_w}, \ldots, u_0, \ldots, u_{T_x+N_w}\}$$  \hspace{1cm} (3.45)

where

$$u_t = (w \ast x)_t \triangleq \sum_{n=-N_w}^{N_w} w_n x_{t-n} = \sum_{n=-T_x}^{T_x} w_{t-n} x_n.$$  \hspace{1cm} (3.46)

Fig. 3.1 illustrates the linear convolution of (3.46) and also reveals the boundary effects, caused by the finite length of the two sequences $x$ and $w$.

Linear convolution as a product of two polynomials  Alternatively, we can describe the convolution $u = w \ast x$ by a multiplication of two polynomials

$$u(z) = w(z)x(z)$$  \hspace{1cm} (3.47)
Figure 3.1: Linear convolution of two sequences of finite length \( u = w \ast x \). The boundary effects of \( u_t \), where \( u_t \) is built from a sum of fewer than \( 2N_w + 1 \) terms, are shown graphically: Fading in on the left for \( t < T_x - N_w \) and fading out on the right for \( t > T_x - N_w \).

where \( x(z) \), \( w(z) \) and \( u(z) \) are double-sided z-transforms (Laurent series) of \( x \), \( w \) and \( u \), i.e.,

\[
x(z) \triangleq \sum_{t=-T_x}^{T_x} x_t z^{-t} \quad (3.48)
\]
\[
w(z) \triangleq \sum_{n=-N_w}^{N_w} w_n z^{-n} \quad (3.49)
\]
\[
u(z) \triangleq \sum_{t=-T_x-N_w}^{T_x+N_w} u_t z^{-t} \quad (3.50)
\]

By setting \( z = e^{j\omega} \) we obtain the frequency response, and sampling \( z \) on the unit circle, i.e. \( z = e^{j\omega \frac{2\pi}{C}} \), gives the discrete Fourier domain.

**Linear convolution of two vectors** The convolution of two sequences can also be described as the convolution of two vectors, i.e., \( u = w \ast x \) with

\[
x \triangleq (x_{-T_x}, \ldots, x_0, \ldots, x_{T_x})^T \quad (3.51)
\]
\[
w \triangleq (w_{-N_w}, \ldots, w_0, \ldots, w_{N_w})^T \quad (3.52)
\]
\[
u \triangleq (u_{-T_x-N_w}, \ldots, u_0, \ldots, u_{T_x+N_w})^T \quad (3.53)
\]
We define the convolution operator $\ast$ as

$$u = w \ast x \triangleq T(w)x$$  \hspace{1cm} (3.54)$$

$$= x \ast w \triangleq T(x)w$$  \hspace{1cm} (3.55)$$

$$\begin{pmatrix}
    u_{-T_x-N_w} \\
    \vdots \\
    u_{-T_x} \\
    \vdots \\
    u_0 \\
    \vdots \\
    u_{T_x} \\
    \vdots \\
    u_{T_x+N_w}
\end{pmatrix}
= \begin{pmatrix}
    w_{-N_w} & \vdots & \vdots \\
    \vdots & \ddots & \vdots \\
    \vdots & \vdots & w_0 \\
    \vdots & \vdots & \vdots \\
    \vdots & \vdots & \vdots \\
    \vdots & \vdots & \vdots \\
    w_{N_w} & \vdots & \vdots
\end{pmatrix}
\begin{pmatrix}
    x_{-T_x} \\
    \vdots \\
    x_0 \\
    \vdots \\
    x_{T_x}
\end{pmatrix}$$  \hspace{1cm} (3.56)$$

$T(w)$ is a lower triangular Toeplitz matrix having $w$ padded with zeros in its first column [65]. Note that $T(w)$ has dimension $(2(T_x + N_w) + 1) \times (2T_x + 1)$ whereas $T(x)$ is a $(2(T_x + N_w) + 1) \times (2N_w + 1)$ lower triangular Toeplitz matrix. In fact, the dimensions of the matrix $T(.)$ are defined by the argument and the subsequent vector. The extension to the convolution of three sequences $u = w \ast a \ast s$ is straightforward and is defined as

$$u = w \ast a \ast s = T(w)(T(a)s)$$  \hspace{1cm} (3.57)$$

$$= T(T(w)a)s$$  \hspace{1cm} (3.58)$$

We say that the linear convolution of two time series $u = w \ast x$, the multiplication of their corresponding polynomials of the double-sided $z$-transform $u(z) = w(z)x(z)$, and the convolution of two vectors which contain the coefficients of the time series $u = w \ast x$ are isomorphic, i.e.,

$$u = w \ast x \cong u(z) = w(z)x(z) \cong u = w \ast x$$  \hspace{1cm} (3.59)$$

as all representations yield the same result, i.e., the elements of $u$, $u(z)$ and $u$ are identical. In Section 3.2.3 we will describe an efficient method for computing the linear convolution of two time series, by exploiting a fast algorithm to compute the circular convolution.
3.2.2 Circular convolution

Circular convolution of two sequences Let \( \hat{x} \) and \( \hat{w} \) be two sequences of finite length \( C > 2 \max (T_x, N_w) + 1 \), which are zero-centered (\( C \) odd)

\[
\hat{x} \triangleq \{0, \ldots, 0, x_{-T_x}, \ldots, x_0, \ldots, x_{T_x}, 0, \ldots, 0\}_C \tag{3.60}
\]

\[
\hat{w} \triangleq \{0, \ldots, 0, w_{-N_w}, \ldots, w_0, \ldots, w_{N_w}, 0, \ldots, 0\}_C . \tag{3.61}
\]

We define the circular convolution as

\[
\hat{u} = \hat{w} \circledast \hat{x}
\]  

with

\[
\hat{u}_t = (\hat{w} \circledast \hat{x})_t \triangleq \sum_{n=-N_w}^{N_w} w_n x_{t-n > C} t \in \{-[C/2], \ldots, [C/2]\} \tag{3.63}
\]

\[
\triangleq \sum_{n=-T_x}^{T_x} w_{t-n > C} x_n t \in \{-[C/2], \ldots, [C/2]\} . \tag{3.64}
\]

The sequence \( \hat{u} \) also has length \( C \). The generalized remainder \( \ldots > C \) is defined in Appendix D.1 and returns values from \( \{-[C/2], \ldots, [C/2]\} \). Depending on \( C, T_x, \) and \( N_w \), we distinguish between three different cases, see also Fig. 3.2:

1. \( C > 2 (T_x + N_w) + 1 \)

\[
\hat{u} = \{0, \ldots, 0, u_{-T_x-N_w}, \ldots, u_0, \ldots, u_{T_x+N_w}, 0, \ldots, 0\}_C \tag{3.65}
\]

The non-zero elements of the circulant convolution \( \hat{u} = \hat{w} \circledast \hat{x} \) coincide with the elements of the linear convolution \( u = w \ast x \).

2. \( C = 2 (T_x + N_w) + 1 \)

\[
\hat{u} = \{u_{-T_x-N_w}, \ldots, u_0, \ldots, u_{T_x+N_w}\}_C \tag{3.66}
\]

The linear and the circular convolution are equal, i.e. \( \hat{u} = \hat{w} \circledast \hat{x} = w \ast x = u \).
Figure 3.2: Circular convolution of two sequences $\tilde{u} = \tilde{w} \otimes \tilde{x}$ with

- $C > 2 (T_x + N_w) + 1$, $T_u = T_x + N_w$ (top),
- $C = 2 (T_x + N_w) + 1$, $T_u = T_x + N_w = C$ (middle),
- $C < 2 (T_x + N_w) + 1$, $T_u = C - T_x - N_w - 1$ (bottom).
3. \[ 2 (T_x + N_w) + 1 > C \geq 2 \max (T_x, N_w) + 1 \]

\[ \tilde{u} = \{ u_{-[C/2]}, \ldots, u_{-T_u}, \ldots, u_0, \ldots, u_{T_u}, \ldots, u_{[C/2]} \}_C \] (3.67)

where the subsequence \( \mathcal{P}_{-T_u, T_u}(\tilde{u}) \triangleq \{ u_{-T_u}, \ldots, u_0, \ldots, u_{T_u} \} \) coincides with the \( 2T_u + 1 \) center elements of the linear convolution \( u = w \ast x \), i.e.,

\[ \mathcal{P}_{-T_u, T_u}(\tilde{u}) = \mathcal{P}_{-T_u, T_u}(u) \triangleq \{ u_{-T_u}, \ldots, u_0, \ldots, u_{T_u} \} \] (3.68)

which holds for

\[ T_u \leq C - T_x - N_w - 1. \] (3.69)

The upper bound in (3.69) was obtained from \( 2T_u + 1 = 2C - 2 (T_x + N_w) - 1 \), see Fig. 3.2.

**Circular convolution as a multiplication of two polynomials** Alternatively, we can describe the circular convolution \( \tilde{u} = \hat{w} \circledast \hat{x} \) for a given length \( C \) by a multiplication of two polynomials followed by a circular polynomial projection

\[ \tilde{u}(z) \triangleq \hat{P}_C(u(z)) \] (3.70)

\[ = \hat{P}_C(w(z)x(z)) \] (3.71)

where \( \hat{P}_C(.) \) is the circular polynomial projection operator defined in Appendix D.2. Similar to (3.68) we have

\[ \mathcal{P}_{-T_u, T_u} (\tilde{u}(z)) = \mathcal{P}_{-T_u, T_u} (u(z)) \triangleq \sum_{t=-T_u}^{T_u} u_t z^{-t} \] (3.72)

which holds for

\[ T_u \leq \begin{cases} T_x + N_w & \text{for } 2 (T_x + N_w) + 1 \leq C \\ C - T_x - N_w - 1 & \text{for } 2 (T_x + N_w) + 1 > C \geq 2 \max (T_x, N_w) + 1. \end{cases} \] (3.73)

just as for \( \tilde{u} = \hat{w} \circledast \hat{x} \). This means that the center \( 2T_u + 1 \) elements of the linear and circular convolution are equal.
3.2. Convolution

In the case where \( C < 2T_u + 1 \) or \( C < 2N_w + 1 \), we can write with (D.111)

\[
\tilde{u}(z) = \tilde{P}_C \left( \tilde{P}_C \left( w(z) \right) \tilde{P}_C \left( x(z) \right) \right) \tag{3.74}
\]

\[
= \tilde{P}_C \left( \tilde{w}(z) \tilde{x}(z) \right) \tag{3.75}
\]

where \( \tilde{x}(z) \triangleq \tilde{P}_C \left( x(z) \right) \) and \( \tilde{w}(z) \triangleq \tilde{P}_C \left( w(z) \right) \).

Note, that if we find a fast algorithm for the computation of a circular convolution, we immediately also have a fast algorithm for a linear convolution, because due to (3.72) there are always \( 2T_u + 1 \) elements of the circular convolution which coincide with \( 2T_u + 1 \) elements of the linear convolution. From (3.73) we see that increasing \( C \) also increases \( T_u \) for small values of \( C \).

Circular convolution of two vectors  We define the following vectors

\[
\tilde{x} \triangleq \left( x_0, \ldots, x_{T_x}, 0, \ldots, 0, x_{-T_x}, \ldots, x_{-1} \right)^T \tag{3.76}
\]

\[
\tilde{w} \triangleq \left( w_0, \ldots, w_{N_w}, 0, \ldots, 0, w_{-N_w}, \ldots, w_{-1} \right)^T \tag{3.77}
\]

\[
\tilde{u} \triangleq \left( u_0, \ldots, u_{T_u}, 0, \ldots, 0, u_{-T_u}, \ldots, u_{-1} \right)^T . \tag{3.78}
\]

The vectors are zero-padded in the center such that they all have length \( C \). Here we remove the constraint that \( C \) must be odd. Note, that the elements of the sequence \( x \) and those of the vector \( \mathbf{x} \), defined in (3.51), are arranged similarly in ascending order. However, the elements of \( \tilde{x} \) and \( \tilde{\mathbf{x}} \) are arranged in a different manner. We use the following definition for the circular convolution of two vectors

\[
\tilde{u} = \tilde{x} \otimes \tilde{w} = \tilde{w} \otimes \tilde{x} \triangleq C^{-1}(C(\tilde{w})C(\tilde{x})) \tag{3.79}
\]

\[
= C(\tilde{w})\tilde{x} = C(\tilde{x})\tilde{w} \tag{3.80}
\]

where \( C(.) \) and \( C^{-1}(.) \) are defined in (3.18) and (3.19), respectively. The definition (3.79) requires a product of two matrices, whereas (3.80) uses only a matrix-vector product. Extending both sides of (3.79) to a circulant matrix, and using the definitions \( \tilde{U} \triangleq C(\tilde{u}) \), \( \tilde{W} \triangleq C(\tilde{w}) \), and \( \tilde{X} \triangleq C(\tilde{x}) \), gives

\[
C(\tilde{u}) = C(\tilde{x} \otimes \tilde{w}) = C(\tilde{w})C(\tilde{x}) \tag{3.81}
\]

\[
\tilde{U} = \tilde{W}\tilde{X} . \tag{3.82}
\]

We see that the circular convolution of two vectors is isomorphic to the product of two circulant matrices.
As an example, constructing the circulant matrix \( \tilde{W} = \mathcal{C}(\tilde{w}) \) with \( \tilde{w} \) defined in (3.77), yields

\[
\tilde{W} = \begin{bmatrix}
w_0 & w_{-1} & \cdots & w_{-N_w} & 0 & \cdots & 0 & w_{N_w} & \cdots & w_1 \\
w_1 & w_0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
w_{N_w} & \ddots & \ddots & \ddots & 0 \\
0 & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
0 & \ddots & \ddots & \ddots & w_{-N_w} \\
w_{-N_w} & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & w_0 & w_{-1} \\
w_{-1} & \cdots & w_{-N_w} & 0 & \cdots & 0 & w_{N_w} & \cdots & w_1 & w_0
\end{bmatrix}
\]  

(3.83)

Note, arranging the elements \( w_n \) in \( \tilde{w} \) as given in (3.77), causes the center element \( w_0 \) to lie on the diagonal of \( \tilde{W} \). This representation has the useful property that the elements of \( \mathcal{C}^{-1}(\tilde{W}^T) \) and \( \mathcal{C}^{-1}(\tilde{W}) \) are arranged in circular time-reversed order, \( \mathcal{C}^{-1}(\tilde{W}^T) = J_c \mathcal{C}^{-1}(\tilde{W}) \) where \( J_c \) is defined in (3.6). This means that transposition of the filter matrix \( \tilde{W} \) or the input-signal matrix \( \tilde{X} \) causes a circular time reversal of the underlying filter or signal sequence, respectively. This is equal to changing \( w(z) \) to \( w(z^{-1}) \). Since \( \tilde{X} = \mathcal{C}(\tilde{x}) \) is built similarly to \( \tilde{W} \), \( x_0 \) lies on the diagonal of \( \tilde{X} \). As a consequence, \( \tilde{U} = \tilde{W}\tilde{X} \) will have \( u_0 \) on its main diagonal.

**Circular convolution of three vectors** Of course the circular convolution operation can be extended straightforwardly to the circular convolution of three
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or more vectors

\[ \mathbf{\tilde{u}} = \mathbf{\tilde{w}} \otimes \mathbf{\tilde{a}} \otimes \mathbf{\tilde{s}} = C^{-1}(C(\mathbf{\tilde{w}}) C(\mathbf{\tilde{a}}) C(\mathbf{\tilde{s}})) \]  
\[ = C(\mathbf{\tilde{w}}) C(\mathbf{\tilde{a}}) \mathbf{\tilde{s}} \]  
\[ = C(C(\mathbf{\tilde{w}}) \mathbf{\tilde{a}}) \mathbf{\tilde{s}} \]  
\[ = C^{-1}(C(C(\mathbf{\tilde{w}}) \mathbf{\tilde{a}}) C(\mathbf{\tilde{s}})). \]  

The circular convolution can be described in matrix form with the help of circulant matrices as

\[ \mathbf{\tilde{U}} = \mathbf{\tilde{W}} \mathbf{\tilde{A}} \mathbf{\tilde{S}}. \]  

To summarize, we have the following isomorphism

\[ \mathbf{\tilde{u}} = \mathbf{\tilde{w}} \otimes \mathbf{\tilde{x}} \cong \tilde{u}(z) = \tilde{P}_C (\tilde{w}(z) \mathbf{\tilde{x}}(z)) \]  
\[ \cong \mathbf{\tilde{u}} = \mathbf{\tilde{x}} \otimes \mathbf{\tilde{w}} \cong \mathbf{\tilde{U}} = \tilde{W} \tilde{X} \cong \mathbf{\tilde{U}} = \tilde{W} \tilde{X}. \]  

Rearrangement of vector elements  For implementation reasons, one is sometimes interested in rearranging the vector elements for a circular convolution, e.g. $\mathbf{\tilde{w}} \otimes \mathbf{\tilde{x}}$. From (3.40) with $m = 0$ we have

\[ \mathbf{\tilde{u}} = \mathbf{\tilde{w}} \otimes \mathbf{\tilde{x}} = J^n \mathbf{\tilde{w}} \otimes J^{-n} \mathbf{\tilde{x}} = \mathbf{\tilde{w}}' \otimes \mathbf{\tilde{x}}' \]  

which reveals that the output vector $\mathbf{\tilde{u}}$ remains unaffected if we rotate the elements of $\mathbf{\tilde{w}}$ anti-clockwise and rotate the elements of $\mathbf{\tilde{x}}$ clockwise by the same number, and vice versa. More generally, if we also want to rotate the elements of the output vector $\mathbf{\tilde{u}}$, again from using (3.40) we have

\[ \mathbf{\tilde{u}} = \mathbf{\tilde{w}} \otimes \mathbf{\tilde{x}} \iff \mathbf{\tilde{J}}^m \mathbf{\tilde{u}} = \mathbf{\tilde{J}}^{m+n} \mathbf{\tilde{w}} \otimes \mathbf{\tilde{J}}^{-n} \mathbf{\tilde{x}} \iff \mathbf{\tilde{u}}' = \mathbf{\tilde{w}}' \otimes \mathbf{\tilde{x}}'. \]  

with $\mathbf{\tilde{u}}' = \mathbf{\tilde{J}}^m \mathbf{\tilde{u}}$, $\mathbf{\tilde{w}}' = \mathbf{\tilde{J}}^{m+n} \mathbf{\tilde{w}}$, and $\mathbf{\tilde{x}}' = \mathbf{\tilde{J}}^{-n} \mathbf{\tilde{x}}$. Note that $\mathbf{\tilde{J}}^{-n} = (\mathbf{\tilde{J}}^n)^T$. Eq. (3.91) is a very powerful tool for algorithm design purposes.

3.2.3 Fast computation of the convolution

Fast computation of a circular convolution  We now derive an efficient method for computing a circular convolution via the product of two circulant
matrices. Starting with (3.82), we apply the similarity transform given in (3.21) and obtain

\[ F \tilde{U} F^{-1} = F \tilde{W} F^{-1} F \tilde{X} F^{-1} \]  
\[ \tilde{U} = \tilde{W} \tilde{X}. \]  

Eq. (3.93) is a product of two diagonal matrices which requires with

\[ \tilde{u} = \tilde{w} \odot \tilde{x} \]  

only \( C \) multiplications, where \( \odot \) denotes the element-wise multiplication of two vectors, \( \tilde{u} \triangleq \text{diag} (\tilde{U}) \), \( \tilde{w} \triangleq \text{diag} (\tilde{W}) \), and \( \tilde{x} \triangleq \text{diag} (\tilde{X}) \). By further exploiting the computational efficiency of the FFT and IFFT, i.e., \( \tilde{x} = F \tilde{x} = \text{FFT} (\tilde{x}) \), \( \tilde{w} = F \tilde{w} = \text{FFT} (\tilde{w}) \), and \( \tilde{u} = F^{-1} \tilde{u} = \text{IFFT} (\tilde{u}) \), we finally obtain

\[ \tilde{u} = \tilde{w} \odot \tilde{x} = \text{IFFT} (\text{FFT} (\tilde{w}) \odot \text{FFT} (\tilde{x})) \]  

as a fast implementation of the circular convolution. The extension of (3.95) to more than two vectors is straightforward, e.g., (3.84) is computed as

\[ \tilde{u} = \text{IFFT} (\text{FFT} (\tilde{w}) \odot \text{FFT} (\tilde{a}) \odot \text{FFT} (\tilde{s})) . \]  

**Fast computation of a linear convolution** From Section 3.2.2 we know that the linear convolution of two sequences can be computed by the circular convolution with the appropriate length \( C \), e.g., \( w(z)x(z) = \hat{P}_C (w(z)x(z)) \) for \( C \geq 2 (T_x + N_w) + 1 \). Since with (3.95) there exists a fast algorithm for the computation of the circular convolution, we automatically also have a fast algorithm for the linear convolution. If \( C < 2 (T_x + N_w) + 1 \), from (3.69) and (3.73) we know that there are \( T_u = C - T_x - N_w - 1 \) elements of \( \tilde{u} = \tilde{w} \odot \tilde{x} \) which coincide with those of \( u = w \ast x \), see also Fig. 3.2.

### 3.3 Complex conjugation, time reversal, and correlation

With linear time we mean that \( -\infty \geq t_{\text{lin}} \geq \infty \) and with circular time we mean \( t_{\text{circ}} = < t_{\text{lin}} >_C \). With *linear time reversal* we understand the mapping \( t_{\text{lin}} \rightarrow -t_{\text{lin}} \) and with *circular time reversal* the mapping \( t_{\text{circ}} \rightarrow -t_{\text{circ}} = < -t_{\text{lin}} >_C \). The relation between linear and circular time reversal is illustrated in Fig. 3.3.
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3.3.1 Linear time reversal

**Time reversal of a sequence** Let \( x = \{x_{-T_x}, \ldots, x_{T_x}\} \) be a sequence of length \( 2T_x + 1 \). With \( \bar{x} = \{x_{T_x}, \ldots, x_{-T_x}\} \) we denote the time-reversed ordered sequence. Furthermore, we define \( x^* = \{x^*_{-T_x}, \ldots, x^*_{T_x}\} \) and consequently \( \bar{x}^* = \{x^*_{T_x}, \ldots, x^*_{-T_x}\} \).

**Time reversal of a polynomial** The \( z \)-transform of a sequence \( x \) can be written as

\[
x(z) = x^T z = z^T x
\]

(3.97)

\[
x = (x_{-T_x}, \ldots, x_0, \ldots, x_{T_x})^T
\]

(3.98)

\[
z = (z_{-T_x}, \ldots, z_1, z^{-1}, \ldots, z^{-T_x})^T.
\]

(3.99)

Complex conjugating both sides of (3.97) yields

\[
x^*(z) \triangleq (x(z))^* = (x^T)^* z^* = x^H J z = x_*(z^{-1})
\]

(3.100)

where we used \( z^* = J z \) with \( J \) from (3.9) and

\[
x^* = (x^*_{-T_x}, \ldots, x^*_0, \ldots, x^*_{T_x})^T
\]

(3.101)

\[
z^* = (z^{-T_x}, \ldots, z^{-1}, 1, z, \ldots, z^{T_x})^T.
\]

(3.102)

We see that the filter coefficients are complex conjugate, and the filter is time reversed. Furthermore, with \( x(z^{-1}) = x^T z^* \) and \( x_*(z) \triangleq (x^T)^* z \) we have the following relations

\[
x(z) = \sum_{n=N_1}^{N_2} x_n z^{-n}
\]

(3.103)

\[
x(z^{-1}) = \sum_{n=N_1}^{N_2} x_n z^{n} = \sum_{n=-N_2}^{-N_1} x_{-n} z^{-n}
\]

(3.104)

\[
x_*(z) = \sum_{n=N_1}^{N_2} x^*_n z^{-n}
\]

(3.105)

\[
x^*(z) = \sum_{n=N_1}^{N_2} x^*_n z^{n} = \sum_{n=-N_2}^{-N_1} x^*_{-n} z^{-n} = x_*(z^{-1}).
\]

(3.106)

\( x(z^{-1}) \) corresponds to a linear time reversal of \( x(z) \), in \( x_*(z) \) the coefficients of \( x(z) \) are complex conjugate, and \( x^*(z) \) is the combination of both.
Time reversal of vector  The elements of a vector $x$ are time reversed by premultiplication with the exchange matrix, i.e. $Jx$.

Linear correlation  Complex conjugation and time reversal play an important role for the linear convolution operation. Let $x$ and $w$ denote two sequences of finite length. Since $w \ast x$ is a linear convolution, time reversing and complex conjugation of one sequence yields a linear correlation, e.g., $w^\ast \ast x$ and $w^\ast x^\ast$. Likewise, $w^\ast(z)x(z)$ and $w(z)x^\ast(z)$ are linear correlations described by polynomials, and $Jw^\ast \ast x$ and $w \ast Jx^\ast$ are linear correlations described by vectors.

3.3.2 Circular time reversal

Circular time reversal of a sequence  Let $\hat{x}$ be a zero-centered sequence of length $C$. The circular time reversal is equal to the linear time reversal.
Circular time reversal of a polynomial

Let

\[ \tilde{x}(z) \triangleq \tilde{P}_C(x(z)) = \sum_{n=-\lfloor C/2 \rfloor}^{\lfloor C/2 \rfloor} \tilde{x}_n z^{-n} \]  

then \( \tilde{x}(z^{-1}) \), \( \tilde{x}_*(z) \), and \( \tilde{x}_*(z) \) are defined similar to (3.104), (3.105), and (3.106), respectively. Furthermore we have

\[ \tilde{x}(z^{-1}) = \tilde{P}_C(x(z^{-1})) \]  

which means, if \( \tilde{x}(z) \) is built from a polynomial \( x(z) = \sum_{n=-T_x}^{T_x} x_n z^{-n} \) with \( 2T_x + 1 > C \), then it does not matter whether we first time reverse \( x(z) \) and then apply \( \tilde{P}_C(\cdot) \) or if we first apply \( \tilde{P}_C(\cdot) \) and then time reverse \( \tilde{x}(z) \).

Circular time reversal of a vector

Let \( \tilde{x} \) be defined as in (3.76). The elements of \( \tilde{x} \) are circular time reversed by premultiplication with the circulant exchange matrix

\[ J_c \tilde{x} = (x_0, x_{-1}, \ldots, x_{-T_x}, 0, \ldots, 0, x_{T_x}, \ldots, x_1)^T. \]  

Circular time reversal of a circulant matrix

Let \( \tilde{X} = C(\tilde{x}) \). Then \( C^{-1}(\tilde{X}^T) \) returns a vector whose elements are circular time reversed, as in (3.109).

Circular correlation

Complex conjugation and time reversal also play an important role for the circular convolution operation. Let \( \tilde{x} \) and \( \tilde{w} \) denote two zero-centered sequences of length \( C \). Since \( \tilde{w} \otimes \tilde{x} \) is a circular convolution, time reversing and complex conjugation of a sequence yields a circular correlation, e.g., \( \tilde{w}^* \otimes \tilde{x} \) or \( \tilde{w} \ast \tilde{x}^* \). Likewise \( \tilde{P}_C(w^*(z) \, x(z)) \) and \( \tilde{P}_C(w(z) \, x^*(z)) \) are circular correlations described by polynomials, \( J_c \tilde{w}^* \otimes \tilde{x} \) and \( \tilde{w} \otimes J_c \tilde{x}^* \) are circular correlations described by vectors, and \( \tilde{W}^H \tilde{X} \) and \( \tilde{W} \tilde{X}^H \) are circular correlations described by circulant matrices. \( J_c \) is defined in (3.6). Special case: \( \tilde{x} \otimes \tilde{x}^* \cong \tilde{x} \otimes J_c \tilde{x}^* \cong \tilde{X} \tilde{X}^H \) corresponds to a circular autocorrelation.
Summary  We have the following single-channel isomorphism

\[ x(z^{-1}) \cong \mathbf{J}_x \bar{x} \cong \bar{X}^T \]  
\[ x_+(z) \cong \bar{x}^* \cong \bar{X}^* \]  
\[ x^*(z) \cong \mathbf{J}_x \bar{x}^* \cong \bar{X}^H. \]

3.4 Deconvolution

3.4.1 Linear deconvolution

Linear deconvolution of a sequence  Let \( a \) be a given sequence. We define the deconvolution of \( a \) such that \( a * a^{-1} = \{\ldots, 0, 1, 0, \ldots\} = \delta(n) \) becomes a zero-centered sequence. If \( a \) has finite length, \( a^{-1} \) has usually infinite length. However, for practical applications we truncate \( a^{-1} \) such that \( \mathcal{P}_C (a_1) * a \approx \{\ldots, 0, 1, 0, \ldots\} \).

Linear deconvolution of a polynomial  Let \( a(z) \) be the two sided \( z \)-transform of the sequence \( a \) with \( \|a(z)\|_{\mathcal{F}} < \infty \). With \( a^{-1}(z) \) we denote the stable inverse of \( a(z) \) such that \( a(z) a^{-1}(z) = 1 \) and \( \|a^{-1}(z)\|_{\mathcal{F}} < \infty \). We thereby require that no roots of \( a(z) \) lie on the unit circle, \( a(e^{j\omega}) \neq 0 \) for \( \omega \in [-\pi, \pi] \). Note, stability can be exchanged with non-causality. Let \( w(z) = a^{-1}(z) \) and \( a(z) \) be causal. If \( a(z) \) is minimum phase (all roots lie inside the unit circle), then \( a^{-1}(z) = \sum_{n=-\infty}^{\infty} w_n z^{-n} \). If \( a(z) \) is maximum phase (all roots lie outside the unit circle), then \( a^{-1}(z) = \sum_{n=-\infty}^{-1} w_n z^{-n} \). If \( a(z) \) is mixed phase (the roots lie in- and outside the unit circle), then \( a^{-1}(z) = \sum_{n=-\infty}^{\infty} w_n z^{-n} \).

3.4.2 Circular deconvolution

Circular deconvolution of a sequence  Let

\[ \tilde{a} \triangleq \{0, \ldots, 0, a_{-N_\omega}, \ldots, a_0, \ldots, a_{N_\omega}, 0, \ldots, 0\}_C \]  
be a zero-centered sequence of length \( C \). The circular deconvolution of \( \tilde{a} \) is defined such that \( \tilde{a} \circ \tilde{a}^{-1} = \{\ldots, 0, 1, 0, \ldots\}_C \) is also zero-centered. Note, opposite to \( a^{-1} \) in the linear deconvolution, \( \tilde{a}^{-1} \) is of finite length \( C \).
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**Circular deconvolution of a polynomial**  Let \( \hat{a}(z) \triangleq \hat{P}_C (a(z)) \). From the linear deconvolution we have \( a(z) a^{-1}(z) = 1 \) by definition. Therefore, with (D.111),

\[
\hat{P}_C \left( a(z) a^{-1}(z) \right) = 1 \quad (3.114)
\]

\[
\hat{P}_C \left( \hat{a}(z) \hat{P}_C (a^{-1}(z)) \right) = 1. \quad (3.115)
\]

We define the circular-deconvolution polynomial as \( \hat{a}^{-1}(z) \triangleq \hat{P}_C (a^{-1}(z)) \).

Furthermore, from (D.115) we have

\[
\hat{a}^{-1}(z) = \hat{P}_C (a^{-1}(z)) = \hat{P}_C \left( \left( \hat{P}_C (a(z)) \right)^{-1} \right). \quad (3.116)
\]

If \( C \) is chosen *large enough*, then \( \hat{a}(z)^{-1} \) is approximately equal to the \( C \) center elements of \( a^{-1}(z) \), e.g.

\[
a^{-1}(z) \approx \tilde{P}_C (a^{-1}(z)) \approx \hat{P}_C (a^{-1}(z)) = \hat{a}^{-1}(z). \quad (3.117)
\]

**Circular deconvolution of a vector**  Let

\[
\tilde{\mathbf{a}} \triangleq (a_0, \ldots, a_{N_1}, 0, \ldots, 0, a_{-N_1}, \ldots, a_{-1})^T \quad (3.118)
\]

be a vector of length \( C \). We define the circular deconvolution of a vector \( \tilde{\mathbf{a}} \) such that

\[
\tilde{\mathbf{a}}^{-1} \otimes \tilde{\mathbf{a}} = \mathbf{e}_1 \quad (3.119)
\]

where \( \mathbf{e}_1 \) denotes the first unit vector. Extending both sides of (3.119) to a circulant matrix similar to (3.81) we obtain

\[
C(\tilde{\mathbf{a}}^{-1})C(\tilde{\mathbf{a}}) = \mathbf{I} \quad (3.120)
\]

\[
C(\tilde{\mathbf{a}}^{-1}) = (C(\tilde{\mathbf{a}}))^{-1} \quad (3.121)
\]

and therefore

\[
\tilde{\mathbf{a}}^{-1} \triangleq C^{-1}((C(\tilde{\mathbf{a}}))^{-1}). \quad (3.122)
\]

In fact, (3.120) corresponds to \( \tilde{\mathbf{A}}^{-1} \tilde{\mathbf{A}} = \mathbf{I} \) and therefore we see that \( \tilde{\mathbf{A}} \) must have full rank, which is true if the elements of \( \mathbf{F}\tilde{\mathbf{a}} \), the eigenvalues of \( \tilde{\mathbf{A}} \), are non-zero. A fast implementation of (3.122), which is equal to \( \tilde{\mathbf{a}}^{-1} = \mathbf{F}^{-1} (\mathbf{F}\tilde{\mathbf{a}})^{((-1))} \), is given in [69,71]

\[
\tilde{\mathbf{a}}^{-1} = \text{IFFT}\{(\text{FFT}\{\tilde{\mathbf{a}}\})^{((-1))}\} \quad (3.123)
\]

where \( .^{((-1))} \) denotes the element-wise inversion of a vector.
Summary  We have the following single-channel isomorphism
\[ \tilde{x}^{-1}(z) \cong C^{-1}(C(\tilde{x})^{-1}) \cong \tilde{X}^{-1}. \] (3.124)

3.5 Multichannel extension

We now extend the operators, described in the previous subsections for the single-channel case, to the multichannel case. Since we have seen that many linear-time operations can be efficiently implemented or approximated by the corresponding circular-time operations, we will focus only on the extension of the circular-time operations.

Roughly speaking, a polynomial is replaced by a polynomial matrix and a circulant matrix is replaced by block-circulant matrix.

3.5.1 Multichannel convolution

This subsection is the multichannel extension of Section 3.2.

Multichannel linear convolution of two polynomial matrices  Let
\[ x(z) = \sum_{t=-\infty}^{\infty} x_t z^{-t} \] (3.125)
\[ W(z) = \sum_{n=-\infty}^{\infty} W_n z^{-n}. \] (3.126)
be two Laurent-series or polynomial matrices. The multichannel linear convolution is defined as
\[ u(z) = W(z)x(z). \] (3.127)
Multichannel circular convolution of two polynomial matrices

Let

\[ \tilde{x}(z) = \sum_{t=-T_x}^{T_x} x_t z^{-t} \]

(3.128)

\[ \tilde{W}(z) = \sum_{n=-N_w}^{N_w} W_n z^{-n} \]

(3.129)

The multichannel circular convolution is defined as

\[ \tilde{u}(z) = \tilde{P}_C \left( \tilde{W}(z) \tilde{x}(z) \right) \]

(3.130)

Similar to the single-channel case described in Section 3.2.2, we distinguish between three different cases depending on \( C \), \( N_w \), and \( T_x \).

Multichannel circular convolution with block circulant matrices

Let \( \tilde{X}^{MC \times C} = [\tilde{X}_m] = [c(\tilde{x}_m)] \) and \( \tilde{W}^{MC \times MC} = [\tilde{W}_{mn}] = [c(\tilde{w}_{mn})] \) be two block circulant matrices. We can define the multichannel circular convolution as

\[ \tilde{U} = \tilde{W} \tilde{X} \]

(3.131)

where \( \tilde{U}^{MC \times C} = [\tilde{U}_m] = [c(\tilde{u}_m)] \) is also a block circulant matrix. Pre- and post-multiplying (3.131) with \( T_M \) and \( T_1^{-1} \), where \( T_M \) is defined in (3.7), yields

\[ T_M \tilde{U} T_1^{-1} = T_M \tilde{W} T_M^{-1} T_M \tilde{X} T_1^{-1} \]

(3.132)

\[ \tilde{U} = \tilde{W} \tilde{X} \]

(3.133)

where \( \tilde{U} = T_M \tilde{U} T_1^{-1} \), \( \tilde{X} = T_M \tilde{X} T_1^{-1} \), and \( \tilde{W} = T_M \tilde{W} T_M^{-1} \) are all block diagonal matrices, see Section 3.1.7.

We now analyze the computational complexity of (3.131) and (3.133). The direct computation of (3.131) requires \( M^2 C^3 \) multiplications and \( M^2 C^3 - MC^2 \) additions. Since \( \tilde{U} \) is a block circulant matrix, it suffices to compute only the first row of \( \tilde{U} \), because the remaining \( C - 1 \) rows are only permutations of the first row. Therefore, the computation reduces to \( M^2 C^2 \) multiplications and \( M^2 C^2 - MC \) additions. However, the computation of (3.133), the product of two block diagonal matrices, requires only \( M^2 C \) multiplications and \( M^2 C - \)
$MC$ additions. This is about an order of magnitude lower than with (3.131), as we usually have $C \gg M$. In addition, we need $M$ FFTs for the computation of $\hat{X}$, $M$ IFFTs for $\hat{U}$, and $M^2$ FFTs for $\hat{W}$, if $\hat{W}$ is not already available in the frequency domain. Since the complexity of an FFT / IFFT is about $C \log C$, which grows lower than $C^2$, it is still worthwhile to take (3.133) for large values of $C$.

**Summary** We have the following isomorphism

$$\hat{u}(z) = \hat{P}_C \left( \hat{W}(z) \hat{x}(z) \right) \cong \hat{U} = \hat{W} \hat{X} \cong \hat{U} = \hat{W} \hat{X}. \quad (3.134)$$

### 3.5.2 Complex conjugation, time reversal, and correlation

This subsection is the multichannel extension of Section 3.3.

**Polynomial matrices** Let

$$X(z) = \sum_{n=N_1}^{N_2} X_n z^{-n} \quad (3.135)$$

be a polynomial matrix or a matrix polynomial. We then have the following relations

$$X(z^{-1}) = \sum_{n=N_1}^{N_2} X_n z^{+n} = \sum_{n=-N_2}^{-N_1} X_{-n} z^{-n} \quad (3.136)$$

$$X^*(z) = \sum_{n=N_1}^{N_2} X^*_n z^{-n} \quad (3.137)$$

$$X^*(z) = \sum_{n=N_1}^{N_2} X^*_n z^{+n} = \sum_{n=-N_2}^{-N_1} X^*_{-n} z^{-n} = X^*(z^{-1}) \quad (3.138)$$

$$X^T(z) = \sum_{n=N_1}^{N_2} X^T_n z^{-n} \quad (3.139)$$

$$X^H(z) = \sum_{n=N_1}^{N_2} X^H_n z^{+n} = \sum_{n=-N_2}^{-N_1} X^H_{-n} z^{-n} = X^*_T(z^{-1}). \quad (3.140)$$
3.5. Multichannel extension

Block circulant matrices Let \( \mathbf{X}^{MC \times NC} = [\mathbf{X}_{mn}] = [\mathbf{C}(\mathbf{x}_{mn})] \) be a block circulant matrix. We then have \( \mathbf{X}^T = [\mathbf{X}^T_{nm}] = [\mathbf{C}(\mathbf{x}^*_{nm})] \), \( \mathbf{X}^* = [\mathbf{X}^*_{nm}] = [\mathbf{C}(\mathbf{x}^*_{mn})] \), and \( \mathbf{X}^H = [\mathbf{X}^H_{nm}] = [\mathbf{C}(\mathbf{j} \mathbf{x}^*_{nm})] \).

Circular correlation Let \( \mathbf{W}(z) \) and \( \mathbf{X}(z) \) be two polynomial matrices, and \( \mathbf{W} \) and \( \mathbf{X} \) be two block circulant matrices, where \( \mathbf{W}(z) \equiv \mathbf{W} \) and \( \mathbf{X}(z) \equiv \mathbf{X} \). Then \( \mathbf{P}_C \left( \mathbf{W}^H(z) \mathbf{X}(z) \right) \equiv \mathbf{W}^H \mathbf{X} \) and \( \mathbf{P}_C \left( \mathbf{W}(z) \mathbf{X}^H(z) \right) \equiv \mathbf{W} \mathbf{X}^H \) are circular correlations described by polynomial matrices and block circulant matrices, respectively, if the products exist. The special case \( \mathbf{P}_C \left( \mathbf{X}(z) \mathbf{X}^H(z) \right) \equiv \mathbf{XX}^H \) corresponds to a circular autocorrelation.

3.5.3 Multichannel deconvolution

This subsection is the multichannel extension of Section 3.4.

Multichannel linear deconvolution of a polynomial matrix Let \( \mathbf{A}(z) \) be a square polynomial matrix with \( \|\mathbf{A}(z)\|_F < \infty \). With \( \mathbf{A}^{-1}(z) \) we denote the stable inverse of \( \mathbf{A}(z) \), i.e. \( \|\mathbf{A}^{-1}(z)\|_F < \infty \), such that \( \mathbf{A}(z) \mathbf{A}^{-1}(z) = \mathbf{I} \). We require that no roots of \( \det \mathbf{A}(z) \) lie on the unit circle, i.e., \( \det \mathbf{A}(e^{j\omega}) \neq 0 \) for \( \omega \in [-\pi, \pi] \). Depending on the roots of \( \det \mathbf{A}(z) \), we can also distinguish between a minimum-, maximum-, or mixed-phase system, just as for a polynomial.

If \( \mathbf{A}(z) \) is a rectangular matrix, we can define in a similar way the Moore-Penrose pseudoinverse \( \mathbf{A}^\#(z) \).

Multichannel circular deconvolution of a polynomial matrix Let \( \hat{\mathbf{A}}(z) \equiv \mathbf{P}_C (\mathbf{A}(z)) \) be a square polynomial matrix. From the multichannel linear deconvolution we have \( \mathbf{A}(z) \mathbf{A}^{-1}(z) = \mathbf{I} \) by definition. Therefore, with (D.111),

\[
\mathbf{P}_C \left( \mathbf{A}(z) \mathbf{A}^{-1}(z) \right) = \mathbf{I} \tag{3.141}
\]

\[
\mathbf{P}_C \left( \hat{\mathbf{A}}(z) \mathbf{P}_C (\mathbf{A}^{-1}(z)) \right) = \mathbf{I}. \tag{3.142}
\]
We define $\tilde{A}^{-1}(z) \triangleq \tilde{P}_C (A^{-1}(z))$ to be the circular-deconvolution polynomial matrix. Furthermore, from (D.115) we have

$$\tilde{A}^{-1}(z) = \tilde{P}_C (A^{-1}(z)) = \tilde{P}_C \left( \left( \tilde{P}_C (A(z)) \right)^{-1} \right). \quad (3.143)$$

If $C$ is chosen large enough, then

$$A^{-1}(z) \approx P_C (A^{-1}(z)) \approx \tilde{P}_C (A^{-1}(z)) = \tilde{A}^{-1}(z). \quad (3.144)$$

Circular deconvolution of a block circulant matrix Let $\tilde{A}(z) \triangleq \tilde{P}_C (A(z))$ be an $M \times M$ polynomial matrix and $\tilde{A}$ be an $MC \times MC$ block circulant matrix, with $\tilde{A}_{mn} = [\tilde{A}]_{mn} = C(a_{mn})$, and

$$a_{mn} \triangleq (a_{mn,0}, \ldots, a_{mn,N_z}, 0, \ldots, 0, a_{mn, -N_z}, \ldots, a_{mn, -1})^T \quad (3.145)$$

containing the coefficients of $[\tilde{A}(z)]_{mn}$. We then have the isomorphism

$$\tilde{A}^{-1}(z) \triangleq \tilde{P}_C (A^{-1}(z)) \approx \tilde{A}^{-1}. \quad (3.146)$$

Fast inversion of a block circulant matrix We can decompose the block circulant matrix $\tilde{A}$ into

$$\tilde{A} = T_M^{-1} \tilde{A} T_M \quad (3.147)$$

$$[\tilde{A}]_{mn} = \text{diag} (F^{-1} \tilde{a}_{mn}) \quad (3.148)$$

where $\tilde{A}$ is a block diagonal matrix and $T_M$ is defined in (3.7). From (3.147) we then have

$$\tilde{A} = T_M \tilde{A} T_M^{-1} \quad (3.149)$$

$$[\tilde{A}]_{mn} = \text{diag} (F \tilde{a}_{mn}) \quad . \quad (3.150)$$

Inverting both sides of (3.147) yields

$$\tilde{A}^{-1} = T_M^{-1} \tilde{A}^{-1} T_M \quad . \quad (3.151)$$

From (3.148), (3.150), and (3.151) we see, that the inversion of the block circulant matrix $\tilde{A}$ can be done by $M^2$ FFTs, $M^2$ IFFTs, and an inversion of a block diagonal matrix $\tilde{A}$. There exist fast algorithms to invert a block diagonal
matrix, which require only $C$ matrix inversions of an $M \times M$ matrix. This is due to the sparseness of a block diagonal matrix and because $\overline{A}^{-1}$ is again a block diagonal matrix with only $M^2C$ non-zero elements.

If $A(z) \triangleq \tilde{P}_C (A(z))$ is an $M \times N$ rectangular polynomial matrix, we can proceed in a similar way, i.e. $\tilde{P}_C (X^#(z)) \cong \tilde{X}^#$.

### 3.6 Summary

In the limit where $C$ goes towards infinity, all the operations in the circular time domain coincide with those in the linear time domain, e.g., convolution, deconvolution, correlation, time reversal, etc. Actually, many operations can be implemented more efficiently in the circular time domain, for instance circular convolution with the help of the FFT / IFFT. Other operations are inherently less complex in their computation. For example for the circular deconvolution we have to compute only a finite number of elements, whereas the linear deconvolution requires in general an infinite number.

For practical applications, however, it is mostly sufficient if the operations in the linear time domain are well approximated. Therefore, if in the circular time domain $C$ is chosen large enough, the operations in the linear time domain can be sufficiently well approximated.

Circulant and block circulant matrices have shown to be very useful for the computation of many operations which appear in multichannel signal processing, not only because of the isomorphic mapping between polynomial matrices and block circulant matrices, but also because of their interesting properties related to Linear Algebra. Block circulant matrices are also very closely related to FIR matrices, within an FIR-matrix algebra, as pointed out by Lambert [69,71].

A summary of single-channel and multichannel isomorphisms between polynomial matrices and (block) circulant matrices are given in Fig. 3.1 and Fig. 3.2, respectively.
### Table 3.1: Isomorphic mapping — single-channel case.

<table>
<thead>
<tr>
<th>operation</th>
<th>polynomials</th>
<th>circulant matrices</th>
<th>diagonal matrices</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$w(z)$</td>
<td>$\tilde{W}$</td>
<td>$\tilde{W} = F \tilde{W} F^{-1}$</td>
</tr>
<tr>
<td>time reversal</td>
<td>$w(z^{-1})$</td>
<td>$\tilde{W}^T$</td>
<td>$J_c \tilde{W} J_c$</td>
</tr>
<tr>
<td>complex conjugation</td>
<td>$w^*(z)$</td>
<td>$\tilde{W}^*$</td>
<td>$J_c \tilde{W}^* J_c$</td>
</tr>
<tr>
<td></td>
<td>$w^<em>(z) = w^</em>(z^{-1})$</td>
<td>$\tilde{W}^H$</td>
<td>$\tilde{W}^*$</td>
</tr>
<tr>
<td>circ. inversion</td>
<td>$\tilde{P}_C (w^{-1}(z))$</td>
<td>$\tilde{W}^{-1}$</td>
<td>$\tilde{W}^{-1}$</td>
</tr>
<tr>
<td>circ. convolution</td>
<td>$\tilde{P}_C (w(z) x(z))$</td>
<td>$\tilde{W} \tilde{X}$</td>
<td>$\tilde{W} \tilde{X}$</td>
</tr>
</tbody>
</table>
### Table 3.2: Isomorphic mapping — multichannel case.

<table>
<thead>
<tr>
<th>polynomials</th>
<th>block circulant matrices</th>
<th>block diagonal matrices</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W(z)$</td>
<td>$\tilde{W} = [\tilde{W}_{mn}]$</td>
<td>$\bar{W} = (I \otimes F) \hat{W} (I \otimes F^{-1})$</td>
</tr>
<tr>
<td>$W(z^{-1})$</td>
<td>$[\tilde{W}_{mn}^T]$</td>
<td>$(I \otimes J_c) \bar{W} (I \otimes J_c)$</td>
</tr>
<tr>
<td>$W^T(z)$</td>
<td>$[\tilde{W}_{nm}]$</td>
<td>$\bar{W}^T$</td>
</tr>
<tr>
<td>$W^*_n(z)$</td>
<td>$\tilde{W}^*$</td>
<td>$(I \otimes J_c) \bar{W}^* (I \otimes J_c)$</td>
</tr>
<tr>
<td>$W^H(z) = W_n^T(z^{-1})$</td>
<td>$\tilde{W}^H = [\tilde{W}_{nm}^H]$</td>
<td>$\bar{W}^H$</td>
</tr>
<tr>
<td>$W^T(z^{-1})$</td>
<td>$\tilde{W}^T = [\tilde{W}_{nm}^T]$</td>
<td>$(I \otimes J_c) \bar{W}^T (I \otimes J_c)$</td>
</tr>
<tr>
<td>$W^*_n(z^{-1})$</td>
<td>$[\tilde{W}_{nm}^H]$</td>
<td>$\bar{W}^*$</td>
</tr>
<tr>
<td>$W^*_n(z)$</td>
<td>$[\tilde{W}_{nm}^*]$</td>
<td>$(I \otimes J_c) \bar{W}^H (I \otimes J_c)$</td>
</tr>
<tr>
<td>$\hat{p}_C (W^{-1}(z))$</td>
<td>$\tilde{W}^{-1}$</td>
<td>$\bar{W}^{-1}$</td>
</tr>
<tr>
<td>$\hat{p}_C (W^#(z))$</td>
<td>$\tilde{W}^#$</td>
<td>$\bar{W}^#$</td>
</tr>
<tr>
<td>$\hat{p}_C (W(z) x(z))$</td>
<td>$\tilde{W} \bar{X}$</td>
<td>$\bar{W} \bar{X}$</td>
</tr>
</tbody>
</table>
Chapter 4

Single-channel identification and inverse modeling

For a single-input system, system identification and inverse modeling of an instantaneous mixing system, described in Chapter 1, degenerates to a single-channel gain and inverse-gain estimation. We analyze this problem in more detail, as this is also the most simple case of a single-channel system identification and also of inverse modeling of an FIR filter. We thereby investigate three different learning concepts for the adaptation, namely online, batch (offline), and block-wise learning. Afterwards, we extend these concepts to the case where the unknown system consists of an FIR filter.

Usually, the assumption is made that the multichannel filters $A(z)$, $H(z)$, $W(z)$, and also the signal vectors $s(z)$, $x(z)$, $\dot{x}(z)$, and $u(z)$ are described by two-sided Laurent series with infinitely many terms, e.g.

$$a(z) = \sum_{k=-\infty}^{\infty} a_k z^{-k}.$$  \hspace{1cm} (4.1)

As an example we choose the LMS1-Hx, whose update equation for the identification of a mixing matrix is given by $H_{t+1} = H_t + \mu_t e_{xt}s_H^H$. The natural extension of the problem is to replace $A$ by $A(z)$, which is referred to as a convolutive mixing of the source signals. Intuitively, we expect the extension of the update equation to become

$$H_{k+1}(z) = H_k(z) + \mu_k e_{x_k}(z)s_{H}^H(z),$$

where
\( s^H(z) = s_*(z^{-1}) \) and \( k \) denotes the iteration index. In other words, every matrix and vector in the system model or update equation is replaced by a polynomial matrix. In reality, however, we deal with filters and time series of finite length and we do not exactly know, if this simple extension still holds, and if not, how we have to modify the update equations.

The use of the polynomial projection operator \( P(\cdot) \), defined in Appendix D.2, allows a compact description of the system and the update equations. The equations can then be easily transformed into a matrix / vector notation (isomorphism), which is more convenient for an implementation. Since we assume long filters, which is common in acoustical signal processing, the time-consuming convolution can be carried out in the frequency domain by exploiting the efficiency of the so-called fast convolution.

In this chapter we derive the basic framework for single-channel system identification and inverse modeling of an FIR filter, based on overlap-save techniques. The update equations are derived from those of Chapter 2 and are summarized in Table E.5 and Table E.9. It is interesting to see that many of them are related to known algorithms for single-channel blind deconvolution.

### 4.1 Identification of an unknown gain

Before we start to analyze the general single-channel case, where the unknown system is modeled as an FIR filter, we analyze the most simple system, namely one described by a simple complex gain. We introduce the use of the polynomial projection operator defined in Appendix D.2 to describe the system model and to derive the update equations.

#### 4.1.1 Model

In the single-channel case, we can describe the unknown system by a complex scalar \( a \). The known input sequence is described by its two-sided \( z \)-transform

\[
s(z) = \sum_{t=-T_s}^{T_s} s_t z^{-t}
\]  

(4.2)
where the length of the input sequence is $2T_s + 1$. The input-output behavior is then described by

$$x_t = a_s + n_t = z^t \mathcal{P}_{t,t} (a_s(z) + n(z))$$  \hspace{1cm} (4.3)

$$x(z) \overset{\Delta}{=} \sum_{t=-T_x}^{T_x} x_t z^{-t} = \sum_{t=-T_x}^{T_x} \mathcal{P}_{t,t} (a_s(z) + n(z))$$  \hspace{1cm} (4.4)

$$= \mathcal{P}_{-T_x, T_x} (a_s(z) + n(z))$$  \hspace{1cm} (4.5)

where $x(z)$ is the known output sequence of finite length $2T_x + 1$ and $n(z)$ is the sensor noise. Note that we define the observation time to be symmetric around the time origin, i.e. from $-T_x$ to $+T_x$. We allow that $T_x \neq T_s$, however, we require that $T_s \geq T_x$. $\mathcal{P}(\cdot)$ denotes the polynomial projection operator defined in Appendix D.2.

We give three different methods to identify the unknown gain $a$: (i) an online learning algorithm, where the update is carried out sample by sample, (ii) a batch algorithm, where the update depends on the estimation error of the whole data sequence, and (iii) a block-wise algorithm, where the update is carried out block wise.

### 4.1.2 Online learning algorithm

With an online learning algorithm we process the estimation and adaptation on a sample rate basis. Let $\hat{a} = \hat{a}$ denote the estimation of $a$. We then have

$$\hat{x}_t = h_t s_t = z^t \mathcal{P}_{t,t} (h_t s_t)$$  \hspace{1cm} (4.6)

and the estimation error

$$e_{xt} \overset{\Delta}{=} x_t - \hat{x}_t.$$  \hspace{1cm} (4.7)

For the update at discrete time $t$ we aim at minimizing $|e_{xt}|^2$. As an example, if we use LMS1-Hx we have

$$h_{t+1} = h_t + \mu e_{xt} s_t^*$$  \hspace{1cm} (4.8)

$$= h_t + \mu \mathcal{P}_{t,t} (e_{xt}(z)) \mathcal{P}_{t,t}^* (s(z))$$  \hspace{1cm} (4.9)

$$= h_t + \mu \mathcal{P}_{0,0} (e_{xt} z^{-t} s^*(z))$$  \hspace{1cm} (4.10)

$$= \mathcal{P}_{0,0} (h_t + \mu e_{xt} z^{-t} s^*(z))$$  \hspace{1cm} (4.11)

where we used $\mathcal{P}_{t,t} (e_{xt}(z)) = e_{xt} z^{-t}$, $\mathcal{P}_{t,t}^* (s(z)) = s^* z^{+t}$, and $\mathcal{P}_{0,0} (h_t) = h_t$. Other update equations for gain identification are given in Table E.4.
4.1.3 Batch learning algorithm

With a batch learning algorithm we use the estimation error of the whole data sequence for the update of \( h = \hat{a} \). Let \( k \) denote the iteration index. At iteration \( k \), the estimation sequence \( \hat{x}_k(z) \) is

\[
\hat{x}_{t,k} = h_k s_t = z^t \mathcal{P}_{t,t} (h_k s_t) \tag{4.12}
\]

\[
\hat{x}_k(z) \triangleq \sum_{t=-T_x}^{T_x} \hat{x}_{t,k} z^{-t} \tag{4.13}
\]

\[
= \mathcal{P}_{-T_x,T_x} (h_k s(z)) \tag{4.14}
\]

and the estimation error sequence \( e_{x,k}(z) \) is

\[
e_{x,t,k} \triangleq x_t - \hat{x}_{t,k} \tag{4.15}
\]

\[
e_{x,k}(z) \triangleq \sum_{t=-T_x}^{T_x} e_{x,t,k} z^{-t} \tag{4.16}
\]

\[
= x(z) - \hat{x}_k(z). \tag{4.17}
\]

At iteration \( k \) we wish to minimize \( ||e_{x,k}(z)||_F^2 \) where the norm \( ||.||_F \) is defined in (C.18). Batch learning is equal to averaging the update over the whole data sequence of \( L = 2T_x + 1 \) samples. As an example, if we use LMS1-Hx and average the update (4.8) over the whole sequence, we get

\[
h_{k+1} = h_k + \frac{\mu}{2T_x + 1} \sum_{t=-T_x}^{T_x} e_{x,t,k} s_t^* \tag{4.18}
\]

\[
= h_k + \frac{\mu}{2T_x + 1} \sum_{t=-T_x}^{T_x} \mathcal{P}_{t,t} \left( e_{x,k}(z) \right) \mathcal{P}_{t,t}^* (s(z)) \tag{4.19}
\]

\[
= h_k + \frac{\mu}{2T_x + 1} \mathcal{P}_{0,0} \left( e_{x,k}(z)s^*(z) \right) \tag{4.20}
\]

\[
= \mathcal{P}_{0,0} \left( h_k + \frac{\mu}{2T_x + 1} e_{x,k}(z)s^*(z) \right) \tag{4.21}
\]

where we used (D.43), \( \mathcal{P}_{-T_x,T_x} (e_{x,k}(z)) = e_{x,k}(z) \), and \( \mathcal{P}_{0,0} (h_k) = h_k \). Other batch learning algorithms can be derived with Table E.4, analogously to LMS1-Hx.
4.1.4 Block-wise learning algorithm

We now modify the system model slightly such that the input, the noise, and the output sequence have infinite length. The system output is still given by \( x_t = a s_t + n_t \). We partition the output sequence into consecutive, non-overlapping blocks of block length \( L = 2T_x + 1 \) samples. With \( k \) we denote the block index. We can then describe the output sequence as

\[
x(z) = \sum_{k=-\infty}^{\infty} x_k(z) z^{-kL}
\]

with

\[
x_k(z) \triangleq \sum_{t=-T_x}^{T_x} x_{kL+t} z^{-t} = P_{-T_x,T_x} (a s_k(z) + n_k(z))
\]

where

\[
s_k(z) \triangleq \sum_{t=-T_x}^{T_x} s_{kL+t} z^{-t} = P_{-T_x,T_x} (z^{kL} s(z))
\]

is the input sequence of block \( k \) and

\[
n_k(z) \triangleq \sum_{t=-T_x}^{T_x} n_{kL+t} z^{-t} = P_{-T_x,T_x} (z^{kL} n(z))
\]

is the noise sequence of block \( k \). Note, we have \( n(z) = \sum_{k=-\infty}^{\infty} n_k(z) z^{-kL} \), however, \( s(z) = \sum_{k=-\infty}^{\infty} s_k(z) z^{-kL} \) is only true if \( T_s = T_x \). Usually we have \( T_s > T_x \). Analogously, we can partition the estimation sequence as \( \hat{x}(z) = \sum_{k=-\infty}^{\infty} \hat{x}_k(z) z^{-kL} \) where at block \( k \) we have

\[
\hat{x}_{t,k} = h_k s_t = z^t P_{t,t} (h_k s(z))
\]

\[
\hat{x}_k(z) \triangleq \sum_{t=-T_x}^{T_x} \hat{x}_{kL+t,k} z^{-t} = P_{-T_x,T_x} (h_k s_k(z))
\]

Accordingly, the estimation error sequence can be written as

\[
e_x(z) = \sum_{k=-\infty}^{\infty} e_{x_k}(z) z^{-kL}
\]

with

\[
e_{x_k}(z) \triangleq \sum_{t=-T_x}^{T_x} e_{x_{kL+t,k}} z^{-t}
\]

\[
e_{x_k}(z) = x_k(z) - \hat{x}_k(z)
\]

\[
e_{x_k}(z) = P_{-T_x,T_x} ([a - h_k] s_k(z) + n_k(z))
\]
The update is performed at the block rate, where in block $k$ we aim at minimizing $\| e_{x_k}(z) \|^2_F$. This is equal to averaging the update over a whole block of $L = 2T_x + 1$ samples. As an example, if we use LMS1-Hx we have

\[
\begin{align*}
    h_{k+1} &= h_k + \frac{\mu}{2T_x + 1} \sum_{t=kL}^{kL+T_x} e_{x_t} s_{t}^* \\
    &= h_k + \frac{\mu}{2T_x + 1} \sum_{t=kL-T_x}^{kL+T_x} \mathcal{P}_{t,t} (e_{x_k}(z) z^{-kL}) \mathcal{P}_{t,t}^* (s_k(z) z^{-kL}) \\
    &= h_k + \frac{\mu}{2T_x + 1} \sum_{t=-T_x}^{T_x} \mathcal{P}_{t,t} (e_{x_k}(z)) \mathcal{P}_{t,t}^* (s_k(z)) \\
    &= h_k + \frac{\mu}{2T_x + 1} \mathcal{P}_{0,0} (e_{x_k}(z) s_k^*(z)) \\
    &= \mathcal{P}_{0,0} \left( h_k + \frac{\mu}{2T_x + 1} e_{x_k}(z) s_k^*(z) \right)
\end{align*}
\]

Other block-wise learning algorithms can be derived analogously to LMS1-Hx with the sample-wise update equations of Table E.4.

The block-wise learning algorithm is different from the batch algorithm in the sense that instead of using the same input block of $2T_x + 1$ samples for every iteration, a new input block with $2T_x + 1$ samples is taken for every iteration. Furthermore, by setting $T_x$ to zero ($L = 1$) the block-wise learning algorithm degenerates to the online learning algorithm of Section 4.1.2.

### 4.2 Single-channel identification

We now extend the model of the unknown single-channel system from being an unknown gain $a$ to an FIR filter $a(z)$, see Fig. 4.1.
4.2. Single-channel identification

Figure 4.1: Single-channel identification. The filter $h(z)$ is adapted such that $h(z) \approx a(z)$.

### 4.2.1 Model

For the single-channel case, we can describe the unknown system by a single polynomial, the two sided $z$-transform

$$a(z) \triangleq \sum_{n=-N_s}^{N_s} a_n z^{-n}.$$  \hspace{1cm} (4.35)

With this definition, we allow the system to be non-causal, as $a(z)$ also has positive powers of $z$. For a causal system we have $a_{-1} = \cdots = a_{-N_s} = 0$, or $\mathcal{P}_{-N_s, -1}(a(z)) = 0$. The known input sequence $s(z)$ is given in (4.2). The input-output behavior is then described by

$$x_t = z^t \mathcal{P}_{t,T} (a(z)s(z) + n(z))$$  \hspace{1cm} (4.36)

$$x(z) \triangleq \sum_{t=-T_x}^{T_x} x_t z^{-t} = \mathcal{P}_{-T_x, T_x} (a(z)s(z) + n(z))$$  \hspace{1cm} (4.37)

where $x(z)$ is the output sequence of finite length $2T_x + 1$ and $n(z)$ is the sensor-noise sequence. The description is similar to the one in Section 4.1.1 except that $a$ is replaced by $a(z)$.

The error criterion which we aim at minimizing is

$$E \left\{ |e_{xt}|^2 \right\} = \|a(z) - h_t(z)\|^2_{\mathcal{F}} \sigma_s^2 + \sigma_n^2$$  \hspace{1cm} (4.38)
with \( \sigma_s^2 \triangleq E \{ |s_t|^2 \} \), \( \sigma_n^2 \triangleq E \{ |n_t|^2 \} \), and the assumption that \( s(z) \) and \( n(z) \) are uncorrelated, i.e. \( \langle s(z), n(z) \rangle_x = 0 \). This is equal to minimizing \( \| a(z) - h_t(z) \|^2_x \).

Just as in Section 4.1, we now describe an online, a batch, and a block-wise learning algorithm for identification, with the extension, that an FIR filter is adapted.

### 4.2.2 Online learning algorithm

With an online learning algorithm we process the estimation and adaptation at the sample rate. Let \( h(z) = \hat{a}(z) \) denote the estimation of \( a(z) \)

\[
h(z) = \sum_{n=-N_h}^{N_h} h_n z^{-n} \quad (4.39)
\]

with \( N_h \leq N_a \). We then have

\[
\hat{x}_t = z^t P_{t,t} (h_t(z)s(z)) \quad (4.40)
\]

where \( h_t(z) \) is the estimate of \( a(z) \) at time \( t \) and

\[
e_{xt} \triangleq x_t - \hat{x}_t \quad (4.41)
\]

is the corresponding estimation error at discrete time \( t \). For the update at \( t \) we aim at minimizing \( |e_{xt}|^2 \). As an example, if we use LMS1-H\( x \) we have

\[
h_{n,t+1} = h_{n,t} + \mu e_{xt}^* s_{t-n}^* \quad (4.42)
\]

\[
h_{t+1}(z) = h_t(z) + \mu P_{t,t} (e_{x}(z)) P_{t-N_h,t+N_h}^* (s(z)) \quad (4.43)
\]

\[
= h_t(z) + \mu P_{-N_h,N_h} (e_{xt} z^{-t} s^*(z)) \quad (4.44)
\]

\[
= P_{-N_h,N_h} (h_t(z) + \mu e_{xt} z^{-t} s^*(z)) \quad (4.45)
\]

where we used \( P_{-N_h,N_h} (h_t(z)) = h_t(z) \). Other update equations for single-channel identification can be derived from Table E.4.

### 4.2.3 Batch learning algorithm

With a batch learning algorithm we use the estimation error of the whole data sequence for the update of \( h(z) = \hat{a}(z) \). Let \( k \) denote the iteration index. At
4.2. Single-channel identification

At iteration \( k \), the estimation sequence \( \hat{x}_k(z) \) is

\[
\hat{x}_{t,k} = z^t P_{t,t} (h_k(z)s(z))
\]

\[
\hat{x}_k(z) = \sum_{t=-T_x}^{T_x} \hat{x}_{t,k} z^{-t} = P_{-T_x,T_x} (h_k(z)s(z)).
\]

The linear convolution (4.47) is illustrated in Fig. 4.2 (top). The estimation error sequence \( e_{x,k}(z) \) is

\[
e_{x,t,k} = x_t - \hat{x}_{t,k}
\]

\[
e_{x,k}(z) = \sum_{t=-T_x}^{T_x} e_{x,t,k} z^{-t} = x(z) - \hat{x}_k(z)
\]

\[
e_{x,k}(z) = P_{-T_x,T_x} \left( [a(z) - h_k(z)]s(z) + n(z) \right).
\]

At iteration \( k \) we wish to minimize \( \|e_{x,k}(z)\|_F^2 \). This is equal to averaging the update over the whole data sequence of \( 2T_x + 1 \) samples. As an example, if we use LMS-Hx we have

\[
h_{n,k+1} = h_{n,k} + \frac{\mu}{2T_x + 1} \sum_{t=-T_x}^{T_x} e_{x,t,k} s^*_{t-n}
\]

\[
h_{k+1}(z) = h_k(z) + \frac{\mu}{2T_x + 1} \sum_{n=-N_h}^{N_h} \sum_{t=-T_x}^{T_x} P_{t,t} (e_{x,k}(z)) P^*_{t-n,t-n} (s(z))
\]

\[
h_{k+1}(z) = h_k(z) + \frac{\mu}{2T_x + 1} \sum_{t=-T_x}^{T_x} P_{t,t} (e_{x,k}(z)) P^*_{t-N_h,t+N_h} (s(z))
\]

\[
h_{k+1}(z) = P_{-N_h,N_h} \left( h_k(z) + \frac{\mu}{2T_x + 1} e_{x,k}(z)s^*(z) \right).
\]

where we used (D.54), \( P_{-T_x,T_x} (e_{x,k}(z)) = e_{x,k}(z) \), and \( P_{-N_h,N_h} (h_k(z)) = h_k(z) \) in the last step. We require that \( T_x \geq T_x + N_h \). Other update equations for a batch learning algorithm can be derived with Table E.4, analogously to LMS-Hx.
Figure 4.2: Batch learning algorithm \((T_x = T_s - N_h, C \geq 2 (T_s + N_h) + 1)\):
(top) linear convolution \(\hat{x}(z) = \mathcal{P}_{-T_s,T_s} (h(z) s(z))\), (bottom) circular convolution \(\hat{x}(z) = \mathcal{P}_{-T_s,T_s} \left( \tilde{h}_C (h(z) s(z)) \right)\).
4.2.4 Block-wise learning algorithm

Figure 4.3: Overlap-save technique. The output sequence is partitioned into non-overlapping blocks.

We change the system model slightly such that the input, the noise, and the output sequence have infinite length. The system output is still given by \( x_t = \mathcal{P}_{t,t} (a(z)s(z) + n(z)) \). We now apply the overlap-save technique [84], where the output sequence is partitioned into consecutive, non-overlapping blocks of length \( L = 2T_x + 1 \), as shown in Fig. 4.3. With \( k \) we denote the block index. We can then describe the output sequence as

\[
x(z) = \sum_{k=-\infty}^{\infty} x_k(z)z^{-kL}
\]

with

\[
x_k(z) \triangleq \sum_{t=-T_x}^{T_x} x_{kL+t} z^{-t} = \mathcal{P}_{-T_x,T_x} (a(z)s_k(z) + n_k(z))
\]

where \( s_k(z) \) and \( n_k(z) \) are defined in (4.23) and (4.24). According to the overlap-save technique [84], we require that \( T_s \geq T_x + N_h \). Therefore two consecutive input blocks \( s_{k-1}(z) \) and \( s_k(z) \) overlap. We can partition the esti-
The estimation sequence as \( \hat{x}(z) = \sum_{k=-\infty}^{\infty} \hat{x}_k(z)z^{-kL} \) where at block \( k \) we have

\[
\hat{x}_{t,k} = z^t \mathcal{P}_{t,t} \left( h_k(z)s_k(z) \right)
\]

\[
\hat{x}_k(z) \triangleq \sum_{t=-T_x}^{T_x} \hat{x}_{t+kL,k} z^{-t} = \mathcal{P}_{-T_x,T_x} \left( h_k(z)s_k(z) \right).
\]

Accordingly, the estimation error sequence can be written as

\[
e_x(z) = \sum_{k=-\infty}^{\infty} e_{x,k}(z)z^{-kL} \quad \text{with}
\]

\[
e_{x,k}(z) \triangleq \sum_{t=-T_x}^{T_x} e_{x,kL+t,k} z^{-t} = \hat{x}_k(z) - x_k(z)
\]

\[
= \mathcal{P}_{-T_x,T_x} \left( \left[ a(z) - h_k(z) \right] s_k(z) + n_k(z) \right).
\]

The update is proceeded at the block rate, where in block \( k \) we aim at minimizing \( \|e_{x,k}(z)\|_2^2 \). This is equal to averaging the update over a whole block of \( L = 2T_x + 1 \) samples. As an example, if we use LMS1-Hx we have

\[
h_{n,k+1} = h_{n,k} + \frac{\mu}{2T_x + 1} \sum_{t=kL-T_x}^{kL+T_x} e_{x,t} s_{t-n}^*
\]

\[
h_{k+1}(z) = h_k(z) + \frac{\mu}{2T_x + 1} \sum_{t=-T_x}^{T_x} \mathcal{P}_{t,t} \left( e_{x,k}(z) \right) \mathcal{P}_{t-N_h,t+N_h}^* \left( s_k(z) \right)
\]

\[
= \mathcal{P}_{-N_h,N_h} \left( h_k(z) + \frac{\mu}{2T_x + 1} e_{x,k}(z) s_k^*(z) \right).
\]

Note the similarity between (4.64) and (4.55). Other block-wise learning algorithms can be derived analogously to LMS1-Hx with the sample-wise update equations of Table E.4.

### 4.2.5 Some remarks

The block-wise learning algorithm is related to the batch learning algorithm, but instead of using the same block of \( 2T_x + 1 \) samples for every iteration, a new input block with \( 2T_x + 1 \) samples is chosen for every iteration. Furthermore, by setting \( T_x \) to zero (\( L = 1 \)) the block-wise learning algorithm degenerates to an online learning algorithm.
With $N_a = 1$ and $N_h = 1$ the model and the algorithms described in this section reduce to those in Section 4.1. We first focused on this most simple case, because it already shows some fundamental concepts and introduces the mathematical formulation in a simple way.

### 4.2.6 Identification of a causal system

In a first step, we treat a causal system as a special case of a non-causal system. By making only minor changes in the system description and in the update equation, we obtain almost the same algorithms as in previous sections. The unknown causal system $a(z)$ and the corresponding estimation $h(z)$ are described by

$$a(z) = \sum_{n=0}^{N_a} a_n z^{-n}, \quad \text{(4.65)}$$
$$h(z) = \sum_{n=0}^{N_h} h_n z^{-n}. \quad \text{(4.66)}$$

The system output $x(z)$, the estimation $\hat{x}(z)$, and the error signal $e_x(z)$ are derived analogously to the non-causal system. Minor changes are made in the update equations, namely in the parameters of the projection operator, and we use again the LMS1-Hx for demonstration. The update equations of the online learning algorithm given in Section 4.2.2 become

$$h_{t+1}(z) = h_t(z) + \mu P_{t,t} (e_x(z)) P_{t-N_h,t}^* (s(z)) \quad \text{(4.67)}$$
$$= P_{0,N_h} (h_t(z) + \mu e_{xt} z^{-t} s^*(z)) \quad \text{(4.68)}$$

those of the batch algorithm from Section 4.2.3 change to

$$h_{k+1}(z) = h_k(z) + \frac{\mu}{2T_x + 1} \sum_{t=-T_x}^{T_x} P_{t,t} (e_{x_k}(z)) P_{t-N_h,t}^* (s(z)) \quad \text{(4.69)}$$
$$= P_{0,N_h} \left( h_k(z) + \frac{\mu}{2T_x + 1} e_{x_k}(z)s^*(z) \right) \quad \text{(4.70)}$$
and those of the block-wise learning algorithm from Section 4.2.4 become

\[ h_{k+1}(z) = h_k(z) + \frac{\mu}{2T_s + 1} \sum_{t=kL-T_s}^{kL+T_s} P_{t,t} \left( z^{-kL} e_{x_k}(z) \right) P_{t-N_h,t}^* (s_k(z)) \]

\[ = P_{0,N_h} \left( h_k(z) + \frac{\mu}{2T_s + 1} e_{x_k}(z) s_{k}^*(z) \right) . \]  

(4.71)

(4.72)

In these steps, we have essentially omitted the computation of the update of the non-causal filter part.

### 4.2.7 Extension to circular convolution

We now wish to consider the case where long filters are involved. Since the filter operation is a linear convolution, we are interested in an efficient implementation of the linear convolution. From Section 3.2.3 we know that there exists a fast implementation of the circular convolution by using the FFT. We also know that every linear convolution can be carried out by a circular convolution of appropriate size. Therefore we modify the filter and update equations such that we can apply a circular convolution, and find the necessary conditions.

**Batch learning algorithm**

**Non-causal system**  We consider the learning algorithm of Section 4.2.3, where a non-causal filter is estimated. At iteration \( k \), the estimation sequence \( \hat{x}_k(z) \) is given in (4.47). We carry out the following modification

\[ \hat{x}_k(z) = P_{-T_s,T_s} (h_k(z) s(z)) \]

\[ = P_{-T_s,T_s} \left( \tilde{P}_C (h_k(z) s(z)) \right) \]

(4.73)

(4.74)

With the help of the circular projection operator \( \tilde{P}_C(\cdot) \), defined in Section D.2, we have actually included the computation of a circular convolution. Equality holds if

\[ C \geq 2T_s + 1 \geq 2(T_x + N_h) + 1 \]

(4.75)
where the inequality on the right guarantees that every element of $\hat{x}_k(z)$ is free from boundary effects, e.g., $\hat{x}_t$ is a sum of $2N_h + 1$ elements, and the inequality on the left guarantees that at least the $2T_x + 1$ center elements of the circular convolution $\tilde{P}_C (h_k(z)s(z))$ coincide with those of the linear convolution $h_k(z)s(z)$. The circular convolution (4.74) is illustrated in Fig. 4.2 (bottom).

We can proceed the same way for the update equations. Again we use LMS1-Hx as an example. Starting with (4.55), we carry out the following modification

$$
\begin{align*}
    h_{k+1}(z) &= h_k(z) + \frac{\mu}{2T_x + 1} P_{-N_h,N_h} (e_{x_k}(z) s^*(z)) \\
    &= h_k(z) + \frac{\mu}{2T_x + 1} P_{-N_h,N_h} (\tilde{P}_C (e_{x_k}(z) s^*(z)))
\end{align*}
$$

which holds for (4.75), just as for the filtering in (4.74).

**Causal system** In case of a causal system, (4.75) changes to

$$
C \geq 2T_s + 1 \geq T_s + T_x + N_h + 1
$$

which means that for the same FFT size $C$, $L = T_s + T_x + 1$ output elements coincide with the linear convolution, as opposed to the non-causal case where we have $L = 2T_x + 1$.

Some algorithms have more than one convolution in their update equation. If the same technique is applied, where a circular convolution is incorporated into the update equations, the corresponding FFT size $C$ actually depends on the length of all sequences which are involved in the convolution. However, if $T_x$ is at least as large as $N_h$, the error of the wrap-around effect of the circular convolution harms the estimation $h(z)$ only slightly, especially when $s(z)$ is a white signal.

**Block-wise learning algorithm**

As already mentioned in Section 4.2.5, the difference between a batch and block-wise learning algorithm is basically whether the update iterations are done with the same, or with new input data. Therefore we can do the same modifications for a block-wise learning algorithm, as for the batch algorithm, described in the previous section. By simply substituting $s_k(z)$ in place of $s(z)$
4.3 Efficient implementation of single-channel system identification by transformation into the frequency domain

In the following, we are interested in computationally efficient implementations of the concepts described in Section 4.2.7. To this end, we transform the filtering and the update of the filter coefficients into the frequency domain.

4.3.1 Online learning algorithm

Usually, for an online learning algorithm, with adaptation being carried out at the sample rate, the filtering and the adaptation remain in the time domain. However, it might still be worth carrying out the adaptation in the frequency domain (or more generally, the transform domain) if the autocorrelation matrix of the input signal $s$ has a large eigenvalue spread, which slows down the convergence rate. The DFT tends to decorrelate the input signal for a large DFT length $C$ and therefore a bin-wise step-size normalization can be applied to speed up the convergence [77].

4.3.2 Batch learning algorithm

The whole batch learning algorithm for system identification is given on page 104 from (4.80) to (4.95). Since we have all data available, we can adapt a non-causal filter.

The following comments can be made:

- In (4.80), the constraint on the minimum size of the number of input samples $2T_s + 1$ is given for the case where we have $2T_x + 1$ output samples and where we wish to adapt $2N_a + 1$ filter coefficients. If the
number of input samples is limited, we can also read (4.80) as \( T_\times \leq T_s - N_h \). We then see that only \( 2(T_s - N_h) + 1 \) output samples should be used to build the estimation error. The constraint on the minimum FFT size is \( C \geq 2T_s + 1 \) and guarantees that the output samples in \( \hat{x}_k \) are free of wrap-around effects stemming from the circular convolution. The FFT size \( C \) can be even and is usually chosen to be a power of two.

- The initial settings \((k = 0)\) for the algorithm are given from (4.82) to (4.87). Note that the elements with index zero are arranged to be the first elements of the time-domain vectors. From there, the causal part (or samples from the future) is located in the first elements of the vector, whereas the non-causal part (or samples from the past) is located at the end of the vectors. This makes it easy to transform the filter and update equations, derived in the \( z \)-domain, into the domain of circulant matrices, with the isomorphic mapping \( \hat{x}(z) = \hat{P}_C (h(z)s(z)) \approx \hat{X} = \hat{H}\hat{S} \approx \hat{X} = \hat{H}\hat{S} \).

- In (4.88), we define the projection matrix

\[
P_{h} = F \hat{P}_{-N_h,N_h} F^{-1} = F \begin{bmatrix} I_{N_h+1} & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & I_{N_h} \end{bmatrix} C \times C \quad F^{-1} \tag{4.79}
\]

which is used in (4.95) to reset the center elements of \( \tilde{h}_{k+1} \) to zero after every update. This is the same technique which is widely known in frequency-domain adaptive filtering [36, 96]. \( \hat{P}_{-N_h,N_h} \) is defined according to (3.12). Sometimes this filter projection operation is omitted to reduce the computational complexity of the algorithm. The price for this is that the output signal is disturbed by wrap-around effects of the circular convolution. However, simulations have shown that the filter projection operation (4.95) helps for a faster and more smooth convergence of the algorithm. A good compromise is to carry out projection operations once every few blocks.

- In (4.89), the filtering (convolution) \( \hat{P}_C (h_k(z)s(z)) \approx \hat{H}_k \hat{S} \), with \( \hat{H}_k = C(\tilde{h}_k) \) and \( \hat{S} = C(\tilde{s}) \), is carried out in the frequency domain. In (4.90) the \( 2T_\times + 1 \) elements which belong to the linear convolution \( \hat{x}_k(z) = \mathcal{P}_{-T_\times,T_\times} (\hat{P}_C (h_k(z)s(z))) \) are extracted, as seen in (4.91).
### Batch learning algorithm for SISO system identification

**Definitions and initialization** \((k = 0)\):

\[
C \geq 2T_s + 1 \geq 2(T_x + N_h) + 1 \tag{4.80}
\]

\[
L = 2T_x + 1 \tag{4.81}
\]

\[
\tilde{x} = (x_0, \ldots, x_{T_x - 1}, 0, \ldots, 0, x_{-T_x}, \ldots, x_{-1})^T \tag{4.82}
\]

\[
\bar{X} = \text{diag} \left[ F \tilde{x} \right] \tag{4.83}
\]

\[
\tilde{s} = (s_0, s_{T_s}, 0, \ldots, 0, s_{-T_s}, \ldots, s_{-1})^T \tag{4.84}
\]

\[
\bar{S} = \text{diag} \left[ F \tilde{s} \right] \tag{4.85}
\]

\[
\hat{h}_0 = (h_0, \ldots, h_{N_h - 1}, 0, \ldots, 0, h_{-N_h}, \ldots, h_{-1})^T \tag{4.86}
\]

\[
\bar{H}_0 = \text{diag} \left[ F \hat{h}_0 \right] \tag{4.87}
\]

\[
P_{\bar{h}} = F \bar{P}_{-N_h, N_h} F^{-1} \tag{4.88}
\]

For every iteration \(k = 1, 2, 3, \ldots\):

1. **Filtering:**

\[
\tilde{X}_k = \bar{H}_k \tilde{S} \tag{4.89}
\]

\[
\hat{x}_k = \bar{P}_{-T_x, T_x} F^{-1} \text{diag} \left( \tilde{X}_k \right) \tag{4.90}
\]

\[
= (\hat{x}_0, \ldots, \hat{x}_{T_x - 1}, 0, \ldots, 0, \hat{x}_{-T_x}, \ldots, \hat{x}_{-1})^T \tag{4.91}
\]

2. **Adaptation error:**

\[
\bar{e}_{x_k} = \tilde{x} - \hat{x}_k \tag{4.92}
\]

\[
\bar{E}_{x_k} = \text{diag} \left[ F \bar{e}_{x_k} \right] \tag{4.93}
\]

3. **Update equations:**

\[
\bar{H}_{k+1}' = \text{any update equation from Table E.5} \tag{4.94}
\]

\[
\bar{H}_{k+1} = \text{diag} \left[ P_{\bar{h}} \text{ diag} \left( \bar{H}_{k+1}' \right) \right] \tag{4.95}
\]
4.3. Efficient implementation

Block-wise learning algorithm for SISO system identification

Definitions and initialization ($k = 0$):

\[ C \geq 2T_s + 1 \geq T_s + T_x + N_h + 1 \]  \hspace{1cm} (4.96)

\[ L = T_s + T_x + 1 \]  \hspace{1cm} (4.97)

\[ \tilde{h}_0 = (h_0, \ldots, h_{N_h}, 0, \ldots, 0)^T \]  \hspace{1cm} (4.98)

\[ \tilde{H}_0 = \text{diag} \left[ \mathbf{F} \tilde{h}_0 \right] \]  \hspace{1cm} (4.99)

\[ \mathbf{P}_{\tilde{h}} = \mathbf{F} \mathbf{P}_{0,0} \mathbf{F}^{-1} \]  \hspace{1cm} (4.100)

For every block $k = 1, 2, 3, \ldots$:

1. Filtering:

\[ \tilde{x}_k = (x_{kL}, \ldots, x_{kL+T_s}, 0, \ldots, 0, x_{kL-T_s}, \ldots, x_{kL-1})^T \]  \hspace{1cm} (4.101)

\[ \tilde{X}_k = \text{diag} \left[ \mathbf{F} \tilde{x}_k \right] \]  \hspace{1cm} (4.102)

\[ \tilde{s}_k = (s_{kL}, \ldots, s_{kL+T_s}, 0, \ldots, 0, s_{kL-T_s}, \ldots, s_{kL-1})^T \]  \hspace{1cm} (4.103)

\[ \tilde{S}_k = \text{diag} \left[ \mathbf{F} \tilde{s}_k \right] \]  \hspace{1cm} (4.104)

\[ \tilde{\tilde{X}}_k = \tilde{H}_k \tilde{S}_k \]  \hspace{1cm} (4.105)

\[ \tilde{\tilde{x}}_k = \tilde{\tilde{X}}_k \mathbf{F}^{-1} \text{diag} \left( \tilde{\tilde{X}}_k \right) \]  \hspace{1cm} (4.106)

\[ = (\hat{x}_{kL}, \ldots, \hat{x}_{kL+T_s}, 0, \ldots, 0, \hat{x}_{kL-T_s}, \ldots, \hat{x}_{kL-1})^T \]  \hspace{1cm} (4.107)

2. Adaptation error:

\[ \tilde{e}_{\tilde{x}_k} = \tilde{x}_k - \tilde{\tilde{x}}_k \]  \hspace{1cm} (4.108)

\[ \tilde{E}_{\tilde{x}_k} = \text{diag} \left[ \mathbf{F} \tilde{e}_{\tilde{x}_k} \right] \]  \hspace{1cm} (4.109)

3. Update equations:

\[ \tilde{H}_{k+1}' = \text{any update equation from Table E.5} \]  \hspace{1cm} (4.110)

\[ \tilde{H}_{k+1} = \text{diag} \left[ \mathbf{P}_{\tilde{h}} \text{diag} \left( \tilde{H}_{k+1}' \right) \right] \]  \hspace{1cm} (4.111)
• In (4.92), we build the adaptation error in the time domain and \( \tilde{e}_{x_k} \equiv e_{x_k}(z) \) consists of \( L = 2T_x + 1 \) non-zero elements. In (4.93) the error vector \( \tilde{e}_{x_k} \) is transformed into the frequency domain, where it is used for the update.

• Any update equation listed in Table E.5 can be used for the adaptation. The RLS-type algorithms additionally require the update of a correlation matrix, which is also carried out in the frequency domain. As mentioned above, (4.95) constrains the center elements of \( \tilde{h}_k \) to be zero after every adaptation.

### 4.3.3 Block-wise learning algorithm

The whole block-wise learning algorithm for system identification is given on page 105 from (4.96) to (4.111). Conceptually, the block-wise and batch learning algorithm are almost equal, except that we now adapt a causal filter \( h(z) \).

The following comments can be made:

• In contrast to the batch algorithm where we adapted a non-causal filter of length \( 2N_h + 1 \), we now adapt a causal filter of length \( N_h + 1 \). If we use the same FFT length \( C \) as for the batch algorithm, we can choose a larger block length \( L \), as given in (4.97). We also see from (4.108), (4.101), (4.106), and (4.107), that \( L = T_s + T_x + 1 \) output samples are now used to build the block estimation error.

• In (4.100), we define the projection matrix

\[
P_{\tilde{h}} = F \tilde{P}_{0,N_h} F^{-1} = F \begin{bmatrix} I_{N_h+1} & 0 \\ 0 & 0 \end{bmatrix} F^{-1}^{C \times C}
\]

which is used in (4.111) to zero pad \( \tilde{h}_{k+1} \) after every update. Note the difference between (4.100) and (4.88).

• If we use the LMS-Hx for the update and choose \( C = 2T_s + 1 \), the block-wise learning algorithm is equivalent to the one proposed by Ferrara in [36, 37], except for a permuted arrangement of the elements.
4.4 Single-channel inverse modeling

Figure 4.4: Causal realization of single-channel equalization. The causal filter $w(z)$ is adapted such that $g_t(z) = w_t(z)a(z) \approx z^{-d}$. The delay of $d$ samples allows the inclusion of the non-causal part of the expansion of $a^{-1}(z)$.

The setup of inverse modeling, inverse-system identification, or system equalization is shown in Fig. 4.4. The model is the same as described in Section 4.2.1, where the unknown filter is allowed to be non-causal. The global system response is

$$ g_t(z) = w_t(z)a(z). \quad (4.113) $$

The error criterion which we aim at minimizing is

$$ E \left\{ |e_{st}|^2 \right\} = \|1 - g_t(z)\|^2_F \sigma_s^2 + \|w_t(z)\|^2_F \sigma_n^2 \quad (4.114) $$

where $s(z)$ and $n(z)$ are assumed to be uncorrelated, i.e. $\langle s(z), n(z) \rangle_F = 0$, and $\sigma_s^2 \triangleq E \left\{ |s_t|^2 \right\}$ and $\sigma_n^2 \triangleq E \left\{ |n_t|^2 \right\}$. In the noise-free case, this is equal to minimizing $\|1 - g_t(z)\|_F$, which gives the zero-forcing solution $w(z) = a^{-1}(z)$.

Just as in Section 4.2, we now describe an online, a batch, and a block-wise learning algorithm, however, now for single-channel inverse modeling instead

- Any update equation listed in Table E.5 can be used for the adaptation. The RLS-type algorithms additionally require the update of a correlation matrix.
of simply for a gain $a$. The derivations are almost the same, therefore we skip, now and again, a few steps.

### 4.4.1 Online learning algorithm

With an online learning algorithm we process the estimation and adaptation at the sample rate. Let $w(z) = \hat{a}^{-1}(z)$ denote the estimation of $a^{-1}(z)$

$$w(z) \triangleq \sum_{n=-N_w}^{N_w} w_n z^{-n}.$$  \hspace{1cm} (4.115)

We then have

$$u_t = z^t P_{t,t} (w_t(z)x(z))$$  \hspace{1cm} (4.116)

where $w_t(z)$ is $\hat{a}^{-1}(z)$ at discrete time $t$, and

$$e_{st} \triangleq s_t - u_t$$  \hspace{1cm} (4.117)

is the corresponding estimation error. At time instant $t$, we take $|e_{st}|^2$ as the error criterion which we wish to minimize. As an example, the LMS3-Ws becomes

$$w_{n,t+1} = w_{n,t} + \mu e_{st} x_{t-n}^*$$ \hspace{1cm} (4.118)

$$w_{t+1}(z) = w_t(z) + \mu P_{t,t} (e_{st}(z)) P_{t-N_w,t+N_w}^* (x(z))$$ \hspace{1cm} (4.119)

$$= P_{-N_w,N_w} (w_t(z) + \mu e_{st} z^{-t} x^*(z))$$ \hspace{1cm} (4.120)

where $P_{t,t} (e_{st}(z)) = e_{st} z^{-t}$ and $e_s(z) \triangleq \sum_t e_{st} z^{-t}$.

Other update equations for single-channel inverse modeling can be derived with the update equations for inverse-gain identification from Table E.8, similarly to LMS3-Ws.

### 4.4.2 Batch learning algorithm

For the batch learning algorithm we use the estimation error of the whole data sequence for the update of $w_k(z)$, where $k$ denotes the iteration index. At
iteration $k$, the sequence output $u_k(z)$ is

$$u_{t,k} = z^t \mathcal{P}_{t,t} (w_k(z)x(z))$$

$$= z^t \mathcal{P}_{t,t} (g_k(z)s(z) + w_k(z)n(z))$$

$$u_k(z) \triangleq \sum_{t=-Tu}^{Tu} u_{t,k}z^{-t} = \mathcal{P}_{-Tu,Tu} (w_k(z)x(z))$$

$$= \mathcal{P}_{-Tu,Tu} (g_k(z)s(z) + w_k(z)n(z))$$

with $g_k(z) = w_k(z)a(z)$. The estimation error sequence $e_{st,k}(z)$ is

$$e_{st,k} \triangleq s_t - u_{t,k}$$

$$e_{sk}(z) \triangleq \sum_{t=-Tu}^{Tu} e_{st,k}z^{-t}$$

$$= \mathcal{P}_{-Tu,Tu} (s(z) - u_k(z))$$

$$= \mathcal{P}_{-Tu,Tu} ([1 - q_k(z)] s(z) - w_k(z)n(z)) .$$

At iteration $k$ we wish to minimize $\|e_{sk}(z)\|_2^2$. This is equal to averaging the update over the whole data sequence of $L = 2Tu + 1$ samples. As an example, if we use LMS3-Ws we have

$$w_{n,k+1} = w_{n,k} + \frac{\mu}{2Tu + 1} \sum_{t=-Tu}^{Tu} e_{st,k} x_t^*$$

$$w_{k+1}(z) = w_k(z) + \frac{\mu}{2Tu + 1} \sum_{t=-Tu}^{Tu} \mathcal{P}_{t,t} (e_{sk}(z)) \mathcal{P}_{t-N_w,N_w}^* (x(z))$$

$$= \mathcal{P}_{-N_w,N_w} \left( w_k(z) + \frac{\mu}{2Tu + 1} e_{sk}(z)x^*(z) \right)$$

where we used (D.54), $\mathcal{P}_{-Tu,Tu} (e_{sk}(z)) = e_{sk}(z)$, and $\mathcal{P}_{-N_w,N_w} (w_k(z)) = w_k(z)$. Other batch learning algorithms can be derived with Table E.8, analogously to LMS3-Ws.

### 4.4.3 Block-wise learning algorithm

We change the system model slightly such that the input, the noise, and the output sequence have infinite length. Similarly to Section 4.2.4 we apply the
overlap-save technique, where the output sequence \( u(z) \) is partitioned into consecutive, non-overlapping blocks of length \( L = 2T_u + 1 \). With \( k \) we denote the block index. We can then describe the output sequence as

\[
\sum_{k=-\infty}^{\infty} u_k(z)z^{-kL} \quad \text{with}
\]

\[
\begin{align*}
    u_{t,k} &= z^t \mathcal{P}_{t,t}(w_k(z)x(z)) \\
    &= z^t \mathcal{P}_{t,t}(g_k(z)s(z) + w_k(z)n(z)) \\
    u_k(z) &= \sum_{t=-T_u}^{T_u} u_{kL+t}z^{-t} \\
    &= \mathcal{P}_{-T_u,T_u}(w_k(z)x_k(z)) \\
    &= \mathcal{P}_{-T_u,T_u}(g_k(z)s_k(z) + w_k(z)n_k(z))
\end{align*}
\]

where \( s_k(z) \) is the system input sequence defined in (4.23), with \( T_s \geq T_x + N_a \). According to the overlap-save technique [84], we require that \( T_x \geq T_u + N_w \).

The estimation error sequence can be written as

\[
\begin{align*}
    e_s(z) &= \sum_{k=-\infty}^{\infty} e_{sk}(z)z^{-kL} \quad \text{with (4.117) and}
    \\
    e_{sk}(z) &= \sum_{t=-T_u}^{T_u} e_{skL+t,k}z^{-t} \\
    &= \mathcal{P}_{-T_u,T_u}(s_k(z) - u_k(z)) \\
    &= \mathcal{P}_{-T_u,T_u}([1 - g_k(z)]s_k(z) + w_k(z)n_k(z))
\end{align*}
\]

The update is processed at the block rate, where in block \( k \) we aim at minimizing \( \|e_{sk}(z)\|^2 \). This is equal to averaging the update over a whole block of \( L = 2T_u + 1 \) samples. As an example, if we use LMS3-Ws we have

\[
\begin{align*}
    w_{n,k+1} &= w_{n,k} + \frac{\mu}{2T_u + 1} \sum_{t=-kL-T_u}^{kL+T_u} e_{st} x^*_t x_{t-n} \\
    w_{k+1}(z) &= w_k(z) + \frac{\mu}{2T_u + 1} \sum_{t=-T_u}^{T_u} \mathcal{P}_{t,t}(e_{sk}(z)) \mathcal{P}_{t-N_w,t+N_w}^*(x_k(z)) \\
    &= \mathcal{P}_{-N_w,N_w}(w_k(z) + \frac{\mu}{2T_u + 1} e_{sk}(z)x^*_k(z))
\end{align*}
\]

where we used (D.54) in the last step. Further block-wise learning algorithms for single-channel inverse modeling can be derived analogously to LMS3-Ws with the sample-wise update equations of Table E.8.
4.4.4 Extension to circular convolution

We follow the same ideas as in Section 4.2.7, where we consider the case where long filters are involved. Again we modify the filter and update equations such that we can apply a circular convolution, and find the necessary conditions.

**Batch learning algorithm**

We consider the learning algorithm of Section 4.4.2, where we adapt a non-causal filter to possibly invert a nonminimum-phase system. To this end, we replace the linear convolution, given in (4.123), by a circular convolution, i.e.,

\[
 u_k(z) = \mathcal{P}_{-T_u,T_u} (w_k(z)x(z)) \\
 = \mathcal{P}_{-T_u,T_u} \left( \tilde{\mathcal{P}}_C (w_k(z)x(z)) \right). 
\]

Equality holds for

\[
 C \geq 2T_x + 1 \geq 2(T_u + N_w) + 1. 
\]

The inequality on the right guarantees that every element of \( u_k(z) \) is free from boundary effects, e.g., \( u_t \) is a sum of \( 2N_w + 1 \) elements, and the inequality on the left guarantees that at least the \( 2T_u + 1 \) center elements of the circular convolution \( \tilde{\mathcal{P}}_C (w_k(z)x(z)) \) coincide with those of the linear convolution \( w_k(z)x(z) \).

We can proceed the same way for the update equations. Again we use LMS3-Ws as an example. Starting with (4.131), we obtain

\[
 w_{k+1}(z) = w_k(z) + \frac{\mu}{2T_u + 1} \mathcal{P}_{-N_w,N_w} (e_{sk}(z)x^*(z)) \\
 = w_k(z) + \frac{\mu}{2T_u + 1} \mathcal{P}_{-N_w,N_w} \left( \tilde{\mathcal{P}}_C (e_{sk}(z)x^*(z)) \right) 
\]

which holds for (4.145), just as for the filtering in (4.144).

**Block-wise learning algorithm**

Substituting \( x_k(z) \) for \( x(z) \) in (4.144) and (4.147) gives the filtering and update equations of LMS3-Ws. The same constraint (4.145) for \( C \) hold. \( k \) now denotes the block index.
4.5 Efficient implementation of single-channel inverse modeling

In the following, we are interested in computationally efficient implementations of the concepts described in Section 4.4.4.

4.5.1 Online learning algorithm

See comments in Section 4.3.1.

4.5.2 Batch learning algorithm

The whole batch learning algorithm for inverse modeling is given on page 114 from (4.148) to (4.163). The algorithm is designed such that it can adapt a non-causal filter.

The following comments can be made:

- In (4.148), the constraint on the minimum size of the number of input samples $2T_x + 1$ is given for the case where we have $2T_u + 1$ output samples and where we wish to adapt $2N_w + 1$ filter coefficients. The FFT size $C$ is usually chosen to be a power of two.

- In (4.157), the filtering (convolution) $\tilde{P}_C (w_k(z)x(z)) \cong \tilde{W}_k \tilde{X}$, with $\tilde{W}_k = \mathcal{C}(\tilde{w}_k)$ and $\tilde{X} = \mathcal{C}(\tilde{x})$, is carried out in the frequency domain. In (4.158) the $2T_u + 1$ elements which belong to the linear convolution $u_k(z) = \mathcal{P}_{-T_u,T_u} (\tilde{P}_C (w_k(z)x(z)))$ are extracted, as seen in (4.159).

- In (4.160), the adaptation error is build in the time domain and then transformed in (4.161) into the frequency domain where it is used afterwards for the update.

- Any update equation listed in Table E.9 can be used for the adaptation. The RLS-type algorithms additionally require the update of a correlation matrix.
For further information, see also the comments in Section 4.3.2 for the batch learning algorithm for system identification.

### 4.5.3 Block-wise learning algorithm

The whole block-wise learning algorithm for inverse modeling is given on page 115 from (4.164) to (4.179). As opposed to the block-wise learning algorithms for system identification, described in Section 4.5.3, we adapt a non-causal filter, to cope also with a nonminimum-phase system $a(z)$. In fact, since we introduce a delay in the reference signal, shown in Fig. 4.4, a part of the non-causal part of $w_k(z)$ becomes causal.

The following comments can be made:

- In (4.169), we introduce a delay of $d$ samples for the reference signal $s(z)$. With $-N_w \leq d \leq N_w$, we can steer the center of gravity of $w_k(z)$ within the $2N_w + 1$ filter taps. Special cases are: $d = -N_w$ if $a(z)$ is minimum phase, $d = +N_w$ if $a(z)$ is maximum phase, and $d = 0$ if $a(z)$ is mixed phase. The parameter $d$ can also be adjusted during the adaptation, depending on the shape of the envelope of $w_k(z)$.

- Any update equation listed in Table E.9 can be used for the adaptation. The RLS-type algorithms additionally require the update of a correlation matrix.

Further comments can be found in Section 4.3.3 for the batch learning algorithm for system identification.
Batch learning algorithm for SISO inverse modeling

Definitions and initialization ($k = 0$):

\[ C \geq 2 T_x + 1 \geq 2 (T_u + N_w) + 1 \]  
\[ L = 2 T_u + 1 \]  
\[ \tilde{s} = (s_0, \ldots, s_{T_x}, 0, \ldots, 0, s_{-T_u}, \ldots, s_{-1})^T \]  
\[ \tilde{S} = \text{diag}(F \tilde{s}) \]  
\[ \tilde{x} = (x_0, \ldots, x_{T_x}, 0, \ldots, 0, x_{-T_x}, \ldots, x_{-1})^T \]  
\[ \tilde{X} = \text{diag}(F \tilde{x}) \]  
\[ \tilde{w}_0 = (w_0, \ldots, w_{N_w}, 0, \ldots, 0, w_{-N_w}, \ldots, w_{-1})^T \]  
\[ \tilde{W}_0 = \text{diag}(F \tilde{w}_0) \]  
\[ P_w = F \hat{P}_{-N_w,N_w} F^{-1} \]

For every iteration $k = 1, 2, 3, \ldots$:

1. Filtering:
\[ \tilde{U}_k = \tilde{W}_k \tilde{X} \]  
\[ \tilde{u}_k = \tilde{P}_{-T_u,T_u} F^{-1} \text{diag}(\tilde{U}_k) \]  
\[ = (u_0, \ldots, u_{T_u}, 0, \ldots, 0, u_{-T_u}, \ldots, u_{-1})^T \]

2. Adaptation error:
\[ \tilde{e}_{sk} = \tilde{s} - \tilde{u}_k \]  
\[ \tilde{E}_{sk} = \text{diag}(F \tilde{e}_{sk}) \]

3. Update equations:
\[ \tilde{W}'_{k+1} = \text{any update equation from Table E.9} \]  
\[ \tilde{W}_{k+1} = \text{diag}(P_w \text{ diag}(\tilde{W}'_{k+1})) \]
4.5. Efficient implementation of single-channel inverse modeling

Block-wise learning algorithm for SISO inverse modeling

Definitions and initialization ($k = 0$):

\[
C \geq 2T_x + 1 \geq 2(T_u + N_w) + 1
\]

\[
L = 2T_u + 1
\]

\[
\mathbf{\tilde{w}}_0 = (w_0, \ldots, w_{N_w}, 0, \ldots, 0, w_{-N_w}, \ldots, w_{-1})^T
\]

\[
\mathbf{\tilde{W}}_0 = \text{diag} \left( \mathbf{F} \mathbf{\tilde{w}}_0 \right)
\]

\[
\mathbf{P}_w = \mathbf{F} \mathbf{\tilde{P}}_{-N_w, N_w} \mathbf{F}^{-1}
\]

For every block $k = 1, 2, 3, \ldots$:

1. Filtering:

\[
\mathbf{\tilde{s}}_k = (s_{kL-d}, \ldots, s_{kL+T_u-d}, 0, \ldots, 0, s_{kL-T_x-d}, \ldots, s_{kL-1-d})^T
\]

\[
\mathbf{\tilde{S}}_k = \text{diag} \left( \mathbf{F} \mathbf{\tilde{s}}_k \right)
\]

\[
\mathbf{\tilde{x}}_k = (x_{kL}, \ldots, x_{kL+T_x}, 0, \ldots, 0, x_{kL-T_x}, \ldots, x_{kL-1})^T
\]

\[
\mathbf{\tilde{X}}_k = \text{diag} \left( \mathbf{F} \mathbf{\tilde{x}}_k \right)
\]

\[
\mathbf{\tilde{U}}_k = \mathbf{\tilde{W}}_k \mathbf{\tilde{X}}_k
\]

\[
\mathbf{\tilde{u}}_k = \mathbf{\tilde{P}}_{-T_u, T_u} \mathbf{F}^{-1} \text{diag} \left( \mathbf{\tilde{U}}_k \right)
\]

\[
= (u_{kL}, \ldots, u_{kL+T_u}, 0, \ldots, 0, u_{kL-T_x}, \ldots, u_{kL-1})^T
\]

2. Adaptation error:

\[
\mathbf{\tilde{e}}_{s_k} = \mathbf{\tilde{s}}_k - \mathbf{\tilde{u}}_k
\]

\[
\mathbf{\tilde{E}}_{s_k} = \text{diag} \left( \mathbf{F} \mathbf{\tilde{e}}_{s_k} \right)
\]

3. Update equations:

\[
\mathbf{\tilde{W}}_{k+1}' = \text{any update equation from Table E.9}
\]

\[
\mathbf{\tilde{W}}_{k+1} = \text{diag} \left( \mathbf{P}_w \text{diag} \left( \mathbf{\tilde{W}}_{k+1}' \right) \right)
\]
4.6 Wiener filter

In analogy to the instantaneous mixing problem stated in Chapter 2, we can now formulate the Wiener-Hopf equations (WHE) for the single-channel convolutive case. To this end we define the following correlation sequences

\[ r_{xs}(z) \triangleq \sum_{\tau=-\infty}^{\infty} r_{x\tau}s^{*}_{-\tau} \tag{4.180} \]

where we have, in the deterministic case,

\[ r_{x\tau} \triangleq \lim_{T \to \infty} \frac{1}{2T + 1} \sum_{t=-T}^{T} x_{t}s_{t-\tau}^{*} \tag{4.181} \]

and in the stochastic case

\[ r_{x\tau} \triangleq E\left\{ x_{t+\tau}s_{t}^{*}\right\} = E\left\{ x_{t}s_{t-\tau}^{*}\right\} . \tag{4.182} \]

Likewise we define \( r_{ss}(z), r_{sz}(z), r_{sx}(z), r_{xx}(z), r_{xs}(z), r_{ux}(z), r_{e,s}(z), \) and \( r_{e,x}(z) \).

4.6.1 Wiener filter \( h_{\text{MMSE-x}}(z) \)

**Infinite-length Wiener filter** The Wiener-Hopf equation for the single-channel identification problem can be derived by the orthogonality principle, which says that the error signal must be uncorrelated with the input signal

\[ r_{e,s}(z) = 0. \tag{4.183} \]

For an infinite-length filter \( h(z) = \sum_{n=-\infty}^{\infty} h_{n}z^{-n} \) and the error signal \( e_{xt} = x_{t} - \hat{x}_{t} \) we have

\[ r_{e,s}(z) = r_{xs}(z) - r_{xs}(z) - h(z) r_{ss}(z) \tag{4.184} \]

Using (4.185) in (4.183), we obtain the Wiener-Hopf equation

\[ h(z) r_{ss}(z) = r_{xs}(z) . \tag{4.186} \]

Solving (4.186) for \( h(z) \) yields

\[ h_{\text{MMSE-x}}(z) = r_{xs}(z) r_{ss}^{-1}(z) \tag{4.187} \]

where \( h_{\text{MMSE-x}}(z) \) is the Wiener filter which minimizes \( E\left\{ |e_{xt}|^{2}\right\} \). Note the analogy between (4.187) and (2.8) defined in Section 2.2.1.
4.6. Wiener filter

**Finite-length Wiener filter** The Wiener-Hopf equation for a finite-length filter $h(z) = \sum_{n=a}^{b} h_n z^{-n}$ is given by

$$\mathcal{P}_{a,b}(\mathcal{P}_{a,b}(h(z)) r_{ss}(z)) = \mathcal{P}_{a,b}(r_{xs}(z)) .$$  

(4.188)

If we assume that the input signal is white, i.e. $r_{ss}(z) = r_{ss0}$, then (4.188) becomes

$$h(z)r_{ss0} = \mathcal{P}_{a,b}(r_{xs}(z)) .$$  

(4.189)

Solving (4.189) for $h(z)$ gives

$$h^{\text{MMSE}}(z) = \frac{1}{r_{ss0}} \mathcal{P}_{a,b}(r_{xs}(z)) .$$  

(4.190)

4.6.2 Wiener filter $w^{\text{MMSE}}(z)$

**Infinite-length Wiener filter** The Wiener-Hopf equation for the single-channel inverse-modeling problem can also be derived by the orthogonality principle [57]. Again, the error signal must be uncorrelated to the input signal which gives now

$$r_{e,x}(z) = 0 .$$  

(4.191)

For an infinite-length filter $w(z) = \sum_{n=-\infty}^{\infty} w_n z^{-n}$ and the error signal $e_{st} = s_t - u_t$ we have

$$r_{e,x}(z) = r_{sx}(z) - r_{ux}(z)$$  

$$= r_{sx}(z) - w(z)r_{xx}(z) .$$  

(4.193)

Using (4.193) in (4.191), we obtain the Wiener-Hopf equation

$$w(z)r_{xx}(z) = r_{sx}(z) .$$  

(4.194)

Solving (4.194) for $w(z)$ yields

$$w^{\text{MMSE}}(z) = r_{sx}(z)r_{xx}^{-1}(z)$$  

(4.195)

where $w^{\text{MMSE}}(z)$ is the Wiener filter which minimizes $E \{ |e_{st}|^2 \}$. Note the analogy between (4.195) and (2.61) defined in Section 2.5.1.
Finite-length Wiener filter  The Wiener-Hopf equation for a finite-length filter $w(z) = \sum_{n=a}^{b} w_n z^{-n}$ is

$$\mathcal{P}_{a,b}(w(z)) r_{xx}(z) = \mathcal{P}_{a,b}(r_{sx}(z))$$  \hspace{1cm} (4.196)

which can be written with (D.14) as

$$\mathcal{P}_{\tau,\tau}(\mathcal{P}_{a,b}(w(z)) r_{xx}(z)) = \sum_{\tau=a}^{b} \mathcal{P}_{\tau,\tau}(r_{sx}(z)).$$  \hspace{1cm} (4.197)

Unfortunately (4.196) is not as easily solvable as (4.188), since $x(z)$ is a non-white sequence and therefore $r_{xx}(z)$ does not consist of a single term. Thus, we have to setup a system of $b - a + 1$ linear equations to obtain the filter coefficients $w_n$. These equations are obtained by evaluating (4.197) for every power $z^\tau$ for $a \leq \tau \leq b$. From the left side of (4.197) we rewrite

$$\mathcal{P}_{a,b}(w(z)) r_{xx}(z) = \left( \sum_{n=a}^{b} w_n z^{-n} \right) \left( \sum_{k=-\infty}^{\infty} r_{xxk} z^{-k} \right)$$  \hspace{1cm} (4.198)

$$= \sum_{n=a}^{b} \sum_{k=-\infty}^{\infty} w_n r_{xxk} z^{-(n+k)}$$  \hspace{1cm} (4.199)

$$= \sum_{m=-\infty}^{\infty} z^{-m} \sum_{n=a}^{b} w_n r_{xxm-n}$$  \hspace{1cm} (4.200)

where we used the substitution $m = k + n$. Inserting (4.200) into the left side of (4.197) yields

$$\sum_{\tau=a}^{b} \mathcal{P}_{\tau,\tau}(\mathcal{P}_{a,b}(w(z)) r_{xx}(z)) = \sum_{\tau=a}^{b} \mathcal{P}_{\tau,\tau}\left( \sum_{m=-\infty}^{\infty} z^{-m} \sum_{n=a}^{b} w_n r_{xxm-n} \right)$$  \hspace{1cm} (4.201)

$$= \sum_{\tau=a}^{b} z^{-\tau} \sum_{n=a}^{b} w_n r_{xx\tau-n}.$$  \hspace{1cm} (4.202)

The right side of (4.197) is

$$\sum_{\tau=a}^{b} \mathcal{P}_{\tau,\tau}(r_{sx}(z)) = \sum_{\tau=a}^{b} r_{sx\tau} z^{-\tau}.$$  \hspace{1cm} (4.203)
4.6. Wiener filter

Evaluating now (4.197) for every power \( z^{-\tau}, (a \leq \tau \leq b) \), and using (4.202) and (4.203) gives the following set of equations

\[
\sum_{n=a}^{b} w_n r_{xx_{\tau-n}} = r_{sx_{\tau}} \quad (a \leq \tau \leq b).
\]

(4.204)

The equations in (4.204) can be written in matrix form

\[
\begin{bmatrix}
      r_{xx_0} & \cdots & r_{xx_{a-b}} \\
      \vdots & \ddots & \vdots \\
      r_{xx_{b-a}} & \cdots & r_{xx_0}
\end{bmatrix}
\begin{bmatrix}
      w_a \\
      \vdots \\
      w_b
\end{bmatrix}
= 
\begin{bmatrix}
      r_{sx_a} \\
      \vdots \\
      r_{sx_b}
\end{bmatrix}.
\]

(4.205)

Solving this system of linear equations, which involves a matrix inversion of dimension \((b - a + 1) \times (b - a + 1)\), yields the coefficients \( w_n \) of \( w_{\text{mmse}}(z) \). Special cases are with \( a = 0 \) and \( b = N_w \) (causal Wiener filter), or with \( a = -N_w \) and \( b = N_w \).

**Approximation of \( w_{\text{mmse}}(z) \)**

We now derive an approximation of the finite-length Wiener filter \( w_{\text{mmse}}(z) \) of (4.196). We thereby use the existence of a fast implementation of the circular convolution, and a fast implementation of the inverse of a circular matrix.

We use the following approximations: \( \tilde{r}_{xx}(z) \triangleq \hat{P}_C (r_{xx}(z)) \approx r_{xx}(z) \) or \( \tilde{r}_{xx}(z) \triangleq \hat{P}_C (r_{xx}(z)) \approx r_{xx}(z) \), and \( \tilde{r}_{sx}(z) \triangleq \hat{P}_C (r_{sx}(z)) \approx r_{sx}(z) \) or \( \tilde{r}_{sx}(z) \triangleq \hat{P}_C (r_{sx}(z)) \approx r_{sx}(z) \), where \( C \) is chosen large enough, such that \( \| r_{xx}(z) - \tilde{r}_{xx}(z) \|_F \) and \( \| r_{sx}(z) - \tilde{r}_{sx}(z) \|_F \) become very small. We can now state a new equation similar to (4.196)

\[
\tilde{w}(z) \tilde{r}_{xx}(z) = \tilde{r}_{sx}(z)
\]

(4.206)

\[
\hat{P}_C (\tilde{w}(z) \tilde{r}_{xx}(z) \tilde{r}_{xx}^{-1}(z)) = \hat{P}_C (\tilde{r}_{sx}(z) \tilde{r}_{xx}^{-1}(z))
\]

(4.207)

The left hand side of (4.207) gives exactly \( \tilde{w}(z) \) and the inversion in right hand side of (4.207) can be computed by the inversion of a circular matrix, which requires two FFT operations and an element-wise inversion of a \( C \)-dimensional vector (Eq. (3.123)). Finally we have

\[
w_{\text{mmse}}(z) \approx \mathcal{P}_{a,b} \left( \hat{P}_C (\tilde{r}_{sx}(z) \tilde{r}_{xx}^{-1}(z)) \right).
\]

(4.208)
4.7 Performance measures

We use the following performance measures for single-channel identification and inverse modeling:

- Average MSE of $e_x$ of block $k$:
  \[
  J_{\text{MSE-X}}(k) = \frac{1}{2T_x + 1} \sum_{t=kL-T_x}^{KL+Tx} |e_{xt}|^2 = \frac{1}{2T_x + 1} \|e_{xk}(z)\|^2_{\mathcal{F}}. \tag{4.209}
  \]

- Average MSE of $e_s$ of block $k$:
  \[
  J_{\text{MSE-S}}(k) = \frac{1}{2T_u + 1} \sum_{t=kL-T_u}^{KL+Tu} |e_{st}|^2 = \frac{1}{2T_u + 1} \|e_{sk}(z)\|^2_{\mathcal{F}}. \tag{4.210}
  \]

- Average block intersymbol interference $J_{\text{ISI}}(g_k(z))$ of block $k$, where $J_{\text{ISI}}(\cdot)$ is defined in (6.131) and $g_k(z) = w_k(z)a(z)$.

4.8 Simulations

4.8.1 Hearing-instrument feedback-path

In this example, the filter $a(z)$ is a real measured hearing-instrument feedback-path from [115]. The impulse responses of $a(z)$ and $a^{-1}(z)$, as well as the corresponding transfer functions are shown in Fig. 4.5. We normalized $a(z)$ such that $\|a(z)\|^2_{\mathcal{F}} = 1$. The sample frequency is $f_s = 1/T = 16$ kHz, where $T$ denotes the sampling period.

4.8.2 System identification

For the system-identification simulation we take the block-wise learning algorithm from page 105, except that we adapt a non-causal filter with $2N_h + 1$ filter coefficients. We have $T_s = 1000$, $N_h = 200$, $T_x = T_s - N_h = 800$, the block size $L = 2T_x + 1 = 1601$, and the FFT size $C = 2048$. The input signal
Figure 4.5: Hearing-instrument feedback-path $a(z)$: Top: Impulse response of $a(z)$ and $a^{-1}(z)$. Bottom: Magnitude of transfer function $|a(e^{j2\pi fT})|$ and $|a^{-1}(e^{j2\pi fT})|$. From the two-sided expansion of $a^{-1}(z)$ we see that $a(z)$ must be non-minimum phase.
and the sensor noise are white Gaussian signals with $\sigma_s = 1$ and $\sigma_n = 0.01$ ($-40$ dB), respectively. The parameters of the algorithms are

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMS1-Hx</td>
<td>$\mu = 0.15$</td>
</tr>
<tr>
<td>LMS2-Hx</td>
<td>$\mu = 0.1$</td>
</tr>
<tr>
<td>LMS3-Hs</td>
<td>$\mu = 0.1$</td>
</tr>
<tr>
<td>RLS1-Hx</td>
<td>$\lambda = 0.2$</td>
</tr>
<tr>
<td>RLS2-Hs</td>
<td>$\lambda = 0.2$</td>
</tr>
</tbody>
</table>

The performance curves of $J_{\text{MSE-x}}$ and $J_{\text{MSE-s}}$ are shown in Fig. 4.6, those for $J_{\text{ISI}}$ in Fig. 4.7. $J_{\text{MSE-x}}$ is evaluated directly with $h_k(z)$, $J_{\text{MSE-s}}$ and $J_{\text{ISI}}$ are evaluated with $\mathcal{P}_{-N_w,N_w}(h_k^{-1}(z))$ and $g_k(z) = \mathcal{P}_{-N_w,N_w}(h_k^{-1}(z)) a(z)$, respectively, with $N_w = 300$.

We can make the following observations:

- The RLS-based algorithms converge faster than the LMS-based algorithms and achieve about $-40$ dB for $J_{\text{MSE-x}}$.
- Among the LMS-based algorithms, the LMS1-Hx has the fastest convergence, and also the lowest values for $J_{\text{MSE-x}}$, $J_{\text{MSE-s}}$, and $J_{\text{ISI}}$ in the steady state.
- The LMS3-Hs has a very slow convergence. This is caused by the high eigenvalue spread of the input autocorrelation matrix $R_{xx} \approx r_{xx}(z) = a(z) r_{ss}(z) a^*(z) = |a(z)|^2$, see also $|a(f)|$ in Fig. 4.5.
- We see that $J_{\text{MSE-x}}$ approaches $-40$ dB, which is what we expect from (4.38), as $-40$ dB is just the SNR of the sensor signal $x$. However, $J_{\text{MSE-s}}$ does not go below about $-20$ dB. This observation was already made in Section 2.10 for the identification of an ill-conditioned mixing matrix.
- At first sight, the forgetting factor $\lambda = 0.2$ seems to be very small. However, since we have a large block length $L$, there are enough samples within a block for the estimation of the correlation matrices.

### 4.8.3 Inverse modeling

For the inverse-modeling-identification simulation we take the block-wise learning algorithm from page 115. We have $T_x = 1000$, $N_w = 300$, $T_u = T_x - N_w =$
700, the block size \( L = 2T_u + 1 = 1401 \), and the FFT size \( C = 2048 \). The input signal and the sensor noise are white Gaussian signals with \( \sigma_s = 1 \) and \( \sigma_n = 0.01 \) (–40 dB SNR), respectively. The parameters of the algorithms are |
| LMS1-Wx | \( \mu = 0.15 \) |
| LMS2-Wx | \( \mu = 0.1 \) |
| LMS3-Ws | \( \mu = 0.1 \) |
| RLS1-Wx | \( \lambda = 0.2 \) |
| RLS2-Ws | \( \lambda = 0.2 \) |

The performance curves of \( J_{\text{MSE-x}} \) and \( J_{\text{MSE-s}} \) are show in Fig. 4.8, those for \( J_{\text{ISI}} \) in Fig. 4.9. \( J_{\text{MSE-s}} \) and \( J_{\text{ISI}} \) are evaluated directly with \( w_k(z) \) and \( g_k(z) = w_k(z) a(z) \), respectively, \( J_{\text{MSE-x}} \) is evaluated with \( P_{-N_h,N_h} (w_k^{-1}(z)) \) with \( N_h = 200 \).

We can make the following observations:

- Again, the RLS-based algorithms converge faster than the LMS-based algorithms.

- Among the LMS-based algorithms, the LMS1-Wx has the fastest convergence and also the lowest values for \( J_{\text{MSE-x}} \), \( J_{\text{MSE-s}} \), and \( J_{\text{ISI}} \) in the steady state.

- The final steady-state value of \( J_{\text{MSE-x}} \) is higher in all simulations than that for the system-identification simulations.

- \( J_{\text{MSE-s}} \) reaches only about –20 dB, and not –40 dB for two reasons. Since we have normalized \( \|a(z)\|_F = 1 \) and \( a(z) \) is not an allpass filter, we have \( \|a^{-1}(z)\|_F > 1 \). Inserting \( a^{-1}(z) \) for \( w_k(z) \) in (4.114), gives \( \|a^{-1}(z)\|_F \sigma_n^2 > \sigma_n^2 \), which is one reason why \( J_{\text{MSE-s}} \) is higher than –40 dB. The second reason is because we use only finitely many coefficients to estimate \( a^{-1}(z) \). We can decompose \( a^{-1}(z) - w_k(z) = [P_{-N_w,N_w} (a^{-1}(z)) - w_k(z)] + [a^{-1}(z) - P_{-N_w,N_w} (a^{-1}(z))] \). The second term does not vanish, because of the finite length of \( w_k(z) \), and therefore the term \( \|1 - P_{-N_w,N_w} (a^{-1}(z)) a^{-1}(z)\|_F \sigma_n^2 \) remains also as residual error in \( J_{\text{MSE-s}} \), even for \( P_{-N_w,N_w} (a^{-1}(z) - w_k(z)) = 0 \).

- Again, the LMS3-Ws has a very slow convergence.
Figure 4.6: Performance curves of system identification: $J_{\text{MSE-x}}(k)$ (solid) and $J_{\text{MSE-s}}(k)$ (dashed). From top: LMS1-Hx, LMS2-Hx, LMS3-Hs, RLS1-Hx, and RLS2-Hs.
Figure 4.7: Performance curves of system identification: $J_{ISI}(k)$. From top: LMS1-Hx, LMS2-Hx, LMS3-Hs, RLS1-Hx, and RLS2-Hs.
Figure 4.8: Performance curves of inverse modeling: $J_{\text{MSE-x}}(k)$ (solid) and $J_{\text{MSE-s}}(k)$ (dashed). From top: LMS1-Wx, LMS2-Wx, LMS3-Ws, RLS1-Wx, and RLS2-Ws.
Figure 4.9: Performance curves of inverse modeling: $J_{IS1}(k)$. From top: LMS1-Wx, LMS2-Wx, LMS3-Ws, RLS1-Wx, and RLS2-Ws.
The performance curves reveal, that with a small $J_{\text{MSE-x}}$ or $J_{\text{MSE-s}}$, the $J_{\text{ISI}}$ is also small, and vice versa. Furthermore, the simulations show, that the algorithms reveal a similar behavior as their counterparts in Section 2.

4.9 Summary

In this section we have described the single-channel case of system identification and inverse modeling. We have focused on the situation, where the unknown channel filter is long. Hence, from the computational point of view, it is worth carrying out the filtering and the adaptation in the frequency domain. Together with the concepts from Chapter 2, where we have analyzed the multichannel instantaneous-mixing case, we now have the tools necessary for dealing with the general multichannel case, as shown also in the commutative diagram in Fig. 1.2.

Alternatively to the overlap-save technique, where the output sequence is subdivided into consecutive, non-overlapping blocks, we could also use an adaptive algorithm with an overlap-add technique [18, 19, 98], where the input sequence is subdivided into non-overlapping blocks, as shown in Fig. 4.10.

The blind counter part of inverse modeling, i.e. blind deconvolution, will be described in Section 6.8.
**Figure 4.10**: Overlap-add technique. The input sequence is partitioned into non-overlapping blocks.
Chapter 5

Multichannel identification and inverse modeling

In this chapter we combine the instantaneous-mixing case from Chapter 2 with the single-channel convolution case from Chapter 4, see also Fig. 1.2.

5.1 Rules for the multichannel extension

As shown in Fig. 1.2, we can extend either the single-channel convolutive-mixing case, or the multichannel instantaneous-mixing case to the multichannel convolutive-mixing case.

**Single-channel to multichannel extension** \((a(z) \rightarrow A(z))\) To extend the update equations from Chapter 4 for the single-channel convolutive-mixing case to the multichannel counterpart, we use the following rules:

- A polynomial \(a(z)\) is replaced by a polynomial matrix \(A(z)\) or a polynomial vector \(a(z)\).
- Complex conjugation is replaced by Hermitian transposition.
• A circulant matrix $\tilde{A}$ is replaced by a block circulant matrix $\tilde{A}$.
• A diagonal matrix $\tilde{A}$ is replaced by a block diagonal matrix $\tilde{A}$.
• The Fourier matrix $F$ and the inverse Fourier matrix $F^{-1}$ are replaced by $T$ and $T^{-1}$, respectively, where $T$ is defined in (3.7).

Extending the instantaneous-mixing case to the convolutive-mixing case $(A \rightarrow A(z))$ To extend the update equations from Chapter 2 for the instantaneous mixing case to the convolutive mixing case, we use the following rules:

• Depending on the context, a matrix $A$ is replaced either by a polynomial matrix $A(z)$, a block circulant matrix $\tilde{A}$, or a block diagonal matrix $\tilde{A}$.
• Depending on the context, a vector $a_i$ is replaced either by a polynomial vector $a_i(z)$, a block circulant matrix $\tilde{A}$, or a block diagonal matrix $\tilde{A}$.
• We apply the polynomial projection operator $P$ or the circular polynomial projection operator $\tilde{P}$ after every operation in the $z$-domain, as we are interested in filters and time sequences of finite length.

Similar rules are given in [34, 69, 71].

With these rules we extend the system description and the adaptive algorithms to the multichannel convolutive-mixing case.

5.2 Description of the multichannel system

Convolutive-mixing matrix We use the same multichannel convolutive-mixing model, as described in Section 1.2, except that the unknown system has now finite length

$$A(z) \triangleq \sum_{n=-N_a}^{N_a} A_n z^{-n} = [a_{ij}(z)]$$  \hspace{1cm} (5.1)

$$a_{ij}(z) \triangleq \sum_{n=-N_a}^{N_a} a_{ij,n} z^{-n} \quad i = 1, \ldots, M \quad j = 1, \ldots, M_s.$$  \hspace{1cm} (5.2)
5.3. Multichannel system identification

Environment  The Multichannel extension of Section 4.2.1 is as follows: The input sequence $s(z)$ of length $2T_s + 1$ is

$$s(z) \triangleq \sum_{t=-T_s}^{T_s} s_t z^{-t}. \quad (5.3)$$

The input-output behavior of the model is defined as

$$x_t = z^t P_{t,t} (A(z) s(z) + n(z)) \quad (5.4)$$

$$x(z) \triangleq \sum_{t=-T_x}^{T_x} x_t z^{-t} = P_{-T_x,T_x} (A(z) s(z) + n(z)) \quad (5.5)$$

where $x(z)$ is the output sequence of finite length $2T_x + 1$. The elements of $n(z)$ contain the sensor-noise sequences, and have also length $2T_x + 1$.

5.3  Multichannel system identification

In multichannel system identification, we wish to find a polynomial matrix

$$H(z) \triangleq \sum_{n=-N_h}^{N_h} H_n z^{-n} = [h_{ij}(z)] \quad (5.6)$$

$$h_{ij}(z) \triangleq \sum_{n=-N_h}^{N_h} h_{ij,n} z^{-n} \quad i = 1, \ldots, M \quad j = 1, \ldots, M_s. \quad (5.7)$$

such that

$$\hat{x}(z) \triangleq P_{-T_x,T_x} (H(z) s(z)) \quad (5.8)$$

is an estimate of $x(z)$ with the corresponding estimation error

$$e_x(z) \triangleq x(z) - \hat{x}(z) \quad (5.9)$$

$$= P_{-T_x,T_x} ([A(z) - H(z)] s(z) + n(z)). \quad (5.10)$$

5.3.1 Batch learning algorithm for multichannel system identification

This section is the multichannel extension of Section 4.2.3 and 4.2.7.
Description in the $z$-domain In analogy with (4.47), the multichannel estimation sequence is

$$\hat{x}_{t,k} = z^t \mathcal{P}_{t,t} (H_k(z) s(z))$$

(5.11)

$$\hat{x}_k(z) = \sum_{t=-T_x}^{T_x} \hat{x}_{t,k} z^{-t} = \mathcal{P}_{-T_x,T_x} (H_k(z) s(z))$$

(5.12)

where $k$ denotes the iteration index. Introducing a circular convolution similar to (4.74), gives

$$\hat{x}_k(z) = \mathcal{P}_{-T_x,T_x} (\tilde{P}_C (H_k(z) s(z)))$$

(5.13)

which also holds for (4.75), i.e., $C \geq 2T_s + 1 \geq 2(T_x + N_h) + 1$. For the adaptation we choose again the LMS1-Hx as an example. Extending (4.55) gives

$$H_{n,k+1} = \mathcal{P}_{-N_h,N_h} \left( H_k(z) + \frac{\mu}{2T_x + 1} e_{x_k}(z) s^H(z) \right)$$

(5.14)

or

$$H_{k+1}(z) = H_k(z) + \frac{\mu}{2T_x + 1} \mathcal{P}_{-N_h,N_h} \left( \tilde{P}_C (e_{x_k}(z) s^H(z)) \right)$$

(5.15)

if we include a circular convolution similar to (4.77). Note, that the complex conjugation was replaced by a Hermitian transposition.

Fast implementation The whole batch learning algorithm for multichannel system identification is given on page 136 from (5.17) to (5.32). Since we have all data available, we adapt a non-causal filter. The algorithm is the multichannel extension of the algorithm described in Section 4.3.2.

The following comments can be made:

- The circular convolution $\tilde{P}_C (H_k(z) s(z))$, which is a part of (5.13) is calculated in (5.26) in the frequency-domain. Note, that we have the isomorphism $\tilde{P}_C (H_k(z) s(z)) \cong \tilde{X}_k = \tilde{H}_k \tilde{S} \cong \overline{X}_k = \overline{H}_k \overline{S}$. The projection operation $\mathcal{P}_{-T_x,T_x} (.)$ in (5.13) is carried out in (5.27) in the time domain.
5.3. Multichannel system identification

- Any update equation listed in Table E.6 can be used for the adaptation. The RLS-type algorithms additionally require the update of a block correlation matrix.

- The projection operation $\mathcal{P}_{-N_h,N_h}(\cdot)$ in (5.14) or (5.15), which constrains the polynomials in $H_{k+1}(z)$ to have only $2N_h + 1$ terms, is carried out in (5.32). To this end, the $M^2$ filters are transformed into the time domain, padded with zeros, and transformed back into the frequency domain. The projection matrix $\tilde{\mathcal{P}}_{-N_h,N_h}$ is defined according to (3.13).

5.3.2 Block-wise learning for multichannel system identification

This section is the multichannel extension of Section 4.2.4 and 4.2.7. The difference to the batch learning algorithm is that $k$ denotes now the block index, and for each adaptation step, a new input block

$$s_k(z) \triangleq \sum_{t=-T_s}^{T_s} s_{-T_s+L+t} z^{-t} = \mathcal{P}_{-T_s,T_s}(z) z^{-kL} s(z)$$

is used, instead of the whole sequence $s(z)$. Similarly to the single-channel case, we use an overlap-save technique.

**Fast implementation** The whole block-wise learning algorithm for multichannel system identification is given on page 137 from (5.33) to (5.48). We adapt a causal filter $H(z)$. The algorithm is the multichannel extension of the algorithm described in Section 4.3.3.

The following comments can be made:

- Since we adapt a causal filter, the constraints in (5.33) are slightly different to (5.17). Similarly, the block length $L$ in (5.34) is defined differently from that in (5.18).

- Any update equation listed in Table E.6 can be used for the adaptation. The RLS-type algorithms additionally require the update of a block correlation matrix.

- The projection matrix $\tilde{\mathcal{P}}_{0,N_h}$ is defined according to (3.12).
Batch learning algorithm for MIMO system identification

Definitions and initialization \((k = 0)\):

\[
C > 2T_s + 1 \geq 2(T_x + N_h) + 1
\]  
\(L = 2T_s + 1\)  
\[
\tilde{x}_m = (x_{m,0}, \ldots, x_{m,T_x}, 0, \ldots, 0, x_{m,-T_s}, \ldots, x_{m,-1})^T
\]  
\[
\bar{X} = [\bar{X}_m] = [\text{diag}(\bar{F} \tilde{x}_m)]
\]  
\[
\tilde{s}_m = (s_{m,0}, \ldots, s_{m,T_x}, 0, \ldots, 0, s_{m,-T_s}, \ldots, s_{m,-1})^T
\]  
\[
\bar{S} = [\bar{S}_m] = [\text{diag}(\bar{F} \tilde{s}_m)]
\]  
\[
\tilde{h}_{ij,0} = (h_{ij,0}, \ldots, h_{ij,N_h}, 0, \ldots, 0, h_{ij,-N_h}, \ldots, h_{ij,-1})^T
\]  
\[
\bar{H}_0 = [\bar{H}_{ij,0}] = [\text{diag}(\bar{F} \tilde{h}_{ij,0})]
\]  
\[
P_{\bar{H}} = \bar{F} \bar{P}_{-N_h,N_h} \bar{F}^{-1}
\]  

For every iteration \(k = 1, 2, 3, \ldots\):

1. Filtering:

\[
\bar{X}_k = \bar{H}_k \bar{S}
\]
\[
\tilde{x}_{m,k} = \bar{P}_{-T_x,T_x} \bar{F}^{-1} \text{diag} \left( \bar{X}_{m,k} \right)
\]
\[
= (\hat{x}_{m,0}, \ldots, \hat{x}_{m,T_x}, 0, \ldots, 0, \hat{x}_{m,-T_s}, \ldots, \hat{x}_{m,-1})^T
\]  

2. Adaptation error:

\[
\tilde{e}_{x_{m,k}} = \tilde{x}_m - \tilde{x}_{m,k}
\]
\[
\bar{E}_k = [\bar{E}_{x_{m,k}}] = [\text{diag}(\bar{F} \tilde{e}_{x_{m,k}})]
\]  

3. Update equations:

\[
\bar{H}_{k+1} = \text{any update equation from Table E.6}
\]
\[
\bar{H}_{ij,k+1} = \text{diag} \left( P_{\bar{H}} \text{diag} \left( \bar{H}_{ij,k+1}' \right) \right)
\]
Block-wise learning algorithm for MIMO system identification

Definitions and initialization ($k = 0$):

\[
C \geq 2T_s + 1 \geq T_s + T_x + N_h + 1 \quad (5.33)
\]
\[
L = T_s + T_x + 1 \quad (5.34)
\]
\[
\hat{h}_{ij,0} = (h_{ij,0}, \ldots, h_{ij,N_h}, 0, \ldots, 0)^T \quad (5.35)
\]
\[
\bar{H}_0 = [\hat{H}_{ij,0}] = \left[ \text{diag} \left( F \hat{h}_{ij,0} \right) \right] \quad (5.36)
\]
\[
P_{\hat{h}} = F \bar{P}_{0,N_h} F^{-1} \quad (5.37)
\]

For every block $k = 1, 2, 3, \ldots$:

1. Filtering:

\[
\tilde{x}_{m,k} = (x_{m,kL}, \ldots, x_{m,kL+T_s}, 0, \ldots, 0, x_{m,kL-T_s}, \ldots, x_{m,kL-1})^T
\]
\[
\bar{X}_k = [\tilde{X}_{m,k}] = [\text{diag} (F \tilde{x}_{m,k})] \quad (5.38)
\]
\[
\tilde{s}_{m,k} = (s_{m,kL}, \ldots, s_{m,kL+T_s}, 0, \ldots, 0, s_{m,kL-T_s}, \ldots, s_{m,kL-1})^T \quad (5.40)
\]
\[
\bar{S}_k = [\tilde{S}_{m,k}] = [\text{diag} (F \tilde{s}_{m,k})] \quad (5.41)
\]
\[
\bar{X}_k = \bar{H}_k \bar{S}_k \quad (5.42)
\]
\[
\hat{\tilde{x}}_{m,k} = \tilde{P}_{-T_s,T_s F^{-1} \text{diag} (\bar{X}_m,k)}
\]
\[
= (\hat{x}_{m,kL}, \ldots, \hat{x}_{m,kL+T_s}, 0, \ldots, 0, \hat{x}_{m,kL-T_s}, \ldots, \hat{x}_{m,kL-1})^T \quad (5.44)
\]

2. Adaptation error:

\[
\hat{e}_{x_{m,k}} = \hat{x}_m - \hat{\tilde{x}}_{m,k} \quad (5.45)
\]
\[
\bar{E}_{x_k} = [\hat{e}_{x_{m,k}}] = [\text{diag} (F \hat{e}_{x_{m,k}})] \quad (5.46)
\]

3. Update equations:

\[
\bar{H}_{k+1} = \text{any update equation from Table E.6} \quad (5.47)
\]
\[
\bar{H}_{ij,k+1} = \text{diag} \left( F_{\hat{h}} \text{diag} (\bar{H}_{ij,k+1}') \right) \quad (5.48)
\]
5.4 Multichannel inverse modeling

In multichannel inverse modeling, we wish to find a polynomial matrix

\[
W(z) \triangleq \sum_{n=-N_w}^{N_w} W_n z^{-n} = [w_{ij}(z)]
\] (5.49)

\[
w_{ij}(z) \triangleq \sum_{n=-N_w}^{N_w} w_{i,j,n} z^{-n} \quad i,j = 1,\ldots,M
\] (5.50)

such that

\[
G(z) = W(z)A(z)
\] (5.51)

becomes close to the unity matrix I. Thus,

\[
uW = -W(W^T W)^{-1} u(z)
\] (5.52)

\[
es(z) = (1 - W(z)A(z)) s(z) - W(z) n(z)
\] (5.53)

is an estimate of \( s(z) \) with the corresponding estimation error

\[
u(z) \triangleq P_{-T_u,T_u} (W(z)x(z))
\] (5.54)

5.4.1 Batch learning algorithm for multichannel inverse modeling

This section is the multichannel extension of Section 4.4.2 and 4.4.4.

Description in the \( z \)-domain In analogy to (4.123), the multichannel estimation sequence is

\[
u_{t,k} = z^t P_{t,t} (W_k(z)x(z)) = z^t P_{t,t} (G_k(z)s(z) + W_k(z)n(z))
\] (5.55)

\[
u_k(z) \triangleq \sum_{t=-T_u}^{T_u} u_{t,k} z^{-t} = P_{-T_u,T_u} (W_k(z)x(z)) = P_{-T_u,T_u} (G_k(z)s(z) + W_k(z)n(z))
\] (5.56)
Introducing a circular convolution similar to (4.144), gives
\[ u_k(z) = \mathcal{P}_{-T_u, T_u} \left( \hat{P}_C (W_k(z)) x(z) \right). \] (5.59)
which also holds for (4.145), i.e., \( C \geq 2T_x + 1 \geq 2(T_u + N_w) + 1 \). For the adaptation we choose again the LMS3-Ws as an example. Extending (4.131) gives
\[ W_{k+1}(z) = \mathcal{P}_{-N_w, N_u} \left( W_k(z) + \frac{\mu}{2T_u + 1} e_{sk}(z) x^H(z) \right) \] (5.60)
or
\[ W_{k+1}(z) = W_k(z) + \frac{\mu}{2T_u + 1} \mathcal{P}_{-N_w, N_u} \left( \hat{P}_C (e_{sk}(z)) x^H(z) \right) \] (5.61)
if we include a circular convolution similar to (4.147). Note, that the complex conjugation was replaced by a Hermitian transposition.

**Fast implementation**  The whole batch learning algorithm for multichannel inverse modeling is given on page 140 from (5.62) to (5.77). The algorithm is designed such that it can adapt a non-causal filter. The algorithm is the multi-channel extension of the algorithm described in Section 4.5.2.

The following comment can be made:

- Any update equation listed in Table E.10 can be used for the adaptation. The RLS-type algorithms additionally require the update of a block correlation matrix.

See also the comments in Section 5.3.1.
Batch learning algorithm for MIMO inverse modeling

Definitions and initialization ($k = 0$):

\[
C \geq 2T_x + 1 \geq 2(T_u + N_w) + 1 \quad (5.62)
\]

\[
L = 2T_u + 1 \quad (5.63)
\]

\[
\tilde{s}_m = (s_{m,0}, \ldots, s_{m,T_u}, 0, \ldots, 0, s_{m,-T_u}, \ldots, s_{m,-1})^T \quad (5.64)
\]

\[
\bar{S} = [\tilde{S}_m] = [\text{diag}(F \tilde{s}_m)] \quad (5.65)
\]

\[
\tilde{x}_m = (x_{m,0}, \ldots, x_{m,T_u}, 0, \ldots, 0, x_{m,-T_u}, \ldots, x_{m,-1})^T \quad (5.66)
\]

\[
\bar{X} = [\tilde{X}_m] = [\text{diag}(F \tilde{x}_m)] \quad (5.67)
\]

\[
\tilde{w}_{ij,0} = (w_{ij,0}, \ldots, w_{ij,N_w}, 0, \ldots, 0, w_{ij,-N_w}, \ldots, w_{ij,-1})^T \quad (5.68)
\]

\[
\bar{W}_0 = [\tilde{W}_{ij,0}] = [\text{diag}(F \tilde{w}_{ij,0})] \quad (5.69)
\]

\[
P_{\tilde{w}} = F \tilde{P}_{-N_w,N_w} F^{-1} \quad (5.70)
\]

For every iteration $k = 1, 2, 3, \ldots$:

1. Filtering:

\[
\bar{U}_k = \bar{W}_k \bar{X} \quad (5.71)
\]

\[
\tilde{u}_{m,k} = \tilde{P}_{-T_u,T_u} F^{-1} \text{diag} (\bar{U}_{m,k})
\]

\[
= (u_{m,0}, \ldots, u_{m,T_u}, 0, \ldots, 0, u_{m,-T_u}, \ldots, u_{m,-1})^T \quad (5.73)
\]

2. Adaptation error:

\[
\tilde{e}_{s_{m,k}} = \tilde{s}_m - \tilde{u}_{m,k} \quad (5.74)
\]

\[
\bar{E}_{e_{m,k}} = [\bar{E}_{s_{m,k}}] = [\text{diag}(F \tilde{e}_{s_{m,k}})] \quad (5.75)
\]

3. Update equations:

\[
\bar{W}_{k+1}' = \text{any update equation from Table E.10} \quad (5.76)
\]

\[
\bar{W}_{ij,k+1} = \text{diag} (P_{\tilde{w}} \text{ diag} (\bar{W}_{ij,k+1}')) \quad (5.77)
\]
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Definitions and initialization ($k = 0$):

\[ C \geq 2T_x + 1 \geq 2(T_u + N_w) + 1 \]  \hspace{1cm} (5.78)
\[ L = 2T_u + 1 \]  \hspace{1cm} (5.79)
\[ \tilde{w}_{ij,0} = (w_{ij,0}, \ldots, w_{ij,N_w}, 0, \ldots, 0, w_{ij,-N_w}, \ldots, w_{ij,-1})^T \]  \hspace{1cm} (5.80)
\[ \bar{W}_0 = [\tilde{W}_{ij,0}] = [\text{diag}(F \tilde{w}_{ij,0})] \]  \hspace{1cm} (5.81)
\[ P_w = F \bar{P}_{-N_w,N_w} F^{-1} \]  \hspace{1cm} (5.82)

For every block $k = 1, 2, 3, \ldots$:

1. Filtering:

\[ \tilde{s}_{m,k} = (s_{m,kL-d}, \ldots, s_{m,kL+T_u-d}, 0, \ldots, 0, s_{m,kL-T_u-d}, \ldots, s_{m,kL-d-1})^T \]  \hspace{1cm} (5.83)
\[ \bar{S}_k = [\tilde{S}_{m,k}] = [\text{diag}(F \tilde{s}_{m,k})] \]  \hspace{1cm} (5.84)
\[ \check{x}_{m,k} = (x_{m,kL}, \ldots, x_{m,kL+T_u}, 0, \ldots, 0, x_{m,kL-T_u}, \ldots, x_{m,kL-1})^T \]  \hspace{1cm} (5.85)
\[ \bar{X}_k = [\check{X}_{m,k}] = [\text{diag}(F \check{x}_{m,k})] \]  \hspace{1cm} (5.86)
\[ \bar{U}_k = \bar{W}_k \bar{X}_k \]  \hspace{1cm} (5.87)
\[ \check{u}_{m,k} = \bar{P}_{-T_u,T_u} F^{-1} \text{diag}(\bar{U}_{m,k}) \]  \hspace{1cm} (5.88)
\[ = (u_{m,kL}, \ldots, u_{m,kL+T_u}, 0, \ldots, 0, u_{m,kL-T_u}, \ldots, u_{m,kL-1})^T \]  \hspace{1cm} (5.89)

2. Adaptation error:

\[ \check{e}_{s_{m,k}} = \check{s}_{m,k} - \check{u}_{m,k} \]  \hspace{1cm} (5.90)
\[ \bar{E}_{s_k} = [\check{E}_{s_{m,k}}] = [\text{diag}(F \check{e}_{s_{m,k}})] \]  \hspace{1cm} (5.91)

3. Update equations:

\[ \bar{W}_{k+1}' = \text{any update equation from Table E.10} \]  \hspace{1cm} (5.92)
\[ \bar{W}_{ij,k+1} = \text{diag}(P_w \text{ diag}(\bar{W}_{ij,k+1}')) \]  \hspace{1cm} (5.93)
5.4.2 Block-wise learning for multichannel inverse modeling

This section is the multichannel extension of Section 4.4.3 and 4.4.4.

Fast implementation The whole block-wise learning algorithm for multichannel inverse modeling is given on page 141 from (5.78) to (5.93). We adapt a non-causal filter matrix, to cope also with a nonminimum-phase system $A(z)$. The algorithm is the multichannel extension of the algorithm described in Section 4.5.3.

The following comment can be made:

- Any update equation listed in Table E.10 can be used for the adaptation. The RLS-type algorithms additionally require the update of a block correlation matrix.

See also the comments in Section 5.3.2.

5.5 Multichannel Wiener filter

We now extend the single-channel Wiener filters, given in Section 4.6 for the system-identification and inverse-modeling problem, to the multichannel case.

Correlation matrices in the $z$-domain In analogy to the instantaneous mixing problem stated in Chapter 2, we can formulate the Wiener-Hopf equations (WHE) for the multichannel convolutive-mixing case. To this end we define the following correlation sequences

$$ R_{xs}(z) \triangleq \sum_{\tau=-\infty}^{\infty} R_{xs\tau} z^{-\tau} $$

where we have in the deterministic case

$$ R_{xs\tau} \triangleq \lim_{T \to \infty} \frac{1}{2T + 1} \sum_{t=-T}^{T} x_t s_t^H $$

(5.95)
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and in the stochastic case

\[ \mathbf{R}_{xs} \triangleq E \{ x_{t+\tau} s_t^H \} = E \{ x_t s_{t-\tau}^H \}. \] (5.96)

Likewise we define \( \mathbf{R}_{ss}(z), \mathbf{R}_{sx}(z), \mathbf{R}_{xx}(z), \mathbf{R}_{ux}(z), \mathbf{R}_{xs}(z), \mathbf{R}_{e,s}(z), \) and \( \mathbf{R}_{e,x}(z) \)

### 5.5.1 Multichannel Wiener filter \( \mathbf{H}^{\text{MMSE-x}} (z) \)

**Infinite-length Wiener filter** The Wiener-Hopf equation for the multichannel identification problem can be derived by the *orthogonality principle*, which says, that the error-signal vector must be uncorrelated to the input-signal vector

\[ \mathbf{R}_{e,s}(z) = 0. \] (5.97)

For an infinite-length filter \( \mathbf{H}(z) = \sum_{n=-\infty}^{\infty} H_n z^{-n} \) and the error-signal vector \( e_{xt} = x_t - \hat{x}_t \) we have

\[ \mathbf{R}_{e,s}(z) = \mathbf{R}_{xs}(z) - \mathbf{R}_{xs}(z) \]
\[ = \mathbf{R}_{xs}(z) - H(z) \mathbf{R}_{ss}(z). \] (5.99)

Using (5.99) in (5.97), we finally obtain the Wiener-Hopf equation

\[ \mathbf{H}(z) \mathbf{R}_{ss}(z) = \mathbf{R}_{xs}(z) \] (5.100)

Solving (5.100) for \( \mathbf{H}(z) \) yields

\[ \mathbf{H}^{\text{MMSE-x}} (z) = \mathbf{R}_{xs}(z) \mathbf{R}_{ss}^{-1}(z). \] (5.101)

where \( \mathbf{H}^{\text{MMSE-x}} (z) \) is the Wiener filter which minimizes \( E \{ ||e_{xt}||_2^2 \} \). Note the analogy between (5.101), (4.187), and (2.8).

**Finite-length Wiener filter** The Wiener-Hopf equation for a finite-length multichannel filter \( \mathbf{H}(z) = \sum_{n=a}^{b} H_n z^{-n} \) is given by

\[ \mathcal{P}_{a,b} (\mathcal{P}_{a,b}(\mathbf{H}(z)) \mathbf{R}_{ss}(z)) = \mathcal{P}_{a,b}(\mathbf{R}_{xs}(z)). \] (5.102)

Furthermore, if the input-signal sequences \( s_m(z) \) are white and mutually uncorrelated, we have \( \mathbf{R}_{ss}(z) = \mathbf{R}_{ss0} \), and therefore (5.102) simplifies to

\[ \mathbf{H}(z) \mathbf{R}_{ss0} = \mathcal{P}_{a,b}(\mathbf{R}_{xs}(z)). \] (5.103)
Solving (5.103) yields then the finite-length multichannel Wiener filter
\[ H_{\text{MSE}}^{\text{Bi}}(z) = P_{a,b}(R_{xx}(z)) R_{ss}^{-1}. \]  
(5.104)

Note the analogy between (5.104), (4.190), and (2.8).

**5.5.2 Multichannel Wiener filter** \( W_{\text{MSE}}^{\text{Bi}}(z) \)

**Infinite-length Wiener filter**  The Wiener-Hopf equation for the multichannel inverse-modeling problem can be derived also by the orthogonality principle. Again, the error-signal vector must be uncorrelated to the input-signal vector which gives now
\[ R_{e,x}(z) = 0. \]  
(5.105)

For an infinite-length filter \( W(z) = \sum_{n=-\infty}^{\infty} W_n z^{-n} \) and the error-signal vector \( e_{st} = s_t - u_t \) we have
\[ R_{e,x}(z) = R_{sx}(z) - R_{ux}(z) = R_{sx}(z) - W(z) R_{xx}(z). \]  
(5.107)

Using (5.107) in (5.105), we finally obtain the Wiener-Hopf equation
\[ W(z) R_{xx}(z) = R_{sx}(z). \]  
(5.108)

Solving (5.108) for \( W(z) \) yields
\[ W_{\text{MSE}}^{\text{Bi}}(z) = R_{sx}(z) R_{xx}^{-1}(z) \]  
(5.109)

where \( W_{\text{MSE}}^{\text{Bi}}(z) \) is the multichannel Wiener filter which minimizes \( E \{ ||e_{st}||^2 \} \).

Note the analogy between (5.109), (4.195), and (2.61).

**Finite-length Wiener filter**  In analogy to (5.102), the Wiener-Hopf equation for a finite-length multichannel filter \( W(z) = \sum_{n=a}^{b} W_n z^{-n} \) is
\[ P_{a,b}(P_{a,b}(W(z)) R_{xx}(z)) = P_{a,b}(R_{sx}(z)). \]  
(5.110)

Similar to the single-channel case, (5.110) is not as easily solvable as (5.102), since \( x_m(z) \) are non-white, mutually correlated sequences and therefore \( R_{xx}(z) \) does not consist of a single term. Thus, we have to setup a system of \( b - a + 1 \)
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linear matrix equations to obtain the filter coefficients $W_n$. These equations are obtained by evaluating (5.110) for every power $z^\tau$ for $a \leq \tau \leq b$. Doing the same steps as from (4.196) to (4.204) yields

$$\sum_{n=a}^{b} W_n R_{xx_{\tau-n}} = R_{sx_{\tau}} \quad (a \leq \tau \leq b) \quad (5.111)$$

The equations in (5.111) can be written in matrix form

$$\begin{bmatrix} R_{xx_0} & \cdots & R_{xx_{a-b}} \\ \\ \vdots & \ddots & \vdots \\ R_{xx_{b-a}} & \cdots & R_{xx_0} \end{bmatrix} \begin{bmatrix} W_a \\ \vdots \\ W_b \end{bmatrix} = \begin{bmatrix} R_{sx_a} \\ \vdots \\ R_{sx_b} \end{bmatrix} \quad (5.112)$$

Solving this system of linear equations, which involves a matrix inversion of dimension $(b - a + 1)M \times (b - a + 1)M$, yields the coefficients $W_n$ of $W_{\text{MB-MSE-s}}(z)$. Special cases are with $a = 0$ and $b = N_w$ (causal multichannel Wiener filter), or with $a = -N_w$ and $b = N_w$.

5.6 Performance measures

We use the following performance measures for multichannel identification and inverse modeling:

- **Average MSE of $e_{xt}$ of block $k$:**

$$J_{\text{MSE-x}}(k) = \frac{1}{2T_x + 1} \sum_{t=kL-T_x}^{kL+T_x} \|e_{xt}\|_F^2 = \frac{1}{2T_x + 1} \|e_{xk}(z)\|_F^2.$$ \hspace{1cm} (5.113)

- **Average MSE of $e_{st}$ of block $k$:**

$$J_{\text{MSE-s}}(k) = \frac{1}{2T_u + 1} \sum_{t=kL-T_u}^{kL+T_u} \|e_{st}\|_F^2 = \frac{1}{2T_u + 1} \|e_{sk}(z)\|_F^2.$$ \hspace{1cm} (5.114)

- **Average block interchannel interference $J_{\text{ICI}}(G_k(z))$ of block $k$, where $J_{\text{ICI}}(.)$ is defined in (6.132) and $G_k(z) = W_k(z)A(z)$.**
• Average block intersymbol interference $J_{\text{ISI}}(G_k(z))$ of block $k$, where $J_{\text{ISI}}(.)$ is defined in (6.133).

• Average block multichannel intersymbol interference $J_{\text{MC-ISI}}(G_k(z))$ of block $k$, where $J_{\text{MC-ISI}}(.)$ is defined in (6.134).

Alternative performance measures are the signal-to-interference ratio (SIR) or the signal-to-interference-plus-noise ratio (SINR).

5.7 Simulations

In this section two simulation examples are given to illustrate the performance behavior of some algorithms.

5.7.1 Multichannel system identification

The simulation setup is as follows: $M_s = 4$ source signals, $M = 4$ sensors, the source signals are white Gaussian distributed with $\sigma_s = 1$, the sensor noise is white Gaussian distributed with $\sigma_n = 0.01$. The elements of the unknown mixing matrix $A(z)$ are chosen randomly, $a_{ij}(z)$ are causal filters with $N_a = 200$. The estimation matrix $H(z)$ has the same number of coefficients as $A(z)$, i.e. $N_h = 200$, where initially all elements are set to zero. This makes a total of $4 \cdot 4 \cdot 200 \approx 3200$ filter coefficients $h_{ij,n}$ to adapt. We use the LMS1-Hx algorithm given in Table E.6 with block length $L = 1601$ and FFT size $C = 2048$. The channel-wise performance curves are given in Fig. 5.1. $J_{\text{MSE-s}}(k)$ is evaluated with $W_k(z) = P_{-N_w:N_w} (H_k^{-1}(z))$ with $N_w = 200$.

5.7.2 Multichannel inverse modeling

The simulation setup is as follows: $M_s = 4$ source signals, $M = 4$ sensors, the source signals are white Gaussian distributed with $\sigma_s = 1$, the sensor noise is white Gaussian distributed with $\sigma_n = 0.01$. We take the same $4 \times 4$ mixing matrix with $N_a = 2$ as in [70], which is ill conditioned and therefore difficult to separate and deconvolve in the blind case. The non-causal separation matrix $W(z)$ has $N_w = 300$ and was initially set to $W_0(z) = I$. This makes a total
of $4 \cdot 4 \cdot 601 \approx 9600$ filter coefficients $w_{ij,n}$ to adapt. We use the LMS1-Wx, RLS1-Wx, and RLS2-Ws algorithms given in Table E.10 with $T_x = 2000$, $T_u = 1700$, block length $L = 3401$ and FFT size $C = 4096$. The parameters of the algorithms are

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMS1-Wx</td>
<td>$\mu$</td>
<td>0.0001</td>
</tr>
<tr>
<td>RLS1-Wx</td>
<td>$\lambda$</td>
<td>0.9</td>
</tr>
<tr>
<td>RLS2-Ws</td>
<td>$\lambda$</td>
<td>0.9</td>
</tr>
</tbody>
</table>

The channel-wise performance curves are given in Fig. 5.2 to 5.4. $J_{\text{MSE}-x}(k)$ is evaluated with $H_k(z) = P_{-N_h,N_h}(W_k^{-1}(z))$ and $N_h = 200$. $J_{\text{IC1}}$ and $J_{\text{ISI}}$ are defined in (6.132) and (6.133), respectively.

## 5.8 Summary

Once the algorithms for the instantaneous mixing case and the single-channel convolutive case have been derived, the extension to the multichannel case is straightforward with the rules given in Section 5.1. Since we have focused on an implementation in the frequency domain, the algorithms are mainly of interest if we have to adapt filters with many coefficients. For filters with only a few coefficients, it might be worth remaining in the time domain to keep the complexity low.

The adaptation of a SIMO filter with $M$ output signals can be treated as $M$ SISO filters which share the same input signal. For an LMS algorithm, the adaptation of an MISO filter with $M$ input signals can be handled as if there are $M$ SISO filters which have the same desired output signal. The MIMO case is more difficult than the SIMO and MISO case.

In the next chapter, we derive the blind counterparts of the algorithms derived for single- and multichannel inverse modeling, which, in fact, perform the same task, but without knowledge of the source signals.
Figure 5.1: Channel-wise performance curves of LMS1-Hx in a multichannel system identification setup: (top) $J_{\text{MSE-x}}(k)$, (bottom) $J_{\text{MSE-s}}(k)$. 
Figure 5.2: Channel-wise performance curves of LMS1-Wx in a multichannel inverse modeling setup: (from top) $J_{\text{MSE-x}}(k)$, $J_{\text{MSE-s}}(k)$, $J_{\text{ICI}}(k)$, and $J_{\text{ISI}}(k)$. 
Figure 5.3: Channel-wise performance curves of RLS1-Wx in a multichannel inverse modeling setup: (from top) $J_{\text{MSE-x}}(k)$, $J_{\text{MSE-s}}(k)$, $J_{\text{ICl}}(k)$, and $J_{\text{ISI}}(k)$. 
Figure 5.4: Channel-wise performance curves of RLS2-Ws in a multichannel inverse modeling setup: (from top) $J_{\text{MSE-x}}(k)$, $J_{\text{MSE-s}}(k)$, $J_{\text{IC1}}(k)$, and $J_{\text{ISI}}(k)$. 
Chapter 6

Blind identification

In this chapter we develop blind algorithms to solve the blind source separation (BSS), blind deconvolution (BD) and multichannel blind deconvolution (MCBD) problem, which are the blind counterparts of the inverse modeling of an instantaneous-mixing system, single-channel convolutive-mixing system, and multichannel convolutive-mixing system, respectively. We therefore make the step from the non-blind algorithms given in Chapter 2, Chapter 4, and Chapter 5 to their blind counterpart by replacing the non-blind error criterion by a blind error criterion.

6.1 Central limit theorem

The central limit theorem (CLT) is one of the fundamental results important for the understanding of the blind identification problem. Loosely speaking, the CLT says that the pdf of a sufficiently large sum of independent random numbers converges towards a Gaussian distribution, regardless of the pdf of the individual random numbers. A precise definition of the central limit theorem is given in [85].

Since we assume that the source signals are independent and identically distributed (iid) random variables and mutually independent, the central limit theorem has a direct consequence to a signal mixture or a convolution situa-
tion. For the BSS problem it says that the pdf of the mixed signals (sensor signals) are always closer to a Gaussian distribution than the pdf of the individual source signals involved in the mixing process. The same is true for the BD problem, where the pdf of the convolved signal (sensor signal) is always closer to a Gaussian distribution than the pdf of the source signal. Of course the same statement holds for the MCBD problem. In fact, this problem is the hardest among the blind problems, because the output signals will always be very close to a Gaussian pdf, due to the numerous terms in $G(z) = W(z)A(z)$, unless the convolutive separation matrix $W(z)$ is really close to a true separation matrix, e.g. $A^{-1}(z)$.

6.2 Assumptions in blind identification

For the BSS problem, if at most one source signal is Gaussian, then it is still possible to separate all source signals. For the BD problem, the source signal has to be non-Gaussian, otherwise no deconvolution is possible, only decorrelation. For the MCBD problem, all source signals have to be non-Gaussian, if separation and deconvolution of the signal mixture is aimed for. In case one source signal is Gaussian distributed, one can still separate all source signals, however, the Gaussian source signal cannot be deconvolved, only decorrelated.
6.3 Cost functions for blind identification

In a blind setup we have no access to the source signals \( s \). This has the important consequence that neither for system identification nor for inverse modeling can we build the error signals required, i.e. \( e_x \) and \( e_s \). We have to find a new blind error signal which is derived from the accessible signals of the system, i.e. \( x \) and \( u \). We briefly list some of the techniques used in blind identification.

6.3.1 Blind source separation

Entropy

One can show that a uniform pdf has the highest *differential entropy*, a definition of which can be found in (A.1), among all bounded pdfs (compact support). If \( p_s(s) \) is known, one can find a nonlinear mapping \( y = g(s) \) such that \( p_Y(.) \) becomes a uniform distribution \( p_1(.) \). The choice of the nonlinearity \( g(.) \) depends on \( p_s(s) \). However, in a blind setup, we do not know the source signals \( s_m \), but if we know \( p_s_m(s_m) \), we can calculate \( g_m(.) \) and then maximize the sum of the differential entropies of \( y_m = g_m(u_m) \), i.e. maximize \( \sum_m H(p_{Y_m}(g_m(u_m))) \), under the constraint that \( \det W \neq 0 \). This concept was used in the derivation of the *Infomax* algorithm proposed by Bell and Sejnowski [7].

Mutual information

One possible blind error criterion is the mutual information of the output signals. Since the source signals are assumed to be mutually independent, we want to steer the coefficients of the separation matrix \( \mathbf{W} \) such that the output signals become mutually independent again. We can measure the independence of random variables by using the Kullback-Leibler divergence

\[
J_{MI}(p_{U}(.)) = D \left( p_{U}(u) \right\| \prod_m p_{U_m}(u_m) \right) \geq 0. \tag{6.1}
\]

\( p_{U_m}(.) \) denotes the marginal probability density function of \( U_m \). \( D (\cdot\|\cdot) \) is defined in (A.3). For perfect separation, the cost function \( J_{MI} \) becomes zero.
Negentropy

Since the mixing process makes the sensor signals approach a Gaussian pdf, we can steer the separation process such that the output signals $u_m$ are pushed away from a Gaussian distribution. To this end we define an error criterion, which measures the divergence of a pdf to the corresponding Gaussian distribution with the same first and second-order statistics. The negentropy is such a criterion and is defined as [40]

$$J_{NE}(p_U(.)) = D(p_U(u)\|p_G(u)) \geq 0 \quad (6.2)$$

where $p_G(u)$ is the pdf of a multivariate Gaussian distribution with the same covariance matrix as $p_U(u)$. Maximizing $J_{NE}$ corresponds to separating the output signals $u_m$.

Higher-order statistics

If $X$ and $Y$ are two random variables [85], we say that $X$ and $Y$ are orthogonal if

$$E\{XY\} = 0 \quad (6.3)$$

and $X$ and $Y$ are uncorrelated if

$$E\{(X - E\{X\})(Y - E\{Y\})\} = 0 \quad (6.4)$$

which is equal to

$$E\{XY\} = E\{X\}E\{Y\} \quad (6.5)$$

For zero-mean random variables, (6.3) and (6.4) are the same. If $X$ and $Y$ are two random variables, we say that $X$ and $Y$ are independent if

$$p_{XY}(x,y) = p_X(x)p_Y(y) \quad (6.6)$$

From (6.6) it follows that

$$E\{f(X)g(Y)\} = E\{f(X)\}E\{g(Y)\} \quad (6.7)$$

$$E\{X^mY^n\} = E\{X^m\}E\{Y^n\} \quad \forall m, n \quad (6.8)$$

where $f(.)$ and $g(.)$ are two arbitrary functions.
If two random variables are independent, they are also uncorrelated. However, uncorrelatedness does not necessarily imply independence, except when $X$ and $Y$ are jointly Gaussian distributed. Because (6.5) is a necessary but not sufficient condition for (6.7), second-order moments are not a sufficient statistic for blind identification.

**Kurtosis** The kurtosis is a measure based on the fourth-order statistics of a random variable. The kurtosis of a random variable $X$ is defined as

$$
\kappa(X) = \frac{E\{X^4\}}{E\{X^2\}^2} - 3. 
$$

(6.9)

Using (6.9), we have $-2 \leq \kappa(X) \leq \infty$ and a Gaussian random variable $X$ has $\kappa(X) = 0$. [67]. Depending on the sign of the kurtosis, we distinguish between super-Gaussian ($\kappa > 0$) and sub-Gaussian ($\kappa < 0$) distributions. Loosely speaking, a sub-Gaussian pdf looks more flat, e.g. uniform pdf, a super-Gaussian pdf more peaky, e.g. Laplacian pdf. The source signals used in data communications are usually sub-Gaussian, whereas in acoustics, e.g. speech, the source signals are normally super-Gaussian.

If we know for instance that all kurtoses of the source signals have the same sign, we can steer the blind algorithm such that the kurtoses of the output signals are either maximized or minimized.

A nice overview of different techniques for blind source separation is given in [72].

### 6.3.2 Blind deconvolution

Similar cost functions can be defined for blind deconvolution. Here we wish to remove the dependence in time of the output samples. This means that we wish to adapt the deconvolution or equalization filter $w(z)$ such that the output signal becomes white and non-Gaussian.

\[^1\text{Sometimes the } -3 \text{ is omitted in the definition.}\]
Bussgang property

The Bussgang property is another criterion commonly used in blind algorithms. A signal $u$ is thereby passed through a nonlinearity $y = g(u)$. The autocorrelation of $u$ must then be equal to the cross correlation between $u$ and $y$. We say that a time-series $u(z)$ is Bussgang if $E\{g(u_t)u_{t-\tau}\} = E\{u_tu_{t-\tau}\}$ holds and $u_t$ is independent identically distributed [71].

Memoryless estimator

Another concept is the one of a memoryless nonlinear estimator [8,42]. Here the output signal $u_t$ is passed through a nonlinearity $f(.)$ such that $f(u_t)$ is used as a nonlinear memoryless estimate of $s_t$. It is called memoryless, as the estimate does not use any time-delayed output values of $u_t$. If computable, the conditional mean estimator \( \hat{s}_t = f(u_t) = E\{S_t|U_t = u_t\} \) is a suitable choice. Note, if \( p_s(.) \) is a normal distribution, then $E\{S_t|U_t = u_t\} = u_t$, i.e., the exact shape of the nonlinear estimator degenerates to a linear estimator. Usually the exact shape of the nonlinearity $f(.)$ is not so crucial. Sometimes it is even enough if the sign of $f(u_t) - u_t$ is correct most of the time. Initially, it may be difficult to find a good estimator anyway.
6.4 Blind error signal

We now wish to find an error signal which can be used in the blind case. The non-blind error signal for inverse modeling is $e_{st} = s_t - u_t$. In the blind case, we do not have access to the time samples $s_t$ and therefore have to estimate either $s_t$ or $e_{st}$. A reasonable choice would be to use $\hat{s}_t = u_t$, as we have in fact $s_t = u_t$ at convergence in the noise-free case. However, the error signal $\hat{e}_{st} = \hat{s}_t - u_t$ would be zero all the time, which is of no help. Thus, if we have only the output signal $u_t$ and the input signal $x_t$ available for building an error signal, we have to introduce a nonlinearity. We follow the concept of a channel-wise memoryless estimator.

Conditional-mean estimator

We consider the multichannel convolutive-mixing case. We apply a channel-wise nonlinear memoryless estimator such that $\hat{s}_{m,t} = f_m(u_{m,t})$. The error signal $\hat{e}_{s_{m,t}} = \hat{s}_{m,t} - u_{m,t}$ then becomes

$$\hat{e}_{s_{m,t}} = f_m(u_{m,t}) - u_{m,t}.$$  \hfill (6.10)

A reasonable estimator is given by the channel-wise evaluation of the conditional mean

$$\hat{s}_{m,t} = E \{ S_m | U_m = u_{m,t} \}$$  \hfill (6.11)

$$\hat{s}_{m,t} = \int s_{m,t} \cdot p_{S_m | U_m} (s_{m,t} | u_{m,t}) \, ds_{m,t}$$  \hfill (6.12)

$$\hat{s}_{m,t} = \int s_{m,t} \cdot \frac{p_{U_m | S_m} (u_{m,t} | s_{m,t}) \cdot p_{S_m} (s_{m,t})}{p_{U_m} (u_{m,t})} \, ds_{m,t}.$$  \hfill (6.13)

In this derivation we used Bayes’ theorem. Near convergence, we can approximate $p_{U_m | S_m} (u_{m,t} | s_{m,t})$ by $p_{N_m} (u_{m,t} - s_{m,t})$, where $p_{N_m} (.)$ is a Gaussian distribution with variance $\hat{\sigma}_n^2$, which models the multichannel convolutive noise [9], stemming from the interchannel and intersymbol interference due to the equalization mismatch $[I - W(z)A(z)]$. We assume a sensor-noise-free model. We then have

$$\hat{s}_{m,t} = E \{ S_m | u_{m,t} \}$$  \hfill (6.14)

$$\hat{s}_{m,t} = \int s_{m,t} \cdot \frac{p_{N_m} (u_{m,t} - s_{m,t}) \cdot p_{S_m} (s_{m,t})}{p_{U_m} (u_{m,t})} \, ds_{m,t}.$$  \hfill (6.15)

However, this integral is not easy to solve analytically. Furthermore, we need an estimate of $\hat{\sigma}_n^2$, the variance of $p_{N_m} (.)$. Near convergence, $\hat{\sigma}_n^2$ will tend
towards zero. Note, that for a perfect separation and deconvolution $p_{U_m}(.) = p_{S_m}(.)$ and $p_{N_m}(.) = \delta(.)$. Eq. (6.14) then becomes $\hat{s}_{m,t} = u_{m,t}$, which concurs with our intuition.

An alternative blind error signal can be defined as

$$
\hat{e}_{s_{m},t} = s_{m,t} - \hat{u}_{m,t} \\
= s_{m,t} - g(s_{m,t}).
$$

In fact, this error signal models the situation where $u_{m,t}$ is unknown but $s_{m,t}$ is known. In this case we can use $\hat{u}_{m,t} = g(s_{m,t}) = E\{U_m|S_m = s_{m,t}\}$.

Near convergence, where we have $s_{m,t} \approx u_{m,t}$, we can find a relationship between $f(.)$ and $g(.)$. To this end, we replace $s_{m,t}$ by $u_{m,t}$ in (6.17) and set equal the two error signals $\hat{e}_{st}$ from (6.10) and (6.17). We then end up with

$$
f(u_{m,t}) - u_{m,t} = u_{m,t} - g(u_{m,t})
$$

which can be written as

$$
f(u_{m,t}) = 2u_{m,t} - g(u_{m,t})
$$

$$
g(u_{m,t}) = 2u_{m,t} - f(u_{m,t})
$$

or

$$
\frac{f(u_{m,t}) + g(u_{m,t})}{2} = u_{m,t}.
$$

Eq. (6.21) has the interpretation that if $f(u_{m,t}) > u_{m,t}$ then $g(u_{m,t}) < u_{m,t}$.

**Score function**  The score function of a probability-density function $p_S(.)$ is defined as

$$
\varphi_S(s) = -\frac{\partial \log p_S(s)}{\partial s} = -\frac{p'_S(s)}{p_S(s)}.
$$

The score function typically appears in the update equations of many known gradient-based algorithms for blind identification if a maximum-likelihood cost function is used.
6.5 Transforming a non-blind into a blind algorithm

6.5.1 BRLS1

We use the RLS1-Wx as an example to show the steps for the transformation of a non-blind algorithm into a blind one. We assume the instantaneous mixing case. The RLS1-Wx with exponential forgetting is defined in Section 2.4.4 from (2.50) to (2.53), see also Table E.7. We make the usual assumption that the source signals are temporally white and mutually independent. Therefore $R_{ss}$ is a diagonal matrix and if unknown, we substitute $R_{ss} = I$. Thus, there is no need to update $\hat{R}_{ss}^{-1}$ with (2.52) and (2.53). Under these assumptions, the RLS1-Wx simplifies to

$$\mu_t = \frac{1 - \lambda}{\lambda + (1 - \lambda) s_t^H u_t}$$

$$W_{t+1} = W_t + \mu_t (s_t - u_t) s_t^H W_t.$$  (6.23)  (6.24)

For the algorithm to work blindly, we somehow have to get rid of $s_t$, as the source signals are not accessible.

We start with (6.23) which is, in fact, just a self-adjusting step-size control, with forgetting factor $\lambda$ as a parameter. In fact, $\mu_t$ is not involved in the separation process, it merely controls the adaptation rate. Therefore we can replace $s_t$ by $u_t$, as $u_t$ is certainly a reasonable estimate of $s_t$ near convergence. Moreover, in doing so, we can keep the step size $\mu_t$ real valued, even though $u_t$ might be complex. Otherwise $\mu_t$ might introduce an unwanted complex rotation in (6.24). Keeping the step size real valued is especially useful in the convolutive case, because $\mu_t$ becomes dependent on the frequency. In fact, $\mu_t(\omega)$ corresponds to a bin-wise step-size normalization, a well-known technique from adaptive filtering in the frequency domain to accelerate the convergence rate for non-white input signals [77]. A complex valued $\mu_t(\omega)$ would introduce an additional phase shift into the update equation. However, once the output signals are temporally white, $u_t^H(z)u_t(z)$, and hence $\mu_t(\omega) = \mu_t$, become frequency independent.

We can rewrite the update equation (6.24) as

$$W_{t+1} = W_t + \mu_t (s_t s_t^H - u_t s_t^H) W_t.$$  (6.25)
We now have several choices for replacing each $s_t$ in (6.25) by either a linear estimate $\hat{s}_t = u_t$ or a nonlinear estimate $\hat{s}_t = f(u_t)$. At least one $s_t$ has to be replaced by a nonlinear estimate, otherwise the term in the bracket will be zero all time. In the derivation of stochastic-gradient-based algorithms, e.g., the LMS algorithm, a correlation matrix is sometimes replaced by an instantaneous estimate for two reasons. The first is because the correlation matrices are not known a priori and have to be estimated anyway, and the second is that a multiplication with an outer product (matrix with rank one) requires fewer element-wise multiplications than with a regular matrix. However, in our case it is just the other way round. We have an outer product $s_t s_t^H$ from which we know the expectation $E\{s_t s_t^H\} = R_{ss} = I$. Thus, we have another possibility to transform (6.24) into a blind algorithm, namely

$$W_{t+1} = W_t + \mu_t (I - u_t^H f(u_t)) W_t.$$  (6.26)

If we now apply the transpose property [2, 109], which is based on a stability analysis of blind algorithms, we can replace $u_t^H f(u_t)$ by $g(u_t) u_t^H$ where the nonlinearities $g_m(.)$ have different characteristics than the $f_m(.)$. Loosely speaking, if $f_m(.)$ is a nonlinearity which can separate a sub-Gaussian signal, then $g_m(.)$ has to be a nonlinearity which can separate a super-Gaussian signal. In doing so, we end up with

$$\mu_t = \frac{1 - \lambda}{\lambda + (1 - \lambda) u_t^H u_t}$$  (6.27)

$$W_{t+1} = W_t + \mu_t (I - g(u_t) u_t^H) W_t.$$  (6.28)

We refer to (6.27) and (6.28) as BRLS1, where $g_m(.)$ is usually chosen as the score function $\varphi_{s_m}(.)$ defined in (6.22).

Surprisingly, the update equation (6.28) without (6.27) is the well-known natural-gradient learning algorithm proposed by Amari et al., which is one of the most powerful algorithms known for blind source separation. Note, that (6.27) and (6.28) were derived here in a completely different manner than the one shown in [4].

The following comments can be made:

- The natural-gradient learning algorithm has the so-called equivariant property, which says that in the noiseless case the convergence behavior depends on the current global system $G_t = W_t A$ and not only on $A$. 
• In fact, the RLS1-Wx is derived from the RLS1-Hx, which is an algorithm for system identification and therefore adapts $H = W^{-1}$ which is an estimate of $\mathbf{A}$. In the system identification problem, the convergence rate is independent of the mixing matrix $\mathbf{A}$ or $\mathbf{A}(z)$, as long as the source signals $s_m$ are white and mutually uncorrelated. Hence, from Chapter 2 we know that RLS1-Wx has a fast convergence behavior which is robust against the conditioning of the mixing matrix $\mathbf{A}$. As we merely exchanged a non-blind error criterion with a blind one in the derivation of the BRLS1, but not the part which controls the direction of the gradient, it is not very surprisingly that (6.28), and therefore the natural-gradient learning algorithm, reveals the equivariant property.

• The RLS1-Wx as well as the blind counterpart BRLS1 belong to the class of so-called serial-update algorithms [17], as we can reformulate (6.28) recursively as

$$W_{t+1} = \Delta W_t \cdot W_t = \left( \prod_{\tau=0}^{t} \Delta W_{\tau} \right) \cdot W_0$$  (6.29)

with $\Delta W_t = I + \mu_t \left( I - g(u_t) u^H_t \right)$. From Chapter 2 and Table E.7 we see that this is not a property of blind algorithms alone. In fact, all algorithms for inverse modeling in Table E.7, which have their roots in system identification, see Table E.3, belong to the class of serial-update algorithms, and vice versa. They are originally designed to adapt an estimate $H = \hat{\mathbf{A}}$ and from applying the matrix-inversion lemma, they become serial-update algorithms which adapt $\mathbf{W} = \hat{\mathbf{A}}^{-1}$. Recall from the simulation examples in Section 2.10, that the serial update algorithms for system identification showed slower convergence rates than the non-serial ones.

### 6.5.2 General rules for transforming a non-blind algorithm into a blind one

**Nonlinearity** To obtain not only mutually uncorrelated but mutually independent output signals, we have to introduce at least one nonlinearity into the update equation. The same is true for blind deconvolution to achieve not only temporally uncorrelated but temporally independent output signals.

If $f(.)$ and $g(.)$ are two nonlinearities, we denote the output of the nonlin-
earity as

\[ y_t \triangleq f(u_t) \quad \text{or} \quad y_t \triangleq g(u_t). \] (6.30)

The corresponding time-series in the \( z \)-domain is

\[ y(z) \triangleq \sum_{t=-T_u}^{T_u} y_t z^{-t}. \] (6.31)

We prefer to write \( y(z) = \sum g(u_t)z^{-t} \) than \( g(u(z)) \), because the latter denotes a nonlinearity applied to a polynomial. The same is true for the frequency domain, we prefer \( y(\omega) \) than \( g(u(\omega)) \), as we apply the nonlinearity in the time domain and not in the frequency domain.

In the multichannel case, we define the output of the multichannel nonlinearity as

\[ y_t \triangleq f(u_t) \quad \text{or} \quad y_t \triangleq g(u_t) \] (6.32)

\[ y_{m,t} \triangleq f_m(u_{m,t}) \quad \text{or} \quad y_{m,t} \triangleq g_m(u_{m,t}). \] (6.33)

The corresponding time-series in the \( z \)-domain is

\[ y(z) \triangleq \sum_{t=-T_u}^{T_u} y_t z^{-t}. \] (6.34)

**Transformation** As we have seen in Section 6.5.1, there is no unique transformation of a nonblind algorithm into a blind one. In Table 6.1 we list some possible replacements. However, there are often several possibilities and to see which one has the best performance, one has to carry out some simulations or try to analyze the stability conditions \[2\]. Note, that at least one nonlinearity must appear in a blind update equation, otherwise the output signals will only be uncorrelated, but not independent. The transpose property \[109\] is also a very useful tool to find a dual update equation. Finally, there is no guaranty that an algorithm is stable and converges towards a global minimum.

Transforming an algorithm for multichannel inverse modeling to a multichannel blind-deconvolution algorithm is straightforward. The update equations for BSS, BD, and MCBD are given in Table E.11, Table E.13, and Table E.14; they are the blind counterparts of those given in Table E.7, Table E.9,
6.5. Transforming a non-blind into a blind algorithm

<table>
<thead>
<tr>
<th>non-blind</th>
<th>blind I</th>
<th>blind II</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_s = s - u$</td>
<td>$e_b = y - u$</td>
<td>$e_b = u - y$</td>
</tr>
<tr>
<td>$y$</td>
<td>$f(u)$</td>
<td>$g(u)$</td>
</tr>
<tr>
<td>$s$</td>
<td>$y$</td>
<td>$u$</td>
</tr>
<tr>
<td>$u$</td>
<td>$u$</td>
<td>$y$</td>
</tr>
<tr>
<td>$R_{ss}$</td>
<td>$R_{yy}$</td>
<td>$I$</td>
</tr>
<tr>
<td>$R_{uu}$</td>
<td>$R_{uu}$</td>
<td>$I$</td>
</tr>
<tr>
<td>$R_{su}$</td>
<td>$R_{yu}$</td>
<td>$R_{uy}$</td>
</tr>
<tr>
<td>$R_{us}$</td>
<td>$R_{uy}$</td>
<td>$R_{yu}$</td>
</tr>
<tr>
<td>$R_{xx}$</td>
<td>$W^{-1}R_{uu}W^{-H}$ or $W^{-1}W^{-H}$</td>
<td></td>
</tr>
<tr>
<td>$R_{ux}$</td>
<td>$R_{uu}W^{-H}$  or $W^{-H}$</td>
<td></td>
</tr>
<tr>
<td>$R_{xu}$</td>
<td>$W^{-1}R_{uu}$  or $W^{-1}$</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Mapping of variables to transform an algorithm for inverse modeling into a blind algorithm.

and Table E.10, respectively. Note, since the cost functions, and also the update equations are originally formulated in the time domain, these algorithms do not have a so-called permutation problem, which typically appears when the cost function is formulated solely in the frequency domain in a bin-wise manner. These algorithms presented here carry out the update in the frequency domain only for efficiency reasons.
6.6 Orthogonality principle and Bussgang property

In Section 5.5.2 we have derived the optimal infinite-length Wiener filter with the help of the orthogonality principle $R_{e_0x}(z) = 0$ [85]. If we replace the error signal $e_s$ by a blind error signal $e_{b_t} = f(u_t) - u_t$ or $e_{b_t} = u_t - g(u_t)$, and require again that the error-signal vector must be uncorrelated to the input-signal vector, the orthogonality principle becomes

$$R_{e_0x}(z) = 0 . \quad (6.35)$$

For an infinite-length filter $W(z) = \sum_{n=-\infty}^{\infty} W_n z^{-n}$ and $e_{b_t} = y_t - u_t$ we have

$$R_{e_0x}(z) = R_{yx}(z) - R_{ux}(z) = 0 \quad (6.36)$$

or

$$R_{yx}(z) = R_{ux}(z) . \quad (6.37)$$

Postmultiplying both sides of (6.37) by $\hat{W}(z)$ gives

$$R_{yu}(z) = R_{uu}(z) \quad (6.38)$$

which is known as the Bussgang property [9]. Evaluating (6.38) for every power of $z$ yields

$$R_{yu} = R_{uu} \quad (6.39)$$

$$E \{ y_{t+r} u_t^H \} = E \{ u_{t+r} u_t^H \} . \quad (6.40)$$

From (6.37) and (6.38) it follows that

$$R_{yx}(z) = W(z) R_{xx}(z) . \quad (6.41)$$

In contrast to (5.108), (6.41) cannot be solved directly for $W(z)$ because $y(z)$ depends on $W(z)$ in a nonlinear fashion.

The Bussgang property can be used to build a blind cost function

$$J_B = \| R_{uu}(z) - R_{yu}(z) \|_F \quad (6.42)$$

with the appropriate choice of the nonlinearity. A modified version of (6.42) is used in the natural-gradient learning algorithm, where $R_{uu}(z)$ is replaced by its expectation at convergence $R_{ss} = I$. 
6.7 Blind source separation (BSS)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Update equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infomax [7]</td>
<td>$W_{t+1} = W_t + \mu \left( W_t^{-H} - y_t x_t^H \right)$</td>
</tr>
<tr>
<td>Natural gradient [4]</td>
<td>$W_{t+1} = W_t + \mu \left( I - y_t u_t^H \right) W_t$</td>
</tr>
<tr>
<td>EASI [17]</td>
<td>$W_{t+1} = W_t + \mu \left( I - u_t u_t^H + u_t y_t^H - y_t u_t^H \right) W_t$</td>
</tr>
</tbody>
</table>

Table 6.2: Update equations for blind source separation.

This section is the “blind” counterpart of inverse modeling of an instantaneous-mixing system, described in Section 2.5.

The update equations are given in Table 6.2 and Table E.11.

6.8 Blind deconvolution (BD)

Figure 6.2: Single-channel blind deconvolution. The filter $w(z)$ is adapted such that $g(z) = w(z) a(z) \approx z^{-d}$. The delay $d$ depends partially on the initial value $w_0(z)$.

This section is the “blind” counterpart of the single-channel inverse modeling problem described in Section 2.5. Blind deconvolution is also known as blind equalization, which is more common in data communications.
Batch learning algorithm for blind deconvolution

Definitions and initialization ($k = 0$):

\[ C \geq 2T_x + 1 \geq 2(T_u + N_w) + 1 \quad (6.43) \]
\[ L = 2T_u + 1 \quad (6.44) \]
\[ \bar{x} = (x_0, \ldots, x_{T_x}, 0, \ldots, 0, x_{-T_x}, \ldots, x_{-1})^T \quad (6.45) \]
\[ \bar{X} = \text{diag}(F \bar{x}) \quad (6.46) \]
\[ \bar{w}_0 = (w_0, \ldots, w_{N_w}, 0, \ldots, 0, w_{-N_w}, \ldots, w_{-1})^T \quad (6.47) \]
\[ \bar{W}_0 = \text{diag}(F \bar{w}_0) \quad (6.48) \]
\[ P_w = F \bar{P}_{-N_w,N_w} F^{-1} \quad (6.49) \]

For every iteration $k = 1, 2, 3, \ldots$:

1. Filtering:

\[ \bar{U}_k = \bar{W}_k \bar{X} \quad (6.50) \]
\[ \bar{u}_k = \bar{P}_{-T_u,T_u} F^{-1} \text{diag}(\bar{U}_k) \quad (6.51) \]
\[ = (u_0, \ldots, u_{T_u}, 0, \ldots, 0, u_{-T_u}, \ldots, u_{-1})^T \quad (6.52) \]

2. Adaptation error:

\[ \bar{y}_k = g(\bar{u}_k) \quad (6.53) \]
\[ = (y_0, \ldots, y_{T_u}, 0, \ldots, 0, y_{-T_u}, \ldots, y_{-1})^T \quad (6.54) \]
\[ \bar{Y}_k = \text{diag}(F \bar{y}_k) \quad (6.55) \]
\[ \bar{e}_b_k = \bar{u}_k - \bar{y}_k \quad (6.56) \]
\[ \bar{E}_b_k = \text{diag}(F \bar{e}_b_k) \quad (6.57) \]

3. Update equations:

\[ \bar{W}_{k+1} = \text{any update equation from Table 6.3 or Table E.13} \quad (6.58) \]
\[ \bar{W}_{k+1} = \text{diag}(P_w \text{ diag}(\bar{W}'_{k+1})) \quad (6.59) \]
Block-wise learning algorithm for blind deconvolution

Definitions and initialization ($k = 0$):

$$C \geq 2T_x + 1 \geq 2(T_u + N_w) + 1$$

$$L = 2T_u + 1$$

$$\tilde{w}_0 = (w_0, \ldots, w_{N_w}, 0, \ldots, 0, w_{-N_w}, \ldots, w_{-1})^T$$

$$\tilde{W}_0 = \text{diag}(F \tilde{w}_0)$$

$$P_w = F \tilde{P}_{-N_w, N_w} F^{-1}$$

For every block $k = 1, 2, 3, \ldots$:

1. Filtering:

$$\tilde{x}_k = (x_{kL}, \ldots, x_{kL+T_x}, 0, \ldots, 0, x_{kL-T_x}, \ldots, x_{kL-1})^T$$

$$\tilde{X}_k = \text{diag}(F \tilde{x}_k)$$

$$\tilde{U}_k = \tilde{W}_k \tilde{X}_k$$

$$\tilde{u}_k = \tilde{P}_{-T_u, T_u} F^{-1} \text{diag}(\tilde{U}_k)$$

$$= (u_{kL}, \ldots, u_{kL+T_u}, 0, \ldots, 0, u_{kL-T_u}, \ldots, u_{kL-1})^T$$

2. Adaptation error:

$$\tilde{y}_k = g(\tilde{u}_k)$$

$$= (y_{kL}, \ldots, y_{kL+T_u}, 0, \ldots, 0, y_{kL-T_u}, \ldots, y_{kL-1})^T$$

$$\tilde{Y}_k = \text{diag}(F \tilde{y}_k)$$

$$\tilde{e}_{bk} = \tilde{u}_k - \tilde{y}_k$$

$$\tilde{E}_{bk} = \text{diag}(F \tilde{e}_{bk})$$

3. Update equations:

$$\tilde{W}'_{k+1} = \text{any update equation from Table 6.3 or Table E.13}$$

$$\tilde{W}_{k+1} = \text{diag}(P_w \text{ diag}(\tilde{W}'_{k+1}))$$
### Table 6.3: Update equations for single-channel blind deconvolution.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Update equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infomax</td>
<td>$\tilde{W}_{k+1} = \tilde{W}_k + \mu (\tilde{W}^H_k - \tilde{Y}_k \tilde{X}_k^H)$</td>
</tr>
<tr>
<td>Natural gradient</td>
<td>$\tilde{W}_{k+1} = \tilde{W}_k + \mu (I - \tilde{Y}_k \tilde{U}_k^H) \tilde{W}_k$</td>
</tr>
<tr>
<td>EASI</td>
<td>$\tilde{W}_{k+1} = \tilde{W}_k + \mu (I - \tilde{X}_k \tilde{U}_k^H + \tilde{U}_k \tilde{Y}_k^H - \tilde{Y}_k \tilde{U}_k^H) \tilde{W}_k$</td>
</tr>
</tbody>
</table>

6.8.1 **Batch learning algorithm for blind deconvolution**

This section is the “blind” counterpart to Section 4.4.2 and Section 4.5.2.

The whole batch learning algorithm for single-channel blind deconvolution is given on page 168 from (6.43) to (6.59). Since we have all data available, we adapt a non-causal filter.

The following comments can be made:

- The update equations are given in Table 6.3 and Table E.13.

6.8.2 **Block-wise learning algorithm for blind deconvolution**

This section is the “blind” counterpart to Section 4.4.3 and Section 4.5.3.

The whole block-wise learning algorithm for single-channel blind deconvolution is given on page 169 from (6.60) to (6.76). The update equations are given in Table 6.3 and Table E.13. We adapt a delayed non-causal filter, the origin is shifted by a delay, to cope with a nonminimum-phase system $a(z)$. The comments in Section 6.8.1 hold also for the block-wise learning algorithm. A MATLAB implementation of the algorithm is given in Appendix F. An alternative frequency-domain based blind deconvolution algorithm is presented by Douglas and Kung in [35].
6.9 Multichannel blind deconvolution (MCBD)

This section is the “blind” counterpart of the multichannel inverse modeling problem described in Section 5.4.

6.9.1 Batch learning algorithm for multichannel blind deconvolution

This section is the “blind” counterpart to Section 5.4.1.

The whole batch learning algorithm for multichannel blind deconvolution is given on page 172 from (6.77) to (6.93). The update equations are given in Table 6.4 and Table E.14. Since we have all data available, we can adapt a non-causal filter.

6.9.2 Block-wise learning algorithm for multichannel blind deconvolution

This section is the “blind” counterpart to Section 5.4.2.

The whole block-wise learning algorithm for multichannel blind deconvolution is given on page 173 from (6.94) to (6.110). The update equations are given in Table 6.4 and Table E.14. We adapt a delayed non-causal filter, the origin is shifted by a delay, to cope with a nonminimum-phase system $a(z)$.
Batch learning algorithm for multichannel blind deconvolution

Definitions and initialization ($k = 0$):

\begin{align*}
C & \geq 2T_x + 1 \geq 2(T_u + N_w) + 1 \quad (6.77) \\
L & = 2T_u + 1 \quad (6.78) \\
\tilde{x}_m & = (x_{m,0}, \ldots, x_{m,T_x}, 0, \ldots, 0, x_{m,-T_x}, \ldots, x_{m,-1})^T \quad (6.79) \\
\bar{X} & = [\tilde{x}_m] = [\text{diag}(F \tilde{x}_m)] \quad (6.80) \\
\tilde{w}_{ij,0} & = (w_{ij,0}, \ldots, w_{ij,N_w}, 0, \ldots, 0, w_{ij,-N_w}, \ldots, w_{ij,-1})^T \quad (6.81) \\
\bar{W}_0 & = [\tilde{w}_{ij,0}] = [\text{diag}(F \tilde{w}_{ij,0})] \quad (6.82) \\
P_w & = F \tilde{P}_{-N_w,N_w} F^{-1} \quad (6.83)
\end{align*}

For every iteration $k = 1, 2, 3, \ldots$:

1. Filtering:

\begin{align*}
\bar{U}_k & = \bar{W}_k \bar{X} \quad (6.84) \\
\tilde{u}_{m,k} & = \tilde{P}_{-T_u,T_u} F^{-1} \text{diag} (\bar{U}_{m,k}) \quad (6.85) \\
& = (u_{m,0}, \ldots, u_{m,T_u}, 0, \ldots, 0, u_{m,-T_u}, \ldots, u_{m,-1})^T \quad (6.86)
\end{align*}

2. Adaptation error:

\begin{align*}
\tilde{y}_{m,k} & = g_m (\tilde{u}_{m,k}) \quad (6.87) \\
& = (y_{m,0}, \ldots, y_{m,T_u}, 0, \ldots, 0, y_{m,-T_u}, \ldots, y_{m,-1})^T \quad (6.88) \\
\bar{Y}_k & = [\tilde{Y}_{m,k}] = [\text{diag}(F \tilde{y}_{m,k})] \quad (6.89) \\
\tilde{e}_{b_{m,k}} & = \tilde{u}_{m,k} - \tilde{y}_{m,k} \quad (6.90) \\
\bar{E}_{b_k} & = [\tilde{E}_{b_{m,k}}] = [\text{diag}(F \tilde{e}_{b_{m,k}})] \quad (6.91)
\end{align*}

3. Update equations:

\begin{align*}
\bar{W}_{k+1} & = \text{any update equation from Table 6.4 or Table E.14} \quad (6.92) \\
\bar{W}_{ij,k+1} & = \text{diag} (P_w \text{diag} (\bar{W}'_{ij,k+1})) \quad (6.93)
\end{align*}
Block-wise learning algorithm for multichannel blind deconvolution

Definitions and initialization ($k = 0$):

\[ C \geq 2T_x + 1 \geq 2(T_u + N_w) + 1 \quad (6.94) \]
\[ L = 2T_u + 1 \quad (6.95) \]
\[ \mathbf{\hat{w}}_{ij,0} = (w_{ij,0}, \ldots, w_{ij,N_w}, 0, \ldots, 0, w_{ij,-N_w}, \ldots, w_{ij,-1})^T \quad (6.96) \]
\[ \overline{W}_0 = [\mathbf{\hat{w}}_{ij,0}] = [\text{diag}(F \mathbf{\hat{w}}_{ij,0})] \quad (6.97) \]
\[ P_w = F \tilde{P}_{-N_w,N_w} F^{-1} \quad (6.98) \]

For every block $k = 1, 2, 3, \ldots$:

1. Filtering:

\[ \mathbf{x}_{m,k} = (x_{m,kL}, \ldots, x_{m,kL+T_x}, 0, \ldots, 0, x_{m,kL-T_x}, \ldots, x_{m,kL-1})^T \quad (6.99) \]
\[ \overline{X}_k = [\mathbf{x}_{m,k}] = [\text{diag}(F \mathbf{x}_{m,k})] \quad (6.100) \]
\[ \overline{U}_k = \overline{W}_k \overline{X}_k \quad (6.101) \]
\[ \mathbf{\tilde{u}}_{m,k} = \tilde{P}_{-T_u,T_u} F^{-1} \text{diag} (\overline{U}_m) \]
\[ = (u_{m,kL}, \ldots, u_{m,kL+T_u}, 0, \ldots, 0, u_{m,kL-T_u}, \ldots, u_{m,kL-1})^T \quad (6.102) \]

2. Adaptation error:

\[ \mathbf{\tilde{y}}_{m,k} = g_m (\mathbf{\tilde{u}}_{m,k}) \quad (6.104) \]
\[ = (y_{m,kL}, \ldots, y_{m,kL+T_u}, 0, \ldots, 0, y_{m,kL-T_u}, \ldots, y_{m,kL-1})^T \quad (6.105) \]
\[ \overline{Y}_k = [\mathbf{\tilde{y}}_{m,k}] = [\text{diag}(F \mathbf{\tilde{y}}_{m,k})] \quad (6.106) \]
\[ \mathbf{\tilde{e}}_{b_{m,k}} = \mathbf{s}_{m,k} - \tilde{u}_{m,k} \quad (6.107) \]
\[ \overline{E}_{b_{m,k}} = [\mathbf{\tilde{e}}_{b_{m,k}}] = [\text{diag}(F \mathbf{\tilde{e}}_{b_{m,k}})] \quad (6.108) \]

3. Update equations:

\[ \overline{W}'_{k+1} = \text{any update equation from Table 6.4 or Table E.14} \quad (6.109) \]
\[ \overline{W}_{ij,k+1} = \text{diag} (P_w \text{ diag} (\overline{W}'_{ij,k+1})) \quad (6.110) \]
6.10 Blind decorrelation

In case we only wish to achieve decorrelated but not necessarily independent output signals, e.g., prewhitening of the input signals, we replace the nonlinearity \( g(.) \) by a simple linearity. As a consequence we then have \( y_{m,t} = u_{m,t} \). This substitution can be applied for all aforementioned blind algorithms: BSS, BD, and MCBD. Hence, we obtain either spatially uncorrelated output signals, and / or temporally uncorrelated output signals. For a detailed analysis of algorithms for blind decorrelation see [31].

6.11 Automatic gain control

The simplest blind algorithm is an automatic gain control, see also Fig. 1.5. If we deal with real valued signals and gains only, there is no need to use a nonlinearity for an AGC. Second-order statistics are sufficient here. However, in a complex-valued system, e.g., in the baseband representation of a communication system, the use of a nonlinearity can help not only to adjust the gain of the output signal, but also to control the phase of the output signal [8, 78]. The nonlinearity is split into a function of the real and imaginary part, and not only of the absolute value of \( u_t \). The real and imaginary parts of the output signal can then be forced to be as independent as they can possibly get, resulting in the original constellation up to a rotation of a multiple of \( \pi/2 \). Algorithms for an AGC with phase control are given in Table 6.5 and Table E.12.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Update equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infomax</td>
<td>( w_{t+1} = w_t + \mu \left( w_t^* - y_t x_t^* \right) )</td>
</tr>
<tr>
<td>Natural gradient</td>
<td>( w_{t+1} = w_t + \mu \left( 1 - y_t u_t^* \right) w_t )</td>
</tr>
<tr>
<td>EASI</td>
<td>( w_{t+1} = w_t + \mu \left( 1 - u_t u_t^* + u_t y_t^* - y_t u_t^* \right) w_t )</td>
</tr>
</tbody>
</table>

Table 6.5: Update equations for AGC.
6.12 Decomposition of the global system

6.12.1 BSS: Decomposition of the global-system matrix \( G \)

We now wish to analyze the behavior of the interchannel interference of the global system. To this end, we decompose the global-system matrix \( G = WA \) in different ways:

\[
G = G^o + \tilde{G} \quad (6.111)
\]

\[
= W^o A + (W - W^o)A = W^o A + \tilde{W}A = (W^o + \tilde{W})A \quad (6.112)
\]

\[
= PD + \tilde{P} D = (P + \tilde{P}) D \quad (6.113)
\]

\[
= PD + P\tilde{E}D = P(I + \tilde{E})D = PED \quad (6.114)
\]

where \( \tilde{W} = W - W^o \), \( W^o \) is a perfect separation matrix, \( P \) a permutation matrix, \( D \) a complex-valued diagonal matrix, \( E \) a matrix with unity in the main diagonal, and \( \tilde{E} = E - I \) a matrix with zeros in the main diagonal. The source signals propagate via \( G \) to the output \( u \), where \( G^o \) and \( \tilde{G} \) describe the desired propagation and the interchannel interference, respectively. Since \( G^o = PD \), \( G^o \) has to have full rank \( M_s \) and only one non-zero element per row and column. Furthermore, we constrain the \( M_s \) non-zero entries of \( G^o \) to coincide with those of \( G \) with the same index. Hence, \( G^o = [g^o_{ij}] \) and \( \tilde{G} = [\tilde{g}_{ij}] \) can be written as

\[
g^o_{ij} = \begin{cases} g_{ij}, & j = \pi (i) \\ 0, & \text{otherwise} \end{cases} \quad (6.115)
\]

and

\[
\tilde{g}_{ij} = \begin{cases} 0, & j = \pi (i) \\ g_{ij}, & \text{otherwise} \end{cases} \quad (6.116)
\]

where the permutation \( \pi (i) \) of the set \( M = \{1, \ldots, M_s\} \) is a one-to-one mapping of \( M \) onto itself [25].

Since we wish to minimize the interchannel interference at the output \( u \), the \( M_s \) non-zero entries in \( G^o \) are chosen such as to minimize \( \| \tilde{G} \|_F \) for a given \( G \). Alternatively, the problem of finding \( G^o \) which minimizes \( \| \tilde{G} \|_F \) can be reformulated as finding a permutation \( \pi (i) \) out of the \( M_s! \) possible ones, which minimizes \( \| \tilde{G} \|_F \), i.e., if \( G \) happens to be diagonal dominant, then \( G^o \) is a diagonal matrix containing the main diagonal of \( G \) as its own main diagonal,
i.e. \( \pi(i) = i \). Furthermore, from (6.111) and (6.115) we have

\[
\|\tilde{G}\|_F^2 = \|G - G^0\|_F^2 \\
= \sum_{i,j} |g_{ij}|^2 - \sum_{i\neq \pi(i)} |g_{i,\pi(i)}|^2 \\
= \|G\|_F^2 - \|G^0\|_F^2. \tag{6.117}
\]

This means that finding a permutation \( \pi(i) \) that minimizes \( \|\tilde{G}\|_F \) is equivalent to finding a permutation \( \pi(i) \) which maximizes \( \|G^0\|_F \) under the given constraints (6.115) on the choice of \( G^0 \). Once \( G^0 \) and \( G \) are determined, the factorization in (6.114), \( G^0 = PD \), is easily evaluated and \( E = P^T G D^{-1} \).

In the case of perfect separation, \( \tilde{G} \) vanishes and therefore \( G = G^0 \). The optimal solution for the separation matrix is then

\[
G^o = PDA^{-1}, \tag{6.119}
\]

a row-wise scaled and permuted version of the inverse system. Since we are interested in waveform-preserving estimates of the source signals, scaling and permutation of the output signals does not affect an optimal solution with \( G = 0 \). In the communications literature, such a solution would be described as zero-forcing [51]. A zero-forcing algorithm tries to force all elements of \( \tilde{G} \) to zero and therefore focuses on perfect separation rather than high output signal-to-interference-plus-noise ratio (SINR). The terminology of zero-forcing is more common in the field of blind deconvolution for the case where one merely wants to minimize intersymbol interference, regardless of any additive noise.

### 6.12.2 BD: Decomposition of the global-system filter \( g(z) \)

In a similar way to the decomposition of \( G \) in Section 6.12.1, we can decompose the global-system matrix \( g(z) = w(z)a(z) \) in different ways

\[
g(z) = g^o(z) + \tilde{g}(z) \tag{6.120}
\]

\[
= w^o(z)a(z) + (w(z) - w^o(z))a(z) \tag{6.121}
\]

\[
= w^o(z)a(z) + \tilde{w}(z)a(z) = (w^o(z) + \tilde{w}(z))a(z) \tag{6.122}
\]

\[
= d(z) + \tilde{p}(z)d(z) = (1 + \tilde{p}(z))d(z) \tag{6.123}
\]

\[
= d(z) + \tilde{c}(z)d(z) = (1 + \tilde{c}(z))d(z) = e(z)d(z) \tag{6.124}
\]
where \( g^o(z) = d(z) = d'z^{-\tau} \) consists of a single term. Note that in the single-channel case, we have no permutation indetermination of the output signals.

### 6.12.3 MCBD: Decomposition of the global-system matrix \( G(z) \)

In a similar way to the decomposition of \( G \) in Section 6.12.1, we can decompose the global-system matrix \( G(z) = W(z)A(z) \) in different ways

\[
G(z) = G^o(z) + \bar{G}(z) \tag{6.125}
\]

\[
= W^o(z)A(z) + (W(z) - W^o(z))A(z) \tag{6.126}
\]

\[
= W^o(z)A(z) + \bar{W}(z)A(z) = (W^o(z) + \bar{W}(z))A(z) \tag{6.127}
\]

\[
= PD(z) + \bar{P}(z)D(z) = (P + \bar{P}(z))D(z) \tag{6.128}
\]

\[
= PD(z) + P\bar{E}(z)D(z) = P(I + \bar{E}(z))D(z) = PE(z)D(z). \tag{6.129}
\]

\( P \) is again a permutation matrix and \( D(z) = \text{diag}[d_1'z^{-\tau_1}, \ldots, d_M'z^{-\tau_M}] \). Furthermore, \( G^o(z) \) has full rank and only one term per non-zero element.

### 6.13 Performance measures for blind identification

With the use of blind signal processing algorithms, we are more interested in wave-form preserving estimates of the signals, than in their exact amplitude or phase. We will therefore measure the performance of a blind algorithm on the residual interchannel interference (ICI) or the intersymbol interference (ISI). Alternatively, we could also use the signal-to-interference ratio (SIR), or in the noisy case the signal-to-interference-plus-noise ratio (SINR).

### 6.13.1 Blind source separation

Ideally, the global system matrix \( G = WA \) in (6.111) would have one non-zero entry in each row \( i \). \( |g_{ij}|^2 \) is the power transfer from source \( j \) to the output \( i \). In each row \( i \) there will be one dominant entry, where \( \max_j |g_{ij}|^2 \) indicates the power transfer of the separated source \( j \).
The other entries of the same row \( i \) of \( G \), which end up being non-zero in a realistic case, if squared and summed, reveal the power of other sources leaking through to the specific output \( i \), if all sources have equal power and are mutually uncorrelated. Vice versa, by squaring the subdominant entries of the same column of \( G \), we get the power of one source leaking through to different outputs. Provided the same-source lock-on effect is not a problem for the algorithm under consideration [70], the row-wise observation of the permutation matrix is more meaningful than the column-wise observation, rendering the performance index into a measure of interchannel interference (ICI) [59]

\[
J_{\text{ICI}}(G) = \frac{1}{M} \sum_{i=1}^{M} \frac{\sum_{j=1}^{M} |g_{ij}|^2 - \max_j |g_{ij}|^2}{\max_j |g_{ij}|^2}.
\]

(6.130)

Of course, \( J_{\text{ICI}}(G) \) is available in a simulation environment only. In practical situations, the true matrix \( A \) and therefore the matrix \( G \) are unknown.

### 6.13.2 Single-channel blind deconvolution

In the BD case, the performance measure should reflect the deconvolution capability, hence indicating to what extent the deconvolved signal is influenced by adjacent samples of the same signal (convolutive noise). Recall that the global system response is defined as \( g(z) = w(z)\alpha(z) = \sum_{n=-\infty}^{\infty} g_n z^{-n} \). Similarly to (6.130), the intersymbol interference (ISI) can be defined as

\[
J_{\text{ISI}}(g(z)) = \sum_{n=-\infty}^{\infty} \frac{|g_n|^2 - \max_n |g_n|^2}{\max_n |g_n|^2} = \sum_{n=-\infty}^{\infty} \frac{|g_n|^2}{\max_n |g_n|^2} - 1.
\]

(6.131)

For finite impulse responses, the infinite sums in (6.131) are reduced to finite sums.

### 6.13.3 Multichannel blind deconvolution

For the more general MCBD case, we are interested in both measures (6.130) and (6.131). We denote \( G(z) \) as the matrix of filter polynomials in \( z \) of the
global system response with entries $[G(z)]_{ij} = g_{ij}(z) = \sum_{n=-\infty}^{\infty} g_{ij,n} z^{-n}$ being the global filter response between source $j$ and output $i$. Then we can find the averaged ICI as

$$J_{\text{ICI}}(G(z)) = \frac{1}{M} \sum_{i=1}^{M} \sum_{n=-\infty}^{\infty} \max_{j} \left| g_{ij,n} \right|^2 - 1.$$  \hfill (6.132)

$J_{\text{ICI}}$ is also a meaningful measure for algorithms which only separate the source signals but do not attempt to deconvolve them.

For the calculation of the averaged ISI, each row of the permutation matrix is searched for the entry containing the filter with the most energy. By calculating the ISI of these entries and averaging over all rows, we get

$$J_{\text{ISI}}(G(z)) = \frac{1}{M} \sum_{i=1}^{M} \sum_{n=-\infty}^{\infty} \left| g_{i,(\text{arg max}_j \Sigma_n \left| g_{ij,n} \right|^2),n} \right|^2 - 1.$$  \hfill (6.133)

An alternative measure reflecting both averaged ISI and ICI was defined in [70]

$$J_{\text{MC-ISI}}(G(z)) = \frac{1}{M} \sum_{i=1}^{M} \sum_{j=1}^{M} \sum_{n=-\infty}^{\infty} \left| g_{ij,n} \right|^2 - 1.$$  \hfill (6.134)

If (6.132) and (6.133) are only calculated row-wise, rather than averaged over all rows, a simple relationship between them and (6.134) can be found

$$J_{\text{MC-ISI row-}i} = J_{\text{ICI row-}i} + J_{\text{ISI row-}i} + J_{\text{ICI row-}i} \cdot J_{\text{ISI row-}i}.$$  \hfill (6.135)

If $J_{\text{ICI row-}i}$ and $J_{\text{ISI row-}i}$ are small values (good separation and deconvolution), $J_{\text{MC-ISI row-}i}$ is roughly equal to the sum of these two measures. The corresponding results are obtained for a column-wise analysis.
6.14 Simulations

6.14.1 Blind source separation

The simulation setup is as follows: The mixing matrix has the condition number \( \chi (A) = 10 \) and logarithmically distributed singular values. The \( M_s = 10 \) source signals are Laplacian distributed with unity power. Sensor noise has \( \sigma_n = 0.01 \) which equals \(-40\) dB SNR. We used a block-wise update with block length \( L = 100 \). For the comparison we used the natural gradient, the BLMS2b, and the Infomax learning algorithm. The step sizes \( \mu \) were 0.3, 0.3, and 0.7, respectively, and are chosen to achieve the fastest convergence behavior, without becoming unstable. The performance curves are shown in Table 6.3. Among the three algorithms, the Infomax algorithm has the slowest convergence rate. However, it is well known, that the Infomax has its best performance for unitary mixing matrices, i.e. \( \chi (A) = 0 \).
Figure 6.3: Performance curves of blind source separation: (from top) natural gradient, BLMS2b, and Infomax.
6.14.2 Blind deconvolution

The unknown system is the same as for the system identification example in Section 4.8.1 with \( \|a(z)\|_F = 1 \). The simulation parameters are: The source signal is Laplacian distributed with \( \sigma_s = 1 \), the sensor noise is white Gaussian distributed with \( \sigma_n = 0.01 \) (−40 dB SNR). The non-causal deconvolution filter \( w(z) \) has \( N_w = 300 \), where the filter coefficients were initialized using a center-spike strategy, i.e. \( w_0(z) = 1 \). Further parameters are: \( T_x = 1000 \), \( N_w = 300 \), \( T_u = T_x - N_w = 700 \), block size \( L = 2T_u + 1 = 1401 \), and the FFT size \( C = 2048 \). The Bussgang nonlinearity is \( g(u_t) = \sqrt{2} \text{sign}(u_t) \). We use no prewhitening of the input signal \( x(z) \).

The parameters of the algorithms are

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>( \mu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLMS1c</td>
<td>0.1</td>
</tr>
<tr>
<td>BLMS2a</td>
<td>0.1</td>
</tr>
<tr>
<td>BLMS2b</td>
<td>0.1</td>
</tr>
<tr>
<td>BLMS3</td>
<td>0.1</td>
</tr>
<tr>
<td>BLMS4</td>
<td>0.03</td>
</tr>
<tr>
<td>almost no convergence</td>
<td></td>
</tr>
<tr>
<td>BRLS2</td>
<td>0.8</td>
</tr>
<tr>
<td>BRLS1a</td>
<td>0.8</td>
</tr>
<tr>
<td>BRLS1b</td>
<td>0.8</td>
</tr>
<tr>
<td>BRLS1c</td>
<td>0.8</td>
</tr>
<tr>
<td>Nat. grad.</td>
<td>0.05</td>
</tr>
<tr>
<td>EASI</td>
<td>0.05</td>
</tr>
</tbody>
</table>

The performance curves of \( J_{\text{ISI}} \) are shown in Fig. 6.4 to 6.6.
Figure 6.4: Performance curves of blind deconvolution: (from top) BLMS1c, BLMS2a, and BLMS2b.
Figure 6.5: Performance curves of blind deconvolution: (from top) BRLS1a, BRLS1b, and BRLS2.
Figure 6.6: Performance curves of blind deconvolution: (top) Natural gradient, (bottom) EASI algorithm.
6.14.3 Multichannel blind deconvolution

We use the same unknown convolutive mixing matrix as for the multichannel inverse modeling in Section 5.7.2. The simulation parameters are: $M_s = 4$ source signals which are Gamma distributed with $\sigma_s = 1$, $M = 4$ sensors with additive white Gaussian sensor noise with $\sigma_n = 0.01$, The non-causal separation matrix $W(z)$ has $N_w = 100$ and was initially set to $W_0(z) = I + W'_0(z)$, where the coefficients of $W'(z)$ are small random numbers. This makes a total of $4 \cdot 4 \cdot 201 \approx 3200$ filter coefficients $w_{ij,n}$ to adapt. We use the BRLS2 algorithms given in Table E.14 with $T_x = 2000$, $T_u = 1900$, block length $L = 3801$ and FFT size $C = 4096$. The Bussgang nonlinearities are $g_m(u_t) = \sqrt{2} \text{sign}(u_{m,t})$. We use no prewhitening of the input signals $x(z)$. The parameters of the algorithm are

$$\text{BRLS2 } \lambda = 0.8$$

The channel-wise performance curves are given in Fig. 6.7. $J_{CI}$ and $J_{ISI}$ are defined in (6.132) and (6.133), respectively.
6.15 Summary

In this chapter we extended the non-blind algorithms of the previous chapters to work also in a blind environment, where the algorithm has no access to the source signals. Guidelines are given how to modify an algorithm when a non-blind error criterion is exchanged with a blind error criterion. In doing so, we have also shown an alternative derivation of the well-known natural-gradient learning algorithm.

Nonlinearity Simulations have shown that the separation capability of a blind algorithm is almost unaffected by small deviations of the nonlinearities $f(.)$ or $g(.)$ from their respective theoretical forms. In fact, the knowledge whether the pdf of a source signal is super-Gaussian (more peaky than a Gaussian pdf) or sub-Gaussian (flatter than a Gaussian pdf) is usually sufficient for a suitable choice of the nonlinearity.

Non-Gaussianity of the source signals The “closer” the sources are distributed to a Gaussian distribution, the “harder” the problem becomes, e.g., source signals which are Gamma distributed are easier to separate and deconvolve than signals which have a Laplacian distribution ($\kappa = 3$). One possible measure of the closeness to a Gaussian distribution is the kurtosis $\kappa$ of a signal, defined in (6.9). In the extreme, when all source signals are Gaussian distributed ($\kappa = 0$), no separation or deconvolution is possible.

Simulations Simulation examples are presented, where many hundreds of filter coefficients are adapted, showing the performance behavior of some of the proposed algorithms. In fact, not all MCBD algorithms showed convergence. For some update equations, the difficulty of finding a stable equilibrium point is too high, due to the many coefficients which have to be adapted.

Same-source lock on One problem that sometimes comes up in blind source separation is that a source signal $s_n$ appears at several outputs $u_m$. The so-called same-source lock-on problem can be detected by analyzing the row-wise and column-wise ICI of the global-system matrix $G$ [70]. However, these measurements are available in a simulation environment only. In a real-world application, we have to monitor the determinant of $W$. A small value of $\det W$ is
an indication that a same-source lock-on problem is present. Some BSS algorithms are robust against the same-source lock-on problem, e.g., the infomax algorithm, which contains $W^{-1}$ explicitly in the update equation, the natural gradient algorithm, and also the EASI algorithm.

### 6.15.1 Further topics in blind identification

In the following, we mention some topics related to blind identification.

**BD realization in the time domain**

In many real-time applications in acoustics, a low processing latency is important, e.g., hands-free telephone. The block-wise processing of the data introduces a latency delay of $2L$ samples (2 blocks) for balanced processor load. One block is required for collecting the new samples and giving out the computed output samples, a second block delay is used for computing the filtering and adaptation. Thus, the overall group delay is $2L$ samples plus the group delay of the filter. To reduce the overall delay, one can use a small block size $L$ or remain in the time domain. In fact, the algorithms proposed for BD and MCBD can also be realized in the time domain. The filtering and the adaptation are carried out at the sampling rate $L = 1$ and not at the block rate. However, from simulation examples it seems that a block-wise processing of the data helps achieve a faster convergence of blind algorithms. An online learning algorithm for BD and MCBD which is based on the natural gradient and realized in the time-domain was given in [5, 6, 34]. See also the MATLAB example in [71].

**Direct estimation of the mixing matrix**

We can also transform an algorithm for blind source separation to directly estimate the mixing matrix $\mathbf{A}$ instead of the inverse mixing matrix $\mathbf{W} = \mathbf{A}^{-1}$, see also [27]. As an example we take the natural-gradient learning algorithm shown in Table 6.2. Inverting both sides of the update equation and using the matrix-inversion lemma (A.5), with $A' = W_t \triangleq H_t^{-1}$, $B' = \mu \left( I - y_t u_t^H \right)$, $C' = I$, and $D' = W_t$ gives

$$H_{t+1} = H_t - \mu_t H_t \left( I - y_t u_t^H \right) \left[ I + \mu_t \left( I - y_t u_t^H \right) \right]^{-1}.$$

(6.136)
### 6.15. Summary

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Update equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infomax</td>
<td>$H_{t+1} = H_t - \mu_t H_t (H_t^H - y_t x_t^H) H_t$</td>
</tr>
<tr>
<td>Natural gradient</td>
<td>$H_{t+1} = H_t + \mu_t H_t (I - y_t u_t^H)$</td>
</tr>
<tr>
<td>EASI</td>
<td>$H_{t+1} = H_t + \mu_t H_t (I - u_t u_t^H + u_t y_t^H - y_t u_t^H)$</td>
</tr>
</tbody>
</table>

Table 6.6: Update equations for direct estimation of the mixing matrix where $H = \hat{A}$ and $x_t = H_t^{-1} u_t$.

For small values of $\mu_t$ we can either expand the matrix inverse in (6.136) with (A.12) or replace it by the unity matrix in the latter case. We obtain

$$H_{t+1} = H_t - \mu_t H_t (I - y_t u_t^H)$$

which is again a serial-update equation, but this time with multiplication from the right, i.e., $H_{t+1} = H_t \Delta H_t$ with $\Delta H_t = I - \mu_t (I - y_t u_t^H)$. Adapting $H$ directly with (6.137) might be advantageous in the convolutive case. If the elements $a_{ij}(z)$ of the mixing matrix $A(z)$ have only a few terms, then $H(z)$ needs only a few terms for the adaptation as well. However, we still have to invert $H(z)$ after every update step, because the output sequence is then $u = H^{-1}(z)x(z)$.

Using the same steps we can also transform the other algorithms given in Table 6.2. The resulting adaptation equations are listed in Table 6.6.

**Overdetermined blind source separation**

Most algorithms for BSS and MCBD assume a fully determined system, i.e., the same number of sensors as source signals. We refer to the situation where more sensors than source signals are present as *overdetermined blind source separation* $(M > M_s)$. Basically there are two different approaches. One is to directly find an algorithm which copes with this situation. Another possibility is to first apply a preprocessing stage with $M$ input and $M_s$ output signals, and then build the input signals of a subsequent stage, e.g., an ordinary $M_s \times M_s$ BSS algorithm. Such a two-stage approach with a PCA (principle component
Figure 6.8: Two-stage approach for overdetermined blind source separation with $M_s = 2$ sources and $M = 5$ sensors: First stage PCA, second stage ICA.

The analysis preprocessing stage is shown in Fig. 6.8, [60]. The PCA stage divides the $M$-dimensional input space into an $M_s$-dimensional signal-plus-noise space and an $(M - M_s)$-dimensional noise space. The first $M_s$ virtual sensors are then used as the input signals of a subsequent ICA (independent component analysis) stage. Overdetermined blind source separation is also known as undercomplete-bases problem.

Underdetermined blind source separation

The case where fewer sensors than source signals are used ($M < M_s$) is certainly one of the big challenges in the field of ICA. If the source signals have non-overlapping spectra, the task can easily be solved in the frequency domain. However, if they have overlapping spectra, then other methods have to be used. Algorithms for underdetermined blind source separation are described in [1, 73, 74]. Underdetermined blind source separation is also known as overcomplete-bases problem.

Mixture of sub- and super-Gaussian source signals

Most algorithms for BSS require prior knowledge, such as whether the source signals are sub- or super-Gaussian to select a proper nonlinearity in advance. If in the signal mixture the number of sub- and super-Gaussian source signals are
known, often two different types of nonlinearities have to be used in the update equations. However, if the characteristics of the source signals is unknown, the blind algorithm has to estimate them online, e.g., by using parametric models of the source-signal pdfs. Algorithms which separate a mixture of sub- and super-Gaussian source signals are given in [32, 79].
Chapter 7

Concluding remarks

7.1 Conclusions

In acoustics, the transfer function between a source and a sensor is usually modeled by an FIR filter with hundreds or thousands of coefficients. This makes the proposed algorithms for the multichannel convolutive-mixing case to be suitable for acoustical applications, e.g., the combination of speaker separation and dereverberation of speech signals in a teleconferencing setup. However, in this work we have not discussed how to make the algorithms also operate successfully in a real environment. Many of the algorithms have been shown to perform well in a controlled simulation environment. In practice, several assumptions will certainly not be fulfilled and therefore influence the performance behavior of the algorithms, e.g., in stereophonic echo cancelling the source signals are strongly correlated. Thus, further research still has to be done to analyze the behavior with real-world signals.

7.2 Outlook and further directions

In this section, we list several topics related to blind and non-blind adaptive filtering that are subject of ongoing research:
7.2.1 Second-order statistics

Throughout this thesis we have assumed, that for blind algorithms the source signals are stationary but non-Gaussian. Because of the stationarity, second-order statistics are not capable of separating and deconvolving the source signals. However, second-order statistics can be sufficient for signal separation in the following cases:

- The source signals are nonstationary \([63, 66-88, 107]\),
- the source signals are mutually independent but temporally correlated \([10, 56, 80, 82]\),
- the source signals are cyclostationary \([103, 104]\).

Whereas the first two situations appear in an acoustical environment, the last one is often true in data communications.

7.2.2 Filter partitioning

A further step towards reducing the computational burden of multichannel adaptive filtering can be to introduce filter-partitioning techniques \([97, 99]\). Similar to the overlap-save techniques, where the input sequence is partitioned into non-overlapping blocks, the filters can be partitioned as well. In doing so, the block size \(L\) can be reduced significantly without increasing the computational complexity very much. Moreover, a smaller FFT size can be chosen, which can even be smaller than the filter length. Filter partitioning is a technique often used in single-channel acoustical echo canceling \([81]\). Efficient methods for multichannel filter partitioning and cascading two or more systems in the partitioned frequency domain are given in \([62]\).

7.2.3 Step-size control

Often adaptive algorithms reveal a poor performance behavior in a real environment, although they work well in simulation examples. The reason is that many underlying assumptions from theory are not fulfilled in reality, e.g., stationarity is probably not an adequate assumption for speech signals. In order to still
obtain a satisfactory behavior of the adaptive algorithm, we have to perform on-line monitoring of certain signals for the proper adjustment of the step size [6]. For example, if we detect a change of the system, we increase the step-size to track the new situation. Or, if we know that the algorithm performs well, then we can reduce the step size. Note, that the Kalman filter has such a step-size control incorporated inherently in the update equations. Hence, knowing the current environment is of great value for controlling the adaptive algorithm.

7.2.4 Bootstrap

One of the big problems of blind algorithms is their relatively slow convergence rate, especially in the initial stage. Whereas non-blind adaptive algorithms reveal a steady decay of the performance curve from the beginning, blind algorithms tend to show a poor initial performance. It is like searching for a mouse hole on a soccer field: once you see the hole, you know in which direction you have to walk. Thus, if one can find a bootstrap technique which can accelerate the initial performance behavior, the overall convergence rate can be improved significantly.

A method for BD or MCB that has shown to be useful in simulation examples is to use a time- or performance-dependent filter length $N_w(t)$. Initially we start to adapt a short filter, then enlarge the filter length steadily with time.

Another technique which we refer to as data re-using, is to carry out several update steps with the same data block. This is some sort of combination of a batch and a block-wise learning algorithm. The underlying idea comes from (6.41) which is in fact a nonlinear equation for the separation matrix $W(z)$ and has to be solved iteratively.
Appendix A

General results

A.1 Differential entropy

The differential entropy of a probability-density function \( p_U(u) \) is defined as

\[
H(p_U(.)) \triangleq - \int p_U(u) \log p_U(u) \, du \quad (A.1)
\]

\[
= - E \{ \log p_U(u) \} \quad (A.2)
\]

with \( H(p_U(.)) \geq 0. \)

A.2 Kullback-Leibler divergence

The Kullback-Leibler divergence or relative entropy between two probability-density functions \( p_U(u) \) and \( p_S(s) \) is defined as [23]

\[
D(p_U(.) \| p_S(.)) \triangleq \int p_U(u) \log \frac{p_U(u)}{p_S(u)} \, du \quad (A.3)
\]

\[
= E \left\{ \log \frac{p_U(u)}{p_S(u)} \right\} \quad (A.4)
\]
whenever the integral exists. Properties of $D(\cdot,\cdot)$ are $D\left(p_U(\cdot)\|p_S(\cdot)\right) \geq 0$ with equality iff $p_U(\cdot) = p_S(\cdot)$ almost everywhere, and $D\left(p_U(\cdot)\|p_S(\cdot)\right) \neq D\left(p_S(\cdot)\|p_U(\cdot)\right)$.

### A.3 Matrix-inversion lemma

If $A'$ and $C'$ are nonsingular $M \times M$ and $N \times N$ matrices, respectively, the following equality holds [50, 65, 75]:

$$[A' + B'C'D']^{-1} = A'^{-1} - A'^{-1}B'C'\left[C'^{-1} + D'A'^{-1}B'\right]^{-1}D'A'^{-1}. \quad (A.5)$$

Proof: Premultiply both sides of (A.5) with $[A' + B'C'D']$.

### A.4 Inverse of a block matrix

If $A^{-1}$ and $D^{-1}$ exist, then we have [65]

$$\begin{bmatrix} A & 0 \\ C & D \end{bmatrix}^{-1} = \begin{bmatrix} A^{-1} & 0 \\ D^{-1}CA^{-1} & D^{-1} \end{bmatrix} \quad (A.6)$$

and

$$\begin{bmatrix} A & B \\ 0 & D \end{bmatrix}^{-1} = \begin{bmatrix} A^{-1} & A^{-1}BD^{-1} \\ 0 & D^{-1} \end{bmatrix}. \quad (A.7)$$

If $A^{-1}$ exist, then we have

$$\begin{bmatrix} A & B \\ C & D \end{bmatrix}^{-1} = \begin{bmatrix} A^{-1} + E\Delta^{-1}F & -E\Delta^{-1} \\ -\Delta^{-1}F & \Delta^{-1} \end{bmatrix} \quad (A.8)$$

with

$$\Delta = D - CA^{-1}B \quad (A.9)$$

$$E = A^{-1}B \quad (A.10)$$

$$F = CA^{-1}. \quad (A.11)$$
A.5 Matrix-inverse expansion

Under the assumption that the matrix $\mathcal{E}$ has a spectral norm smaller than 1 ($\sigma_1 < 1$), [51] the following matrix expansion holds

$$[I - \mathcal{E}]^{-1} = I + \sum_{k=1}^{\infty} \mathcal{E}^k = \sum_{k=0}^{\infty} \mathcal{E}^k$$ (A.12)

Proof: Premultiply both sides of (A.12) with $[I - \mathcal{E}]$. \hfill \square

A.6 Matrix inverse

The inverse of a nonsingular square matrix $A$ can be derived using the following closed form expression [65]

$$A^{-1} = \frac{\text{adj } A}{\det A}$$ (A.13)

where $\text{adj } A$ is the adjoint or adjugate of $A$ and $\det A$ is the determinant of $A$. The elements of the adjoint matrix are called cofactors

$$[\text{adj } A]_{mn} = (-1)^{m+n} \det (A_{(nm)}) \text{.}$$ (A.14)

The submatrix $A_{(nm)}$ is obtained by deleting the $n$th row and the $m$th column of $A$. Note, $\det(A_{(nm)}) = \det((A^T)_{(mn)})$ is called the $nm$th minor of $A$.

Inverse of a polynomial matrix Likewise to ordinary matrices, the inverse of a polynomial matrix can be written as

$$A^{-1}(z) = \frac{\text{adj } A(z)}{\det A(z)}$$ (A.15)

with

$$[\text{adj } A(z)]_{mn} = (-1)^{m+n} \det (A_{(nm)}(z)) \text{.}$$ (A.16)
A.7 SVD — Singular Value Decomposition

**SVD of a matrix** One of the most powerful tools from Linear Algebra is the *singular value decomposition* (SVD) of a matrix. A matrix \( A^{m \times n} \) can be written as

\[
A = U \Sigma V^H = U \begin{bmatrix} \tilde{\Sigma} & 0 \\ 0 & 0 \end{bmatrix} V^H \tag{A.17}
\]

where \( U^{m \times m} \) and \( V^{n \times n} \) are unitary matrices, \( \Sigma^{m \times n} \) is a rectangular diagonal matrix, and \( \tilde{\Sigma}^{k \times k} \) is a diagonal matrix of full rank. The diagonal elements of \( \Sigma \) and \( \tilde{\Sigma} \) are the ordered singular values \( \sigma_1 \geq \ldots \geq \sigma_k > \sigma_{k+1} = \ldots = \sigma_n = 0 \) if \( m \geq n \geq k \) and \( k \) is the *rank* of \( A \). The SVD is very helpful in analyzing transformations from one space to another, whereas the eigenvalue decomposition (EVD) is more useful in analyzing a transformation from a space to itself, e.g., state-space model of a dynamic system.

**SVD of a polynomial matrix** The idea of a SVD of a scalar matrix can be extended to polynomial matrices.

\[
A(z) = U(z) \Sigma(z) V^H(z) = U(z) \begin{bmatrix} \tilde{\Sigma}(z) & 0 \\ 0 & 0 \end{bmatrix} V^H(z) \tag{A.18}
\]

where \( U(z)^{m \times m} \) and \( V(z)^{n \times n} \) are paraunitary matrices, \( \Sigma(z)^{m \times n} \) is a rectangular diagonal matrix, and \( \tilde{\Sigma}(z)^{k \times k} \) is a diagonal matrix whose elements are nonzero. A paraunitary matrix has the property that

\[
U(z) U^H(z) = U^H(z) U(z) = I. \tag{A.19}
\]

As a consequence, \( U^{-1}(z) = U^H(z) = U^T(z^{-1}) \). In other words, the matrix \( U \) is transposed, the elements \( u_{ij,k} \) are complex conjugated and the polynomials \( u_{ij}(z) \) are time reversed, i.e., \( z \) is replaced by \( z^{-1} \). Paraunitary matrices are the multidimensional extension of allpass filters.

The filters \( \sigma_i(z) \) on the diagonal of \( \Sigma \) are symmetric, linear-phase filters, \( \sigma_i(z) = \sigma_i(z^{-1}) \). To make the matrix \( \Sigma(z) \) unique, a metric has to be specified, sorting the diagonal elements of \( \Sigma(z) \), e.g., by using \( \| \sigma_i(z) \|_{\mathcal{F}} \).
A.8 Pseudoinverse

Pseudoinverse of a matrix Let the SVD of $A$ be as in (A.17). The Moore-Penrose pseudoinverse of $A$ is defined as

$$A^\# \triangleq V \Sigma^# U^H$$  \hspace{1cm} (A.20)

where $\Sigma^#$ is the transpose of $\Sigma$ in which the positive singular values of $A$ are replaced by their reciprocals. Note, that $A^{-1} = V \Sigma^{-1} U^H$.

Pseudoinverse of a polynomial matrix Let the SVD of $A(z)$ be as in (A.18). We define the pseudoinverse of a polynomial matrix $A(z)$ as

$$A^\#(z) \triangleq V(z) \Sigma^#(z) U^H(z)$$  \hspace{1cm} (A.21)

where $\Sigma^#(z)$ is the transpose of $\Sigma$ in which the nonzero diagonal elements $\sigma_i(z)$ of $\Sigma(z)$ are replaced by their inverse $\sigma_i^{-1}(z)$. The regular inverse is defined as $A^{-1}(z) = V(z) \Sigma^{-1}(z) U^H(z)$. 
The trace function

B.1 Definitions

The Frobenius norm and the trace of a matrix are denoted by $\|\cdot\|_F$ and $\text{tr} (\cdot)$, respectively. $\mathbf{a} = \text{diag} (\mathbf{A})$ is a vector whose elements are the diagonal elements of $\mathbf{A}$ and $\text{diag} (\mathbf{a})$ is a square diagonal matrix which contains the elements of $\mathbf{a}$. $\text{ddiag} (\mathbf{A})$ zeros the off-diagonal elements of $\mathbf{A}$ and

$$\text{off} (\mathbf{A}) \equiv \mathbf{A} - \text{ddiag} (\mathbf{A}) \quad \text{(B.1)}$$

zeros the diagonal elements of $\mathbf{A}$. For a square matrix $\mathbf{A}$ we have $\text{ddiag} (\mathbf{A}) = \text{diag} (\text{diag} (\mathbf{A}))$. 
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B.2 Basic properties of the trace function

Basic properties of the trace function:

\[
\begin{align*}
\text{tr}(cA) &= c \text{tr}(A) \quad (B.2) \\
\text{tr}(A^T) &= \text{tr}(A) \quad (B.3) \\
\text{tr}(A^*) &= (\text{tr}(A))^* \quad (B.4) \\
\text{tr}(A^H) &= (\text{tr}(A))^* \quad (B.5) \\
\text{tr}(A) &= \sum_m \lambda_m(A) \quad (B.6) \\
\text{tr}(A^k) &= \sum_m \lambda_m^k(A) \quad (B.7) \\
\text{tr}(AB) &= \text{tr}(BA) \quad (B.8) \\
\text{tr}(ABC) &= \text{tr}(CAB) = \text{tr}(BCA) \quad (B.9) \\
\text{tr}(A + B) &= \text{tr}(A) + \text{tr}(B) \quad (B.10)
\end{align*}
\]

Frobenius norm and trace function:

\[
\begin{align*}
||A||_F^2 \triangleq \text{tr}(A^H A) \quad (B.11) \\
||\text{off}(A)||_F^2 &= ||A||_F^2 - ||\text{ddiag}(A)||_F^2 \quad (B.12) \\
\text{tr}(A \text{ddiag}(B)) &= \text{tr}(\text{ddiag}(A) B) \quad (B.13) \\
&= \text{tr}(\text{ddiag}(A) \text{ddiag}(B)) \quad (B.14) \\
\text{tr}(\text{off}(A) \text{ddiag}(B)) &= 0. \quad (B.15)
\end{align*}
\]
B.3 Basic properties of the determinant

Determinant of a square matrix ($\mathbf{A}^{M \times M}, \mathbf{B}^{M \times M}$):

\[
\det(\mathbf{A}) = \prod_{m} \lambda_{m}(\mathbf{A}) \quad \text{(B.16)}
\]

\[
\det(A^{k}) = \prod_{m} \lambda_{m}^{k}(\mathbf{A}) \quad \text{(B.17)}
\]

\[
\det(\mathbf{A}^{T}) = \det(\mathbf{A}) \quad \text{(B.18)}
\]

\[
\det(\mathbf{A}^{*}) = (\det(\mathbf{A}))^{*} \quad \text{(B.19)}
\]

\[
\det(c \mathbf{A}) = c^{M} \det(\mathbf{A}) \quad \text{(B.20)}
\]

\[
\det(A^{k}) = (\det(\mathbf{A}))^{k} \quad \text{(B.21)}
\]

\[
\det(\mathbf{A} \mathbf{B}) = \det(\mathbf{B} \mathbf{A}) = \det(\mathbf{A}) \det(\mathbf{B}) \quad \text{(B.22)}
\]
B.4 Derivatives with respect to a real matrix

The partial derivative of a real scalar function $J(X)$ with respect to a real matrix $X$ is defined as

$$
\left[ \frac{\partial}{\partial X} J(X) \right]_{mn} \triangleq \frac{\partial J(X)}{\partial x_{mn}}. \tag{B.23}
$$

We have the following partial derivatives, see also [47]

\[
\begin{align*}
\frac{\partial}{\partial X} \text{tr}(X) &= I \tag{B.24} \\
\frac{\partial}{\partial X} \text{tr}(AXB) &= A^T B^T \tag{B.25} \\
\frac{\partial}{\partial X} \text{tr}(AX^TB) &= BA \tag{B.26} \\
\frac{\partial}{\partial X} \text{tr}(XX) &= 2X^T \tag{B.27} \\
\frac{\partial}{\partial X} \text{tr}(X^TX) &= 2X \tag{B.28} \\
\frac{\partial}{\partial X} \text{tr}(X^k) &= k (X^T)^{k-1} \tag{B.29} \\
\frac{\partial}{\partial X} \text{tr}(XAXB) &= A^TX^T B^T + B^TX^T A^T \tag{B.30} \\
\frac{\partial}{\partial X} \text{tr}(X^TA XB) &= AXB + A^TXB^T \tag{B.31} \\
\frac{\partial}{\partial X} \text{tr}(X^TA^TB) &= AX^TB + BX^TA \tag{B.32} \\
\frac{\partial}{\partial X} \text{tr}(X^{-1}) &= -(X^{-1} X^{-1})^T \tag{B.33} \\
\frac{\partial}{\partial X} \text{tr}(AX^{-1}B) &= -(X^{-1} BAX^{-1})^T \tag{B.34} \\
\frac{\partial}{\partial X} \text{tr}(e^X) &= e^{X^T} \tag{B.35} \\
\frac{\partial}{\partial X} \text{tr}(e^{AXB}) &= (Be^{AXB}A)^T \tag{B.36} \\
\frac{\partial}{\partial X} \det(X) &= \text{adj}(X^T) = \det(X) X^{-T} \tag{B.37} \\
\frac{\partial}{\partial X} \det(AXB) &= \det(AXB) X^{-T} \tag{B.38} \\
\frac{\partial}{\partial X} \log(|\det(X)|) &= \frac{1}{\det(X)} \frac{\partial}{\partial X} \det(X) = X^{-T} \tag{B.39}
\end{align*}
\]
We can expand a real function $J(X)$ around $X$ as

$$J(X + dX) = J(X) + \langle \frac{\partial}{\partial X} J(X), dX \rangle + O(||dX||^2)$$

(B.40)

with $\langle A, B \rangle \triangleq \text{tr}(AB^T)$. For a real-valued matrix $X$, the gradient is defined as

$$\nabla_X J(X) \triangleq \frac{\partial}{\partial X} J(X).$$

(B.41)

## B.5 Derivatives with respect to a complex matrix

After Brandwood [14], we can define the partial derivatives of a scalar function $J(X)$ with respect to a complex matrix $X$ as

$$\frac{d}{dX} J(X) = \frac{d}{dX^*} J(X) \leq \frac{1}{2} \left( \frac{\partial J(X)}{\partial x^\text{re}_{mn}} - j \frac{\partial J(X)}{\partial x^\text{im}_{mn}} \right)$$

(B.42)

$$\frac{d}{dX^*} J(X) = \frac{1}{2} \left( \frac{\partial J(X)}{\partial x^\text{re}_{mn}} + j \frac{\partial J(X)}{\partial x^\text{im}_{mn}} \right)$$

(B.43)

where $X = [x_{mn}]$ with $x_{mn} \triangleq x^\text{re}_{mn} + j x^\text{im}_{mn}$.

We can expand a complex-valued function $J(X)$ around $X$ as

$$J(X + dX) = J(X) + \langle \frac{\partial}{\partial X} J(X), dX^* \rangle + \langle \frac{\partial}{\partial X^*} J(X), dX \rangle + O(||dX||^2)$$

(B.44)

with $\langle A, B \rangle \triangleq \text{tr}(AB^H)$. After Haykin [51], the complex gradient matrix can be defined as

$$\nabla_X J(X) \triangleq 2 \frac{\partial}{\partial X^*} J(X).$$

(B.45)

See also [102] for a nice treatment of this subject.

---

1Personal notes from Heinz Mathis
We have the following partial derivatives with respect to $X$:

\[
\frac{\partial}{\partial x} \text{tr}(X) = I \quad (B.46)
\]

\[
\frac{\partial}{\partial X} \text{tr}(X^H) = 0 \quad (B.47)
\]

\[
\frac{\partial}{\partial X} \text{tr}(AXB) = A^T B^T \quad (B.48)
\]

\[
\frac{\partial}{\partial X} \text{tr}(AX^T B) = BA \quad (B.49)
\]

\[
\frac{\partial}{\partial X} \text{tr}(AX^* B) = 0 \quad (B.50)
\]

\[
\frac{\partial}{\partial X} \text{tr}(A X^H B) = 0 \quad (B.51)
\]

\[
\frac{\partial}{\partial X} \text{tr}(XX) = 2X^T \quad (B.52)
\]

\[
\frac{\partial}{\partial X} \text{tr}(XX^T) = 2X \quad (B.53)
\]

\[
\frac{\partial}{\partial X} \text{tr}(XX^*) = X^H \quad (B.54)
\]

\[
\frac{\partial}{\partial X} \text{tr}(XX^H) = X^* \quad (B.55)
\]

\[
\frac{\partial}{\partial X} \text{tr}(X^k) = k (X^T)^{k-1} \quad (B.56)
\]

\[
\frac{\partial}{\partial X} \text{tr}((X^H)^k) = 0 \quad (B.57)
\]

\[
\frac{\partial}{\partial X} \text{tr}(XAXB) = A^T X^T B^T + B^T X^T A^T \quad (B.58)
\]

\[
\frac{\partial}{\partial X} \text{tr}(X^H A X B) = A^T X^* B^T \quad (B.59)
\]

\[
\frac{\partial}{\partial X} \text{tr}(X^H A X^H B) = 0 \quad (B.60)
\]

\[
\frac{\partial}{\partial X} \text{tr}(X^{-1}) = - (X^{-1} X^{-1})^T \quad (B.61)
\]

\[
\frac{\partial}{\partial X} \text{tr}(AX^{-1} B) = - (X^{-1} BAX^{-1})^T \quad (B.62)
\]

\[
\frac{\partial}{\partial X} \text{tr}(e^X) = e^X^T \quad (B.63)
\]

\[
\frac{\partial}{\partial X} \text{tr}(e^{AXB}) = (B e^{AXB} A)^T \quad (B.64)
\]

\[
\frac{\partial}{\partial X} \text{det}(X) = \text{adj}(X^T) = \text{det}(X) X^{-T} \quad (B.65)
\]

\[
\frac{\partial}{\partial X} \text{det}(AXB) = \text{det}(AXB) X^{-T} \quad (B.66)
\]
We have the following partial derivatives with respect to $X^*$:

\[
\frac{\partial}{\partial X^*} \text{tr}(X) = 0 \quad \text{(B.67)}
\]

\[
\frac{\partial}{\partial X^*} \text{tr}(X^H) = I \quad \text{(B.68)}
\]

\[
\frac{\partial}{\partial X^*} \text{tr}(AXB) = 0 \quad \text{(B.69)}
\]

\[
\frac{\partial}{\partial X^*} \text{tr}(AX^TB) = 0 \quad \text{(B.70)}
\]

\[
\frac{\partial}{\partial X^*} \text{tr}(A^*XB) = A^TB^T \quad \text{(B.71)}
\]

\[
\frac{\partial}{\partial X^*} \text{tr}(AX^HB) = BA \quad \text{(B.72)}
\]

\[
\frac{\partial}{\partial X^*} \text{tr}(XX) = 0 \quad \text{(B.73)}
\]

\[
\frac{\partial}{\partial X^*} \text{tr}(XX^T) = 0 \quad \text{(B.74)}
\]

\[
\frac{\partial}{\partial X^*} \text{tr}(XX^*) = X^T \quad \text{(B.75)}
\]

\[
\frac{\partial}{\partial X^*} \text{tr}(XX^H) = X \quad \text{(B.76)}
\]

\[
\frac{\partial}{\partial X^*} \text{tr}(X^k) = 0 \quad \text{(B.77)}
\]

\[
\frac{\partial}{\partial X^*} \text{tr}((X^H)^k) = k (X^H)^{k-1} \quad \text{(B.78)}
\]

\[
\frac{\partial}{\partial X^*} \text{tr}(XAXB) = 0 \quad \text{(B.79)}
\]

\[
\frac{\partial}{\partial X^*} \text{tr}(X^HA^HXB) = AXB \quad \text{(B.80)}
\]

\[
\frac{\partial}{\partial X^*} \text{tr}(X^HAXB) = AX^HB + BX^H A \quad \text{(B.81)}
\]

\[
\frac{\partial}{\partial X^*} \text{tr}(X^{-1}) = 0 \quad \text{(B.82)}
\]

\[
\frac{\partial}{\partial X^*} \text{tr}(AX^{-1}B) = 0 \quad \text{(B.83)}
\]

\[
\frac{\partial}{\partial X^*} \text{tr}(e^{X}) = 0 \quad \text{(B.84)}
\]

\[
\frac{\partial}{\partial X^*} \text{tr}(e^{AXB}) = 0 \quad \text{(B.85)}
\]

\[
\frac{\partial}{\partial X^*} \det(X) = 0 \quad \text{(B.86)}
\]

\[
\frac{\partial}{\partial X^*} \det(AXB) = 0 \quad \text{(B.87)}
\]
Appendix C

Norms

C.1 Frobenius norm

Let $\mathbb{M}$ be the inner product space of complex matrixes. Given two matrices $\mathbf{A}$ and $\mathbf{B}$ with $\mathbf{A}, \mathbf{B} \in \mathbb{M}$, we define the scalar product of two matrices as

$$
\langle \mathbf{A}, \mathbf{B} \rangle \triangleq \text{tr} \left\{ \mathbf{A} \mathbf{B}^H \right\} = \sum_m [\mathbf{A} \mathbf{B}^H]_{mm} = \sum_m \sum_n a_{mn} b_{mn}^*. 
$$

(C.1)

(C.2)

The induced norm is equivalent to the Frobenius norm, i.e.

$$
\| \mathbf{A} \|_F \triangleq \sqrt{\langle \mathbf{A}, \mathbf{A} \rangle} = \sqrt{\sum_m \sum_n |a_{mn}|^2}. 
$$

(C.3)
C.2 Inner product space of polynomial matrices

Let \( \mathbb{P} \) be the inner product space of complex polynomial matrixes. Let \( \mathbf{A}(z) = \sum_t \mathbf{A}_t z^{-t} \) and \( \mathbf{B}(z) \) be two matrix polynomials or Laurent series.

**Finite energy** If \( \mathbf{A}(z) \) or \( \mathbf{B}(z) \) have finite energy, e.g., \( \sum_t \|\mathbf{A}_t\|^2_F < \infty \) or \( \sum_t \|\mathbf{B}_t\|^2_F < \infty \), we define the following inner product

\[
\langle \mathbf{A}(z), \mathbf{B}(z) \rangle_{\mathcal{F}} \triangleq \sum_t \langle \mathbf{A}_t, \mathbf{B}_t \rangle
\]

\[
= \sum_t \text{tr} \{ \mathbf{A}_t \mathbf{B}_t^H \}
\]

\[
= \sum_t \sum_m \sum_n [\mathbf{A}_t \mathbf{B}_t^H]_{mn}
\]

\[
= \sum_t \sum_m \sum_n a_{mn,t} b_{mn,t}^*
\]

\[
= \text{tr} \{ \mathcal{P}_{0,0} (\mathbf{A}(z) \mathbf{B}^H(z)) \}.
\]

**Finite power** If \( \mathbf{A}(z) \) and \( \mathbf{B}(z) \) have finite power, e.g.,

\[
\lim_{T \to \infty} \frac{1}{2T+1} \sum_{t=-T}^{T} \|\mathbf{A}_t\|^2_F < \infty,
\]

we define the inner product as

\[
\langle \mathbf{A}(z), \mathbf{B}(z) \rangle_{\mathcal{F}} \triangleq \lim_{T \to \infty} \frac{1}{2T+1} \sum_{t=-T}^{T} \langle \mathbf{A}_t, \mathbf{B}_t \rangle
\]

\[
= \lim_{T \to \infty} \frac{1}{2T+1} \sum_{t=-T}^{T} \sum_m \sum_n a_{mn,t} b_{mn,t}^*
\]

\[
= \lim_{T \to \infty} \frac{1}{2T+1} \text{tr} \{ \mathcal{P}_{0,0} (\mathbf{A}(z) \mathbf{B}^H(z)) \}
\]

for the deterministic case and as

\[
\langle \mathbf{A}(z), \mathbf{B}(z) \rangle_{\mathcal{F}} \triangleq E \{ \langle \mathbf{A}_t, \mathbf{B}_t \rangle \}
\]

\[
= \sum_m \sum_n E \{ a_{mn,t} b_{mn,t}^* \}
\]

for the stochastic case.
C.3. Norm space of polynomial matrices

Properties of inner products An inner product $\langle \cdot, \cdot \rangle$ has to fulfill the following properties [68]:

\[
\begin{align*}
\langle A(z) + B(z), C(z) \rangle_F & = \langle A(z), C(z) \rangle_F + \langle B(z), C(z) \rangle_F \quad (C.12) \\
\langle \alpha A(z), B(z) \rangle_F & = \alpha \langle A(z), B(z) \rangle_F \quad (C.13) \\
\langle A(z), \alpha B(z) \rangle_F & = \alpha^* \langle A(z), B(z) \rangle_F \quad (C.14) \\
\langle A(z), B(z) \rangle_F & = \langle B(z), A(z) \rangle_F^* \quad (C.15) \\
\langle A(z), A(z) \rangle_F & \geq 0 \quad (C.16) \\
\langle A(z), A(z) \rangle_F & = 0 \iff A(z) = 0. \quad (C.17)
\end{align*}
\]

The proofs that $\langle \cdot, \cdot \rangle_F$ fulfills these properties are easily obtained by using the definitions in (C.5), (C.8), and (C.11).

C.3 Norm space of polynomial matrices

The inner product $\langle \cdot, \cdot \rangle_F$ defines an induced norm on $\mathbb{P}$ given by

\[
\|A(z)\|_F \triangleq \sqrt{\langle A(z), A(z) \rangle_F} \quad (C.18)
\]

and a metric on $\mathbb{P}$ induced by the norm

\[
d(A(z), B(z)) \triangleq \|A(z) - B(z)\|_F. \quad (C.19)
\]

Finite energy If $A(z)$ has finite energy, the induced norm (C.18) becomes with (C.4)

\[
\|A(z)\|_F = \sqrt{\sum_t \|A_t\|_F^2} = \sqrt{\sum_t \sum_m \sum_n |a_{mn,t}|^2}. \quad (C.20)
\]

Finite power If $A(z)$ has finite power, the induced norm (C.18) becomes with (C.7)

\[
\|A(z)\|_F = \lim_{T \to \infty} \sqrt{\frac{1}{2T + 1} \sum_{t=-T}^{T} \|A_t\|_F^2}. \quad (C.21)
\]
for the deterministic case and with (C.10)

$$\|A(z)\|_F = \sqrt{E \{ \|A_t\|^2 \}}$$  (C.22)

for the stochastic case.

**Properties of norms**  A norm \(\|.\|\) has the following properties [54, 68]:

\[
\|A(z)\|_F \geq 0 \tag{C.23}
\]

\[
\|A(z)\|_F = 0 \iff A(z) = 0 \tag{C.24}
\]

\[
\|\alpha A(z)\|_F = |\alpha| \|A(z)\|_F \tag{C.25}
\]

\[
\|A(z) + B(z)\|_F \leq \|A(z)\|_F + \|B(z)\|_F \tag{C.26}
\]

where (C.26) is the triangle inequality where the equality sign holds if \(B(z) = 0\) or \(A(z) = cB(z)\). Furthermore, an inner product and the corresponding norm satisfy the Schwarz inequality

\[
|\langle A(z), B(z) \rangle_F | \leq \|A(z)\|_F \|B(z)\|_F \tag{C.27}
\]

with equality iff \(\{A(z), B(z)\}\) is a linearly dependent set. Comparing (C.20) with (C.3), we see that \(\|A(z)\|_F\) with \(A(z) \in \mathbb{P}\) is a natural extension of the Frobenius norm \(\|A\|_F\) for \(A \in \mathbb{M}\). We therefore refer to \(\|.\|_F\) as the Frobenius norm for polynomial matrices.
Appendix D

Projection operators

D.1 Generalized remainder $< . >_{a,b}$

In this section we define the generalized remainder $< . >_{a,b}$ and the symmetric remainder $< . >_{C}$. We will write $< t >_{0,C-1}$ to denote the standard remainder when $t$ is divided by the non-zero integer $C$. The range of $< t >_{0,C-1}$ is $\{0, \ldots , C-1\}$. We introduce the following definitions:

$$< t >_{0,C-1} \equiv t - \lfloor t/C \rfloor \cdot C = t \mod C \quad (D.1)$$

$$< t >_{a,b} \equiv a + < t - a >_{0,b-a+1} = a + (t - a \mod b - a + 1) \quad (D.2)$$

$$< t >_{C} \equiv < t >_{-\lfloor C/2\rfloor,\lfloor C/2\rfloor} \quad (D.3)$$

With $< t >_{b,a}$ we denote the generalized remainder when $t$ is divided by $b - a + 1$ where $a, b$ are integers and $b > a$. For integer values of $t$, the domain of the remainder $< . >_{a,b}$ is $\{a, \ldots , b\}$. Finally, with $< t >_{C}$ we denote the symmetric remainder ($C$ odd) when $t$ is divided by $C$. The domain of $< t >_{C}$ is $\{-\lfloor C/2\rfloor, \ldots , \lfloor C/2\rfloor\}$. Fig. D.1 illustrates examples of the generalized remainder with different parameter sets. All of them have 7 elements in their domain.
Generalized and symmetric generalized remainders have the following properties:

\begin{align}
< t >_C &= -< -t >_C \\ 
< t + kC >_C &= < t >_C \\ 
< t + kC >_{0,C-1} &= < t >_{0,C-1} \\ 
< t + k(b-a+1) >_{a,b} &= < t >_{a,b}
\end{align}

Eq. (D.5) means that $< t >_C$ is an odd function, i.e., symmetric w.r.t. the origin.

### D.2 Polynomial projection operators

#### D.2.1 Polynomial projection operator $\mathcal{P}$

Let $x(z) = \sum_{t=-\infty}^{\infty} x_t z^{-t}$ be the double-sided $z$-transform (Laurent series) of the sequence $x$. We define the polynomial projection operator $\mathcal{P}$ as follows:

\begin{align}
\mathcal{P}_{0,C-1}(x(z)) &\overset{\Delta}{=} \sum_{t=0}^{C-1} x_t z^{-t} = x_0 + \cdots + x_{C-1} z^{-C+1} \\
\mathcal{P}_{a,b}(x(z)) &\overset{\Delta}{=} \begin{cases} 
\sum_{t=a}^{b} x_t z^{-t} = x_a z^{-a} + \cdots + x_b z^{-b} & a \leq b \\
0 & a > b
\end{cases}
\end{align}

$\mathcal{P}_{a,b}(x(z))$ with $b \geq a$ returns the sub-polynomial of $x(z)$ which contains the terms with the powers from $z^{-a}$ to $z^{-b}$. Furthermore, we define the symmetric polynomial projection operator

\begin{align}
\mathcal{P}_{C}(x(z)) &\overset{\Delta}{=} \mathcal{P}_{-\lceil C/2 \rceil,\lfloor C/2 \rfloor}(x(z)) = \sum_{t=-\lceil C/2 \rceil}^{\lfloor C/2 \rfloor} x_t z^{-t} \\
&= x_{-\lfloor C/2 \rfloor} z^{+\lfloor C/2 \rfloor} + \cdots + x_{\lfloor C/2 \rfloor} z^{-\lfloor C/2 \rfloor}.
\end{align}

with $C \geq 0$ and odd. $\mathcal{P}_{C}(x(z))$ returns the sub-polynomial of $x(z)$ which contains the terms with the powers from $z^{+\lfloor C/2 \rfloor}$ to $z^{-\lfloor C/2 \rfloor}$. 
D.2. Polynomial projection operators

Figure D.1: Generalized remainder function:

(a) <t>_{0,6} : \quad t \mapsto \{0, \cdots, 6\},
(b) <t>_{-2,4} : \quad t \mapsto \{-2, \cdots, 4\},
(c) <t>_{-3,3} = <t>_{7} : \quad t \mapsto \{-3, \cdots, 3\}.

Properties of $\mathcal{P}$

Basic properties ($\alpha$ = complex value)

$$\mathcal{P}_{t,t} (x(z)) = x_t z^{-t} \quad \text{(D.13)}$$

$$\mathcal{P}_{a,b} (x(z)) = \sum_{t=a}^{b} \mathcal{P}_{t,t} (x(z)) \quad \text{(D.14)}$$

$$\mathcal{P}_{a,b} (\alpha x(z)) = \alpha \mathcal{P}_{a,b} (x(z)) \quad \text{(D.15)}$$

$$\mathcal{P}_{a,b}^{*} (\alpha x(z)) = \alpha^{*} \mathcal{P}_{a,b}^{*} (x(z)) \quad \text{(D.16)}$$

$$\mathcal{P}_{a,b} (x(z) + y(z)) = \mathcal{P}_{a,b} (x(z)) + \mathcal{P}_{a,b} (y(z)) \quad \text{(D.17)}$$

$$\mathcal{P}_{a,b} \left( \sum_{k} x_k(z) \right) = \sum_{k} \mathcal{P}_{a,b} (x_k(z)) \quad \text{(D.18)}$$

$$\mathcal{P}_{a,c} (x(z)) = \mathcal{P}_{a,b} (x(z)) + \mathcal{P}_{b+1,c} (x(z)) \quad (a \leq b < c) \quad \text{(D.19)}$$

$$\mathcal{P}_{a,b} (\mathcal{P}_{a,b} (x(z))) = \mathcal{P}_{a,b} (x(z)) \quad \text{(D.20)}$$

$$\mathcal{P}_{a,b} (\mathcal{P}_{c,d} (x(z))) = \mathcal{P}_{c,d} (\mathcal{P}_{a,b} (x(z))) \quad \text{(D.21)}$$

$$= \mathcal{P}_{\max(a,c),\min(b,d)} (x(z)). \quad \text{(D.22)}$$
Properties of time reversal, transposition, and complex conjugation

\[ P_{a,b}^* (x(z)) = P_{b,-a} (x^*(z)) \]  \hspace{1cm} (D.23)
\[ P_{a,b} (x^*(z)) = P_{a,b} (x_*(z^{-1})) = P_{b,-a}^* (x(z)) \]  \hspace{1cm} (D.24)
\[ P_{a,b} (x(z^{-1})) = P_{b,-a} (x_*(z)) \]  \hspace{1cm} (D.25)
\[ P_{a,b} (x_*(z)) = P_{b,-a} (x(z^{-1})) \]  \hspace{1cm} (D.26)
\[ P_C (x^*(z)) = P_C^* (x(z)) \]  \hspace{1cm} (D.27)
\[ P_C (x(z^{-1})) = P_C^* (x_*(z)) \]  \hspace{1cm} (D.28)
\[ P_{a,b} (X^T(z)) = P_{a,b}^T (X(z)) \]  \hspace{1cm} (D.29)
\[ P_{a,b} (X^H(z)) = P_{a,b} (X^T(z^{-1})) = P_{b,-a}^H (X(z)) \]  \hspace{1cm} (D.30)
\[ P_{a,b}^H (X(z)) = P_{b,-a} (X^H(z)) \]  \hspace{1cm} (D.31)

Properties of time shifting

\[ P_{t,t} (x(z)) = z^{-t} P_{0,0} (z^t x(z)) \]  \hspace{1cm} (D.32)
\[ P_{a,b} (x(z)) = z^{-a} P_{0,b-a} (z^a x(z)) \]  \hspace{1cm} (D.33)
\[ P_{a,b} (x(z)) = z^d P_{a+d,b+d} (z^{-d} x(z)) \]  \hspace{1cm} (D.34)
\[ z^{-d} P_{a,b} (x(z)) = P_{a+d,b+d} (z^{-d} x(z)) \]  \hspace{1cm} (D.35)
\[ P_{a,b} (z^d x(z)) = z^d P_{a+d,b+d} (x(z)) \]  \hspace{1cm} (D.36)
\[ z^{-d} P_{a,b} (z^d x(z)) = P_{a+d,b+d} (x(z)) \]  \hspace{1cm} (D.37)
\[ P_{t,t} (y(z)) P_{a,b} (x(z)) = P_{a+t,b+t} (P_{t,t} (y(z)) x(z)) \]  \hspace{1cm} (D.38)
\[ P_{t,t}^* (y(z)) P_{a,b} (x(z)) = P_{a-t,b-t} (P_{t,t}^* (y(z)) x(z)) \]  \hspace{1cm} (D.39)

Properties of the inverse (\(x(z)\) has at least two terms)

\[ P_{a,b} (x(z)) P_{a,b} (x^{-1}(z)) \neq 1 \]  \hspace{1cm} (D.40)
\[ x(z) P_{a,b} (x^{-1}(z)) \neq 1. \]  \hspace{1cm} (D.41)

Most of these properties can easily be proved by applying (D.14) and (D.13). The task is then simplified to prove the properties with \(a = b\).
We have some more involved properties \((a \leq b, c \leq d)\)

\[
\sum_{t=a}^{b} P_{t,t}(x(z)) P_{t,t}^*(y(z)) = \sum_{t=a}^{b} x_t y_t^*
\]
\[
= \mathcal{P}_{0,0}(P_{a,b}(x(z)) y^*(z)) \quad (D.42)
\]
\[
= \mathcal{P}_{0,0}(x(z) P_{a,b}^*(y(z))) \quad (D.43)
\]
\[
= \mathcal{P}_{0,0}(P_{a,b}(x(z)) P_{a,b}^*(y(z))) \quad (D.44)
\]

\[
\sum_{t=a}^{b} P_{t,t}(x(z)) P_{t-d,t-d}^*(y(z)) = \sum_{t=a}^{b} z^{-d} x_t y_{t-d}^*
\]
\[
= \mathcal{P}_{d,d}(P_{a,b}(x(z)) y^*(z)) \quad (D.46)
\]
\[
= \mathcal{P}_{d,d}(x(z) P_{a-d,b-d}^*(y(z))) \quad (D.47)
\]
\[
= \mathcal{P}_{d,d}(P_{a,b}(x(z)) P_{a-d,b-d}^*(y(z))) \quad (D.48)
\]

\[
\sum_{t=a}^{b} P_{t+d,t+d}(x(z)) P_{t,t}^*(y(z)) = \sum_{t=a}^{b} z^{-d} x_{t+d} y_t^*
\]
\[
= \mathcal{P}_{d,d}(P_{a+d,b+d}(x(z)) y^*(z)) \quad (D.50)
\]
\[
= \mathcal{P}_{d,d}(x(z) P_{a+b}^*(y(z))) \quad (D.51)
\]
\[
= \mathcal{P}_{d,d}(P_{a+d,b+d}(x(z)) P_{a,b}^*(y(z))) \quad (D.52)
\]

The more general case \((c \geq d)\)

\[
\sum_{t=a}^{b} P_{t,t}(x(z)) P_{t-d,t-c}^*(y(z)) = \mathcal{P}_{c,d}(P_{a,b}(x(z)) y^*(z)) \quad (D.54)
\]
\[
\sum_{t=a}^{b} P_{t+c,t+d}(x(z)) P_{t,t}^*(y(z)) = \mathcal{P}_{c,d}(x(z) P_{a,b}^*(y(z))) \quad (D.55)
\]

Proof of (D.54): We start with the left side of (D.54) and apply (D.23), (D.38), (D.18), and (D.14)

\[
\sum_{t=a}^{b} P_{t,t}(x(z)) P_{t-d,t-c}^*(y(z)) = \sum_{t=a}^{b} \mathcal{P}_{t,t}(x(z)) \mathcal{P}_{-t+c,-t+d}^*(y^*(z))
\]
\[
= \sum_{t=a}^{b} \mathcal{P}_{c,d}(P_{t,t}(x(z)) y^*(z))
\]
\[
= \mathcal{P}_{c,d}\left(\sum_{t=a}^{b} P_{t,t}(x(z)) y^*(z)\right)
\]
\[
= \mathcal{P}_{c,d}(P_{a,b}(x(z)) y^*(z)) \quad \square
\]
Alternative representation of $x(z)$

Alternatively, we can write $x(z) = \sum_{t=-\infty}^{\infty} x_t z^{-t}$ as

$$x(z) = \sum_{k=-\infty}^{\infty} \sum_{t=kC}^{kC+C-1} x_t z^{-t}$$  \hspace{1cm} (D.56)

$$= \sum_{k=-\infty}^{\infty} \sum_{t=0}^{C-1} x_{t+kC} z^{-t-kC}$$  \hspace{1cm} (D.57)

$$= \sum_{k=-\infty}^{\infty} z^{-kC} \sum_{t=0}^{C-1} x_{t+kC} z^{-t} = \sum_{k=-\infty}^{\infty} z^{-kC} x_k(z)$$  \hspace{1cm} (D.58)

$$= \sum_{t=0}^{C-1} z^{-t} \sum_{k=-\infty}^{\infty} x_{t+kC} z^{-kC} = \sum_{t=0}^{C-1} z^{-t} x_t^{(p)} (z^C) \ .$$ \hspace{1cm} (D.59)

Eq. (D.59) is called the polyphase representation of $x(z)$ [38] with $x_t^{(p)} (z) \triangleq \sum_{k=-\infty}^{\infty} x_{t+kC} z^{-k}$, whereas (D.58) represents $x(z)$ partitioned into consecutive non-overlapping blocks of length $C$. Using the definition in (D.10), we can reformulate (D.56) and (D.58), and obtain the following identities

$$x(z) = \sum_{k=-\infty}^{\infty} \mathcal{P}_{kC,kC+C-1} (x(z))$$  \hspace{1cm} (D.60)

$$= \sum_{k=-\infty}^{\infty} z^{-kC} \mathcal{P}_{0,C-1} (z^{kC} x(z)) = \sum_{k=-\infty}^{\infty} z^{-kC} x_k(z)$$  \hspace{1cm} (D.61)

$$x_k(z) = z^{kC} \mathcal{P}_{kC,kC+C-1} (x(z)) = \mathcal{P}_{0,C-1} (z^{kC} x(z)) \ .$$ \hspace{1cm} (D.62)

By doing similar calculations we obtain the general identities ($C = b - a + 1$)

$$x(z) = \sum_{k=-\infty}^{\infty} \mathcal{P}_{a+kC,b+kC} (x(z))$$  \hspace{1cm} (D.63)

$$= \sum_{k=-\infty}^{\infty} z^{-kC} \mathcal{P}_{a,b} (z^{kC} x(z)) = \sum_{k=-\infty}^{\infty} z^{-kC} x_k(z)$$  \hspace{1cm} (D.64)

$$x_k(z) = z^{kC} \mathcal{P}_{a+kC,b+kC} (x(z)) = \mathcal{P}_{a,b} (z^{kC} x(z))$$ \hspace{1cm} (D.65)
and by using the symmetric polynomial projection operator

\[ x(z) = \sum_{k=-\infty}^{\infty} z^{-kC} \mathcal{P}_C \left( z^{kC} x(z) \right) = \sum_{k=-\infty}^{\infty} z^{-kC} x_k(z) \]  
(D.66)

\[ x_k(z) = \mathcal{P}_C \left( z^{kC} x(z) \right). \]  
(D.67)

### D.2.2 Circular polynomial projection operator $\tilde{\mathcal{P}}$

Let $x(z) = \sum_{t=-\infty}^{\infty} x_t z^{-t}$. We define the circular polynomial projection operator $\tilde{\mathcal{P}}$ as

\[ \tilde{\mathcal{P}}_{0,c-1} (x(z)) = \sum_{t=-\infty}^{\infty} x_t z^{-<t>_{0,c-1}} \]  
(D.68)

\[ \tilde{\mathcal{P}}_{a,b} (x(z)) = \sum_{t=-\infty}^{\infty} x_t z^{-<t>_{a,b}} \]  
(D.69)

\[ \tilde{\mathcal{P}}_c (x(z)) = \sum_{t=-\infty}^{\infty} x_t z^{-<t>_c} \]  
(D.70)

where $<t>_{a,b}$ denotes the generalized remainder defined in (D.2). $\tilde{\mathcal{P}}_c (\cdot)$ is the symmetric circular polynomial projection operator. Similar to $\mathcal{P}_C (\cdot)$, we require $C$ to be odd and $C \geq 1$ for $\tilde{\mathcal{P}}_c (\cdot)$.

Alternatively, we can write (D.68) as

\[ \tilde{\mathcal{P}}_{0,c-1} (x(z)) = x(z) \mod z^{-C} - 1 \]  
(D.71)

where $x(z) \mod z^{-C} - 1$ denotes the remainder of the division of $x(z)$ by $z^{-C} - 1$ over the field of polynomials [13].
We have the following useful relations \((C = b - a + 1)\)

\[
\mathcal{P}_{0,C-1} (x(z)) = \sum_{k=-\infty}^{\infty} P_{0,C-1} (z^{kC} x(z)) \quad \text{(D.72)}
\]

\[
= \sum_{k=-\infty}^{\infty} z^{kC} \mathcal{P}_{kC,kC+C-1} (x(z)) \quad \text{(D.73)}
\]

\[
= \sum_{k=-\infty}^{\infty} \sum_{t=0}^{C-1} x_{t+kC} z^{-t} = \sum_{t=0}^{C-1} z^{-t} \sum_{k=-\infty}^{\infty} x_{t+kC} \quad \text{(D.74)}
\]

\[
= \tilde{x}_0 + \cdots + \tilde{x}_{C-1} z^{-C+1} \quad \text{(D.75)}
\]

\[
\mathcal{P}_{a,b} (x(z)) = \sum_{k=-\infty}^{\infty} P_{a,b} (z^{kC} x(z)) \quad \text{(D.76)}
\]

\[
= \sum_{k=-\infty}^{\infty} z^{kC} \mathcal{P}_{a+kC,b+kC} (x(z)) \quad \text{(D.77)}
\]

\[
= \sum_{k=-\infty}^{\infty} \sum_{t=a}^{b} x_{t+kC} z^{-t} \quad \text{(D.78)}
\]

\[
= \tilde{x}_a z^{-a} + \cdots + \tilde{x}_b z^{-b} \quad \text{(D.79)}
\]

\[
\mathcal{P}_C (x(z)) = \sum_{k=-\infty}^{\infty} P_C (z^{kC} x(z)) \quad \text{(D.80)}
\]

\[
= \sum_{k=-\infty}^{\infty} z^{kC} \mathcal{P}_{-[C/2]+kC,[C/2]+kC} (x(z)) \quad \text{(D.81)}
\]

\[
= \sum_{k=-\infty}^{\infty} \sum_{t=-[C/2]}^{[C/2]} x_{t+kL} z^{-t} \quad \text{(D.82)}
\]

\[
= \tilde{x}_{-[C/2]} z^{+[C/2]} + \cdots + \tilde{x}_{[C/2]} z^{-[C/2]} \triangleq \tilde{x}(z). \quad \text{(D.83)}
\]
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Properties of $\hat{\mathcal{P}}$

Basic properties ($\alpha$ = complex value)

\[
\hat{\mathcal{P}}_{0,0}(x(z)) = \sum_{k=-\infty}^{\infty} x_k \quad (D.84)
\]

\[
\hat{\mathcal{P}}_{t,t}(x(z)) = z^{-t} \hat{\mathcal{P}}_{0,0}(x(z)) \quad (D.85)
\]

\[
\hat{\mathcal{P}}_{a,b}(\alpha x(z)) = \alpha \hat{\mathcal{P}}_{a,b}(x(z)) \quad (D.86)
\]

\[
\hat{\mathcal{P}}_{a,b}^*(\alpha x(z)) = \alpha^* \hat{\mathcal{P}}_{a,b}^*(x(z)) \quad (D.87)
\]

\[
\hat{\mathcal{P}}_{a,b}(x(z) + y(z)) = \hat{\mathcal{P}}_{a,b}(x(z)) + \hat{\mathcal{P}}_{a,b}(y(z)) \quad (D.88)
\]

\[
\hat{\mathcal{P}}_{a,b}\left(\sum_k x_k(z)\right) = \sum_k \hat{\mathcal{P}}_{a,b}(x_k(z)) \quad (D.89)
\]

\[
\hat{\mathcal{P}}_{a,b}\left(\hat{\mathcal{P}}_{a,b}(x(z))\right) = \hat{\mathcal{P}}_{a,b}(x(z)) \quad (D.90)
\]

Properties of complex conjugation, time reversal, and complex conjugation

\[
\hat{\mathcal{P}}_{a,b}^*(x(z)) = \hat{\mathcal{P}}_{-b,-a}(x^*(z)) \quad (D.91)
\]

\[
\hat{\mathcal{P}}_{a,b}(x^*(z)) = \hat{\mathcal{P}}_{a,b}(x_*(z^{-1})) = \hat{\mathcal{P}}_{-b,-a}^*(x(z)) \quad (D.92)
\]

\[
\hat{\mathcal{P}}_{a,b}(x(z^{-1})) = \hat{\mathcal{P}}_{-b,-a}^*(x_*(z)) \quad (D.93)
\]

\[
\hat{\mathcal{P}}_{a,b}(x_*(z)) = \hat{\mathcal{P}}_{-b,-a}^*(x(z^{-1})) \quad (D.94)
\]

\[
\hat{\mathcal{P}}_{C}(x^*(z)) = \hat{\mathcal{P}}_{C}^*(x(z)) \quad (D.95)
\]

\[
\hat{\mathcal{P}}_{C}(x(z^{-1})) = \hat{\mathcal{P}}_{C}^*(x_*(z)) \quad (D.96)
\]

\[
\hat{\mathcal{P}}_{a,b}(X^T(z)) = \hat{\mathcal{P}}_{a,b}^T(X(z)) \quad (D.97)
\]

\[
\hat{\mathcal{P}}_{a,b}(X^H(z)) = \hat{\mathcal{P}}_{a,b}(X_*^T(z^{-1})) = \hat{\mathcal{P}}_{-b,-a}^H(X(z)) \quad (D.98)
\]

\[
\hat{\mathcal{P}}_{a,b}^H(X(z)) = \hat{\mathcal{P}}_{-b,-a}(X^H(z)) \quad (D.99)
\]

Properties of time shifting

\[
\hat{\mathcal{P}}_{a,b}(x(z)) = z^{-a} \hat{\mathcal{P}}_{0,b-a}(z^a x(z)) \quad (D.100)
\]

\[
\hat{\mathcal{P}}_{a,b}(x(z)) = z^d \hat{\mathcal{P}}_{a+d,b+d}(z^{-d} x(z)) \quad (D.101)
\]

\[
\hat{\mathcal{P}}_{a,b}(z^{-d} x(z)) = \hat{\mathcal{P}}_{a+d,b+d}(z^{-d} x(z)) \quad (D.102)
\]

\[
\hat{\mathcal{P}}_{a,b}(z^d x(z)) = \hat{\mathcal{P}}_{a+d,b+d}(z^d x(z)) \quad (D.103)
\]

\[
\hat{\mathcal{P}}_{a,b}(z^{d} x(z)) = \hat{\mathcal{P}}_{a+d,b+d}(x(z)) \quad (D.104)
\]
Furthermore, $\tilde{P}$ also has the following properties ($k \in \mathbb{Z}$)

\[
\begin{align*}
\tilde{P}_{0,C-1} (x(z)) &= \tilde{P}_{0,C-1} (z^{kC} x(z)) \\
\tilde{P}_{a,b} (x(z)) &= \tilde{P}_{a,b} \left( z^{k(b-a+1)} x(z) \right) \\
\tilde{P}_C (x(z)) &= \tilde{P}_C (z^{C} x(z)) \\
\tilde{P}_{kC,kC+C-1} (x(z)) &= z^{-kC} \tilde{P}_{0,C-1} (x(z)) \\
\tilde{P}_{a+k(b-a+1),b+k(b-a+1)} (x(z)) &= z^{-k(b-a+1)} \tilde{P}_{a,b} (x(z)).
\end{align*}
\]

Properties of products

\[
\tilde{P}_{a,b} (x(z) y(z)) = \tilde{P}_{a,b} \left( x(z) \tilde{P}_{a,b} (y(z)) \right) = \tilde{P}_{a,b} \left( \tilde{P}_{a,b} (x(z)) \tilde{P}_{a,b} (y(z)) \right).
\]

Properties of the inverse (use (D.110) and (D.111) with $y(z) = x^{-1}(z)$)

\[
\begin{align*}
\tilde{P}_{a,b} \left( \tilde{P}_{a,b} (x(z)) \tilde{P}_{a,b} (x^{-1}(z)) \right) &= 1 \\
\tilde{P}_C \left( \tilde{P}_C (x(z)) \tilde{P}_C (x^{-1}(z)) \right) &= 1 \\
\tilde{P}_{a,b} (x^{-1}(z)) &= \tilde{P}_{a,b} \left( \left( \tilde{P}_{a,b} (x(z)) \right)^{-1} \right) \\
\tilde{P}_C (x^{-1}(z)) &= \tilde{P}_C \left( \left( \tilde{P}_C (x(z)) \right)^{-1} \right).
\end{align*}
\]

Combined properties of $P$ and $\tilde{P}$

\[
\begin{align*}
P_{a,b} \left( \tilde{P}_{a,b} (x(z)) \right) &= \tilde{P}_{a,b} (x(z)) \\
\tilde{P}_{a,b} \left( P_{a,b} (x(z)) \right) &= P_{a,b} (x(z)).
\end{align*}
\]

but in general $P_{a,b} \left( \tilde{P}_{a,b} (x(z)) \right) \neq \tilde{P}_{a,b} \left( P_{a,b} (x(z)) \right)$.

Examples

\[
\begin{align*}
P_{-T_x,T_x} (x(z)) &= P_{2T_x+1} (x(z)) = \sum_{t=-T_x}^{T_x} x_t z^{-t} \\
\tilde{P}_{-T_x,T_x} (x(z)) &= \tilde{P}_{2T_x+1} (x(z)) = \sum_{t=-T_x}^{T_x} \sum_{k=-\infty}^{\infty} x_{t+k(2T_x+1)} z^{-t}.
\end{align*}
\]
Polynomial matrices or matrix polynomial

The projection operators $\mathcal{P}$ and $\tilde{\mathcal{P}}$ applied on polynomial matrices or a matrix polynomial is straightforward, i.e. $\mathcal{P}_{a,b} (A(z)) = \sum_{n=a}^{b} A_n z^{-n}$.

Sequences

The projection operators $\mathcal{P}$ and $\tilde{\mathcal{P}}$ applied on sequences are defined similarly as for polynomials, i.e.

$\mathcal{P}_{a,b} (\{\ldots, x_a, \ldots, x_b, \ldots\}) = \{\ldots, 0, x_a, \ldots, x_b, 0, \ldots\}$. 
Appendix E

Update equations

In this Appendix we summarize the update equations of the algorithms for system identification, inverse modeling, and blind identification. The derivation of the non-blind algorithms is given in Chapter 2, 4, and 5, those of the blind algorithms in Chapter 6.
## Appendix E. Update equations

<table>
<thead>
<tr>
<th>cost function</th>
<th>( \hat{A} )</th>
<th>( \hat{A}^{-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J_{MSE-x} )</td>
<td>( H_t ) →  ( W_t = H_t^{-1} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RLS1-Hx → RLS1-Wx</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LMS1-Hx → LMS1a-Wx, LMS1b-Wx</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LMS2-Hx → LMS2a-Wx, LMS2b-Wx</td>
<td></td>
</tr>
<tr>
<td>( J_{MSE-s} )</td>
<td>( H_t = W_t^{-1} ) ←  ( W_t )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RLS2-Hs ← RLS2-Ws</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LMS3a-Hs, LMS3b-Hs ← LMS3-Ws</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LMS4a-Hs, LMS4b-Hs ← LMS4-Ws</td>
<td></td>
</tr>
</tbody>
</table>

**Table E.1:** Relationships between update equations. We can choose between \( J_{MSE-x} \) or \( J_{MSE-s} \) for the desired cost functions and can either update \( H_t \) or \( W_t \).

<table>
<thead>
<tr>
<th>non-blind algorithm</th>
<th>blind algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>RLS1-Wx</td>
<td>→ BRLS1a, BRLS1b, BRLS1c</td>
</tr>
<tr>
<td>RLS2-Ws</td>
<td>→ BRLS2</td>
</tr>
<tr>
<td>LMS1a-Wx</td>
<td>→ BLMS1a</td>
</tr>
<tr>
<td>LMS1b-Wx</td>
<td>→ BLMS1b</td>
</tr>
<tr>
<td>LMS2a-Wx</td>
<td>→ BLMS2a</td>
</tr>
<tr>
<td>LMS2b-Wx</td>
<td>→ BLMS2b</td>
</tr>
</tbody>
</table>

**Table E.2:** Relationships between non-blind and blind update equations.
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Update equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>RLS1-Hx</td>
<td>[\ddot{\mu}<em>t = \frac{1 - \lambda}{\lambda + (1 - \lambda) s_t^H \hat{R}</em>{ss_t-1}^{-1} s_t}]</td>
</tr>
<tr>
<td></td>
<td>[H_{t+1} = H_t + \ddot{\mu}<em>t e</em>{xt} s_t^H \hat{R}_{ss_t-1}^{-1}]</td>
</tr>
<tr>
<td></td>
<td>[\hat{R}<em>{ss_t}^{-1} = \frac{1}{\lambda} \left( \hat{R}</em>{ss_t-1}^{-1} - \ddot{\mu}<em>t \hat{R}</em>{ss_t-1}^{-1} s_t s_t^H \hat{R}_{ss_t-1}^{-1} \right)]</td>
</tr>
<tr>
<td>RLS2-Hs</td>
<td>[\mu_t = \frac{1 - \lambda}{\lambda + (1 - \lambda) x_t^H \hat{R}_{xx_t-1}^{-1} \hat{x}_t}]</td>
</tr>
<tr>
<td></td>
<td>[H_{t+1} = H_t + \mu_t e_{xt} x_t^H \hat{R}_{xx_t-1}^{-1} H_t]</td>
</tr>
<tr>
<td></td>
<td>[\dot{\mu}<em>t = \frac{1 - \lambda}{\lambda + (1 - \lambda) x_t^H \hat{R}</em>{xx_t-1}^{-1} x_t}]</td>
</tr>
<tr>
<td></td>
<td>[\hat{R}<em>{xx_t}^{-1} = \frac{1}{\lambda} \left( \hat{R}</em>{xx_t-1}^{-1} - \dot{\mu}<em>t \hat{R}</em>{xx_t-1}^{-1} x_t x_t^H \hat{R}_{xx_t-1}^{-1} \right)]</td>
</tr>
<tr>
<td>LMS1-Hx</td>
<td>[H_{t+1} = H_t + \mu e_{xt} s_t^H]</td>
</tr>
<tr>
<td>LMS2-Hx</td>
<td>[H_{t+1} = (1 - \mu) H_t + \mu x_t s_t^H]</td>
</tr>
<tr>
<td>LMS3a-Hs</td>
<td>[H_{t+1} = H_t + \frac{\mu}{1 - \mu x_t^H e_{xt}} e_{xt} x_t^H H_t]</td>
</tr>
<tr>
<td>LMS4a-Hs</td>
<td>[H_{t+1} = H_t + \mu e_{xt} x_t^H [I - \mu e_{xt} x_t^H]^{-1} H_t]</td>
</tr>
<tr>
<td>LMS3b-Hs</td>
<td>[H_{t+1} = H_t + \mu e_{xt} x_t^H [I - \mu e_{xt} x_t^H]^{-1} H_t]</td>
</tr>
<tr>
<td>LMS4b-Hs</td>
<td>[H_{t+1} = H_t + \mu e_{xt} x_t^H [I - \mu e_{xt} x_t^H]^{-1} H_t]</td>
</tr>
</tbody>
</table>

*Table E.3:* Update equations for system identification of an instantaneous mixing system. 
\((e_{xt} \triangleq x_t - \hat{x}_t)\)
### Table E.4: Update equations for gain identification. \((e_{xt} \triangleq x_t - \hat{x}_t)\)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Update equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>RLS1-Hx</td>
<td>(\hat{h}<em>{t+1} = h_t + \mu_t e</em>{xt} s_t^* \hat{r}_{sst-1} )</td>
</tr>
<tr>
<td></td>
<td>(\hat{r}<em>{sst-1} = \frac{1}{\lambda} \left( \hat{r}</em>{sst-1} - \mu_t \hat{r}_{sst-1} s_t s_t^* \right) )</td>
</tr>
<tr>
<td>RLS2-Hs</td>
<td>(\mu_t = \frac{1 - \lambda}{\lambda + (1 - \lambda) x_t^* \hat{x}_{xt-1} x_t} )</td>
</tr>
<tr>
<td></td>
<td>(h_{t+1} = h_t + \mu_t e_{xt} x_t^* \hat{x}_{xt-1} )</td>
</tr>
<tr>
<td></td>
<td>(\hat{r}<em>{xxt-1} = \frac{1}{\lambda} \left( \hat{r}</em>{xxt-1} - \mu_t \hat{r}_{xxt-1} x_t x_t^* \right) )</td>
</tr>
<tr>
<td>LMS1-Hx</td>
<td>(h_{t+1} = h_t + \mu e_{xt} s_t^* )</td>
</tr>
<tr>
<td>LMS2-Hx</td>
<td>(h_{t+1} = (1 - \mu) h_t + \mu x_t s_t^* )</td>
</tr>
<tr>
<td>LMS3a-Hs</td>
<td>(h_{t+1} = h_t + \frac{\mu}{1 - \mu x_t^* e_{xt}} e_{xt} x_t^* h_t )</td>
</tr>
<tr>
<td>LMS4a-Hs</td>
<td>(h_{t+1} = h_t + \mu e_{xt} [1 - \mu e_{xt} x_t^*]^{-1} h_t )</td>
</tr>
<tr>
<td>LMS3b-Hs</td>
<td>(h_{t+1} = h_t + \mu e_{xt} x_t^* )</td>
</tr>
<tr>
<td>LMS4b-Hs</td>
<td>(h_{t+1} = h_t + \mu e_{xt} x_t^* )</td>
</tr>
<tr>
<td>Algorithm</td>
<td>Update equations</td>
</tr>
<tr>
<td>------------</td>
<td>----------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>RLS1-Hx</td>
<td>$\tilde{\mu}_k = (1 - \lambda) \left[ \lambda \mathbf{I} + (1 - \lambda) \mathbf{s}_k^H \mathbf{R}_s \mathbf{R}_s^{-1} \right]^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{H}_{k+1} = \hat{H}_k + \tilde{\mu}_k \tilde{E}_k \mathbf{R}_s \mathbf{R}_s^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{R}_s^{-1} = \frac{1}{\lambda} \left( \mathbf{R}_s^{-1} - \tilde{\mu}_k \mathbf{R}_s \mathbf{R}_s^{-1} \right)$</td>
</tr>
<tr>
<td>RLS2-Hs</td>
<td>$\tilde{\mu}_k = (1 - \lambda) \left[ \lambda \mathbf{I} + (1 - \lambda) \mathbf{X}_k^H \mathbf{R}_x \mathbf{R}_x^{-1} \mathbf{X}_k \right]^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$\hat{H}_{k+1} = \hat{H}_k + \tilde{\mu}_k \tilde{E}_k \mathbf{R}_s \mathbf{R}_s^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{R}_s^{-1} = \frac{1}{\lambda} \left( \mathbf{R}_s^{-1} - \tilde{\mu}_k \mathbf{R}_s \mathbf{R}_s^{-1} \right)$</td>
</tr>
<tr>
<td>LMS1-Hx</td>
<td>$\hat{H}_{k+1} = \hat{H}_k + \mu \tilde{E}_k \mathbf{R}_s \mathbf{R}_s^{-1}$</td>
</tr>
<tr>
<td>LMS2-Hx</td>
<td>$\hat{H}_{k+1} = (1 - \mu) \hat{H}_k + \mu \tilde{E}_k \mathbf{R}_s \mathbf{R}_s^{-1}$</td>
</tr>
<tr>
<td>LMS3a-Hs</td>
<td>$\hat{H}_{k+1} = \hat{H}_k + \mu \left[ \mathbf{I} - \mu \tilde{E}_k \mathbf{R}_s \mathbf{R}_s^{-1} \right]^{-1} \tilde{E}_k \mathbf{R}_s \mathbf{R}_s^{-1}$</td>
</tr>
<tr>
<td>LMS4a-Hs</td>
<td>$\hat{H}_{k+1} = \hat{H}_k + \mu \tilde{E}_k \mathbf{R}_s \mathbf{R}_s^{-1}$</td>
</tr>
<tr>
<td>LMS3b-Hs</td>
<td>$\hat{H}_{k+1} = \hat{H}_k + \mu \tilde{E}_k \mathbf{R}_s \mathbf{R}_s^{-1}$</td>
</tr>
<tr>
<td>LMS4b-Hs</td>
<td>$\hat{H}_{k+1} = \hat{H}_k + \mu \tilde{E}_k \mathbf{R}_s \mathbf{R}_s^{-1}$</td>
</tr>
</tbody>
</table>

**Table E.5:** Update equations for single-channel system identification. By extending the diagonal matrices to block diagonal matrices, e.g. $\hat{H}_k \rightarrow \hat{H}_k$, etc., we obtain the update equations for MIMO system identification. ($\tilde{\mathbf{E}}_k \triangleq \mathbf{X}_k - \tilde{\mathbf{X}}_k$)
### Algorithm Update equations

#### RLS1-Hx

\[
\begin{align*}
\bar{\mu}_k &= (1 - \lambda) \left[ \lambda I + (1 - \lambda) \overline{S}_k^H \overline{R}_{ssk-1}^{-1} \overline{S}_k \right]^{-1} \\
\overline{H}_{k+1} &= \overline{H}_k + \bar{\mu}_k \overline{E}_{\times k}^H \overline{S}_k \overline{R}_{ssk-1}^{-1} \\
\overline{R}_{ssk}^{-1} &= \frac{1}{\lambda} \left( \overline{R}_{ssk-1}^{-1} - \bar{\mu}_k \overline{R}_{ssk-1}^{-1} \overline{S}_k \overline{S}_k^H \overline{R}_{ssk-1}^{-1} \right)
\end{align*}
\]

#### RLS2-Hs

\[
\begin{align*}
\bar{\mu}_k &= (1 - \lambda) \left[ \lambda I + (1 - \lambda) \overline{X}_k^H \overline{R}_{xxk-1}^{-1} \overline{X}_k \right]^{-1} \\
\overline{H}_{k+1} &= \overline{H}_k + \bar{\mu}_k \overline{E}_{\times k}^H \overline{X}_k \overline{R}_{xxk-1}^{-1} \overline{H}_k \\
\overline{R}_{xxk}^{-1} &= \frac{1}{\lambda} \left( \overline{R}_{xxk-1}^{-1} - \bar{\mu}_k \overline{R}_{xxk-1}^{-1} \overline{X}_k \overline{X}_k^H \overline{R}_{xxk-1}^{-1} \right)
\end{align*}
\]

#### LMS1-Hx

\[
\begin{align*}
\overline{H}_{k+1} &= \overline{H}_k + \mu \overline{E}_{\times k} \overline{S}_k^H 
\end{align*}
\]

#### LMS2-Hx

\[
\begin{align*}
\overline{H}_{k+1} &= (1 - \mu) \overline{H}_k + \mu \overline{X}_k \overline{S}_k^H 
\end{align*}
\]

#### LMS3a-Hs

\[
\begin{align*}
\overline{H}_{k+1} &= \overline{H}_k + \mu \left[ I - \mu \overline{X}_k^H \overline{E}_{\times k} \right]^{-1} \overline{E}_{\times k} \overline{X}_k^H \overline{H}_k 
\end{align*}
\]

#### LMS4a-Hs

\[
\begin{align*}
\overline{H}_{k+1} &= \overline{H}_k + \mu \overline{E}_{\times k} \overline{X}_k \left[ I - \mu \overline{E}_{\times k} \overline{X}_k^H \right]^{-1} \overline{H}_k 
\end{align*}
\]

#### LMS3b-Hs

\[
\begin{align*}
\overline{H}_{k+1} &= \overline{H}_k + \mu \overline{E}_{\times k} \overline{X}_k \left[ I - \mu \overline{E}_{\times k} \overline{X}_k^H \right]^{-1} \overline{H}_k 
\end{align*}
\]

#### LMS4b-Hs

\[
\begin{align*}
\overline{H}_{k+1} &= \overline{H}_k + \mu \overline{E}_{\times k} \overline{X}_k \left[ I - \mu \overline{E}_{\times k} \overline{X}_k^H \right]^{-1} \overline{H}_k 
\end{align*}
\]

**Table E.6:** Update equations for multichannel system identification. By substituting the block diagonal matrices to diagonal matrices, e.g. \( \overline{H}_k \rightarrow \overline{H}_k \), etc., we obtain the update equations for SISO system identification. \( \overline{E}_{\times k} \triangleq \overline{X}_k - \overline{X}_k \)
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Update equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>RLS1-Wx</td>
<td>( \mu_t = \frac{1 - \lambda}{\lambda + (1 - \lambda) s_t^H \hat{R}^{-1}<em>{ss</em>{t-1}} u_t} )</td>
</tr>
<tr>
<td></td>
<td>( W_{t+1} = W_t + \mu_t e_st^H \hat{R}^{-1}<em>{ss</em>{t-1}} W_t )</td>
</tr>
<tr>
<td></td>
<td>( \hat{\mu}<em>t = \frac{1 - \lambda}{\lambda + (1 - \lambda) x_t^H \hat{R}^{-1}</em>{xx_{t-1}} x_t} )</td>
</tr>
<tr>
<td></td>
<td>( \hat{R}^{-1}<em>{ss_t} = \frac{1}{\lambda} \left( \hat{R}^{-1}</em>{ss_{t-1}} - \hat{\mu}<em>t \hat{R}^{-1}</em>{ss_{t-1}} s_t s_t^H \hat{R}^{-1}<em>{ss</em>{t-1}} \right) )</td>
</tr>
<tr>
<td>RLS2-Ws</td>
<td>( \hat{\mu}<em>t = \frac{1 - \lambda}{\lambda + (1 - \lambda) x_t^H \hat{R}^{-1}</em>{xx_{t-1}} x_t} )</td>
</tr>
<tr>
<td></td>
<td>( W_{t+1} = W_t + \hat{\mu}<em>t x_t^H \hat{R}^{-1}</em>{xx_{t-1}} x_t x_t^H \hat{R}^{-1}<em>{xx</em>{t-1}} )</td>
</tr>
<tr>
<td></td>
<td>( \hat{R}^{-1}<em>{xx_t} = \frac{1}{\lambda} \left( \hat{R}^{-1}</em>{xx_{t-1}} - \hat{\mu}<em>t \hat{R}^{-1}</em>{xx_{t-1}} x_t x_t^H \hat{R}^{-1}<em>{xx</em>{t-1}} \right) )</td>
</tr>
<tr>
<td>LMS1a-Wx</td>
<td>( W_{t+1} = W_t + \frac{\mu}{1 - \mu} e_st^H W_t )</td>
</tr>
<tr>
<td>LMS1b-Wx</td>
<td>( W_{t+1} = W_t + \mu e_st^H \left( I - \mu e_st^H \right)^{-1} W_t )</td>
</tr>
<tr>
<td>LMS2a-Wx</td>
<td>( W_{t+1} = \frac{1}{1 - \mu} \left( I - \frac{\mu}{1 - \mu + \mu u_t s_t^H} u_t s_t^H \right) W_t )</td>
</tr>
<tr>
<td>LMS2b-Wx</td>
<td>( W_{t+1} = \left[ (1 - \mu) I + \mu u_t s_t^H \right]^{-1} W_t )</td>
</tr>
<tr>
<td>LMS3-Ws</td>
<td>( W_{t+1} = W_t + \mu e t x^H_t )</td>
</tr>
<tr>
<td>LMS4-Ws</td>
<td>( W_{t+1} = W_t + \mu (W_t^{-H} - u_t x_t^H) )</td>
</tr>
</tbody>
</table>

**Table E.7:** Update equations for inverse modeling of an instantaneous mixing system. \((e_{st} \triangleq s_t - u_t)\)
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Update equations</th>
</tr>
</thead>
</table>
| RLS1-Wx   | \[ \mu_t = \frac{1 - \lambda}{\lambda + (1 - \lambda) s_t^* \hat{r}_{ss_t-1}^{-1} u_t} \]  
            | \[ w_{t+1} = w_t + \mu_t e_{st} s_t^* \hat{r}_{ss_t-1}^{-1} w_t \]  
            | \[ \tilde{\mu}_t = \frac{1 - \lambda}{\lambda + (1 - \lambda) s_t^* \hat{r}_{ss_t-1}^{-1} s_t} \]  
            | \[ \hat{r}_{ss_t}^{-1} = \frac{1}{\lambda} \left( \hat{r}_{ss-t-1}^{-1} - \tilde{\mu}_t \hat{r}_{ss-t-1}^{-1} s_t s_t^* \hat{r}_{ss-t-1}^{-1} \right) \] |
| RLS2-Wx   | \[ \tilde{\mu}_t = \frac{1 - \lambda}{\lambda + (1 - \lambda) x_t^* \hat{r}_{xx-t-1}^{-1} x_t} \]  
            | \[ w_{t+1} = w_t + \tilde{\mu}_t e_{st} x_t^* \hat{r}_{xx-t-1}^{-1} \]  
            | \[ \hat{r}_{xx_t}^{-1} = \frac{1}{\lambda} \left( \hat{r}_{xx-t-1}^{-1} - \tilde{\mu}_t \hat{r}_{xx-t-1}^{-1} x_t x_t^* \hat{r}_{xx-t-1}^{-1} \right) \] |
| LMS1a-Wx  | \[ w_{t+1} = w_t + \frac{\mu}{1 - \mu s_t^* e_{st}} e_{st} s_t^* w_t \] |
| LMS1b-Wx  | \[ w_{t+1} = w_t + \mu e_{st} s_t^* [1 - \mu e_{st} s_t^*]^{-1} w_t \] |
| LMS2a-Wx  | \[ w_{t+1} = \frac{1}{1 - \mu} \left( 1 - \frac{\mu}{1 - \mu + \mu s_t^* u_t s_t^*} u_t s_t^* \right) w_t \] |
| LMS2b-Wx  | \[ w_{t+1} = [(1 - \mu) + \mu u_t s_t^*]^{-1} w_t \] |
| LMS3-Wx   | \[ w_{t+1} = w_t + \mu e_{st} x_t^* \] |
| LMS4-Wx   | \[ w_{t+1} = w_t + \mu (w_t^* - u_t x_t^*) \] |

Table E.8: Update equations for inverse-gain identification. \( (e_{st} \triangleq s_t - u_t) \)
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Update equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>RLS1-Wx</td>
<td>$\tilde{\mu}_k = (1 - \lambda) \left[ \lambda I + (1 - \lambda) \tilde{S}<em>k^H \tilde{R}</em>{ssk}^{-1} \tilde{U}<em>k \right]^{-1}$&lt;br&gt; $\tilde{W}</em>{k+1} = \tilde{W}_k + \tilde{\mu}_k \tilde{E}_k \tilde{S}<em>k^H \tilde{R}</em>{ssk}^{-1} \tilde{W}_k$&lt;br&gt; $\tilde{\mu}<em>k = (1 - \lambda) \left[ \lambda I + (1 - \lambda) \tilde{S}<em>k^H \tilde{R}</em>{ssk}^{-1} \tilde{S}<em>k \right]^{-1}$&lt;br&gt; $\tilde{R}</em>{ssk}^{-1} = \frac{1}{\lambda} \left( \tilde{R}</em>{ssk}^{-1} - \tilde{\mu}<em>k \tilde{R}</em>{ssk}^{-1} \tilde{S}_k \tilde{S}<em>k^H \tilde{R}</em>{ssk}^{-1} \right)$</td>
</tr>
<tr>
<td>RLS2-Ws</td>
<td>$\tilde{\mu}_k = (1 - \lambda) \left[ \lambda I + (1 - \lambda) \tilde{X}<em>k^H \tilde{R}</em>{xxk}^{-1} \tilde{X}<em>k \right]^{-1}$&lt;br&gt; $\tilde{W}</em>{k+1} = \tilde{W}_k + \tilde{\mu}<em>k \tilde{E}<em>k \tilde{X}<em>k^H \tilde{R}</em>{xxk}^{-1}$&lt;br&gt; $\tilde{R}</em>{xxk}^{-1} = \frac{1}{\lambda} \left( \tilde{R}</em>{xxk}^{-1} - \tilde{\mu}<em>k \tilde{R}</em>{xxk}^{-1} \tilde{X}_k \tilde{X}<em>k^H \tilde{R}</em>{xxk}^{-1} \right)$</td>
</tr>
<tr>
<td>LMS1a-Wx</td>
<td>$\tilde{W}_{k+1} = \tilde{W}_k + \mu \left[ I - \mu \tilde{S}_k^H \tilde{E}_k \right]^{-1} \tilde{E}_k \tilde{S}_k^H \tilde{W}_k$</td>
</tr>
<tr>
<td>LMS1b-Wx</td>
<td>$\tilde{W}_{k+1} = \tilde{W}_k + \mu \tilde{E}_k \tilde{S}_k^H \left[ I - \mu \tilde{E}_k \tilde{S}_k^H \right]^{-1} \tilde{W}_k$</td>
</tr>
<tr>
<td>LMS2a-Wx</td>
<td>$\tilde{W}_{k+1} = \frac{1}{1 - \mu} \left( I - \mu \left[ (1 - \mu) I + \mu \tilde{S}_k^H \tilde{U}_k \right]^{-1} \tilde{U}_k \tilde{S}_k^H \right) \tilde{W}_k$</td>
</tr>
<tr>
<td>LMS2b-Wx</td>
<td>$\tilde{W}_{k+1} = \left[ (1 - \mu) I + \mu \tilde{U}_k \tilde{S}_k^H \right]^{-1} \tilde{W}_k$</td>
</tr>
<tr>
<td>LMS3-Ws</td>
<td>$\tilde{W}_{k+1} = \tilde{W}_k + \mu \tilde{E}_k \tilde{X}_k^H$</td>
</tr>
<tr>
<td>LMS4-Ws</td>
<td>$\tilde{W}_{k+1} = \tilde{W}_k + \mu \left( \tilde{W}_k^H - \tilde{U}_k \tilde{X}_k^H \right)$</td>
</tr>
</tbody>
</table>

**Table E.9**: Update equations for single-channel inverse modelling. By extending the diagonal matrices to block diagonal matrices, e.g. $\tilde{W}_k \rightarrow \tilde{W}_k$, etc., we obtain the update equations for MIMO inverse modelling. ($\tilde{E}_k$ is defined as $\tilde{S}_k - \tilde{U}_k$).
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Update equations</th>
</tr>
</thead>
</table>
| RLS1-Wx  | \[ \bar{\mu}_k = (1 - \lambda) \left[ \lambda \mathbf{I} + (1 - \lambda) \mathbf{S}_k^H \mathbf{R}_{ssk-1}^{-1} \mathbf{U}_k \right]^{-1} \]  
|           | \[ \mathbf{W}_{k+1} = \mathbf{W}_k + \bar{\mu}_k \mathbf{E}_k^s \mathbf{S}_k^H \mathbf{R}_{ssk-1}^{-1} \mathbf{W}_k \]  
|           | \[ \bar{\mu}_k = (1 - \lambda) \left[ \lambda \mathbf{I} + (1 - \lambda) \mathbf{S}_k^H \mathbf{R}_{ssk-1}^{-1} \mathbf{S}_k \right]^{-1} \]  
|           | \[ \mathbf{R}_{ssk}^{-1} = \frac{1}{\lambda} \left( \mathbf{R}_{ssk-1}^{-1} - \bar{\mu}_k \mathbf{R}_{ssk-1}^{-1} \mathbf{S}_k \mathbf{S}_k^H \mathbf{R}_{ssk-1}^{-1} \right) \]  
| RLS2-Ws  | \[ \bar{\mu}_k = (1 - \lambda) \left[ \lambda \mathbf{I} + (1 - \lambda) \mathbf{X}_k^H \mathbf{R}_{xxk-1}^{-1} \mathbf{X}_k \right]^{-1} \]  
|           | \[ \mathbf{W}_{k+1} = \mathbf{W}_k + \bar{\mu}_k \mathbf{E}_k^s \mathbf{X}_k^H \mathbf{R}_{xxk-1}^{-1} \]  
|           | \[ \mathbf{R}_{xxk}^{-1} = \frac{1}{\lambda} \left( \mathbf{R}_{xxk-1}^{-1} - \bar{\mu}_k \mathbf{R}_{xxk-1}^{-1} \mathbf{X}_k \mathbf{X}_k^H \mathbf{R}_{xxk-1}^{-1} \right) \]  
| LMS1a-Wx | \[ \mathbf{W}_{k+1} = \mathbf{W}_k + \mu \left[ \mathbf{I} - \mu \mathbf{S}_k^H \mathbf{E}_k^s \right]^{-1} \mathbf{E}_k^s \mathbf{S}_k^H \mathbf{W}_k \]  
| LMS1b-Wx | \[ \mathbf{W}_{k+1} = \mathbf{W}_k + \mu \mathbf{E}_k^s \mathbf{S}_k^H \left[ \mathbf{I} - \mu \mathbf{E}_k^s \mathbf{S}_k^H \right]^{-1} \mathbf{W}_k \]  
| LMS2a-Wx | \[ \mathbf{W}_{k+1} = \frac{1}{1 - \mu} \left( \mathbf{I} - \mu \left[ (1 - \mu) \mathbf{I} + \mu \mathbf{S}_k^H \mathbf{U}_k \right] \right)^{-1} \mathbf{U}_k \mathbf{S}_k^H \mathbf{W}_k \]  
| LMS2b-Wx | \[ \mathbf{W}_{k+1} = \left( 1 - \mu \right) \mathbf{I} + \mu \mathbf{U}_k \mathbf{S}_k^H \right)^{-1} \mathbf{W}_k \]  
| LMS3-Ws  | \[ \mathbf{W}_{k+1} = \mathbf{W}_k + \mu \mathbf{E}_k^s \mathbf{X}_k^H \]  
| LMS4-Ws  | \[ \mathbf{W}_{k+1} = \mathbf{W}_k + \mu \left( \mathbf{W}_k^H \mathbf{U}_k \mathbf{X}_k^H \right) \]  

Table E.10: Update equations for multichannel inverse modelling. By substituting the block diagonal matrices to diagonal matrices, e.g. $\mathbf{W}_k \rightarrow \mathbf{W}_k$, etc., we obtain the update equations for SISO system identification. ($\mathbf{E}_k^s \triangleq \mathbf{S}_k - \mathbf{U}_k$)
### Algorithm Update equations

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Update equations</th>
</tr>
</thead>
</table>
| BRLS1a    | $\mu_t = \frac{1 - \lambda}{\lambda + (1 - \lambda) u_t^H \hat{R}_{ss_{t-1}}^{-1} u_t}$  
$W_{t+1} = W_t + \mu_t e_{bt} u_t^H \hat{R}_{ss_{t-1}}^{-1} W_t$ |
| BRLS1b    | $\mu_t = \frac{1 - \lambda}{\lambda + (1 - \lambda) u_t^H \hat{R}_{ss}^{-1} u_t}$  
$W_{t+1} = W_t + \mu_t (I - y_t u_t^H) \hat{R}_{ss}^{-1} W_t$ |
| BRLS1c    | $\mu_t = \frac{1 - \lambda}{\lambda + (1 - \lambda) u_t^H u_t}$  
$W_{t+1} = W_t + \mu_t (I - y_t u_t^H) W_t$ |
| BRLS2     | $\tilde{\mu}_t = \frac{1 - \lambda}{\lambda + (1 - \lambda) x_t^H \hat{R}_{xx_{t-1}}^{-1} x_t}$  
$W_{t+1} = W_t + \tilde{\mu}_t e_{bt} x_t^H \hat{R}_{xx_{t-1}}^{-1}$  
$\hat{R}_{xx_{t-1}}^{-1} = \frac{1}{\lambda} \left( \hat{R}_{xx_{t-1}}^{-1} - \tilde{\mu}_t \hat{R}_{xx_{t-1}}^{-1} x_t x_t^H \hat{R}_{xx_{t-1}}^{-1} \right)$ |
| BLMS1a    | $W_{t+1} = W_t + \frac{\mu}{1 - \mu} e_{bt} u_t^H W_t$ |
| BLMS1b    | $W_{t+1} = W_t + \mu e_{bt} u_t^H [I - \mu e_{bt} u_t^H]^{-1} W_t$ |
| BLMS2a    | $W_{t+1} = \frac{1}{1 - \mu} \left( I - \frac{\mu}{1 - \mu} e_{bt} u_t^H y_t u_t^H \right) W_t$ |
| BLMS2b    | $W_{t+1} = [(1 - \mu)I + \mu y_t u_t^H]^{-1} W_t$ |
| BLMS3     | $W_{t+1} = W_t + \mu e_{bt} x_t^H$ |
| BLMS4     | $W_{t+1} = W_t + \mu (W_t^{-H} - y_t x_t^H)$ |

**Table E.11:** Update equations for **blind source separation**, $(e_{bt} \triangleq u_t - y_t)$
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Update equations</th>
</tr>
</thead>
</table>
| BRLS1a    | $\mu_t = \frac{1 - \lambda}{\lambda + (1 - \lambda) u_t^* \hat{r}_{ss t-1}^{-1} u_t}$  
$w_{t+1} = w_t + \mu_t e_{bt} u_t^* \hat{r}_{ss t-1}^{-1} w_t$ |
| BRLS1b    | $\mu_t = \frac{1 - \lambda}{\lambda + (1 - \lambda) u_t^* u_t}$  
$w_{t+1} = w_t + \mu_t (1 - y_t u_t^*) \hat{r}_{ss t-1}^{-1} w_t$ |
| BRLS1c    | $\mu_t = \frac{1 - \lambda}{\lambda + (1 - \lambda) u_t^* u_t}$  
$w_{t+1} = w_t + \mu_t (1 - y_t u_t^*) w_t$ |
| BRLS2     | $\hat{\mu}_t = \frac{1 - \lambda}{\lambda + (1 - \lambda) x_t^* \hat{r}_{xx t-1}^{-1} x_t}$  
$w_{t+1} = \hat{\mu}_t e_{bt} x_t^* \hat{r}_{xx t-1}^{-1}$  
$\hat{r}_{xx t-1} = \frac{1}{\lambda} \left( \hat{r}_{xx t-1}^{-1} - \hat{\mu}_t \hat{r}_{xx t-1}^{-1} x_t x_t^* \hat{r}_{xx t-1}^{-1} \right)$ |
| BLMS1a    | $w_{t+1} = w_t + \frac{\mu}{1 - \mu u_t^* e_{bt}} e_{bt} u_t^* w_t$ |
| BLMS1b    | $w_{t+1} = w_t + \mu e_{bt} u_t^* \left[1 - \mu e_{bt} u_t^* \right]^{-1} w_t$ |
| BLMS2a    | $w_{t+1} = \frac{1}{1 - \mu} \left(1 - \frac{\mu}{1 - \mu + \mu u_t^* y_t u_t^*} y_t u_t^* \right) w_t$ |
| BLMS2b    | $w_{t+1} = \left[1 - \mu + \mu y_t u_t^* \right]^{-1} w_t$ |
| BLMS3     | $w_{t+1} = w_t + \mu e_{bt} x_t^*$ |
| BLMS4     | $w_{t+1} = w_t + \mu \left(w_t^* - y_t x_t^* \right)$ |

**Table E.12:** Update equations for AGC. ($e_{bt} = u_t - y_t$)
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Update equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>BRLS1a</td>
<td>$\mu_k = (1 - \lambda) \left[ \lambda I + (1 - \lambda) \bar{U}<em>k^H \bar{R}</em>{ss,k-1}^{-1} \bar{U}<em>k \right]^{-1}$&lt;br&gt;$\bar{W}</em>{k+1} = \bar{W}<em>k + \mu_k \bar{E}</em>{b,k} \bar{U}<em>k^H \bar{R}</em>{ss,k-1}^{-1} \bar{W}_k$</td>
</tr>
<tr>
<td>BRLS1b</td>
<td>$\mu_k = (1 - \lambda) \left[ \lambda I + (1 - \lambda) \bar{U}<em>k^H \bar{R}</em>{ss}^{-1} \bar{U}<em>k \right]^{-1}$&lt;br&gt;$\bar{W}</em>{k+1} = \bar{W}_k + \mu_k (I - \bar{Y}_k \bar{U}<em>k^H) \bar{R}</em>{ss}^{-1} \bar{W}_k$</td>
</tr>
<tr>
<td>BRLS1c</td>
<td>$\mu_k = (1 - \lambda) \left[ \lambda I + (1 - \lambda) \bar{U}_k^H \bar{U}<em>k \right]^{-1}$&lt;br&gt;$\bar{W}</em>{k+1} = \bar{W}_k + \mu_k (I - \bar{Y}_k \bar{U}_k^H) \bar{W}_k$</td>
</tr>
<tr>
<td>BRLS2</td>
<td>$\tilde{\mu}<em>k = (1 - \lambda) \left[ \lambda I + (1 - \lambda) \bar{X}<em>k^H \bar{R}</em>{xx,k-1}^{-1} \bar{X}<em>k \right]^{-1}$&lt;br&gt;$\tilde{W}</em>{k+1} = \tilde{W}<em>k + \tilde{\mu}<em>k \tilde{E}</em>{b,k} \bar{X}<em>k^H \tilde{R}</em>{xx,k-1}^{-1}$&lt;br&gt;$\tilde{R}</em>{xx,k}^{-1} = \frac{1}{\lambda} \left( \tilde{R}</em>{xx,k-1}^{-1} - \tilde{\mu}<em>k \tilde{R}</em>{xx,k-1}^{-1} \bar{X}_k \bar{X}<em>k^H \tilde{R}</em>{xx,k-1}^{-1} \right)$</td>
</tr>
<tr>
<td>BLMS1a</td>
<td>$\tilde{W}_{k+1} = \tilde{W}<em>k + \mu \left[ I - \mu \bar{U}<em>k^H \tilde{E}</em>{b,k} \right]^{-1} \tilde{E}</em>{b,k} \bar{U}_k^H \tilde{W}_k$</td>
</tr>
<tr>
<td>BLMS1b</td>
<td>$\tilde{W}_{k+1} = \tilde{W}<em>k + \mu \tilde{E}</em>{b,k} \bar{U}<em>k^H \left[ I - \mu \bar{E}</em>{b,k} \bar{U}_k^H \right]^{-1} \tilde{W}_k$</td>
</tr>
<tr>
<td>BLMS2a</td>
<td>$\tilde{W}_{k+1} = \frac{1}{1 - \mu} \left( I - \mu \left[ (1 - \mu) I + \mu \bar{U}_k^H \bar{U}_k \right]^{-1} \bar{Y}_k \bar{U}_k^H \right) \tilde{W}_k$</td>
</tr>
<tr>
<td>BLMS2b</td>
<td>$\tilde{W}_{k+1} = \left( (1 - \mu) I + \mu \bar{Y}_k \bar{U}_k^H \right)^{-1} \tilde{W}_k$</td>
</tr>
<tr>
<td>BLMS3</td>
<td>$\tilde{W}_{k+1} = \tilde{W}<em>k + \mu \tilde{E}</em>{b,k} \bar{X}_k^H$</td>
</tr>
<tr>
<td>BLMS4</td>
<td>$\tilde{W}_{k+1} = \tilde{W}_k + \mu \left( \tilde{W}_k^{-H} - \bar{Y}_k \bar{X}_k^H \right)$</td>
</tr>
</tbody>
</table>

**Table E.13:** Update equations for single-channel blind deconvolution. ($\tilde{E}_{b,k} \triangleq \bar{U}_k - \bar{Y}_k$)
### Table E.14: Update equations for multichannel blind deconvolution.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Update equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>BRLS1a</td>
<td>$\bar{\mu}_k = (1 - \lambda) \left[ \lambda \mathbf{I} + (1 - \lambda) \mathbf{U}<em>k^H \hat{\mathbf{R}}</em>{ss,k-1}^{-1} \mathbf{U}_k \right]^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{W}_{k+1} = \mathbf{W}_k + \bar{\mu}<em>k \mathbf{E}</em>{b_k}^H \mathbf{U}<em>k^H \hat{\mathbf{R}}</em>{ss,k-1}^{-1} \mathbf{W}_k$</td>
</tr>
<tr>
<td>BRLS1b</td>
<td>$\bar{\mu}_k = (1 - \lambda) \left[ \lambda \mathbf{I} + (1 - \lambda) \mathbf{U}<em>k^H \hat{\mathbf{R}}</em>{ss}^{-1} \mathbf{U}_k \right]^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{W}_{k+1} = \mathbf{W}_k + \bar{\mu}_k \left( \mathbf{I} - \hat{\mathbf{Y}}_k \hat{\mathbf{U}}<em>k^H \right) \hat{\mathbf{R}}</em>{ss}^{-1} \mathbf{W}_k$</td>
</tr>
<tr>
<td>BRLS1c</td>
<td>$\bar{\mu}_k = (1 - \lambda) \left[ \lambda \mathbf{I} + (1 - \lambda) \mathbf{U}_k^H \hat{\mathbf{U}}_k \right]^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{W}_{k+1} = \mathbf{W}_k + \bar{\mu}_k \left( \mathbf{I} - \hat{\mathbf{Y}}_k \hat{\mathbf{U}}_k^H \right) \mathbf{W}_k$</td>
</tr>
<tr>
<td>BRLS2</td>
<td>$\bar{\mu}_k = (1 - \lambda) \left[ \lambda \mathbf{I} + (1 - \lambda) \mathbf{X}<em>k^H \hat{\mathbf{R}}</em>{xx,k-1}^{-1} \mathbf{X}_k \right]$</td>
</tr>
<tr>
<td></td>
<td>$\mathbf{W}_{k+1} = \mathbf{W}_k + \bar{\mu}<em>k \mathbf{E}</em>{b_k}^H \mathbf{X}<em>k^H \hat{\mathbf{R}}</em>{xx,k-1}^{-1} \mathbf{W}_k$</td>
</tr>
<tr>
<td></td>
<td>$\hat{\mathbf{R}}<em>{xx,k-1}^{-1} = \frac{1}{\lambda} \left( \hat{\mathbf{R}}</em>{xx,k-1}^{-1} - \bar{\mu}<em>k \hat{\mathbf{R}}</em>{xx,k-1}^{-1} \mathbf{X}_k^H \mathbf{X}<em>k \hat{\mathbf{R}}</em>{xx,k-1}^{-1} \right)$</td>
</tr>
<tr>
<td>BLMS1a</td>
<td>$\mathbf{W}_{k+1} = \mathbf{W}<em>k + \mu \left( \mathbf{I} - \mu \mathbf{U}<em>k^H \mathbf{E}</em>{b_k}^H \right)^{-1} \mathbf{E}</em>{b_k} \mathbf{U}_k^H \mathbf{W}_k$</td>
</tr>
<tr>
<td>BLMS1b</td>
<td>$\mathbf{W}_{k+1} = \mathbf{W}<em>k + \mu \mathbf{E}</em>{b_k} \mathbf{U}<em>k^H \left[ \mathbf{I} - \mu \mathbf{E}</em>{b_k} \mathbf{U}_k^H \right]^{-1} \mathbf{W}_k$</td>
</tr>
<tr>
<td>BLMS2a</td>
<td>$\mathbf{W}_{k+1} = \frac{1}{1 - \mu} \left( \mathbf{I} - \mu \left[ (1 - \mu) \mathbf{I} + \mu \mathbf{U}_k^H \mathbf{U}_k \right]^{-1} \hat{\mathbf{Y}}_k \hat{\mathbf{U}}_k^H \right) \mathbf{W}_k$</td>
</tr>
<tr>
<td>BLMS2b</td>
<td>$\mathbf{W}_{k+1} = \left( (1 - \mu) \mathbf{I} + \mu \hat{\mathbf{Y}}_k \hat{\mathbf{U}}_k^H \right)^{-1} \mathbf{W}_k$</td>
</tr>
<tr>
<td>BLMS3</td>
<td>$\mathbf{W}_{k+1} = \mathbf{W}<em>k + \mu \mathbf{E}</em>{b_k} \mathbf{X}_k^H$</td>
</tr>
<tr>
<td>BLMS4</td>
<td>$\mathbf{W}_{k+1} = \mathbf{W}_k + \mu \left( \mathbf{W}_k^H - \hat{\mathbf{Y}}_k \mathbf{X}_k^H \right)$</td>
</tr>
</tbody>
</table>

$(\mathbf{E}_{b_k} \triangleq \mathbf{U}_k - \hat{\mathbf{Y}}_k)$
Appendix F

Implementation of a single-channel blind deconvolution algorithm

A frequency-domain blind deconvolution algorithm was presented recently by Douglas and Kung in [35]. In this Appendix we present an alternative implementation in MATLAB of a single-channel frequency-domain blind deconvolution algorithm as described in Section 6.8.2. Several update equations can be chosen in FDBDeconv.m, such as the natural gradient algorithm, the EASI algorithm, or the Infomax algorithm. The algorithm can handle complex-valued signals and coefficients. Depending on the choice of the nonlinearity \( g(\cdot) \), the source signal can be either sub-Gaussian or super-Gaussian. As an example, the non-causal filter and update equations of the natural gradient learning algorithm in the time domain at block \( k \) are [5, 6]:

\[
\begin{align*}
    u_t &= \sum_{n=-N_w}^{N_w} w_{n,k} x_{t-n} \quad \text{(F.1)} \\
    v_t &= \sum_{n=-N_w}^{N_w} w^s_{-n,k} u_{t-n} \quad \text{(F.2)} \\
    w_{n,k+1} &= w_{n,k} + \frac{\mu}{2T_y + 1} \sum_{t=-T_y}^{T_y} w_{n,k} - g(u_t) v_{t-n}^s. \quad \text{(F.3)}
\end{align*}
\]
The constraints of the algorithm to avoid boundary or circular wrap-around effects of the convolutions are $T_x \geq T_y + N_w$, $T_u \geq T_v + N_w$, $T_x \geq T_v + N_w$, and $C \geq 2T_x + 1$. The algorithm can be made causal by delaying the filtering and update.

### F.1 FDBDeconv.m

% FDBDeconv Frequency-domain blind deconvolution.
% Marcel Joho, 24.11.2000, (joho@isi.ee.ethz.ch)

clear

C=512; Nw=50; Tx=250; iter=500; plot_isi=20;
Tu=Tx-Nw; Ty=Tx-3*Nw; L=2*Tu+1; L2=2*Ty+1;

% initial conditions
len_s=iter*L+L;
x=zeros(C,1); u=x; y=u; u_out=zeros(L*iter, 1);

Unit=fft([1;zeros(C-1,1)],C); W=Unit;

a=[ -1-4i 1-5i -11-2i -17-11i -1+20i]/10;
Na=length(a); a=a(:)/sqrt(sum(a.*conj(a)));
a=[a;zeros(C-Na,1)]; A=fft(a,C);

Ng=Na+Nw-1;
ww=[(C-Nw+1:C) (1:Nw+1)]';
ww=ww'; Pw=zeros(C,1); Pw(ww)=1;

uu=[(C-Tu+1:C) (1:Tu+1)]';
uu=uu'; Pu=zeros(C,1); Pu(uu)=1;

yy=[(C-Ty+1:C) (1:Ty+1)]';
yy=yy'; Py=zeros(C,1); Py(yy)=1;

W_opt=1./A; w_opt = ifft(W_opt);
figure(1); plot((-Nw:Nw),[real(w_opt(ww)) imag(w_opt(ww))]);
ylabel( '$w_{opt} (z)$' ); xlabel('tap n'); drawnow; pause(1);

source signal
s=randn(len_s,2); s=sign(s).*s.^2; s_seq=s*[1;1]/sqrt(6); % super-G
s_seq=(sign(randn(len_s,1))+i*sign(randn(len_s,1)))/sqrt(2); % sub-G

n_seq=0.032*(randn(len_s,1) + i*randn(len_s,1) / sqrt(2);
x_seq=filter(a(1:Na),[1],s_seq) + n_seq;
for k = 1:iter
  \( t = k \cdot L; \)  
  
  \( x(xk) = x_{seq}(t - Tx : t + Tx); \) \( X = \text{fft}(x); \)
  
  \( U = W \cdot X; u = Pu \cdot \text{ifft}(U); u_{out}(k-1) \cdot L + 1:k \cdot L = u(uu); \)

%%% nonlinearity \( y = g(u) \)

\( % y = \text{sign}(ur) + i \cdot \text{sign}(ui); \) \% super-G (re/im)
\( % y = \text{sign}(u); \) \% super-G (abs)
\( % y = \text{ur} \cdot \text{abs}(ur) \cdot 2 + i \cdot \text{ui} \cdot \text{abs}(ui) \cdot 2; \) \% sub-G (re/im)
\( y = \text{ur} \cdot \text{abs}(ur) \cdot 2; \) \% sub-G (abs)

\( eb = Pu \cdot (u - y); Eb = \text{fft}(eb); \) \% blind error

\( y = Py \cdot y; Y = \text{fft}(y); \)

%%% update equations

\% EASI
\( W = W + 0.05/L^2 \cdot (L^2 \cdot \text{Unit} - U \cdot \text{conj}(U) + U \cdot \text{conj}(Y) - Y \cdot \text{conj}(U)) \cdot W; \)
\( W = W + 0.05 \cdot (\text{Unit} - Y \cdot \text{conj}(U)/L^2) \cdot W; \) \% nat.grad.I
\( W = W + 0.05 \cdot (W - Y \cdot \text{conj}(U)/L^2) \cdot W; \) \% nat.grad.II
\( W = W + 0.05/L^2 \cdot (L^2 \cdot \text{conj}(W) \cdot (-1) - Y \cdot \text{conj}(X)); \) \% Infomax

\% mu = 0.3/L; mu_2 = mu_2 / (\text{Unit} - mu \cdot \text{conj}(U) \cdot Eb); \% RLMS-1Wx
\( W = W + 0.05/L^2 \cdot (L^2 \cdot \text{conj}(W) \cdot (-1) - Y \cdot \text{conj}(X)); \% RLMS-3Wx \)

%%% filter projection operation
\( w = \text{Pu} \cdot \text{ifft}(W); \) \% \( W = \text{fft}(w); \)

%%% performance
\( G = W \cdot A; \) \% \( g = \text{ifft}(G); \)
\( Jisi(k) = \text{sum}(g \cdot \text{conj}(g))/\text{max}(g \cdot \text{conj}(g)) - 1; \)

%%% plots

if rem(k, plot_isi) == 0,
  figure(1); plot(10*log10(Jisi));
  yla"bel('J_{lSl} [dB]'); xlabel('k')
  figure(2); plot((-Nw:Nw), [real(w(ww)) imag(w(ww))]);
  yla"bel('w(z)'); xlabel('tap n')
  figure(3); plot((-Ng:Ng), [real(g(gg)) imag(g(gg))]);
  yla"bel('g(z)'); xlabel('tap n')
  figure(4); plot(real(u(uu)), imag(u(uu)));
  drawnow
end
end
Figure F.1: Block diagram of the frequency-domain realization using the natural gradient learning algorithm.
F.2 Performance plots

Figure F.2: Performance curve and constellation diagram of the natural gradient learning algorithm with a QPSK source signal and $g(u) = u|u|^2$.

Figure F.3: Performance curve and constellation diagram of the natural gradient learning algorithm with a QPSK source signal and $g(u_{re} + ju_{im}) = u_{re}|u_{re}|^2 + ju_{im}|u_{im}|^2$. 
# List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGC</td>
<td>Automatic gain control</td>
</tr>
<tr>
<td>BD</td>
<td>Blind deconvolution</td>
</tr>
<tr>
<td>BIBO</td>
<td>Bounded input – bounded output</td>
</tr>
<tr>
<td>BLMS</td>
<td>Blind LMS</td>
</tr>
<tr>
<td>BRLS</td>
<td>Blind RLS</td>
</tr>
<tr>
<td>BSS</td>
<td>Blind source separation</td>
</tr>
<tr>
<td>CLT</td>
<td>Central limit theorem</td>
</tr>
<tr>
<td>CMA</td>
<td>Constant modulus algorithm</td>
</tr>
<tr>
<td>DFT</td>
<td>Discrete Fourier transform</td>
</tr>
<tr>
<td>ETH</td>
<td>Eidgenössische Technische Hochschule (Swiss Federal Institute of Technology)</td>
</tr>
<tr>
<td>FDAF</td>
<td>Frequency-domain adaptive filter</td>
</tr>
<tr>
<td>FDLMS</td>
<td>Frequency-domain LMS</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier transform</td>
</tr>
<tr>
<td>FIR</td>
<td>Finite impulse response</td>
</tr>
<tr>
<td>FLMS</td>
<td>Fast LMS</td>
</tr>
<tr>
<td>HOS</td>
<td>Higher-order statistics</td>
</tr>
<tr>
<td>ICA</td>
<td>Independent component analysis</td>
</tr>
<tr>
<td>ICI</td>
<td>Interchannel interference</td>
</tr>
<tr>
<td>IDFT</td>
<td>Inverse discrete Fourier transform</td>
</tr>
<tr>
<td>iff</td>
<td>if and only if</td>
</tr>
<tr>
<td>IFFT</td>
<td>Inverse fast Fourier transform</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>iid</td>
<td>independent identical distributed</td>
</tr>
<tr>
<td>IIR</td>
<td>Infinite impulse response</td>
</tr>
<tr>
<td>ISI</td>
<td>Intersymbol interference, Signal and Information Processing Laboratory</td>
</tr>
<tr>
<td>LMS</td>
<td>Least-mean square</td>
</tr>
<tr>
<td>MAP</td>
<td>Maximum <em>a posteriori</em></td>
</tr>
<tr>
<td>MCBG</td>
<td>Multichannel blind deconvolution</td>
</tr>
<tr>
<td>MIL</td>
<td>Matrix-inversion lemma (A.5)</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple input – multiple output</td>
</tr>
<tr>
<td>ML</td>
<td>Maximum likelihood</td>
</tr>
<tr>
<td>MMSE</td>
<td>Minimum mean-square error</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean-squared error</td>
</tr>
<tr>
<td>NLMS</td>
<td>Normalized LMS</td>
</tr>
<tr>
<td>OLA</td>
<td>Overlap add</td>
</tr>
<tr>
<td>OLS</td>
<td>Overlap save</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal component analysis</td>
</tr>
<tr>
<td>pdf</td>
<td>probability density function</td>
</tr>
<tr>
<td>QAM</td>
<td>Quadrature amplitude modulation</td>
</tr>
<tr>
<td>QPSK</td>
<td>Quaternary phase shift keying</td>
</tr>
<tr>
<td>RLS</td>
<td>Recursive least squares</td>
</tr>
<tr>
<td>SINR</td>
<td>Signal-to-interference-and-noise ratio</td>
</tr>
<tr>
<td>SIR</td>
<td>Signal-to-interference ratio</td>
</tr>
<tr>
<td>SISO</td>
<td>Single input – single output</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-noise ratio</td>
</tr>
<tr>
<td>SOS</td>
<td>Second-order statistics</td>
</tr>
<tr>
<td>SVD</td>
<td>Singular value decomposition</td>
</tr>
<tr>
<td>WHE</td>
<td>Wiener-Hopf equation</td>
</tr>
<tr>
<td>ZF</td>
<td>Zero forcing</td>
</tr>
</tbody>
</table>
List of Symbols

Scalars

$\kappa$  
Kurtosis (6.9)

$\lambda, \lambda_m$  
Forgetting factor, eigenvalue

$\mu, \tilde{\mu}$  
Stepsize

$\omega$  
Radian frequency ($2\pi f$)

$\sigma, \sigma_1$  
Singular value, largest singular value

$\sigma_n^2$  
Power of sensor noise

$\sigma_s^2$  
Power of source signals

$C$  
DFT/FFT size

$f$  
Frequency [Hz]

$f_s$  
Sampling frequency [Hz]

$j$  
$\sqrt{-1}$

$J_{I\text{CI}}$  
Interchannel interference cost function (6.130), (6.132)

$J_{I\text{SI}}$  
Intersymbol interference cost function (6.131), (6.133)

$J_{MC-I\text{SI}}$  
Multichannel intersymbol interference cost function (6.134)

$J_{MSE-s}$  
Cost function for inverse modeling (2.57), (4.210), (5.114)

$J_{MSE-x}$  
Cost function for system identification (2.4), (4.209), (5.113)

$k$  
Iteration, block index $t \triangleq kL$

$L$  
Block length

$M$  
No. of sensors

$M_s$  
No. of source signals
$N$  Filter length
$t$  Time sample index, discrete time $t_c = t T_s$
$t_c$  Continuous time
$T_s$  Sampling period
$z$  $z$-transform operator

**Vectors and Matrices**

- $n$  Sensor-noise vector
- $s$  Source-signal vector
- $u$  De-mixing system output vector
- $x$  Sensor-signal vector
- $\hat{x}$  Estimation of $x$
- $y$  $g(u)$
- $A$, $A(z)$  Mixing system
- $H$, $H(z)$  Estimation of mixing system $A$
- $H_{\text{MMSE-s}}$  $\triangleq [W_{\text{MMSE-s}}]^{-1}$ (2.8)
- $W$, $W(z)$  De-mixing system, estimation of $A^{-1}$
- $W_{\text{MMSE-s}}$  (2.61)
- $W_{\text{MMSE-x}}$  $\triangleq [H_{\text{MMSE-x}}]^{-1}$
- $0$  Vector or matrix containing zeros
- $1$  Vector or matrix containing ones
- $F$  DFT matrix (3.1)
- $I$  Identity matrix
- $J$  Exchange matrix (3.9)
- $\mathcal{J}$  Circulant permutation matrix (3.26)
- $J_c$  Circulant-time-reversal matrix (3.6)
- $P$  Projection matrix
- $\hat{P}$  Projection matrix (3.12)
- $T$  Block DFT matrix (3.7)
## Mathematical Operators

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{A}$</td>
<td>Diagonal matrix (Section 3.1.4)</td>
</tr>
<tr>
<td>$\tilde{A}$</td>
<td>Block diagonal matrix (Section 3.1.7)</td>
</tr>
<tr>
<td>$\hat{A}$</td>
<td>Circulant matrix (Section 3.1.5)</td>
</tr>
<tr>
<td>$\tilde{A}$</td>
<td>Block circulant matrix (Section 3.1.8)</td>
</tr>
<tr>
<td>$a^M$</td>
<td>Vector length</td>
</tr>
<tr>
<td>$A^{M \times N}$</td>
<td>Matrix dimensions</td>
</tr>
<tr>
<td>$(a)_m$</td>
<td>$m$th vector element ($a_m$)</td>
</tr>
<tr>
<td>$(A)_{mn}$</td>
<td>$mn$th matrix element ($a_{mn}$)</td>
</tr>
<tr>
<td>$[a_{mn}]$</td>
<td>Define a matrix $A$ by its $mn$th element</td>
</tr>
<tr>
<td>$A_{(m,n)}$</td>
<td>Delete $m$th row and $n$th column of a matrix</td>
</tr>
<tr>
<td>$A^*$</td>
<td>Complex conjugation $[a^*_mn]$</td>
</tr>
<tr>
<td>$A^T$</td>
<td>Transposition $[a^*_{nm}]$</td>
</tr>
<tr>
<td>$A^H$</td>
<td>Hermitian transposition, conjugate transposition $[a^*_{nm}]$</td>
</tr>
<tr>
<td>$A^{-1}$</td>
<td>Matrix inverse (A.13)</td>
</tr>
<tr>
<td>$A#$</td>
<td>Moore-Penrose pseudoinverse (A.20)</td>
</tr>
<tr>
<td>$A^{(−1)}$</td>
<td>Elementwise inversion of a matrix $[a_{mn}^{−1}]$</td>
</tr>
<tr>
<td>$C(a)$</td>
<td>Generate circulant matrix (3.18)</td>
</tr>
<tr>
<td>$C^{-1}(\bar{A})$</td>
<td>First column vector of a circulant matrix $\bar{A}$ (3.19)</td>
</tr>
<tr>
<td>$\chi {A}$</td>
<td>Matrix condition number, $\chi {A} \triangleq |A|_2/|A^{-1}|_2$</td>
</tr>
<tr>
<td>$\text{adj}(A)$</td>
<td>Adjoint of a matrix (A.14)</td>
</tr>
<tr>
<td>$\text{ddiag}(A)$</td>
<td>Set off-diagonal elements of $A$ to zero (B.1)</td>
</tr>
<tr>
<td>$\text{det}(A)$</td>
<td>Determinant of a matrix</td>
</tr>
<tr>
<td>$\text{diag}(A)$</td>
<td>Vector with diagonal elements of matrix</td>
</tr>
<tr>
<td>$\text{diag}[a]$</td>
<td>Generate diagonal matrix</td>
</tr>
<tr>
<td>$\text{off}(A)$</td>
<td>Set diagonal elements of $A$ to zero (B.1)</td>
</tr>
<tr>
<td>$\text{rank}(A)$</td>
<td>Rank of a matrix (Appendix A.7)</td>
</tr>
<tr>
<td>$\text{tr}(A)$</td>
<td>Trace of a matrix (Appendix B)</td>
</tr>
<tr>
<td>$\text{max}(.)$</td>
<td>Maximum</td>
</tr>
<tr>
<td>$\text{min}(.)$</td>
<td>Minimum</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>( [ . ] )</td>
<td>Round to next higher integer</td>
</tr>
<tr>
<td>( [ . ] )</td>
<td>Round to next lower integer</td>
</tr>
<tr>
<td>( &lt; . &gt;_{a,b} )</td>
<td>Generalized remainder (D.2)</td>
</tr>
<tr>
<td>( &lt; . &gt;_{C} )</td>
<td>Symmetric remainder (D.4)</td>
</tr>
<tr>
<td>( \text{sign} (.) )</td>
<td>Sign function</td>
</tr>
<tr>
<td>(</td>
<td>.</td>
</tr>
<tr>
<td>( \langle . . \rangle )</td>
<td>Inner product, scalar product (C.1)</td>
</tr>
<tr>
<td>( \langle . . \rangle_{\mathcal{F}} )</td>
<td>Inner product of polynomial matrices (C.4), (C.7), (C.10)</td>
</tr>
<tr>
<td>(</td>
<td></td>
</tr>
<tr>
<td>(</td>
<td></td>
</tr>
<tr>
<td>(</td>
<td></td>
</tr>
<tr>
<td>(</td>
<td></td>
</tr>
<tr>
<td>*</td>
<td>Linear convolution (Section 3.2.1, 3.5.1)</td>
</tr>
<tr>
<td>( \otimes )</td>
<td>Circular convolution (Section 3.2.2, 3.5.1)</td>
</tr>
<tr>
<td>( \bigotimes )</td>
<td>Kronecker product [15, 46, 101]</td>
</tr>
<tr>
<td>( \oplus )</td>
<td>Direct sum [15]</td>
</tr>
<tr>
<td>( \odot )</td>
<td>Elementwise matrix multiplication (Hadamard product)</td>
</tr>
<tr>
<td>( \mathcal{P}_{a,b} (a(z)) )</td>
<td>Polynomial projection operator (D.10)</td>
</tr>
<tr>
<td>( \mathcal{P}_{C} (a(z)) )</td>
<td>Symmetric polynomial projection operator (D.11)</td>
</tr>
<tr>
<td>( \mathcal{P}_{a,b} (a(z)) )</td>
<td>Circular polynomial projection operator (D.69)</td>
</tr>
<tr>
<td>( \mathcal{P}_{C} (a(z)) )</td>
<td>Symmetric circular polynomial projection operator (D.70)</td>
</tr>
<tr>
<td>( D (.) . )</td>
<td>Kullback-Leibler divergence (A.3)</td>
</tr>
<tr>
<td>( E { . } )</td>
<td>Expectation</td>
</tr>
<tr>
<td>( \delta (.) )</td>
<td>Dirac impulse</td>
</tr>
<tr>
<td>( \delta [ . ] )</td>
<td>Kronecker delta</td>
</tr>
<tr>
<td>( p_s (.) )</td>
<td>Probability density function (pdf) of s</td>
</tr>
</tbody>
</table>
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