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Abstract

This paper aims to give an overview of methods to find groups in large data sets, such as household expenditure survey data. These methods are grouped in three: cluster analysis, dimension reduction and basic explorative methods. The emphasis is put on a critical analysis and potential drawbacks, especially of inputs that have to be provided by the researcher. These may impose some structure not present in the data, thus defeating the purpose of revealing intrinsic patterns.

In general, the more elaborate methods, such as cluster analysis, are delicate to apply, especially in the context of social sciences. Often, it may be best to limit oneself to more transparent approaches such as comparisons of basic statistics.

1 Introduction

The goal of this paper is to describe some applications to find groups in large data sets, such as household expenditure survey data. Based on the respective increase or decrease in the size of the identified groups of households and on changes in their consumption patterns over the course of time, these groups can be used to describe some aspects of the development of a whole country. These are the reasons to identify such groups in the course of our research that deals with household expenditure data from India.

Finding groups in large data sets clearly is an issue in the investigation of other data as well, and thus this paper may be of interest to researchers dealing with data from a broad range of other sources.

Up to now, methods to find groups in data or, more generally, pattern recognition have not yet widely been used in economic science. With increasing ease in computing, the application of these methods to large data sets has become more feasible. These methods can, used properly, help a great deal in revealing some structure. Thus, it may be useful to have some idea of the potentials and limits of these methods and to learn from other disciplines where they have already been applied a long time.

We want to emphasize that all these methods are full of difficulties. The mere presence of these tools in most statistical packages and the seeming simplicity of their application must not tempt one to use them in a thoughtless manner. It is often more useful and transparent to only employ relatively simple and straightforward approaches, such as comparisons of basic statistics like means and variances.

To give an idea of the methods to find groups in data and to advise caution while using them is a second, more general goal of this paper. It addresses practitioners used to apply statistical tools and dealing with large data sets but not being especially trained in mathematical statistics. Thus, a main focus of the following text is the
presentation and discussion of some existing methods so as to do justice to the didactical aims mentioned above.

The general idea is to find groups by making use of some potentially present intrinsic structure of the data and to avoid imposing some more arbitrary structure generated by the researcher, such as income decile groups. To check for the presence of intrinsic structure and to reveal it if it is present, it is best to employ cluster analysis or dimension reduction techniques. These will be described in section 2.3 and 2.4. Since these techniques are not without problems and do not necessarily lead to useful results, we suggest as a third approach to group the data by only relying on basic descriptive statistics. This latter approach may be used if the cluster analysis and dimension reduction techniques do not lead to sensible results. Besides its simplicity, it has the advantage that it can be formulated in a very flexible way and does not require the researcher to arbitrarily choose any parameters thus imposing some unjustified restrictions.

It may be honest to state that we take quite a skeptical view with respect to applications of cluster analysis. This may be reflected in the way we question some applications in the examples we have chosen to back up our discussion with. Generally, we think that these methods have great potential if applied cautiously in situations where all the conditions to successfully apply them are met. However, we consider this to be the case less frequently than hoped for or expected. Applied in cases where they are not adequate, we think that these methods bear the danger to lead to unsound results that might look quite promising, however, and thus tend to hinder or avoid a critical assessment. This is especially the case when the methods, included in most statistical software packages and seemingly easy to apply, are used in a "black-box" manner (as an example, see Huttin (2000), where we suspect this to possibly be the case since not any comment on the methods used is included. In consequence, it is virtually impossible for the reader to assess the results.).

The statistical analysis is done using SAS (SAS-Institute, 2001). We have chosen this program since it has already been in use at our institute, and is able to handle very large datasets quite easily. It is a really powerful tool as soon as one has gotten used to it and found the thorny path through the jungle of its documentation.

An alternative choice would be to use the freeware R (R-project, 2001), which we consider equally powerful and for which there exists an excellent on-line documentation.

In the remaining part of this paper, the ideas and methods that can be applied to identify groups in data will be discussed in section 2. Some remarks and conclusions will then be presented in section 3.

2 Ideas and Methods

In this section we will first introduce some general notions. These will be illustrated by examples from the data set we are concerned with in our research, i.e. several annual rounds of the National Sample Survey (NSS) expenditure data on Indian households (NSSO, 1998).
2.1 How to look at the Data

Each round of the NSS data includes values for several hundred variables, \( v_1 \) to \( v_p \), giving the entries of a vector \( \vec{v} \), ascertained for some ten thousands of households, \( h_1 \) to \( h_n \), that can be collected in a vector \( \vec{h} \). These data can be organized as a matrix \( X \), the values grouped by variables defining the columns \( \vec{v}_j \), \( j = 1...p \), i.e. vectors with \( n \) entries, the values grouped by households correspondingly defining the rows \( \vec{h}_i \), \( i = 1...n \). The matrix entries \( x_{ij} = h_{ij} = v_{ji} \) thus give the value the \( j \)-th variable takes for the \( i \)-th household.

The simplest way to look at this data is to imagine it as a large cloud of points in a high-dimensional linear space\(^1\) \( S \cong \mathbb{R}^p \): each variable spans one coordinate axis or dimension, the values \( v_j = x_{ij}, j = 1...p \), the variables take for one household \( \vec{h}_i \) define its position along these axes and thus its position in the space spanned by all the variables. We give a two-dimensional example: take the values every household reports for the two variables ‘monthly per capita expenditure on rice’ and ‘monthly per capita expenditure on wheat’ – this can be depicted as a cloud of points in a plane (see Figure 1).

![Figure 1: Scatter-plot of monthly per capita expenditure on rice vs. monthly per capita expenditure on wheat (in Rupees/100). Date for the states of Andhra Pradesh and Gujarat, India, NSS Round 50 (1993-1994).](image)

This cloud in a high dimensional space can show a wide range of forms and structures – the idea is to let the data reveal its intrinsic structure to get an unprejudiced view of it. The main hope is to find distinct ‘clusters’ of households: parts of the cloud showing a high density separated by areas of relatively lower density.

---

\(^1\) To look at the observations as elements of a linear space imposes already some structure on the data. This is appropriate in most of the cases, but the possibility of a more general approach should be borne in mind. This is the case for binary variables, for example, but these can easily be included in such a formalism.
Take the example from above: in the NSS data we have found a lot of households showing higher values for expenditure on rice and lower ones on wheat - or vice versa. But there are not that many households with more or less balanced expenditures on these two items. Thus, we can see two distinct clusters of higher density in the plane spanned by these two variables (see Figure 2). Besides finding these clusters by looking for areas of high density, they could also be identified by looking at the data from different directions, i.e. by investigating projections onto subspaces of lower dimension (see Figure 3).
These two examples may serve to explain the basic features of the two groups of statistical methods presented below.

If, however, we cannot see any structure at all (Figure 4), or this structure is so intricate that the statistical methods are not able to reveal it (Figure 5), or the only structure present is due to some discrete variables (Figure 6) and thus trivial, we may be forced to restrict ourselves to more basic methods such as calculating descriptive statistics or comparing means by use of analysis of variance, since applying the other methods would result in groupings that cannot be backed up by any structure intrinsically present in the data and thus would mislead further research.

![Figure 4](image1.png)

*Figure 4: Two-dimensional uniformly distributed random data, generated by the author.*

![Figure 5](image2.png)

*Figure 5: Data with some structure, generated by the author.*
2.2 Introduction to the Statistical Methods

The best method to reveal structure in the data would still be simply to look at it, since the human brain is better than any computer at detecting patterns. However, this is only possible in two and three dimensions. With more dimensions, it is well worth looking at scatter-plots of all the different two-dimensional combinations of the variables to get a first idea of the data, but to systematically look for patterns in higher dimensions, we have to make use of some statistical tools. To help revealing such structures, there are several statistical methods, which we will group into cluster analysis methods, dimension reduction techniques and some more basic methods, such as analysis of variance (ANOVA). Cluster analysis directly tries to find distinct groups in the data. Dimension reduction techniques try to find projections of the data cloud onto lower-dimensional sub-spaces containing maximal information on patterns potentially present in the data. The third group of methods is based on group-wise comparison of the basic statistics for several variables and suitable visualizations and descriptions thereof.

For our purposes, i.e. to identify useful groups, it is enough to only use explorative statistical methods without any inferential framework. Thus, strictly speaking, we make statements on the sample only and cannot make any statistically sound inferences or tests on the presence of the groups for the population as a whole. For cluster analysis, such an inferential framework is generally not present anyway, and the techniques do not rely on any assumptions with regard to underlying models (Everitt, 1993). We will also present the dimension reduction techniques without reference to inferential methods. As far as the basic descriptive methods are concerned, however, it is worth dealing with the existing inferential methods and models, for example to be able to assess the significance of different means for different groups.
2.2.1 Some decisions that have to be taken before starting with an analysis

Before we can start with any analysis, we have to decide which variables from the data set to include and if they need some preparation to be used. The choice of the variables necessarily has a big influence on the possible outcomes and it is of great importance to do it in the best possible way. Often the data will not give much information which variables might be crucial to be included in an analysis. In this case, we are forced to define the key variables using personal preference and experience and information from other studies\(^2\). The reasons which variables got chosen should be laid open to discussion and be well-founded. In addition, a correlation analysis may help to avoid including sets of highly correlated variables that could lower the performance of some methods.

The preparation of the variables could involve a normalisation of the values if continuous variables measured in different units are present, or defining a set of \(k\) binary variables to represent a categorical variable that can take \(k\) unordered levels, or to translate such a variable into an ordinal one by means of some criteria. An example from the NSS data is the variable ‘primary source of energy for lighting’, which can take the values 1 (kerosene), 2 (other oil), 3 (gas), 4 (candle), 5 (electricity), 8 (others), 9 (no lighting arrangement). This categorical variable can be translated into 7 binary variables. On the other hand, the researcher could impose some ranking: ‘electricity > gas > kerosene or oil’ (with weights, e.g. ‘electricity = 1, gas= 0.25, kerosene and oil=0.0’) to code them in one variable, and define a second variable including all the other types, since they are not frequently reported anyway. Such a ranking and weighting does not reflect any intrinsic properties of the data or this variable alone. It has to be seen in combination with some opinion and judgement of the researcher (take for example the case that she ranks the energy sources with respect to their correlation with some notion of poverty). This does not necessarily include all the relevant issues (as an example: depending on the geographic area, the access to electricity may depend more on the presence of a grid at a certain location and less on how wealthy a certain household is).

It also has to be decided, if some observations have to be excluded from the analysis. This could be necessary due to missing values or because they are outliers. Before deleting observations, however, it should have been verified that this does not result in any bias because of affecting some groups of observations more than others. Further on, a decision has to be taken with regard to the relative importance of the variables retained, i.e. weights for the variables have to be chosen explicitly. One has to be aware of the fact that not to address this issue explicitly results in an implicit choice of equal weights for all the variables, which by no means need be the best solution.

Finally, a measure of distance or similarity between different observations has to be chosen. In the case of a linear space, this defines the metric in the space spanned by all the variables and wherein all the observations will be represented. Choosing the

\(^2\) Another possibility to find the relevant variables is to employ a regression analysis. Choosing a variable of interest as the dependent one, the significance of several other variables in explaining it can be estimated. The variable of interest and the functional form of the model have to be chosen by the researcher, but the data itself will then point out the significant variables. Thus, this method may let the data reveal its structure without too much input from the researcher. However, it should not be forgotten that a regression analysis is based on quite a lot of assumptions. Nevertheless, it can guide us in selecting a set of relevant variables. An example is given in (Pachauri 2001), with ‘per capita energy requirement’ as the dependent variable.
distance measure also includes a weighting of the variables (take as an example the Euclidean distance:  
\[ d(\vec{h}_r, \vec{h}_s) = \sqrt{\sum_{i=1}^{p} w_i (h_{r,i} - h_{s,i})^2} \], where \( w_i \) equals 1 in the ordinary case, but can be chosen to be different from 1 to give different weights to the different variables), but we have mentioned this latter issue separately in the preceding paragraph to point out its importance.  
In general, a distance measure \( d_{rs} \) is a function  
\( S \times S \rightarrow [0, \infty) \):  
\( (\vec{h}_r, \vec{h}_s) \mapsto d(\vec{h}_r, \vec{h}_s) \equiv d_{rs} \) subject to the following conditions: \( d_{rr} = 0 \) and \( d_{rs} = d_{sr} \).  
There are many different possibilities of distance measures; examples are the Euclidean distance given above, the city-block distance  
\[ d(\vec{h}_r, \vec{h}_s) = \sum_{i=1}^{p} w_i |h_{r,i} - h_{s,i}| \] 
or the matching coefficient for \( p \) binary variables, each with values 0 and 1:  
\[ d(\vec{h}_r, \vec{h}_s) = (a + d) \div p \], where \( a \) is the number of 1-1-correspondences between \( \vec{h}_r \) and \( \vec{h}_s \) and \( d \) the respective number of 0-0-correspondences. These are examples for the inclusion of variables of only one type, numeric or character, at once. But often both types are present and should be included in the analysis simultaneously, which can be done by combining the respective distance measures.  
After having processed the variables in this way, the data set has again the same general form as above (cf. section 2.1), but possibly a different number of variables and observations.  
These issues are a main source of subjectivity in the analysis, since the choice of the weights and distance measure, and also the decision on the importance of outliers\(^3\), is left to the researchers discretion and often cannot be justified by sound arguments derived from properties of the data alone. We will discuss some problems related to that in section 2.3.3 and 2.4.  

2.3 Cluster Analysis  
Based on different notions of distance between data points and the additional input of the clustering criterion (which says what properties define a good cluster), the different clustering procedures try to find clusters in the data cloud (cf. Figure 2). The success of these methods strongly depends on the form of the clusters, if there are any (most methods are biased towards spherical or elliptic clusters), and on the suitability of the distance measure and clustering criterion chosen.  
In the following, we will shortly discuss some clustering methods more formally. They can be grouped into hierarchical and non-hierarchical methods. For more information and further references on these and other methods, we refer the reader to the literature (Everitt, 1993; Webb, 1999; SAS-Institute, 2000; Falk, Marohn et al., 2002).  

2.3.1 Hierarchical Methods  
The basic idea is either to start with each observation defining a cluster and subsequently joining the observations next to each other to form new clusters and then to join the closest clusters to build bigger ones, until one arrives at one cluster, containing every observation (agglomerative approach).  

---  
\(^3\) If outliers are excluded from the analysis, it has to be made sure that they do not contain any important information, which is not always an easy task.
Alternatively, one can proceed the other way round by starting with one cluster containing all observations and subsequently splitting it into sub-clusters as different as possible from each other, until one arrives at the situation, where each observation defines one cluster (divisive approach).

A useful visualization of the output of the hierarchical methods is given by a tree graph, which indicates on which level (for example measured by the average distance between clusters) the clusters are joined or divided, respectively (cf. Figure 7).

Figure 7: Tree diagram of the first 20 clusters built from households in Gujarat and Andhra Pradesh by means of the Ward method, using the variables ‘per capita expenditure on rice’ and ‘per capita expenditure on wheat’. The first division roughly separates the states, i.e. households preliminarily consuming rice and wheat, respectively.

The crucial input for both these approaches are the chosen measure of dissimilarity or distance between clusters and the criterion to be maximised to find the partition in each step. Both approaches do not provide the researcher with any information on how many clusters between 1 and \( n \) may comprise a good solution. However, there are some methods that can help with this decision (see section 2.3.3).

As examples, we mention the agglomerative single linkage and the Ward algorithm. Like most of the other algorithms, these give the clustering criterion in form of a distance measure between clusters and the prescription to join the two closest clusters in each step.

The single linkage algorithm uses the following definition for the distance between two clusters \( K \) and \( L \):

\[
D_{KL}^{\text{single}} = \min_{i \in C_k, j \in C_l} \min d(\bar{h}_i, \bar{h}_j),
\]

where \( C_k \subset \{1, \ldots, n\} \) denotes the indices of the observations in cluster \( K \). Thus, the distance between two clusters is defined as the minimal distance between two members, one out of each cluster. This method has some desirable theoretical properties but is biased for elongate and irregular clusters and scores worse in presence of more compact ones. The Ward algorithm exploits the following distance measure for inter-cluster distance:

\[
D_{KL}^{\text{Ward}} = \left\| \bar{H}_K - \bar{H}_L \right\|^2 / (N_K^{-1} + N_L^{-1}),
\]

where \( \bar{H}_K \) is the mean vector of cluster \( K \), and
\(N_X\) is the number of observations in this cluster. Thus, for each step, the Ward method minimizes the within-cluster sum of squares over all partitions obtainable by merging two clusters, i.e. it merges these two clusters, whose fusion increases the within cluster variance the least. The method tends to produce clusters of roughly equal size and is very sensitive to outliers.

### 2.3.2 Non-hierarchical Methods

Non-hierarchical methods use quite a different approach. Most of them start with a given number \(c\) of observations, which are used as ‘cluster-seeds’, chosen arbitrarily or according to some algorithm. According to the distance measure and the clustering criterion, all the other observations are assigned to such a seed and thus \(c\) clusters emerge. Then the group mean or some other measure for the ‘center’ of each cluster is calculated and taken as a new seed. The observations are reassigned to clusters with respect to these new seeds. These steps are repeated until there are no further changes in the assignments anymore.

An example is the k-means method, which uses Euclidean distance and thus assigns the observations to the centers and defines the new cluster center by means of least squares estimation. Each iteration then reduces the least squares criterion until a minimal value is achieved. An example of a method to find the seeds is the so-called Leader-algorithm: an observation is chosen by chance as the first seed. The nearest observation that is further away than a given distance \(T\) comprises the second seed. This procedure continues until \(c\) seeds are found.

### 2.3.3 Further Remarks and Potential Problems with Cluster Analysis

Generally, the literature urges the researcher to be circumspect with the use of clustering methods and states that these tend to find groupings in the data even when there is no intrinsic grouping present (e.g. Everitt (1993), Webb (1999). For formal approaches to generally assess the reliability and goodness of cluster solutions we refer to this literature as well. A basic approach is to check a solution by using different methods for the clustering and maybe even different measures of distance and different weights and choices of the variables, or by randomly choosing a subset of the observations and checking if the same clustering emerges and is stable with respect to changes in the parameters involved.

Of special importance is the problem, which choice for the number of clusters represents an appropriate solution. In both hierarchical and non-hierarchical approaches this number has to be chosen somehow, either to define a ‘stopping rule’ in the hierarchy, giving the best level of clustering, or to define the number of clusters to be looked for right at the beginning by choosing the number of cluster seeds. There are some formal methods to deal with this problem, but none of these give good results in every case. An example is the so-called ‘elbow-criterion’, which formalizes the prescription to take as the number of clusters this value \(c\), where to go from \(c\) to \(c+1\) clusters results in a large drop of some notion of diversity for the partition of the data. Information on this and other criteria can be found in the literature cited above. Depending on the specific method, there are further complications, for example the fact, that many methods are biased for spherical or elliptical clusters, i.e. they can only perform in a satisfying manner if possibly present clusters are of this form. Such issues have to be paid attention to while choosing the clustering method to be used.
2.3.4 Examples of Applied Clustering

We will shortly present four examples of applied clustering illustrating different aspects of these techniques. Further examples can be found in the literature.

The first, Anderhalden (2001), deals with the grouping of 620 municipalities in the southern Swiss alps. Based on approximately 20 socio-economic and some infrastructure variables 10 types of municipalities have been identified (main distinguishing features: 1. based on tourism, 2. high number of commuters, 3. work centers, 4. agricultural municipalities, 5. residential municipalities, 6. peripheral location, 7. towns, 8. tourist centers, 9. and 10. two outliers). The clustering has been done with the Euclidean distance measure and the Ward algorithm. Two weighting schemes have been employed, one imposing equal weights on all the variables and another with equal weights on groups of variables and thus different weights for the single variables, depending on the number of variables per group. Depending on the interpretability of the outcome, the authors decided to finally use the equal weighting variant. This whole procedure reflects how many decisions have to be taken by the researcher and that an assessment of the ‘goodness’ of a ‘good’ clustering may rely on how ‘reasonable’ it is in the view of the researcher, i.e. on quite a subjective criterion.

The second example, Chaturvedi, Green et al. (2001), deals with the k-modes method, which is an adaptation of the k-means method that can be used with categorical variables, applied to data on usage and accessibility of personal computers to a sample of 2000 households in the USA. Based on 8 categorical variables, the algorithm revealed a best solution of three clusters: 1. ‘PC-novices’, 2. ‘Use and like PC’, 3. ‘Use PC only at work’. For a comparison, the clustering has been done with some other methods as well, and it is found that the k-modes method performs best. An inspection of the clusters suggests that, within some high correspondence, these clusters could also have been defined directly by utilisation of the two binary variables ‘Use PC at home’ (or ‘Own a PC’) and ‘Use PC at work’ and the resulting four combinations of their values.

The third example is taken from computational chemistry. Bravi, Gancia et al. (1997) use cluster analysis to investigate the similarity of the different conformations of two peptides, i.e. different spatial configurations of the constituting amino acids, and thus to sensibly group the vast amount of possible conformations. The angles between different parts of the peptides and interatomic distances comprise the basic variables for the clustering. The similarity between two objects is given by the requirement that the difference between the respective values for each variable lie within some chosen thresholds. The clustering criterion is defined on the basis of the expectation that good clusters are characterised by similar energy levels for all members (a further example of such an approach is Hamprecht, Peter et al. (2001)) or by a similar spatial disposition of several important chemical functionalities. The paper describes clustering software adapted to this situation and compares the results for different choices of variables and thresholds. Furthermore, the paper critically discusses the limits of this procedure and of cluster analysis in general, which makes it an exemplary report of the application of these methods.

The last example, Brown and Glennon (2000), is taken from economics. Roughly 600 commercial banks are grouped by means of cluster analysis (without reference to the exact method) using the respective percentages of assets in different activities as
variables. The resulting groups, however, are not so clear-cut and only mean values for all the variables are given for each cluster without reporting some measure of spread. Thus, it is difficult to assess the results and it might have been better just to group by cutting the data along some threshold values.

2.4 Dimension Reduction Techniques

2.4.1 Methods

In this section, we describe the methods of a second field, which could be summarised under ‘dimension reduction techniques’. The aim is to ‘look at the data from several directions’ to find ‘interesting projections’, i.e. to find lower dimensional spaces that reveal some clustering or otherwise interesting structure (cf. Figure 3). To choose the criteria to identify ‘interesting projections’ is the main input in addition to the choice of the variables and the distance measure. In general, the procedure then tries to identify the projection that maximises or minimizes this ‘criterion of interest’.

‘Looking for interesting projections’ can be understood in different ways. Formally, it always involves some transformation of the data cloud or the reference coordinate system. A simple example is given by a rotation (see Figure 8). This rotation can also be understood as the choice of new variables more appropriate to code the data set at hand. In its most simple form, the new variables are a linear combination of the old ones, \( \tilde{v} = R\tilde{v} \), where \( R \) is the transformation-matrix for the rotation.

There are quite a lot of techniques that serve to reduce the number of dimensions present in the data. We briefly present principal component analysis, multidimensional scaling and factor analysis and refer to the literature for more information on these and other methods (Huber, 1985; Jones and Sibson, 1987; Flury and Riedwyl, 1990; Jackson, 1991; Jambu, 1991; Gower and Hand, 1996; Falk, Marohn et al., 2002)

Principal Component Analysis (PCA): Given the data and a distance measure, PCA takes the direction of maximal variance as the first principal component. The second and further ones are found using the same criterion under the restriction that they have to be orthogonal to the components already identified. Thus the general procedure results in a rotation of the coordinate system. The rationale behind this approach is the fact, that for elongated ellipsoidal data clouds the principal components define a coordinate system along the main axes of this ellipsoid and thus a more natural system for such a structure (cf. Figure 8, projecting along the first principal component reveals two clusters that would remain undiscovered in other projections).
Multidimensional Scaling (MDS): This technique aims to project a high-dimensional data cloud onto a lower dimensional Euclidean space in such a way that all the respective distances between the observations are retained in the lower-dimensional space as well. This is metric MDS. Non-metric MDS only aims at preserving the ranking between the distances.

Factor Analysis (FA): FA is built on the assumption that the values \( p \) variables take for \( n \) observations, coded in the \( n \times p \) matrix \( X \), are better explained by some \( k \) other, underlying variables, the ‘latent factors’ \( f_j, j = 1, ..., k \).

The general factor-model is given by the following equation: 
\[
\tilde{h}_i = \bar{h} + LF_i + \varepsilon, i = 1, ..., n,
\]
where \( \tilde{h}_i \) is the \( i \)-th observation, \( \bar{h} \) the mean vector of all \( n \) observations, \( F_i = (f_i(\tilde{h}_i), ..., f_k(\tilde{h}_i))^T \) give the ‘factor scores’ for the \( i \)-th observation, giving the values this observation takes for the respective factors, \( L \) is a \( p \times k \) matrix showing the so-called ‘factor loadings’, the association between the values the original variables take for the \( i \)-th observation and its factor scores and \( \varepsilon \) is an error term. An example of this method will be given in section 2.4.2.

Since for all orthogonal \( k \times k \) matrices \( A, A^{-1} = A^T \), we have 
\[
LF_i = LAA^{-1}F_i = \tilde{L}F_i.
\]
Thus one solution of the problem yields an infinite amount of solutions related to the first by a rotation. Thus, to choose a solution, further criteria have to be taken into account. An example is to look for a solution with either factor scores near \( 1 \) or near \( 0 \), thus giving a direct association between the variables and the factors.
Factor analysis performs best when there are a considerable number of correlated variables present in the data, since only then the basic assumption can be expected to be fulfilled.

### 2.4.2 Examples of Applied Dimension Reduction

As a first example, we present the paper of Lelli (2001), which contains an application of factor analysis to well-being measurement. The paper works with Sen’s functioning and capability formalism. The data have been taken from a panel study on Belgian households and comprises 3800 households and more than 800 variables, of which 54 have been utilized. These can be subdivided into the following groups: “social interactions”, “cultural activities”, “economic status”, ”health”, “psychological distress”, “working conditions” and “sheltering”. The factor analysis with seven factors suggests a similar picture: the first factor has high loadings in variables related to “psychological stress”, the second collects some variables related to leisure activities with social interaction, etc. Thus, it may be useful to base further investigation on these seven factors, since they reflect some intrinsic relationship among the observations and provide the researcher with a set of variables suitable for an analysis of well-being based on this data set.

As a second example may serve Agrafiotis, Rassokhin et al. (2001), wherein a library of 90'000 closely related chemicals characterised by 166 binary variables coding the presence or absence of certain structural features at certain places in the molecules is investigated. Three different distance measures and two MDS-algorithms are employed leading to roughly the same four clusters in a two-dimensional projection, thus providing evidence for their intrinsic presence and pointing out the combinations of variables suited best to describe these different groups.

### 2.4.3 Further Remarks

For all the dimension reduction techniques, the question how many dimensions, or new variables, have to be retained to describe the data appropriately, has to be answered somehow. As with the number of clusters, there are no generally applicable methods yielding good results, but criteria such as the interpretability of the new variables or the total variance explained by a certain number of them, may be applied. For further criteria, refer to the literature.

Compared to the clustering techniques, the dimension reduction methods bear less danger of imposing some structure not present in the data itself. They simply provide the researcher with directions worth looking at the data from. The success of these techniques in revealing interesting structure strongly relies on the choice of the ‘criterion of interest’ and how well it allows for capturing potentially present structure in the data at hand – and, naturally, if there is some structure at all. Clearly, the distance measure chosen has an influence on how the data looks in the projected subspace, and thus has some influence on potential patterns.

Dimension reduction is often performed as a preliminary step to the application of some clustering technique. This bears computational and methodological advantages as it may help to identify promising groups of variables in advance.

### 2.5 Basic Descriptive Methods

In this section, we present some more basic approaches to group the data than the ones described above. If the clustering techniques do not reveal any sensible and reliable groups and if the dimension reduction methods do not reveal any interesting
structure, it may be best to collect some simple properties of the data in a way that facilitates further investigations. To look at basic statistics is clearly the most common tool in data analysis. We want to emphasize that it is not only the most basic thing to do but also a valuable means of analysis if more complex approaches fail, and that an analysis based on it need not be of lower quality or meaningfulness than one based on more elaborate methods.

![Figure 9: Boxplots for an index of electricity consumption in the five sub-states of Gujarat. These plots contain information on the mean (little cross), median (horizontal line in the box), 1. and 3. quartiles (lower, upper edge of the box), spread (whiskers, indicating the lowest and highest values within the 1. Quartile minus 1.5 times the IQR and the 3. Quartile plus 1.5 times the IQR), extreme values (single data points) and a test for the significance of different medians (if the notches do not overlap they are significantly different at the 0.05 level).](image)

The household data we have at hand contains a lot of categorical variables – thus a trivial grouping can be done with respect to the several values these variables can take. Calculating basic statistics as means, medians, quartiles and standard deviations for continuous variables for each group and drawing boxplots may give a good overview on the data (see Figure 9). Some additional information may be gained by calculating correlations between different variables or between linear combinations of them.

The advantage of groups defined by means of discrete variables is that they are defined in a clear, lucid and reproducible way. Since all the different categorical variables can be utilized, this approach offers quite a flexible and broad way to look at the data. There are also minimal prerequisites concerning some subjective choice of the researcher: she only has to choose the variables. Admittedly, such a grouping may be trivial – which need not be the case for the insight gained by a comparison of means for different groups – but it is more natural than, for example, a grouping according to some quantiles of a continuous variable.

However, to arrive at sound comparisons of means, etc. of different groups, not only on the level of the sample, but for the whole population, some assumptions concerning the probability distributions involved have to be made and critically analyzed. To test for the significance of different means for different groups, etc. at

---

4 IQR: Interquartile range: the difference between the 3. and the 1. quartile.
the population level, analysis of variance (Falk, Marohn et al., 2002) and other methods may then be applied.

3 Concluding Remarks

In this paper, we have presented three approaches that could help to find groups in a large data set, e.g. in household expenditure data. We pursued the mainly didactical aim of giving a critical overview of these methods, which are not yet regularly applied in economics. They are available with most statistical packages and, due to ever increasing computational power, readily applicable even to large data sets. Thus, they may be used more and more and it is important to point out their limitations and caution potential users. In many cases, it is not at all straightforward, and might even not be possible at all, to make promising use of them.

The first approach, cluster analysis, designed just for the task to find groups, urges the researcher to take several decisions with respect to the variables to be included and their importance, the distance measure, the number of clusters and the concrete method to be applied. These choices most often cannot be justified by objective reasons or properties of the data and thus the method bears the danger to provoke the researcher to implicitly impose some structure not present at all. This need not be the case but a general advice is to use cluster analysis with great care and to have a critical attitude to its results.

Secondly, the dimension reduction techniques offer some methods to find interesting projections of the data. Thus they can help to find a subset of variables, with respect to which the data may reveal some structure. The main influence of the researcher is given by his choice of the variables to include in the analysis and the distance measure to be utilized. These methods are less prone to generate structure not present in the data, but their performance depends on some basically subjective choices as well.

In case these two approaches do not reveal any structure – be it not present or be it not detectable –, or if the structure revealed does not seem reliable and it is suspected that the choice of the different inputs has strongly influenced or even generated it, we suggest to take a step back and look at basic statistics such as means of some interesting variables only. The values for these for different groups generated by the different levels of categorical variables can then be compared. The groups generated in this manner are trivial, but as this approach can be applied to all the categorical variables and even to quantiles of continuous ones, it offers quite a broad and flexible overview of the data. In addition, the groups thus generated are lucidly defined and always reproducible.
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