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Abstract

This thesis reports on the design of a CMOS microelectrode array (MEA) for

bidirectional interaction with electrogenic cells. The study of electrogenic cells

(e.g. neurons, heart cells, retina cells, or muscle cells) opens a wide area of

applications since a myriad of biochemical processes in vertebrates are based

on the activity of these cells. MEAs facilitate recordings of electrical events in

cell cultures at high spatiotemporal resolution, which facilitates a continuous

study of the evolution of cell activity.

Signal acquisition is based on extracellular recording. For extracellular record¬

ing, cells are cultured directly on top of a transducing element, which generally
is either a metallic electrode or an open-gate transistor. When an action po¬

tential occurs in a cell, the local flow of ions in and out of the cell causes a

voltage pulse in the cleft between cell and electrode. Extracellular recordings
are non-invasive, which facilitates long measurement periods (months), in ad¬

dition MEAs provide multi-site measurement capabilities.

The 6.5 x 6.5 mm2 chip presented in this thesis comprises 128 stimulation- and

recording-capable electrodes in an 8x16 array. The chip has been fabricated

in commercial 0.6 pm CMOS-technology with several post-CMOS processing

steps to realize biocompatible electrodes and to ensure chip stability in a physi¬

ological environment. The use of CMOS overcomes the interconnect challenge
that limits today's bidirectional MEAs using passive substrates. The system

comprises all necessary control circuitry and on-chip A/D and D/A conversion.

A modular architecture has been implemented, where individual stimulation-

and signal-conditioning circuitry units are associated with each electrode. This

approach offers important advantages in comparison to other CMOS MEAs

published in the literature.

The electronics features include continuous recording of all electrodes at a sam¬

pling rate of 20 kHz/electrode and an overall amplification of the electrode

potential of 1000 or 3000. An equivalent-input noise of 8.9 \iVrms (1 Hz to

100 kHz) has been measured. An arbitrary stimulation pattern (with a maxi-
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viii Abstract

mum sampling rate of 60 kHz) can be applied to any subset of electrodes. The

readout circuitry at each electrode can be individually reset to its operating point
in order to suppress artifacts evoked by the stimulation pulses. An on-chip tem¬

perature sensor monitors the temperature of the cell culture.

The noise and impedance spectra of blank-Pt and Pt-black microelectrodes have

been measured. The impedance data have been fitted to an commonly used

equivalent-circuit model. The electrodes show a charge storage capacity of

about 2 - 5 F/m2 for bright Pt and 150 - 300 F/m2 for Pt-black. The noise

power-spectral density is smaller for larger electrodes. The noise at low fre¬

quencies shows a plateau with a 1/f2 roll-off, which substantiates the need for

AC-coupling, when biological signals are measured with metal electrodes.

Electrophysiological recordings of neural and cardiac cells cultured on the MEA

were performed. The biocompatibiltiy of the design has been proven by record¬

ing from chicken neurons after as many as 56 days in culture. Peak-to-peak am¬

plitudes of up to 700 fiVpp were recorded. Recordings from cardiac myocytes

at 5 days in vitro showed amplitudes of 1.8 mVpp. The stimulation capabil¬

ity of the design has been demonstrated by triggering activity in cell cultures

originating from primary neonatal rat cardiomyocytes after 4 days in vitro.



Zusammenfassung

Die vorliegende Dissertation beschreibt die Entwicklung, Charakterisierung und

Integration eines CMOS Mikroelektrodenarrays (MEA) für extrazelluläre Stim¬

ulation und Signalaufzeichnung von Kulturen elektrogener Zellen. Elektrogene
Zellen sind Zellen, die elektrische Aktivität zeigen, z.B. Hirn-, Herz-, Retina¬

oder Muskelzellen. Diese Zellen werden auf dem MEA direkt auf den Elek¬

troden kultiviert. Wenn nun die Zelle ein sogenanntes Aktionspotential gener¬

iert, fliessen Ionenströme durch die Zellmembran und erzeugen einen Span¬

nungspuls, der auf den Mikroelektroden messbar ist. Diese Messmethode ist für

die Zelle nicht invasiv und ermöglicht lange Messzeiten (Monate) und eine hohe

räumliche Auflösung, da viele Elektroden dicht beieinander angeordnet werden

können. Das CMOS-System hat ein breites Anwendungsspektrum nicht nur für

biochemische Sensormessungen, sondern auch im Bereich der Medikamente¬

nentwicklung/Pharmakologie und Neurowissenschaften.

Der in dieser Arbeit vorgestellte MEA-Chip ist 6.5 x 6.5 mm2 gross und um-

fasst 128 Elektroden, die jeweils in beliebiger Konfiguration individuell zur

Stimulation und Signalaufzeichnung herangezogen werden können. Der Chip
wurde mit Hilfe eines kommerziellen CMOS-Prozesses hergestellt; zusätzliche

Nachbearbeitungsschritte zur Realisierung von biokompatiblen Elektroden und

zur Abdichtung der Chip-Oberfläche erlauben den Einsatz in physiologischer

Umgebung. Der Chip benötigt ein spezielles Packaging, um die elektrischen

Anschlüsse vor Flüssigkeit zu schützen und um ein Nährstoff-Reservoir für die

Zellkulturen zu haben. Die Verwendung von CMOS-Technologie ermöglicht

es, eine grosse Anzahl von Elektroden zu realisieren, da dank der verfügbaren

Multiplexer nur wenige elektrische Verbindungen zum Chip benötigt werden.

Dadurch wird eine der grössten Beschränkungen von derzeit verfügbaren bidi¬

rektionalen MEAs eliminiert. Der MEA Chip umfasst alle nötigen elektronis¬

chen Kontrolleinheiten sowie Analog-Digital-Wandler, so dass eine rein digitale
Kommunikation mit dem Chip möglich wird. Das MEA ist in einem modularen

Aufbau realisiert, d.h. jede einzelne Elektrode ist mit Schaltung zur Stimula¬

tion und Signalverarbeitung ausgestattet. Diese Architektur hat im Vergleich zu

ix



X Zusammenfassung

anderen publizierten MEAs einige wichtige Vorteile (unter anderem grösserer

Rauschabstand), welche im Text näher erläutert werden.

Das Elektronikdesign ermöglicht die gleichzeitige Signalaufzeichnung von allen

Elektroden mit einer Abtastrate von 20 kHz/Elektrode und einer Verstärkung
von 1000 oder 3000. Das Eingangsrauschen beläuft sich auf 8.9 \iVrms im Bere¬

ich von 1 Hz bis 100 kHz. Beliebige Stimulationssignale können mit einer Ab¬

tastrate von 60 kHz an eine beliebige Auswahl von Elektroden gesandt werden.

Jede Elektrode enthält einen reset-Mechanismus um die Auslese-Schaltung im

Falle einer durch Stimulationspulse ausgelösten Übersteuerung schnell wieder

in den Arbeitsbereich zurückzubringen. Zudem enthält der Chip einen integri¬
erten Temperatursensor.

Das spektrale Rausch- und Impedanzverhalten der Mikroelektroden wurde eben¬

falls im Detail analysiert. Die Kapazität blanker Pt-Elektroden beträgt 2-5

F/m2, diejenige platzierter Elektroden mit grösserer Oberflächenrauhigkeit 150 -

300 F/m2. Die spektrale Rauschleistungsdichte weist bei niedrigen Frequenzen
ein Plateau auf und fällt dann zu höheren Frequenzen hin mit 40 dB/Dekade ab,

so dass eine AC-Koppelung der mit Metallelektroden zu messenden biologis¬
chen Signale notwendig ist.

Elektrophysiologische Messungen wurden mit Neuronen und Herzzellen durch¬

geführt. Die Messung spontaner Aktivität in einer Kultur von Hühnerneuronen

lieferte Amplituden bis 700 ]iYpp. Diese Signale stammen von Zellen, die 56

Tage auf dem Chip kultiviert wurden, was die Biokompatibilität des Designs
unterstreicht. Messungen an Herzzellen nach 5 Tagen in vitro zeigten Amplitu¬
den von 1.8 mVpp. Aktivität in Herzzellkulturen konnte auch mittels auf dem

Chip generierter Stimulationssignale ausgelöst werden.



Chapter 1

Introduction

This thesis deals with the design of a microelectrode array (MEA) as a bio¬

electric device for recording from and stimulation of electrogenic cell cultures.

Electrogenic cells (e.g. neurons, heart cells, retina cells, or muscle cells) are

cells that have the ability to produce or undergo transient transmembrane volt¬

age changes, which are called action potentials [1]. The study of electrogenic
cells opens a wide area of applications since a myriad of biochemical processes

in vertebrates are based on the activity of these cells. Furthermore, diseases

based on malfunction of electrogenic cells are among the most serious health

problems. The cell activity can be measured extracellularly by using a mi¬

croelectrode, which is generally a metallic electrode with similar diameter as

the cell. In a MEA, numerous electrodes are arranged in an array on a pla¬
nar substrate. MEAs fabricated in complementary metal oxide semiconductor

(CMOS1) technology have several advantages as compared to traditional tech¬

nologies.

1.1 Motivation

MEAs have become an important tool in the fields of neuroscience and biosens-

ing. Many groups have shown that neural networks show a specific answer

to external stimulation [2-7]. Additionally, cell cultures are very sensitive to

their chemical environment and allow for the detection of biochemically active

agents. Cell cultures on MEAs are, therefore, suitable for the development of

hybrid bioelectric sensor systems for:

CMOS stands for "complementary metal oxide semiconductor" and is the standard technology for application-

specific integrated circuits (ASICs) and digital chip design, such as microprocessors.

1



2 Introduction

• studying fundamentals in learning processes, aging and mental diseases

on a small and defined neuronal network [3,4],

• drug development through screening of pharmacological effects of com¬

pounds complementary to high throughput screening and animal test¬

ing [2,8-11],

• environmental monitoring for the detection of toxic substances, e.g. bio-

hazard detection [12],

• studying the cellular effects of mixtures of compounds and dosing se¬

quences.

The use of CMOS electronics overcomes the drawbacks of traditional MEAs.

Traditionally, MEAs encompass a passive MEA chip with external signal con¬

ditioning electronics and a system control that is realized by discrete off-chip

components (table 1.1). Each individual electrode needs to be wired to the ex¬

ternal electronics, which limits the size of the array. CMOS electronics offer

on-chip multiplexers, which enable the integration of a large number of elec¬

trodes, so that chips with up to 128x128 electrodes have been presented in the

literature [13,14]. Another advantage of CMOS is the availability of MOS

switches, which allow to use the electrode for both, recording and stimulation.

In vitro2 cultured cells have several advantages over intact organisms. First,

most animal and plant tissues comprise a variety of different types of cells,

whereas cells of a specific type can be grown in culture. Thus cultured cells

are more homogeneous in their properties than in vivo3 cells in tissues. Second,

experimental conditions can be controlled much more rigorously in culture than

in an organism. A disadvantage of in vitro studies is that the results may not be

representative for in vivo. Nevertheless, it is envisioned that biosensors based

on cells or cell cultures will at least partly replace animals in toxicology studies

[15].

1.2 Applications

The MEA finds a multitude of applications in both applied and pure science.

In pure science it offers a platform with which the fundamentals of neuronal

2ln vitro (Latin: "within glass"), means outside a living organis,. e.g., cells on a glass substrate.

3In vivo (Latin: "within the living". In vivo is used to indicate the location of the cells in a whole/living

organism.
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networks may be investigated; in applied science, chemical and biological com¬

pounds can be detected using MEAs as cell-based biosensors where the cell acts

as the primary transducer. A brief introduction of the use of MEAs in these two

application areas is given in this section.

Pure science: Neuroscience and computing

A high degree of parallel connectivity and the coordinated electrical activity of

neural networks is believed to be the reason that the brain is capable of highly

sophisticated information processing. In order to understand this complex neu¬

ral processing, high spatio-temporal resolution techniques to monitor the elec¬

trical activity are required. A device featuring a large number of bidirectional

(stimulation and recording) contacts to such networks could disclose the secrets

of how information is processed and stored in our brain. Two approaches ex¬

ist to study the activity of neuronal networks: in vivo with whole animals or

humans and in vitro using neural cell cultures.

For in vivo studies of neural signal processing several well-established and non¬

invasive techniques, such as electroencephalography (EEG) [16], positron emis¬

sion tomography (PET) and functional magnetic resonance imaging (fMRI)

[17] are available today. However, to date, real-time recordings at a tempo¬
ral resolution of milliseconds from hundreds of neurons can only be attained by
means of invasive multichannel recording techniques using implanted micro¬

electrode fibers in awake or anesthetized animals [18,19].

In vitro natural neural networks show most of the self-organizing phenom¬
ena and plasticity that can be identified in vivo. Despite their limited sizes,
in vitro networks are capable of establishing robust information processing
functionalities once they are exposed to stimuli in a closed-loop feedback sce¬

nario [3,4,20-23]. In vitro networks of neurons provide a unique view into

learning and memory in networks, with high spatio-temporal resolution.

Applied science: Pharmacological and medical applications

MEA-based biosensors are promising tools for the detection of chemical and

biological toxins or for the screening of pharmacologically active compounds

[2,24-29]. Diseases based on electrogenic cells are among the most serious
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health problems, such as cardiac or mental diseases
.
Another interesting field

is the use of MEAs in neural prosthetic devices.

Cardiac and non-cardiac drugs affect the functioning of the heart. One possible
effect is delayed ventricular repolarization (QT prolongation), which can lead to

arrhythmias. Electrophysiological studies have to be included in cardiac safety

pharmacology for assessing the potential of pharmaceuticals for QT prolonga¬
tion (ICH S7B Document, [30]) [10]. For example, Meyer et al. demonstrated

that drug-induced QT prolongation can be observed in cardiac cell cultures [11].

Another example for cardiac cell cultures as biochemical sensors has been pre¬

sented by the group of G. T. A. Kovacs, Stanford University. They developed
a field-portable systems using cardiomyocytes for warfare agent monitoring,

especially for the detection of toxins [31-33].

Neural networks on MEAs in culture provide a highly stable system for long-
term monitoring of spontaneous or evoked electrophysiological activity. In the

absence of the homeostatic control mechanisms of the central nervous system,

these networks show remarkable sensitivities to minute chemical changes and

mimic some of the properties of sensory tissue. These sensitivities could be en¬

hanced by using engineered cells with altered receptor expression. The change
in spontaneous or evoked network activity can be used to detect chemical sub¬

stances. In the group of G. W. Gross, University of North Texas, neuronal-

network-based biosensors have been used to demonstrate that in vitro cultures

retain tissue-specific properties. Moreover, findings corroborate well with whole-

animal in vivo studies [2,27,28]. In the group of S. Martinoia, University of

Genova, dissociated spinal cord neurons from chicken embryos have been used

to analyze changes in activity patterns induced by exposing the culture to drugs
that act on the glutamate receptors (NMDA and non-NMDA) [5]. Changes
in burst duration, inter-burst intervals, burst amplitudes, as well as inter-spike
intervals were used to characterize the effects of drug exposure. The same re¬

ceptors were also analyzed by the group of G. W. Gross [34].

In neural prosthetics research, microdevices might become a new approach to

recover skeletal muscle function [18,35], visual perception [36] or the auditory

system [37,38]. The design and realization of devices with electrodes for elec¬

trical coupling of nerves within regeneration studies is under research for more

than 25 years. The concept was first investigated on amphibians in 1974 [39]

4Tvvo examples: deaths in USA caused by cardiovascular disease: 47.3% male and 52.7% female, an¬

nual costs estimated at $286.5 billion. (Source: Statistics related to heart decease, University of Maryland,

www.umm.edu/cardiac/stats.htm). About 4.5 million Americans have Alzheimer's disease, this number has dou¬

bled since 1980. (Source: Alzheimer's Association, http://www.alz.org/AboutAD/statistics.asp)
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Company System Array size Material Substrate

Multi Channel

Systems

MEA 1060

AMP

60 TiN, Au Glass

Panasonic MED64 64 ITO,Pt Glass

Plexon Inc. MEA Work¬

station

64 - -

Bionas Neuro Chip
SC1000N

54 Pd/Pt Silicon

Table 1.1 : Commercially available MEA systems.

with epoxy-based devices including silver wires as electrodes. The devices be¬

came smaller by using micromachining technology [35,40-42]. Monolithic

integration based on silicon electronics has also been reported [19,43,44]. The

most successful microelectrode-based biohybrid device is the cochlea implant.
Since more than 20 years these prosthetic devices are implanted in the inner

ear and can restore partial hearing to profoundly deaf people [37,38]. Other

devices using electrodes that are regularly implanted are cardiac pacemakers,
and electrodes in the brain for deep brain stimulation as an effective therapy for

Parkinson's disease and epilepsy.

1.3 State of the Art

Several laboratories have established the capability to perform extracellular

recordings from neuronal or cardiac cells cultured on MEAs [2-6,12,25,32,

33,45-56]. Such MEAs have been used to study the effects of pharmacological

agents on neuronal net activity [2] to detect neurotoxicants [28], or for inves¬

tigating neural network dynamics [3,4,51,56]. Commercially available sys¬

tems are provided by several companies5, an overview is given in table 1.1. In

all these commercial systems, each electrode needs to be wired to the external

electronics. This adds parasitic capacitance, which attenuates the weak electric

signals and limits the array size.

Silicon MEAs based on open-gate field-effect transistors (OGFETs) as elec¬

trodes are currently developed by the group of P. Fromherz, MPI Munich, [7,

58-60] and also by Offenhaeuser et al. [61,62]. Another CMOS microelectrode

5Multi Channel Systems GmbH, Germany, www.multichannelsystems.com [57]; Panasonic, Japan,

www.med64.com; Plexon Inc., USA, www.plexoninc.com; Bionas, Germany, www.bionas.de.
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approach with palladium (Pd) electrodes but yet without on-chip electronics has

been reported by Baumann et al. [54]. None of these devices exhibits any on-

chip circuitry or electronic components other than the transducers (electrodes,

FETs) themselves. The use of on-chip microelectronics is imperative for larger
MEAs with stimulation and recording capabilities. A MEA with integrated mul¬

tiplexers and in-pixel amplifiers, which can simultaneously record from 4096

electrodes with a 20 |j.m pitch was presented by Berdondini et al. [63]; a de¬

sign with 16384 electrodes with 7.8 jam pitch was presented by Eversmann et

al. [13,64-66]. These high-density arrays exhibit high noise levels due to the

limited area for in-pixel amplifiers. What is more, stimulation capability is not

included. Electrical stimulation is necessary to study connectivity in neuronal

networks. A CMOS chip with on-chip stimulation using an integrated stimula¬

tion electrode located close to the microelectrode array has been presented by
the group of G. T. A. Kovacs at Stanford [12,32,33]. For in vivo applications,

separate stimulation and recording probes, each featuring 64 electrodes and 8

channels, have been incorporated in a 3D-electrode array by K. Wise and K.

Najafi [19]. Jimbo and co-workers have presented a passive MEA where elec¬

trodes can be switched between recording and stimulation [55]. This design
is based on discrete off-chip components and, therefore, the array size is lim¬

ited and signals are attenuated due to interconnection of electrodes to external

electronics, as mentioned previously.

1.4 Scope of the Thesis

This thesis aims at designing a MEA-based biohybrid device to bidirectionally
connect to neuronal and cardiac networks in vitro. One scientific objective is

to develop a device that can be used to interconnect cortical neural networks

in vitro to study stimulus-induced information processing in neural networks.

Such a device is targeted at gaining a better understanding of elementary neural

information processing and coding schemes in learning, memory formation, and

memory retrieval. A, second objective is to use this device to study neural and

cardiac network response upon exposure to a chemical agent.

Standard CMOS technology has been chosen to fabricate the MEA in order to

use on-chip multiplexing to overcome the connectivity problem of traditional

passive MEAs. This technology additionally allows the integration of on-chip
electronics to potentially improve the signal-to-noise characteristics. Addition¬

ally, the physical dimensions of such a system can be drastically reduced by
monolithic integration of the electrode array together with all the necessary
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electronics on the same substrate.

The thesis is organized in five major chapters.

Chapter 2 explains the basics of action potential generation in electrogenic cells.

Additionally, the principle of extracellular recording of an action potential is

explained.

Chapter 3 presents impedance and noise measurements of microelectrodes. The

parameters have been extracted employing a commonly used equivalent-circuit
model for the microelectrode. Additionally, an equivalent-circuit model for the

cell-electrode system will be described and a sensitivity analysis of the impor¬
tant parameters will be presented.

The overall system architecture of a monolithic 128-electrode CMOS MEA

(termed "MEA128") is presented in chapter 4. Design, modeling and fabrica¬

tion will be described in detail. In section 4.2 the post-processing and packag¬

ing to ensure biocompatibility of the design are laid out. A predecessor design

(termed "MEA16") will be briefly introduced in section 4.3 and compared with

the MEA128. Finally, an outlook and possible improvements are discussed in

section 4.4.

Measurement results are presented in chapter 5. Electrical characterization of

the MEA128 will be given in the first section of this chapter. The second section

will present measurements from neuronal and cardiac cell cultures.

Finally, a conclusion and a outlook will be given in chapter 6.

1.5 Major Results

Monolithic CMOS MEA with 128 electrodes

A CMOS metal-electrode-based micro system for bidirectional communication

with electrogenic cells in vitro has been developed. The 6.5 mm by 6.5 mm

chip shown in Figure 1.1 has been fabricated in an industrial 0.6 \xm CMOS-

technology with several post-CMOS processing steps to realize biocompatible
electrodes and to ensure chip stability under physiological conditions.
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Figure 1.1: Micrograph of the monolithic CMOS MEA (left). Neural spike
recorded using the CMOS MEA: peak-to-peak amplitudes ofup to 700 ]±V have

been recorded (right).

The system comprises all necessary control circuitry and on-chip A/D and D/A

conversion. A modular architecture has been implemented, in which individual

stimulation- and signal-conditioning circuitry units have been associated with

each electrode. This approach offers important advantages in comparison to

other CMOS MEAs published previously [12-14,19,44]: (i) The signal is am¬

plified and filtered in close proximity of the electrodes, which makes the design
less sensitive to noise and interference picked up along connection lines; (ii)

a buffer per electrode renders the stimulation signal independent of the num¬

ber of activated electrodes; (iii) the high-pass filter removes offset and drift of

the biochemical signals and, therefore, the signal can be amplified before it is

multiplexed; (vi) the low-pass filter limits the noise bandwidth and works as an

anti-aliasing filter for the multiplexing and for subsequent A/D-conversion.

Recordings of neuronal cultures after 56 DIV

Neural networks were successfully cultured on the chip. Figure 1.1 shows a

recording from the spontaneously active cells after 56 DIV (days in vitro). The

signals recorded from 30-p.m-diameter electrodes showed signal amplitudes be¬

tween 500 \iV and 700 fiV, the signals from 40-[im-diameter electrodes were in

a range between 200 |J.V and 300 (xV. The signal amplitudes are seemingly in¬

versely proportional to the area of the electrodes, which is in agreement with the

models used for electrogenic cells on microelectrodes as described in chapter 3

and in the literature [67,68].
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Equivalent-circuit model
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Figure 1.3: Equivalent circuit model ofthe electrode-neuron interface.

The equivalent-circuit model shown in Figure 1.3 of the neuron-electrode sys¬

tem is analyzed. The model assumes that the metal electrode is only partly
covered by the electrogenic cell. A sensitivity analysis with regard to changing

important parameters is given.

Packaging of CMOS MEAs

Packaging and post-CMOS processing [69] constitute key-issues when living
cells have to survive several months on the surface of a silicon chip. Our ap¬

proach led to culture periods of several months. Signals were recorded at 56

DIV.
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Stimulation and recording of cardiac cell cultures

Primary neonatal rat cardiomyocytes were successfully cultured on the chip.

Figure 1.2 illustrates the stimulation and recording of a cardiac cell culture after

4 DIV. In this example, the cells beat at a rate of about 1 Hz. A stimulation pulse

(arrows) realized by the on-chip circuitry stimulates the culture and induces a

new sequence of action potentials.
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Figure 1.2: Stimulation ofand recordingfrom a cardiac cell culture on an array

of 8-X-8 electrodes. The y-axis represents the electrode number. Stimulation

pulses are indicated by the arrows.

Electrode characterization

The noise and impedance spectra of blank-Pt and Pt-black microelectrodes has

been measured. The impedance data has been fitted to an commonly used equiv¬
alent circuit model. The electrodes show a charge storage capacity of about

2-5 F/m2 for bright-Pt and 150 - 300 F/m2 for Pt-black. The noise power-

spectral density is smaller for larger electrodes. The noise at low-frequencies
shows a plateau with a 1/f2 roll-off, this substantiates the nead for AC-coupling
of biological signals measured with metal electrodes.



Chapter 2

Fundamentals of

Extracellular Recording

2.1 Biology of Electrogenic Cells

Many cells in the body have the ability to undergo a transient depolarization
and repolarization that is either triggered by external mechanisms (e.g., motor

nerve stimulation of skeletal muscle or cell-to-cell depolarization in the heart) or

by intracellular, spontaneous mechanisms (e.g., cardiac pacemaker cells). Cells

that exhibit the ability to become electrically active are called electrogenic cells.

The biology of these electrogenic cells is rather complex because many cross-

linked electrical, electro-physiological and biochemical processes are involved.

A brief description of the biology of electrogenic cells is given in this chap¬
ter. The mechanism of voltage-gated ion channels, action potentials and the

conduction of action potentials through a cellular network will be described for

neurons. Further introduced is the action potential generation in cardiac cells.

Many of the underlying mechanisms are similar for neurons and cardiac cells,

e.g., voltage gated ion channels. For a more detailed explanation about the

functioning of electrogenic cells, the reader is directed to various books on this

topic, e. g., [70-72].

2.1.1 The Neuron

The nervous system regulates all aspects of body functions and is staggering
in its complexity. The human brain contains about 1012 neurons (nerve cells),

11
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each forming as many as a thousand connections to other neurons. The nervous

system also contains glial cells that occupy the spaces between neurons and

modulate their function. They surround the soma and axons of the neurons and

are metabolically coupled to the neurons. The output of a nervous system is the

result of its circuit properties, that is, the wiring or interconnections (synapses)
between neurons, and the strength of these interconnections. These synaptic
connections between neurons can be reorganized, which is known as synaptic

plasticity, and is believed to be the mechanism of learning in our brain.

Basically, three different types of neurons can be distinguished by their physi¬

ology and function in the body (Figure 2.1).

• interneurons, neurons in contact with other neurons (most of the in-

terneurons are located in the brain)

• motor neurons, neurons which control the actions of the organism mainly
via contact with muscle cells

• sensor neurons, neurons which receive stimuli from the external envi¬

ronment, such as the retina,

The neuron contains four distinct regions with different functions: the cell body,
the dendrites, the axon and the axon terminals (Figure 2.1).

1. The cell body with a diameter of 10 to 50 |im contains the nucleus and is

the production site of most neuronal proteins. Some proteins are synthe¬
sized in the dendrites, but no proteins are made in axons, since they do not

contain ribosomes. Proteins that are required in the axon are synthesized
in the cell body and transported along microtubules down the length of

the axon by a process called anterograde transport.

2. Almost every neuron has a single axon, whose diameter varies from a

micrometer in the human brain to a millimeter in the giant squid. Ax¬

ons are specialized for the conduction of electrical pulses, termed "action

potentials" [1], away from the cell body toward the axon terminus. The

point, where the axon is connected to the cell body, is called the axon

hillock. Whenever the membrane is depolarized at the axon hillock, an

action potential starts propagating along the axon. Action potentials move

rapidly, at speeds up to 100 m/s. In humans, axons may be more than a

meter long, yet it takes only a few milliseconds for an action potential to

move along their length. The reason for this lies in the myelination (see

page 16).
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Figure 2.1: Structures of typical mammalian neurons. Arrows indicate the di¬

rection of the action potential conduction in the axons. Adaptedfrom [72].
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Figure 2.2: Chemical (left) and Electrical (right) Synapse.

3. Most neurons have multiple dendrites, which extend outward from the

cell body and are specialized to receive chemical or electrical signals from

the axon terminals of other neurons via the synapses. Dendrites convert

these signals into small electric impulses and transmit them towards of

the cell body. Particularly in the central nervous system, neurons have

extremely long dendrites exhibiting complex branching. This allows them

to receive signals from a large number of other neurons, on average a

thousand in the human brain. The signals from all dendritic inputs are

integrated in the cell body, which leads to an increase in the intracellular

voltage, and if this disturbance is large enough, an action potential will

originate and will be actively conducted down the axon.

4. Neurons have up to 1000 presynaptic terminals or axon terminals.

These terminals at the axon endings transfer information to the dendrites

or somata of other neurons, or to other target cells such as muscle fibers,

either chemically by means of neurotransmitters, or, less often, electri¬

cally through direct contact of the terminals with the target cell.

Synapses

Neurons communicate with one another through specialized contact zones, which

are called synapses. There are about 1013 synapses in a human brain. Synapses

generally transmit signals in only one direction, from the axon terminal of the



Biology of Electrogenic Cells 15

presynaptic cell to the dendrites (axodendritic), or less often to the cell body (ax-

osomatic) or a different axon (axoaxonic) of the postsynaptic cell. Synapses can

be either electrical or chemical (Figure 2.2). In electrical synapses, the signal
travels directly via the gap junctions from one cell to the other without the in¬

volvement of any transmitter substance. These gap junctions consist of special¬
ized proteins that form channels bridging the interior of two neurons and allow

for direct current flow from one neuron to the other. In the chemical synapse,

the axon terminal of the presynaptic cell contains vesicles filled with a particu¬
lar neurotransmitter, e.g., acetylcholine, glutamate, dopamine. When an action

potential in the presynaptic cell reaches an axon terminal, some of the vesi¬

cles fuse with the plasma membrane releasing their contents into the synaptic
cleft, the narrow space between the cells. The neurotransmitters diffuse across

the synaptic cleft and bind to receptors of the postsynaptic cell. This binding

triggers changes in the ion permeability in the postsynaptic plasma membrane,

which, in turn, changes the membrane's electric potential. Chemical synapses

have two important advantages over electric ones in the transmission of im¬

pulses from a presynaptic cell. The first is signal amplification, which is com¬

mon at nerve-muscle synapses. A single motor neuron can cause a contraction

of multiple muscle cells because the release of relatively few signaling mole¬

cules is required at the synapse to stimulate contractions. The second advantage
is signal computation, which is common at synapses involving interneurons. A

single neuron can be affected simultaneously by signals received at multiple

excitatory, inhibitory and also electrical synapses. The neuron averages these

signals continuously and determines whether or not to generate an action poten¬

tial. The connection between two neurons is therefore weighted by the property

of the synapse, which connects the two neurons. This is the basis of the ability
of neural networks to perform computation.

Glial cells

There are two main classes of cells in the nervous system: nerve cells (neurons)
and glial cells (glia, Greek: glue). Glial cells (see Figure 2.3) are about 10 to

50 times larger in number than neurons. Three different types of glial cells can

be distinguished by their form and function: astrocytes and oligodendrocytes in

the central nervous system and Schwann cells in the peripheral nervous system.

As far as is known, glia are not directly involved in information processing,
but they have many vital roles. They surround the soma and axons of the neu¬

rons and are metabolically coupled to the neurons [73]. Oligodendrocytes and

Schwann cells produce myelin, which is used to insulate nerve cell axons as
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Figure 2.3: The principal types of glial cells in the central nervous system in¬

clude astrocytes and oligodendrocytes, those in the peripheral nervous system

are Schwann cells. Adaptedfrom [71].

described below. Some glias guide neurons and axons during the brain's devel¬

opment. Finally, some glia act as mobile removers of cell debris. Nowadays,

glia cells are becoming more important because many neurological diseases,

such as multiple sclerosis, are connected to glia cells and not to neurons [74].

Myelination and Impulse Conduction

The axons are coated with a white 3 to 10 p.m thick myelin sheath (Figure 2.3),

which increases the velocity of the impulse conduction to up to 100 m/s as

compared to about 1 m/s for unmyelinated axons. Without myelination the

coordination of fast and complex movements such as running would be impos¬
sible. Myelin is a stack of specialized plasma membrane sheets produced by

glial cells that wraps itself around the axon. In the peripheral nervous system,

these glial cells are called Schwann cells, in the central nervous system, they are

called oligodendrocytes. Often several axons are surrounded by a single glial
cell. Several axons can be surrounded by a single glial cell, as it is the case for

oligodendrocytes.

Myelination has two effects. The axon is isolated from the exoplasm, so that

the excess cytosolic ions spread passively through the axonal cytosol to the

next node with very little loss or attenuation. Second, the myelination reduces

the capacitance of the axon membrane against the extracellular medium. Both

effects result in an increased conduction velocity.

Each region of myelin formed by an individual glial cell is separated from the

next myelinated region by an unmyelinated area called the node of Ranvier
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(Figure 2.1 and 2.3). Because the myelin sheath prevents the transfer of ions

between the axonal cytosol and the extracellular fluids, all electric activity in

axons is confined to the nodes of Ranvier, where ions can flow across the ax¬

onal membrane. Such locally restricted electric activity results in the so-called

saltatory conduction. Electrical impulse conduction in axons or dendrites can

be modeled using the concepts developed in cable theory and by incorporating
the active plasma membrane.

Cell-substrate Adhesion, Cell-Cell Coupling

Animal cells grown in culture must be supplied with a rich medium1 and typi¬

cally grow only when attached to a specifically coated surface. Unlike bacterial

and yeast cells, which can be grown in suspension, most cultured animal cells

require a surface to grow on. Cells prefer to adhere to positively charged sur¬

faces (at physiological conditions), whereas negatively charged surfaces tend to

be repulsive and, therefore, have anti-adhesive properties. Traditionally, glass
was used as the substrate for cell cultures because of its optical properties and

because it carries the correct charge for cells to adhere and grow. Today, the use

of glass has been largely superseeded by the use of plastic. All tissue-cultures

plastics are treated to produce a charged surface which is wettable [75].

The tendency of animal cells to interact in vivo with one another and with the

surrounding extracellular matrix (ECM) is mimicked in culture. Three main

units are involved in the adhesion of a cell to a substrate: the cytoskeleton,
transmembrane cell-adhesion molecules (CAMs), and the ECM (Figure 2.4).
The cytoskeleton consists of three types of cytosolic fibers: microfilaments,

intermediate filaments and microtubules. These cytoskeletal fibers are well or¬

ganized polymers built from small protein subunits held together by covalent

bonds. The cytoskeleton plays a structural role by supporting the cell membrane

and by forming tracks along which organelles and other elements can move in

the cytosol. The cytoskeleton undergoes permanent rearrangement which can

produce movements.

Various integral membrane proteins, collectively termed cell-adhesion mole¬

cules (CAMs, see Figure 2.5), enable many animal cells to adhere tightly and

Animal cells grown in culture must by supplied with a rich medium containing various amino acids (especially
the essential amino acids that cannot be synthesized by the cells), vitamins, salts, glucose and serum. Serum is an

important component in media for growing animal cells and contains most, if not all, of the growth factors and

hormones that cells require for their growth. Typical examples are foetal bovine, newborn calf, donor calf, horse,

chicken and human serum
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Figure 2.4: Schematic overview ofthe types ofmolecules that bind cells to each

other and to the extracellular matrix (ECM). Cell-adhesion molecules (CAMs)

are integral membrane proteins. Some interact with similar molecules ofother

cells. Other CAMsform connections with components of the extracellular ma¬

trix. These interactions allow cells to adhere to one another, interconnect the

cytoskeletons ofadjacent cells, and give tissues their strength and resistance to

shear and tensile forces. Adaptedfrom [72].
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Figure 2.5: Majorfamilies of cell-adhesion molecules (CAMs). Cadherin and

the immunoglobulin (Ig) superfamily ofCAMs mediate homophilic cell-cell ad¬

hesion. The major cell-matrix adhesion molecule, integrin, is a heterodimer of
a- and Q-subunits. They bind to the cell-binding domain offibronectin, laminin,

or other matrix molecules. Adaptedfrom [72].

specifically to cells of the same or similar type; these interactions allow pop¬

ulations of cells to segregate into distinct tissue. Most CAMs are uniformly
distributed along the regions of plasma membranes that contact other cells, and

the cytosol-facing domains of these proteins are usually connected to the cy¬

toskeleton. The major cell-matrix adhesion molecule, integrin, is a heterodimer

of a- and ß-subunits. Integrins bind to the cell-binding domain of fibronectin,

laminin2, collagen or other matrix molecules. Focal adhesion and hemidesmo-

somes are integrin-containing junctions that attach cells to fibronectin, an ele¬

ment of the basal lamina in the ECM.

The cells also contact the ECM, a complex network of secreted proteins and

carbohydrates that fill the spaces between cells. The ECM, whose constituents

are secreted by cells themselves, helps binding the cells in tissues together and

also provides a lattice, through which cells can move. The ECM consists of

fibrous collagen proteins, hyaluronan, and covalently linked polysaccharides

2Besides other cell adhesion molecules, much attention has been directed to laminin in the literature. Laminin

supports cell adhesion of almost all cells in the body and, therefore, can be found in all regions of the body.
Laminin is a heterotrimeric, multiadhesive protein consisting of three chain-like subunits, a, ßi and ß2 with glob¬
ular domains in each. The different regions bind to cell-surface receptors and various ECM components. Laminin

has also been used for the cultivation of cardiac cells and neurons on the MEA128 described in chapter 4 and 5.
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Figure 2.6: Neural ion channel proteins. Each type of channel protein has a

specific function in the electrical activity ofneurons. Adaptedfrom [72].

and proteins.

2.1.2 Voltage-Gated Ion Channels and the Neural Action Po¬

tential

Different ion concentrations inside and outside the cell lead to an electric po¬

tential across the plasma membrane of cells. In virtually all cases the inside of

the cell membrane is negatively charged relative to the outside. Typical mem¬

brane potentials are between -30 mV and -70 mV. The membrane potential of

most animal cells generally does not vary with time. In contrast, neurons and

muscle cells, the principle types of electrically active cells, undergo controlled

change in their membrane potential which is called an action potential. The

concentration of K+ ions inside typical metazoan cells is about 10 times larger
than that in the extracellular fluid, whereas the concentrations of Na+ and Cl~

ions are much higher outside the cell than inside. These concentration gradients
are maintained by membrane proteins that are capable of pumping ions from

one side of the membrane to the other, often against their concentration gradi¬
ents. The action of these proteins consumes energy, which is generated by the

hydrolysis of ATP molecules. Therefore, these protein pumps are also named

ATPases. For example the Na+-K+ pump transports three Na+ out for every

two K+ pumped in. Thus the net exchange of ions is one cation out per pump

turnover.
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The resting potential

The resting potential is detennined mainly by the movement of K+ ions. The

plasma membrane contains resting K+ ion channels which are open in the rest¬

ing state and allow the passage of only K+ ions. The K+ ions move across the

membrane down their concentration gradient according to the Nernst equation

(equation 2.1), which leaves an excess negative charge on the cytosolic face

and deposits positive charge on the exoplasmic face. In a redox reaction, the

energy released due to movement of charged particles gives rise to a potential
difference. The Nernst equation allows us to calculate the maximum potential
difference (called the electromotive force), E, for any concentrations. E is given

by the product of the thermal voltage kT/q and the concentration difference.

B = ^lM (2.,)
q [Q]

Quantitatively, the resting potential is about -60 mV and is close to E^(-91 mV),
the potassium equilibrium potential, calculated from the Nernst equation apply¬

ing the typical cytosolic and exoplasmic concentrations. However, the situation

is more complex, since some open Na+ and Cl_ channels exist as well. Ad¬

ditionally, there are more types of ion-channels involved, but the membrane

potential of electrically active cells is primarily affected by the opening and

closing of ion channels for K+, Na+ and Cl~.

The electric potential, E, across a cell surface membrane is given by a more

complex version of the Nernst equation, the GHK (Goldman-Hodgkin-Katz)

voltage equation (equation 2.2), in which the concentrations of the ions are

weighted in proportion to the magnitudes of their permeability constants P. In

equation 2.2 "i" and "o" subscripts denote the ion concentration inside and out¬

side the cell respectively. P is a measure of the ease, with which an ion can

cross a unit area of a membrane driven by 1 M difference in concentration; it

is proportional to the number of open ion channels and the number of ions that

each channel can conduct per second. Thus, P//a, P# and Pel are measures of

the "leakiness" of a unit area of the membrane to these ions. Note that only the

ratios of the permeability constants is important not their absolute values. This

can easily be seen when the numerator and the denominator are divided by, e.

g.,P*.

E=kT [K0]PK + [Na0]PNa + [Cli]Pcl

q

H

[Ki}PK + [Nai]PNa + {Cl0}Pa
( ' }
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In resting neurons the ion concentrations are typically those shown in Fig¬
ure 2.6. The permeability of the membrane to Na+ and Cl~ ions is about one

tenth of that for K+, since there are about ten times more open K+ channels

than open channels for Na+ or CI-. By inserting the typical ion concentrations

into equation 2.2, the potential of the resting membrane is -52.9 mV.

Voltage-gated ion channels

Ion channels are embedded transmembrane proteins and allow for the formation

of a concentration gradient between extracellular and intracellular space. These

ion channels are termed "gated" if they can be opened or closed. There are

three types of gated ion channels: ligand-gated, mechanically gated and voltage-

gated.

Ligand-gated channels open or close in response to the binding of a small sig¬

naling molecule or ligand. These ligands can be extracellular or intracellular

signal molecules. Mechanically gated channels open due to deformation and

lead to the triggering of nerve impulses. One example are the hair cells in

the inner ear, which produce nerve impulses that the brain interprets as sound.

Voltage-gated channels are found in electrogenic cells. They open or close in re¬

sponse to changes in the voltage across the plasma membrane (Figure 2.6). The

channel proteins of voltage-gated channels contain four voltage-sensing a he¬

lices, which have positively charged side chains. The attraction of these charges
to the negative interior of resting cells helps to keep the channel closed. When

the membrane depolarizes, the voltage-sensitive helices move toward the outer

membrane surface, causing a conformational change in the channel protein,
and the channel opens for the influx of Na+ ions. When a region of the plasma
membrane is slightly depolarized, the plasma membrane becomes 500 times

more permeable for sodium cations for about one millisecond (Figure 2.7). The

influx of the Na+ ions causes a sudden transient depolarization associated with

an action potential. The membrane potential becomes more positive, approach¬

ing the value of E#a (~64 mV) and causing the voltage-gated K+ ion channels

to open. The opening of the voltage-gated K+ ion channels results in an efflux

of K+ ions, which causes the membrane potential to become negative again and

even hyperpolarizes by approximately 10 mV for a brief period, approximately
two milliseconds. The total transmembrane peak-to-peak voltage amounts to

around 100 mV. With the restitution of the original potential gradient after a

total duration of the action potential of approximately 1 ms to 4 ms, the neu¬

ron cannot be stimulated for a period of usually another millisecond, which is

called the refractory period (see also page 25). The transmembrane voltage can
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Figure 2.7: Actionpotential of the neuron and the transmembrane ion conduc¬

tances ofK+ and Na+, the most important ions involved in the actionpotential

generation.

be measured by a microelectrode inserted into the cell, as is described in sec¬

tion 2.2.1. The transient behavior of these voltage-gated ion channels and the

generation of the action potential were first described by Hodgkin and Huxley

examining the giant squid axon [1].

The Hodgkin-Huxley Model

Most biological membranes, and especially, excitable membranes have a non¬

linear I-V relation. The best studied model for the mechanisms in excitable

membranes is the squid giant axon, and the analytical tool is the gate model

of Hodgkin and Huxley. This model will be briefly introduced here, for more

information the interested reader is directed to numerous books, such as [70] or

the original paper [1],
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Figure 2.8: Hodgkin-Huxley model ofthe squid axon. g% and g^a are voltage-
and time-dependent, and gL is constant. The total membrane current is de¬

scribed by equation 2.3.

Table 2.1: Important parameters of the Hodgkin-Huxley model of the squid

axon.

Parameter Description Value

gNa+ Na+ channel conductance 12 S/mz

§K+ K+ channel conductance 3.6 S/m2

gL Leakage channel conductance 0.5 S/m2

Cm Membrane capacitance 100 fF/\im2
EAra+ Na+ equilibrium potential 45 mV

E*+ K+ equilibrium potential -82 mV

EL Leakage equilibrium potential -70 mV

Hodgkin and Huxley used the model shown in Figure 2.8 to describe the ma¬

jor ionic currents. The sodium and potassium currents flow through specific

channels, whose conductance values are time- and voltage-dependent, whereas

the value of the leakage ion conductance is considered constant. Hodgkin and

Huxley analyzed the behavior of these channels using the patch-clamp method

(section 2.2.1) and summarized their extensive experimental studies on the gi¬
ant axon of the squid in four differential equations. A first and fundamental

equation describes the conservation of electric currents.

Im = CM^ + gKn4(V - EK) + gNam3h{V - ENa)+gL(V - EL) (2.3)

Ia/ represents the total membrane current, and V is the voltage across the mem¬

brane. The K-channel state, e.g., is described by a maximum channel conduc-
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tance gK and a gate variable n which describes the voltage- and time-dependence
of the channel. The variables used in equation 2.3 are described in table 2.1 and

equation 2.4. Then, there are three more differential equations (equation 2.4),

which describe the dynamics of the gate variables n,m,h and, therefore, the

opening and closing of Na+ and K+ion channels.

dm
n \ a

— =

am{l
-

m)
-

$mm

— = aA(l-/z)-ßÄA

-£ = an(l-/i)-ß„n (2.4)

These variables describe the reaction between open and closed state of the chan¬

nels and are first-order reactions, which is a basic assumption of the model. The

functions n,m,h transform then to power functions, as for example n4 in equa¬

tion 2.3, when more than one identical gating particle is involved in the channel

activation (four in this example), n and m open the channel when the membrane

depolarizes, h closes the channel. The set of equations is complete with the

so-called kinetic parameters a and ß in equation 2.5.

an(V) = 0.01(-V + 10)/(e-T^-l)
ß„(y) = 0.125^

-V+25

am(V) = 0.1(-V + 25)/(e-w--l)

ß«(V) = 4e^

ah(V) = O.Ole^

ßA(V) = 1/(^ + 1) (2.5)

These are empirical terms, which fit the measurements obtained by Hodgkin and

Huxley with the patch clamp method. Using numerical methods, Hodgkin and

Huxley solved equation 2.3 and obtained remarkable fit quality of the recorded

and the calculated action potentials.

Unidirectional Propagation of the Action Potential

Voltage-gated Na+ channels remain inactive for several milliseconds after open¬

ing, this time span is called the refractory period. The spread of the ions is
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Figure 2.9: Cardiac and neural action potential. A cardiac action potential

typically lasts about 300 ms, whereas a neural action potential lasts 2 to 4 ms.

Note, that these values can significantly changefor different cellsfrom different
animals.

passive, when membrane depolarization takes place at a node of Ranvier, and,

therefore, ions spread in both directions along the axon. But, the Na+ channels

immediately behind the action potential cannot reopen even though the potential
in this segment is depolarized due to this passive spread. The inability of Na+

channels to re-open during the refractory period ensures that action potentials
are propagated unidirectionally from the soma to the axon terminal, and limits

the number of action potentials per second that a neuron can conduct.

2.1.3 The Cardiac Action Potential

There are two general types of cardiac action potentials, those originating from

non-pacemaker cells and those from pacemaker cells. Non-pacemaker action

potentials, also called "fast-response" action potentials because of their rapid

depolarization, are found throughout the heart. The pacemaker cells generate

spontaneous action potentials that are also termed "slow-response" action po¬

tentials because of their slower rate of depolarization. These are found in the

sinoatrial and atrioventricular nodes of the heart.

Both types of action potentials in the heart differ considerably from action po¬

tentials found in neural cells or skeletal muscle cells. One major difference is

in the duration of the action potentials. In a typical nerve, the action potential
duration is about 1 ms. In skeletal muscle cells, the action potential duration
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is approximately 2-5 ms. In contrast, the duration of a cardiac action poten¬

tial ranges from 200 to 400 ms (see Figure 2.9). Another difference between

cardiac, nerve and muscle action potentials is the role of calcium ions during

depolarization. In nerve and muscle cells, the depolarization phase of the action

potential is caused by an opening of sodium channels. This also occurs in non-

pacemaker cardiac cells. However, in cardiac pacemaker cells, calcium ions are

involved in the initial depolarization phase of the action potential.

Unlike pacemaker cells, non-pacemaker cells have a true resting membrane po¬

tential (phase 4, Figure 2.10 A) that remains near to the equilibrium potential
for K+ (Ek). When these cells are rapidly depolarized to a threshold voltage of

about -70 mV (e.g., by another conducted action potential), there is a rapid de¬

polarization (phase 0) that is caused by a transient increase in fast Na+-channel

conductance. At the same time, the K+ conductance (g^) falls. These two

conductance changes move the membrane potential away from ERest and closer

toward Eyva. Phase 1 represents an initial repolarization that is caused by the

opening of a special type of K+ channel (not shown in the Figure). However,

because of the large increase in slow inward Ca++ current, the repolarization is

delayed and there is a plateau phase in the action potential (phase 2). This in¬

ward calcium movement is through long-lasting (L-type) calcium channels that

open up when the membrane potential depolarizes to about -40 mV. Repolar¬
ization (phase 3) occurs when g^ increases and gca decreases. Therefore, the

action potential in non-pacemaker cells is primarily determined by changes in

fast Na+, slow Ca++ and K+ conductances. During phases 0,1, 2, and a part of

phase 3, the cell is refractory to the initiation of new action potentials. During
this refractory period, stimulation of the cell does not produce new, propagating
action potentials.

Pacemaker cells are characterized as having no true resting potential, but in¬

stead generate regular, spontaneous action potentials. Unlike most other cells

that elicit action potentials (e.g., nerve cells, muscle cells), the depolarizing cur¬

rent is carried primarily by relatively slow, inward Ca++ currents instead of by
fast Na+ currents (as illustrated in Figure 2.10 B and C). There are, in fact, no

fast Na+ currents operating in pacemaker cells. At phase 0 the depolarization
is primarily due to increased gca- Because the movement (or conductance) of

Ca++ through the channels is not rapid (hence, the term "slow inward Ca++

channels"), the rate of depolarization (slope of Phase 0) is much slower than

found in other cardiac cells. Repolarization occurs (Phase 3) as gK increases

and gca decreases. Spontaneous depolarization (Phase 4) is due to a fall in

gK and a small increase in gca- A slow inward Na+ current also contributes

to Phase 4, and is thought to be responsible for what is termed the pacemaker
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or "funny" current (I/r). Once this spontaneous depolarization reaches thresh¬

old (about -40 mV), a new action potential is triggered. Although pacemaker

activity is spontaneously generated, the rate of this activity can be modified sig¬

nificantly by external factors such as autonomic nerves, hormones, ions, and

ischemia/hypoxia.

Arrhythmia

The rhythm of the heart is normally generated and regulated by pacemaker cells

within the sinoatrial (SA) node, which is located within the wall of the right
atrium. SA nodal pacemaker activity normally governs the rhythm of the atria

and ventricles. When this rhythm becomes irregular, too fast (tachycardia) or

too slow (bradycardia), or the frequency of the atrial and ventricular beats are

different, then this is called an arrhythmia. Arrhythmias can develop from either

altered impulse formation or altered impulse conduction. The former concerns

changes in rhythm that are caused by changes in the automaticity of the pace¬

maker cells or by abnormal generation of action potentials at sites other than the

SA node. Altered impulse conduction is usually associated with a complete or

partial block of electrical conduction within the heart. Altered impulse conduc¬

tion commonly results in reentry, which can lead to tachyarrhythmias. Many

origins of arrhythmia, e.g. QT-prolongation [11], can be observed in cell cul¬

tures, this opens a large field of applications for MEAs in the pharmaceutical

industry.

2.2 Recording of the Action Potential

The action potential of an electrogenic cell can eighter be measured using fluo¬

rescence methods, e.g., voltage sensitive dyes, or directly using electrical record¬

ing techniques. Standard tools that electrically measure the activity of elec¬

trogenic cells are based on two different techniques: transmembrane measure¬

ments of the action potential using the patch-clamp technique and extracellular

recordings by planar microelectrodes.

2.2.1 Patch Clamp

The patch-clamp technique [76] yields high-accuracy information about the

electrophysiological properties of the cell and, indeed, played a key role in un-
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recording patch

Figure 2.11: Configurations ofpatch clamping. (Adaptedfrom [70])

derstanding the underlying mechanisms of the action potential. The recording
from entire cells, or alternatively currents flowing through single ion-channels,

can be measured. It is an invasive method; a glass pipette is used as an elec¬

trode to penetrate the cell membrane thereby gaining access to the intracellular

medium. While this method is rich in information it is limited by the number

of cells that can be simultaneously monitored and by short-term cell viability

(of usually hours). The various configurations of patch clamping are given in

Figure 2.11. The four recording configurations are: cell-attached, whole-cell

recording, outside-out patch, and inside-out patch. The upper left diagram is

the configuration of a pipette in simple mechanical contact with a cell, as used

for single-channel recording [76]. With slight suction, the seal between the

membrane and the pipette increases in resistance forming a cell-attached patch.
This leads to two different cell-free recording configurations (outside-out and

inside-out patches).

Voltage-clamp currents from whole cells can be recorded after disruption and

penetration of the patch membrane. Voltage-clamp experiments usually involve

inserting two electrodes [77] into the cell or axon, one for recording the trans¬

membrane voltage and the other for passing current into the axon to keep the

transmembrane voltage constant (or clamped). The main advantages of voltage-

clamping the membrane are: By keeping the voltage constant, one can eliminate

the capacitive current and one can measure the time-dependence of ion conduc¬

tance without the influence of voltage-dependent parameters (such as voltage

gated ion channels).

cY

Ö
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Electrode

Passivation

Recording

Figure 2.12: Electrogenic cell on an electrode. An equivalent circuit modelfor
this configuration is given in section 3.2.

2.2.2 Extracellular Recording of the Action Potential

Recording electrical oscillations in the brain began in 1875, when Richard Caton

discovered that currents could be recorded from deep inside the brain [78]. First

extracellular recordings using an MEA dates back to the 1970s [79,80]. The

functional principle of extracellular recordings of a cell attached to an elec¬

trode is briefly described here. More details on the modeling of extracellularly
recorded action potentials will be given in chapter 3.

For extracellular recordings, cells are cultured directly on top of a transducing

element, which is generally either a metallic electrode [2] or an open-gate tran¬

sistor [7]. When an action potential occurs in a cell, the local flow of ions in and

out of the cell causes the membrane to become non-uniformly polarized (see

Figure 2.12). This establishes an electric field, which induces electrical charge
in the underlying transducer. It is this charge that leads to the recorded sig¬
nal. Extracellular recordings have several advantages over patch- and voltage-

clamping such as non-invasiveness, which facilitates long measurement periods

(months), and multi-site measurement capabilities.

The magnitude of this extracellular signal depends on the membrane currents

and on the cleft resistance (Figure 2.12). The transmembrane currents depend
on type and number of contributing ion channels, which are a function of the

size of the cell and of the spatial distribution of the ion channels. The cleft

resistance is a function of the contact area, of the thickness of the cleft, and of

the resistance of the electrolyte. The transmembrane peak-to-peak value of an
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action potential is about 100 mV. The action potential-induced cleft voltage is

in the order of 100 \xV to 5 mV, which is also the signal that can be measured on

the electrode. Further investigation on the modeling of the cell-electrode system

is given in chapter 3.

Electrode Impedance

Metal electrodes are widely in use in biological and medical research. They
have specific advantages over glass microelectrodes for the recording of rapid

signals, as their high-frequency impedance is low. However, they are not at

all suitable for the measurement of dc-potentials [81]. The impedance of the

microelectrode is an important parameter for extracellular recording, since it

determines the noise of the electrode and the signal attenuation. The impedance
and the noise level of a microelectrode is in first order inversively proportional to

its area (chapter 3). Therfore, area-increasing methods and special materials are

used to reduce the impedance, e.g., Pt-black [14,26] and section 4.2.1, TiN [53],
ITO [2], Palladium [54], TiN or IrO [82]. Further details and the modeling of the

phenomenas at the electrode-electrolyte interface and measurements are given
in chapter 3.



Chapter 3

Characterization of the

Neuron-Electrode Interface

In this chapter, the characteristics of the neuron-electrode interface are ana¬

lyzed by means of equivalent circuit modeling. First, a model of the electrode

impedance is given, and parameters are extracted from measurements. The

noise spectral density of the electrode-electrolyte interface is also measured and

analyzed. The electrode exhibits very large offsets and measurements indicate

that this offset is influenced by the switch, which connects the stimulation cir¬

cuitry to the electrode. In the second part a neuron-electrode model will be in¬

troduced. The model predicts signals with a peak-to-peak amplitude of around

200 |J.V, which coincides with measurements and simulations reported in the

literature [68,83-85]. A sensitivity analysis gives a qualitative insight on how

the model parameters influence the neuron-electrode transfer function and thus

the extracellularly measured signal.

3.1 Electrode Characterization

This section is focused on the main characteristics of the electrode-electrolyte
interface: Impedance, noise and electrode offset. These characteristics have

been considered for the design of the readout and stimulation circuitry.

3.1.1 Electrode-Electrolyte Interface

Two types of processes can occur at electrode-electrolyte interfaces. One of

them comprises reactions, in which charged particles such as electrons cannot

33
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pass the interface barrier. These interfaces, generally called non-faradaic, do

not feature any charge-transfer reaction since such processes are thermodynam-

ically unfavorable. In the non-faradaic case the electrode is typically highly

polarized and behaves almost as an ideal capacitor. The second type of elec¬

trode is called faradaic. For any electrode-electrolyte interface there is a range

of potentials, in which charged particles such as electrons are able to pass across

the interface. Charge transfer typically implies oxidation or reduction.

Pt-electrodes in physiological saline are generally modeled using both faradaic

and non-faradaic processes. Figure 3.1 shows the commonly used equivalent-
circuit model for the electrode-electrolyte interface [86-88]. The model consists

of a constant-phase-angle impedance, Zcpa, a charge-transfer resistance, Rct,

the Warburg impedance, Zw, and a serial resistance, Rs. These elements will be

introduced now.

The immersion of a metal in an electrolyte results in the formation of space

charge layers near the electrode. These layers form a capacitance, since they
store charge. One layer of charge is located at the metal surface and consists of

water-molecules (hydration sheath), it is termed, the "Inner Helmholtz-Plane".

The second layer of opposite charge, in this case the counter ions and their

hydration sphere, is located just inside the electrolyte, it is termed the "Outer

Helmholtz-Plane" [86,89,90]. The value of the capacitance can be approxi¬
mated by Ch = EA/d, where £ is the permittivity of the medium (for example
water s=78.5), A is the electrode area and d the distance between the planes.

Assuming a distance of 0.5 nm, we get a capacitance of 0.11 F/m2. A more

accurate model can be derived, if the distribution of charge within a certain

distance from the electrode is taken into account, as it is done in the Gouy-

Chapman model [88-90].

Using a constant-phase-angle impedance, Zcpa, instead of a capacitance results

in a better agreement of the model with the measurements [87,91,92]. The

empirical non-faradaic constant phase-angle-impedance is given by: Zcpa —

K • (/co)-!3 where K is a measure of the magnitude and ß is a measure of the

deviation from purely capacitive behavior (ß=l). Typically, ß is between 0.7

and 0.9. The two most likely causes for the observed frequency dependence of

Zcpa are specific adsorption and surface roughness effects [87,90].

Rct is the charge transfer resistance and can be be derived by a linearization of

the Butler-Volmer equation

/ = yb(e(l-a)/ll-ea/T1), (3.1)

where y'o is the exchange current density, a the charge-transfer coefficient, /
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Figure 3.1: Commonly used equivalent circuit model ofa noble-metal electrode

in solution.

is a constant and r\ the overpotential. For small voltages such as extracellular

potentials, equation 3.1 can be linearized. The resulting current is / = jofv\, and

shows ohmic behavior. A typical value for Pt is jo = 1.9A/m2 and / = F/RT =
37.43 at room temperature [89]. The corresponding charge-transfer resistance

is 3.75 MQ for a microelectrode of 30x30 urn2 area. Measured values are about

100 MQ (see Table 3.2), which is orders of magnitudes larger. Possible reasons

will be discussed in the measurement section 3.1.2 below.

The Warburg impedance, denoted Zw, takes into account that ions, produced on
the surface of the electrode, need to diffuse away. This impedance is negligible
for frequencies higher than 1 Hz and for large charge-transfer resistances, which

produce only small faradaic currents [87]. The charge-transfer resistance is, in

our case, larger than 100 MQ, and the interface impedance is well modeled

neglecting Z\v.

Rs is the electrical resistance between the electrode and counter electrode. With¬

out cells on top of the electrode, Rs is given by the spreading resistance, the

resistance encountered by a current spreading from the electrode out into the

solution. For square-shape electrodes the spreading resistance is given by:

Rspread
pin 4

(3.2)

where p is the solution resistivity (72 Qcm for physiological saline [93]), and / is

the electrode side length. Rspread 1S onty depending on the geometric electrode

area, whereas Ce and Rct depend on the total area. The geometric area of

the electrode is defined by the electrode geometry and given by the electrode

processing. The total area is computed by integrating the exposed surface with

all its undulations and asperities. The total area is, of course, always larger than

the geometric area. Cell growth might significantly increase Rs, since the carpet

of cells seals the electrode from the environment. This topic will be addressed

in the following section.
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3.1.2 Impedance, Noise and Offset Measurements

Electrode Processing

The electrodes used in these measurements were produced in-house according
to the following procedure. A bare p-type Si wafer was electrically isolated with

100 nm SiOi followed by 500 nm of .SÏ3/V4 deposited using plasma-enhanced
chemical vapor deposition (PECVD). Sputter deposition was used to coat the

substrate with 50 nm of TiW, an adhesion promoter, followed by 200 nm of

Pt. The microelectrodes with leads and bond pads were structured in a lift-off

process. The wafer was passivated with 500 nm S13N4. A reactive-ion etch

(RIE) was used to open the electrodes, thereby defining their size and shape.

Each chip comprises a counter electrode and four pairs of square electrodes of

the sizes of 10x10 11m2, 40x40 \mi2, 70x70 ^im2 and 90x90 u.m2. The size of

the counter electrode is 2 mm2 and is large in comparison to the measurement

electrodes. One electrode of each pair and also the counter electrode were cov¬

ered with Pt-black resulting in a chip comprising eight different microelectrodes

for impedance and noise tests. The Pt-black was electrochemically deposited on

the electrode using a current density of 0.25 nA/[im2 in a solution containing
7 mM hexachloroplatinic acid, 0.3 mM lead acetate and hydrochloric acid to

adjust the solution pH to 1.0. The wafer was then diced and cleaned. The bond

wires of the packaged chips were encapsulated in a medical epoxy (EPOTEK

353 ND) for electrical isolation.

Measurement Setup

Impedance and noise measurements of bright-Pt and Pt-black electrodes of dif¬

ferent sizes have been performed. The impedance-measurement setup is de¬

picted in Figure 3.2A. The counter electrode is modulated using a 60 mVpp sine

wave from the output of a dynamic signal analyzer (HP 3562A). The result¬

ing current through the microelectrode is then sensed by a low-impedance input

using an opamp with a resistor in the feedback. An opamp (AD8627) with junc¬
tion field-effect transistor (JFET) inputs has been used, JFETs have a very small

input biasing current, which is necessary to detect currents below 1 nA. The sig¬
nal is further amplified by a differential amplifier (Tektronics AM502) and then

fed back to the dynamic signal analyzer. The impedance can be calculated from

the measured spectrum using the following equation:
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Figure 3.2: Measurement setup for (A) the impedance and (B) the noise mea¬

surements. An amplifier with low-noise, high-impedance inputs is required in

both cases, so that an operational amplifier with JFET input transistors has

been chosen.

Z = R- gain
'Vln

Vo,

-1

'lit.

R is the resistance used in the feedback of the opamp, gain is the amplification
factor of the Tektronics amplifier, and Vin/Vout is the measurement result from

the dynamic signal analyzer.

The noise measurements have been performed using the setup shown in Fig¬
ure 3.2B. The electrode is directly connected to the high-impedance input of the

opamp. The same opamp AD8627 with JFET inputs has been used since JFETs

exhibit smaller low-frequency noise than MOSFETs. A resistive divider in the

feedback of the opamp amplifies the signal. The signal is then AC-coupled
with a cut-off frequency at 0.1 Hz and is further amplified by the Tektronics

amplifier. The AC-coupling is filtered out in the data post-processing. A total

amplification of lO'OOO has been chosen for these measurements. The spec¬

tral information is then recorded using a dynamic signal analyzer (HP 3562A).
The whole measurement path is differential in order to suppress distortion and

especially to suppress 50 Hz signals. Furthermore, the measurement has been

performed in a Faraday cage.

Impedance Measurements

The impedance modulus of the blank-Pt and the Pt-black electrodes are pre¬

sented in Figure 3.3, the fitted parameter values are given in Table 3.1. Blank-

Pt electrodes show a plateau at lower frequencies, this plateau originates from
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the charge-transfer resistance, Rct- The current in this region is dominated by
faradaic currents, which can be seen in the phase in Figure 3.4. The phase goes

towards zero with decreasing frequency, therefore the interface behaves as a

resistor. Pt-black electrodes would also show this plateau, but measurements

below 10 mHz are needed to clearly see this. The value of Rct is in the range of

0.5 to 1 GQ and is much larger than the 3.75 MQ arising from a typical value of

7.9 A/m2 [89] for the exchange current density. The reason may be as follows.

Typical Rct values are based on the standard hydrogen electrode, where the Pt

is surrounded by bubbles of hydrogen, which allows oxidation and reduction of

hydrogen on the Pt. Franks et al. propose that for Pt electrodes in physiological
saline the oxidation of hydrogen is favored over a redox reaction due to a shift

in the open-circuit potential of the Pt-electrodes compared to a standard hydro¬

gen electrode [88]. The resulting exchange current density is very small due to

the limited amount of hydrogen gas available in the solution. It is assumed that

the Oi redox reaction and charge transfer via contaminations at the interface are

mainly responsible for the faradaic current.

The constant-phase angle impedance Zcpa, causes the roll-off of the impedance.
The measured values for bright-Pt correspond to a capacitance per area of about

2-5 F/m2. For Pt-black the capacitance is about 150 - 300 F/m2, which is

roughly 100 times larger than for bright-Pt. Similar values can be found in

the literature [51,94]. It is worth noting that not only the total area but also

the geometric area of the electrode grows during platinization by a mushroom¬

like outgrowth. Especially small electrodes can be significantly larger after this

process. The magnitude ß of Zcpa is between 0.87 and 0.92. The ß-values of

the bright-Pt are slightly larger in average than the ß-values of Pt-black, bright-
Pt therefore behaves somewhat more like a capacitor. The phase is about -

80 degrees, which is close to capacitive behavior of the electrode. At higher

frequencies the series resistance, Rs, starts dominating the impedance, and the

phase returns to zero, as illustrated in Figure 3.4 in the lower graph. Rs is

inversely proportional to the side length of the electrode, when no cells are

grown on top [93], which is well supported by the measurements.

All absolute values presented here have to be handled with care, since it is well

known that these values can drastically change over time [51,88],
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Figure 3.3: Impedance spectra of blank-Pt and Pt-black electrodes of
10x10 \un2 to 100x100 \un2 area.

Electrode Material K

[Q5-P]
UK ß Rct

[Q]

Rs

[Q]
10x10 p.m2 Pt 2.2-10y 0.45-10~y 0.93 6.940s -

40x40 p,m2 Pt 2.4-10* 4.M0_y 0.9 1.1-109 -

70x70 \xmz Pt 9.3-107 10.7-10~y 0.92 1.2-10y -

90x90 p-m2 Pt 3.3-107 30.3-10-y 0.87 5.3-10* -

10x10 (am2 Pt-black 9.9-106 101-10-9 0.87 - 2'470

40x40 nm2 Pt-black 5.9-106 169-10-y 0.9 - 1'144

70x70 p-m2 Pt-black 1.1-106 909-10-y 0.9 - 579

90x90 p.m2 Pt-black 8.8-105 l'140-10-y 0.89 - 266

Table 3.1: Characteristic parai, leters of the electrodes which have been ex¬

tractedfrom the impedance and noise measurements.

Noise Measurements

The power spectral density in the frequency range from 100 mHz to 100 kHz

has been measured. The resulting noise spectral density for blank-Pt is shown

in Figure 3.5. The RMS values of the noise are given in Table 3.2. The mea¬

surement included a linear frequency sweep in three different regions, which

is the reason for the edges occurring at 10 Hz and 1 kHz. The plots show a
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Figure 3.4: Phase spectra ofblank-Pt and Pt-black electrodesfrom 10x10 \un

to 100x100 [un2.

low-frequency plateau with a 1/f2 roll-off. The occurrence of this plateau is

well known in the literature [95,96]. The magnitude of the frequency roll-

off is given by the operation of the electrode. Hassibi et al. [96] propose that

a 20 dB/decade roll-off at observed in diffusion-controlled electrodes, and a

40 dB/decade roll-off at drift-dominated electrodes, which supports the find¬

ings in our noise measurements. Our electrodes are highly polarized with a

very small amount of faradaic current and are, therefore, certainly not diffusion

dominated. The region from 10 Hz to 1 kHz shows a transition from the 1/f2
behavior to thermal noise. The thermal noise of all electrodes is rather small as

illustrated in Table 3.2. The high-frequency noise above 1 kHz mainly arises

from the noise of the JFET amplifier of the measurement setup.

As expected, the noise increases with decreasing size of the electrode, and the

noise is smaller for Pt-black electrodes as compared to bright-Pt electrodes of

the same geometric area. The results in Table 3.2 and Figure 3.5 illustrate the

importance of filtering, when using metal electrodes as transducers. The RMS

noise of the electrodes is quite small in the bandwidth of 10 Hz to 100 kHz.

The values drastically increase when lower frequencies are included. The large

low-frequency noise of small bright-Pt electrodes coincides with the observa¬

tion that small electrodes show large fluctuations and drift. In contrast, Pt-black

electrodes or larger bright-Pt electrodes show a more stable potential when ex¬

posed to liquid. Electrodes as large as 1 cm2 have also been used for material

characterization [97,98], and showed a very stable potential. It is worth men¬

tioning that the noise of the electrodes above 10 Hz is rather small for both

cases, for the Pt-black and the bright-Pt electrodes. In conclusion, platinization
is necessary for stimulation and for small signal attenuation in recordings, but



Electrode Characterization 41

Noise [dB uV/Sqrt Hz]

60

40

20

0

20

lOumPt

40(jmPt

70 (jm Pt

90 um Pt

Setup

Noise[dBnV/SqrtHz]

60
10 [im Pt-black

40 nm Pt-black

70 pm Pt-black

90 um Pt-black

Setup

12 3 4

Frequency Log]0f

12 3 4

Frequency Log,0f

Figure 3.5: Left: noise-spectral density of bright-Pt electrodes. Right: noise-

spectral density ofPt-black electrodes. The black curve in both graphs indicates

the noisefrom the measurement setup.

is obviously not needed to improve the noise characteristics. This holds as long
as the filtering efficiently suppresses the lower frequency components.

Electrode area Material Vrms
100 mHz- 100kHz

Vrms
10 Hz- 100kHz

10x10 p-m2 Pt 1368.5 yNRMS 3.19 nVRMs

40x40 nm2 Pt 186.1 v-Yrms 2.16 \iVRMs

70x70 p.m2 Pt 40.8 v-Vrms 1.53 \iYrms

90x90 p,m2 Pt 30.3 [iVrms 0.95 ilVrms

10x10 p-m2 Pt-black - -

40x40 p-m2 Pt-black 73.0 ilYrms 2.02 ilVrms
70x70 pjn2 Pt-black 18.5 v-Vrms 1.91 v-Vrms

90x90 pm2 Pt-black 8.4 \iVrms 1.61 [iVrms

Table 3.2: Characteristic parameters of the electrodes, which have been ex¬

tractedfrom the impedance and noise measurements.

Electrode-Offset

A large offset of the electrical potential of the electrode with respect to the

counter electrode has been observed. Since both electrodes consist of platinum,
a potential difference close to zero phase been expected. However, values of

more than 1 V have been measured.
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In the design of the MEA128, there are three possibilities for the voltage on the

electrode to be altered, as is represented by the arrows in the Figure 3.6. First,

electrochemical reactions at the surface can change the electrode potential, this

is considered by the current Is0i- Then, there are two leakage paths to the bulk,

IGate and Iswitch- IGate is the leakage current through the input of the first read¬

out stage connected to the electrode. Another leakage path is through the switch

that connects the stimulation buffer to the electrode. Even if the switch is open

there is a parasitic diode from the source to the bulk, through which the cur¬

rent, Iswitch, can A°w- In order to measure the effects of these currents three

different electrodes of 30 x 30 u.m2 area, have been integrated on a test chip.
One electrode is floating, one is connected to a NMOS switch, and the third to

a PMOS switch. If the switch influences the electrode potential it is expected
that the electrode connected to the NMOS switch has a lower electrical potential
than the electrode connected to the PMOS switch. The chip has been operated
between 0 and 5 volts and the counter electrode has been fixed to 2.5 V. The

floating electrode has been measured at 1.3 ±0.2 V, the electrode connected to

the NMOS switch was measured at 0.7 ±0.2 V and the electrode connected to

the PMOS switch was at 3.1 ±0.2 V. This is only a coarse measurement, but

the result qualitatively shows that the leakage current through the switch has a

large influence on the DC potential of the electrodes. The contribution of Icate

should be minor according to the specifications of the CMOS process. It can

therefore be assumed that the electrode potential at equilibrium is defined by
the two currents Iswitch and hoi-

*U>\I Electrolyte

Switch

Switch

Z '2ÈL

I Electrode I

Figure 3.6: Three possible effects, which can define the electrode potential at

equilibrium.
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3.2 Neuron-Electrode Model

An equivalent-circuit model of the neuron-electrode system is presented in this

section. In this model it is assumed that the metal electrode is only partially
covered by the electrogenic cell, which results in a capacitive divider, that might
attenuate the recorded action potential. The first section gives an overview of

the model, and a sensitivity analysis is presented in the second section.

3.2.1 Model Overview

The model presented in this section includes four different parts (see Figure 3.7):

1. the neuron, as described by the Hodgkin-Huxley model (equation 2.3)

2. the cleft between the cell and the electrode. Good adhesion increases the

resistance of the cleft called "sealing resistance", Rseai

3. the electrode is analyzed using an equivalent circuit model, which has

been simplified in comparison to that of Figure 3.1. Additionally, the

electrode area is partially covered by the active cell, and the rest of the

area is covered by electrolyte solution or neighboring cells.

4. the resistance between the electrode and the counter electrode

The equivalent-circuit model shown in Figure 3.7 includes the Hodgkin-Huxley
model with the ionic currents of the cell, Ik, Inu, Il and Ic. The currents Ik, Ino.

represent the transmembrane currents of potassium and sodium. Currents from

other ions are summarized in a leakage current //,, and capacitive currents are

represented by Ic- Details on this membrane model are given in section 2.1.2.

The potential underneath the cell is termed the cleft potential, Vc, and the po¬

tential on the electrode is termed Vg/. The sealing resistance, Rseal, represents

the resistance between the cleft and the surrounding solution. Its value depends
on the cell size and on the distance between cell and electrode. Values in the

range between 1 MQ and 10 MQ can be found in the literature [7,67,99]. If an

action potential occurs in the cell, ionic currents flow across the cell membrane.

The total current has two possible paths from underneath the cell to the counter

electrode. The current either flows through Rseal or through the electrode and

produces a voltage drop in the cleft, which can be measured on the electrode

(Figure 3.8). The electrode model in Figure 3.1 includes a resistor, Re, and a
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Figure 3.7: Model of the neuron-electrode system. The figure shows a neural

cell membrane close to a planar electrode.

capacitor, Ce- Re is the total charge transfer resistance and Ce is the capaci¬
tance of the entire electrode. Default values of 500 MQ for Re and 10 nF for

Ce are chosen based on the measurement results in Table 3.1.

In many cases, the cell only partly covers the electrode, either because the cell

is smaller than the electrode or because it is not centered on the electrode. This

has been considered by splitting the electrode into a covered part and an un¬

covered part using a parameter cov. The parameter cov equals 1 for an entirely
covered electrode and close to 0 for an almost uncovered electrodes. The re¬

sulting equations for the covered and the uncovered capacitance and resistance

are given in the Figure 3.7. The input capacitance of the first stage is repre¬

sented by Cpar, which includes also parasitic capacitances to the CMOS bulk.

This parasitic capacitance Cpar leads to an attenuation of the electrode potential
of Cs/iCpar + Ce). In our case, Cpar can be neglected because it is more than

1000 times smaller than Ce- Rs is the resistance between measuring electrode

and counter electrode.

As an example, Figure 3.8 shows a transient simulation of the model. The trans¬

membrane voltage amounts to about 120 mVpp, and the resulting voltage on the

electrode is 130 \iVpp. The signal shape does not perfectly match the measure¬

ments in Figure 5.7. A direct comparison is anyway difficult, since the signal
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Figure 3.8: Simulation results. Left: Transmembrane voltage (left) from a spice
simulation of the Hodgkin-Huxley model and resulting the electrode potential

Vei (right). The following default parameters were used: Re = 500MQ, Ce —

10 wF, Cpar = 2pF, Rseal = 1 MQ, Rs = 500^Q, cov = 0.3, IM = 100pA.

shape can drastically change in dependence of the measurement conditions. Ad¬

ditionally, the action potential in the simulations is based on measurements of

snail-neuron axons [1,70] and the measurements in Figure 5.7 are from chicken

neurons.

3.2.2 Parameter-Sensitivity Analysis

A sensitivity analysis of the electrode voltage, Vei, uPon variation of the model

parameters is given in this section. The sensitivity analysis is applied to tran¬

sient simulations using the model in Figure 3.7 and to spectral simulations using
the model in Figure 3.9.

Analytical Results

For the spectral analysis, the model described in Figure 3.7 is reduced to the

equivalent circuit shown in Figure 3.9. For the reduced equivalent circuit the

Hodgkin-Huxley model is replaced by a current source, and Cpar is neglected.
The voltage on the electrode, Vei, can then be described by the following equa¬

tion:

Vei[s] =Im-Rlf
l-s/z

1-s/p
(3.3)
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Figure 3.9: Model of the Neuron-Electrode System. Vei[s] has been calculated

using the following settings: Re — 500MQ, Ce = 10nF, Rseal — 1MQ, Rs =

500&Q, cov = 0.3, Im = 100pA. A current amplitude of 100 pA has been ap¬

pliedfor Im, which is approximately the transmembrane currentflowing in the

Hodgkin-Huxley model (10 yon cell diameter).

where Rlf is the resistance at low frequencies, z is a zero and p a pole. The

function shows one pole at lower frequencies and one zero at higher frequencies.
The pole is mainly depending on Rseai and Ce and equals

1RE + COvRseal ~ COV Rseal

(COV - 1 ) COvCERERseal {cov - COV2) RsealCE
(3.4)

The equation for the pole reduces to the term on the right side, when we assume

that Re is much larger than Rseai and Rs, which is in line with the measurement

results in Table 3.1. The pole heavily depends on the coverage. It shifts to large

frequencies when cov is close to 0 or 1 and reaches the lowest frequency for

cov=0.5. The zero is given by

RERs + COvRseal{RE+Rs)-COV2RsealRs
(COV - 1 ) COvCERERsealRs

(3.5)

which can be simplified to
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COv(coV-l)RsealCE {coV-l)RSCE

using the same approximation. The zero behaves similar as the pole with respect

to the parameter cov. The resistance at low frequencies, Rlf, is given by

RERS + COvRsealjRE + Rs) ~ COV2Rseafis
,, „,

RE+COV(l-COV)Rseal
« COvRseal + Rs,

which can be simplified to covRseal + Rs using again the approximations men¬

tioned above.

Figure 3.9 shows an example of the electrode potential, Ve, plotted versus fre¬

quency using the parameters given in the figure caption. At frequencies below

the pole p Vei[s] shows a plateau with a value of Im • Rlf- A second plateau
is observed at frequencies above z. At higher frequencies, the current through
Rseal is small, and most of the current flows through the electrode. The signal
on the electrode is then only depending on the series resistance, Rs, and given

by VEi ~ hiRs-

Simulation Results

A sensitivity analysis of the electrode potential with respect to the variation of

the parameters is now given. Four different variables are analyzed, the coverage

cov, the electrode capacitance, Ce, the sealing resistance, Rseal, and the series

resistance, Rs- The resulting plots are shown in Figure 3.10. The spectral anal¬

ysis for each parameter using the circuit in Figure 3.9 is given on the left and

the corresponding transient analysis using the circuit in Figure 3.7 is shown on

the right side. Starting from the default values given in Figure 3.8, each single

parameter is varied and its influence on the electrode potential is analyzed. The

black curve in each plot is based on the default values. The curve drawn in light

gray corresponds to a value smaller than the default value, the dark-gray curve

corresponds to a value larger than the default value. At the end, a few special
cases are analyzed in the conclusion.

• Sealing resistance, Rseal'- The signal is amplified proportional to Rseal at

frequencies below p. Additionally, the pole is shifted to lower frequencies
with a larger Rseal- The influence at frequencies above z is small since
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•

most of the current flows through the electrode. The transient simulation

shows only small variations, since the signal bandwidth is above p.

Series resistance Rs'. All of the current ejected from the cell flows across

Rs. An Rs value in the range of the value of Rseai significantly raises the

electrode potential. The influence of Rs also strongly depends on Ce and

on cov.

Electrode capacitance Ce'- The limit for very large Ce leads to Vei —

ImRs- In this case most of the current flows through the electrode, thus,
the signal Vei gets smaller with increasing Ce- If the capacitance Ce is

small, the electrode impedance increases, and the voltage drop is larger.
Therefore, a smaller Ce is preferred in the case of uncovered electrodes.

However,it has to be noted that the noise will also increase.

Coverage cov: The parameter cov shifts the pole and the zero to higher

frequencies when it approaches the value of 1. For a completely covered

electrode (cov » 1), the electrode potential becomes large, and equation
3.3 can be reduced to Vei — hi{Rseat + Rs)- The electrode potential just
follows the cleft voltage Vc only attenuated by CE/(CE+Cpar). For an

incompletely covered electrode (e.g. cov=0.3 ) Vei is attenuated by the

capacitive divider formed by the covered and the uncovered part of the

electrode. This capacitive divider is defined by Cuncovered/(Cuncovered +

Ccovered) — cov. The attenuation caused by this capacitive divider is equal
to the parameter cov. Vei is evidently proportional to cov at frequencies
below p and independent of cov above z.

Conclusion

A few special cases related to different measurement conditions based on the

model results from above are discussed here. Especially, the difference between

measuring a single cell as compared to measuring a carpet of cells is discussed.

• Small Rs I low-density cultures: A small Rs occurs when a single cell is

on the electrode, and when the uncovered part of the electrode directly
interfaces with the liquid medium. Two different situations can occur de¬

pending on Ce- If Ce is large, e.g., a Pt-black electrode, then the current

flows mainly through the electrode and through Rs- The total impedance
is approximately given by coJsC + Rs and is minute. The total potential
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Figure 3.10: Sensitivity Analysis. The spectral analysis for each parameter

is given on the left, and the corresponding transient analysis is shown on the

right. Starting from the default values (Re = 500MQ, Ce = 10nF, Rseal =

1MQ, Rs = 500kQ, cov = 0.3, Im = 100pA) each single parameter has been

varied. The black curve in each plot represents the simulation results applying
the default values. A smaller parameter value yields the light-gray curve and a

larger value the dark-gray curve in each plot.
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drop, and also Vei are therefore very small. It will be difficult to mea¬

sure in this situation, except when the electrode is entirely covered by the

cell. Secondly, when Ce is small, e.g. a small bright-Pt electrode or an

open-gate FET (OGFET), then low-frequency signals flow through Rseal,
and high-frequency signals through the electrode. This entails that for

lower-frequency signals the electrode potential is proportional to Rseal,
and for higher-frequency signals it is proportional to cov. The factor cov

originates from the capacitive divider formed by the covered and the un¬

covered part of the electrode. In conclusion, for measurements from sin¬

gle cells a small Ce is favored. For example Fromherz et al. published

many measurements from single cells on OGFETs [7,58]. OGFETs have

smaller electrode-electrolyte capacitance than noble-metal electrodes. A

low-impedance electrode can only be used if the cell is centered on the

electrode and if it is assured that the electrode is completely covered.

• Large Rs I high-density cultures: A large Rs occurs when a carpet of cells

lies on the electrode array. Even when the active cell does not cover an

electrode entirely, neighboring cells and probably also glia cells seal the

electrode. In this case the value of Rs is close to the value of Rseal- The

effect of the electrode capacitance Ce on Vei is small. A large capacitance

might be favored because of the smaller noise and drift (see Table 3.2),
which improves the signal to noise ratio.



Chapter 4

Monolithic CMOS MEA

The design considerations and the implementation of a CMOS MEA compris¬

ing 128 stimulation and recording electrodes (here termed as MEA128) are de¬

scribed in this chapter. The chip was fabricated in an industrial 0.6 p,m CMOS

process at XFAB, Germany. The monolithic system includes all necessary con¬

trol circuitry and on-chip A/D and D/A converters. Stimulation signals of 8 bits

resolution can be sent to any subset of electrodes at a sampling rate of 60 kHz,

while all electrodes of the chip are continuously sampled at a rate of 20 kHz.

Circuitry and system simulations and layouts have been realized using Cadence1

design tools.

After a short system overview, a description of the complete system is given
in section 4.1. Post-processing and packaging are then discussed in section 4.2.

Die packaging is one of the most challenging and time consuming issues related

to the integration of CMOS with biology. Further discussed in this chapter
is a precursor design (termed as MEA16) of the MEA128, which comprises
16 bidirectional electrodes (section 4.3), and, finally, a discussion on possible

improvements and future designs is given in the last section 4.4. The basic idea

of the sections 4.3 and 4.4 is to summarize the main problems and workarounds

found with the MEA128 and the precursor system MEA16.

System Overview

Fig 4.1 shows a micrograph of the monolithic CMOS microsystem. The 6.5 mm

by 6.5 mm chip comprises 128 stimulation and recording-capable electrodes in

Cadence Design Systems Inc., www.cadence.com.
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Figure 4.1: Micrograph ofthe MEA128
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Table 4.1: Summary ofDevice Characteristics of the MEA128.

Parameter Value

Supply Voltage 5 V

Power Consumption 120 mW

Chip Size 6.5x6.5 mm2

Process 0.6 p,m CMOS with double poly,
3 metals, highly-resistive polysilicon

Number of Electrodes 128

Pixel-Pitch 250 pm

Electrode Sampling Rate 20'000 1/s

Data Rate (In) 0.4 MB/s

Data Rate (Out) 3.2 MB/s

Sensor Area 2x4 mm2

Electrode Size (depending on post-processing)
Electrode Pitch (depending on post-processing)

Amplification 1000 or 3000

an 8x16 array, and an integrated reference electrode. The system is structured

in a modular design (Figures 4.1 and 4.2). Each pixel of the micro-electrode ar¬

ray incorporates the signal transducing electrode, a fully differential band-pass
filter for immediate signal conditioning, a mode storage and a buffer for stim¬

ulation. The pitch of the pixel unit is 250 p.m. Electrode pitch, size and shape
are very flexible, and the electrode material can be selected from a large variety,
since the electrodes are realized during post-processing, as described in section

4.2.1. A digital control unit is integrated on the chip. It controls the multiplex¬
ing, the electrode selection for stimulation, the reset of single electrodes, and it

contains the successive-approximation registers of the A/D converters and the

interfaces to the outside world (see Section 4.1.1). Implementing filters and

buffers at each electrode offers important advantages in comparison to other

CMOS MEAs published in the literature [12,13,19,44,63]: (i) The signal is

amplified and filtered in close proximity of the electrodes, which makes the de¬

sign less sensitive to noise and interference picked up along connection lines;

(ii) a buffer per electrode renders the stimulation signal independent of the num¬

ber of activated electrodes; (iii) the high-pass filter removes offset and drift of

the biochemical signals and, therefore, the signal can be amplified before it is

multiplexed; (vi) the low-pass filter limits the noise bandwidth and works as an

anti-aliasing filter for the multiplexing and for the subsequent A/D-conversion.

All in-pixel circuitry components are optimized for low noise and small area.
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Figure 4.2: Block schematic ofthe overall system architecture

A total equivalent input noise of the pixel circuitry of 11.7 \iVrms (0.1 Hz to

100 kHz) has been measured. The electrodes are continuously read out at a

sampling rate of 20 kHz per electrode. A gain of 1000 or 3000 can be selected.

The overall power consumption of the chip is 120 mW at 5 V supply, 20 mW

of which are dissipated within the array. Electrogenic cells are very sensitive to

temperature so that temperature changes may change cell activity and may even

lead to cell death. An on-chip temperature sensor (see section 4.1.3) monitors

the chip operating temperature. Operating the chip mounted on a ceramic pack¬

age (Section 4.2.1) and with liquid on the surface leads to a temperature rise of

less than 1°C with respect to ambient temperature, so that additional cooling of

the system is not required. Circuits operating at low frequency (down to 1 Hz)

might be sensitive to leakage currents, the effect of which has been reduced

by the fully differential design of the in-pixel readout circuitry. Furthermore,

electromagnetic coupling is also generally reduced in a fully differential archi¬

tecture. The electrode units also provide stimulation capabilities. Any arbitrary
stimulation pattern (with a maximum sampling rate of 60 kHz) can be applied
to any subset of electrodes. The readout circuitry at each electrode can indi¬

vidually be reset to its operating point in order to suppress artifacts evoked by
the stimulation pulses from the stimulated electrode itself or from neighboring
electrodes. A summary of the main properties of the micro system is given in

Table 4.1.
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4.1 Design Considerations and Implementation

4.1.1 Readout Electronics

Specifications

The circuitry was designed to meet the specifications of extracellular capacitive

recordings as described in chapter 2 and 3. When an action potential in an elec¬

trogenic cell occurs, ions flow across the cell membrane and induce charges on

the metal electrode. The signal frequency range is from approximately 1 Hz to

5 kHz, and expected signal amplitudes are between 100 p,V and 2 mV, depend¬
ing on the cell type. Neuronal signals, for example, are in a frequency range

from approximately 100 Hz to 5 kHz [3,32,100], whereas measurements with

heart cells feature field potentials in a frequency range from approximately 1 Hz

to 1 kHz [12,29]. The minimum Nyquist rate is therefore 10 kHz and a sampling
frequency of 20 kHz per electrode has been chosen in order to achieve good
resolution of the action or field potentials. A sampling rate of up to 160 kHz

can be achieved when not recording from all electrodes of a row (details on

page 4.1. Iff). This results in a higher temporal resolution or in noise reduction

using oversampling techniques. Offset and drift that occur at the electrode can

be significantly larger than the signal amplitude. As described in chapter 3, off¬

sets of the electrode potential of up to 1 V and drifts of up to 100 mV within a

few seconds have been measured. These low-frequency components need to be

removed from the signal in order to be able to amplify the small signals without

saturation of the subsequent circuitry. To this end, a high-pass filter has been

used as the first read-out stage. The signals then pass a low-pass filter with a

corner frequency of about 5 kHz to prevent high-frequency aliasing and to limit

the noise bandwidth. Finally, a buffer with a larger bandwidth has been realized

to further amplify the signal and to allow for multiplexing.

Another important parameter is the resolution of the A/D converter. The ex¬

pected maximum signal amplitude is 500 p.V for neural cell cultures [3,100]
and 2 mV for heart cells [32]. The noise of the electrodes is in the range of

1-20 [iVrms [12,44,101,102]. To achieve good signal-to-noise ratio, an 8-bit

resolution for the A/D converters seems to be sufficient. The noise level of

the electrode voltage is also an important design specification for the front-end

amplifiers.
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Figure 4.3: Circuit diagram of the High-Pass Filter (HPF in Figure 4.2). The

high resistance needed in the feedback is realized using a MOS resistor. A test

structure using a MOS diode has also been implemented.

Pixel readout circuitry

The first readout stage is a high-pass filter (see Figure 4.3 and HPF in Fig¬
ure 4.2). This filter cancels drift and offset of the metal electrode, which can

be significantly larger than the signal amplitude (see section 3.1). The high-

frequency gain of the filter is 20 dB and is defined by the capacitance ratio

C1/C2 = 2pF/0.2pF (Figure 4.3). The corner frequency is given by the capac¬

itor C2 and the Resistor R:
^Mcl-

The value of C2 is a trade-off between gain

accuracy and corner frequency. The smaller C2, the larger is the gain, and the

more relaxed are the noise constraints. But a small C2 also leads to problems in

gain accuracy and requires a larger resistance, R, which may lead to problems
with parasitic leakage currents. Given the spatial constraints imposed by the

250 pm pixel pitch, a 200 fF capacitance was chosen for C2. To realize a corner

frequency of 1 Hz, a large resistance, R, is required. This large resistance has

been realized by using a MOS resistor (the use of MOS transistors as resistors

is described in [103]) with a gate length of 100 pm and a gate width of 1 pm.

A minimum transistor width of 0.6 pm would be possible, but 1 pm has been

chosen for a better matching. The absolute value of the resistor can be exter¬

nally controlled by changing the gate voltage. The transistor is generally biased

in the subthreshold region. The corner frequency can be tuned from approxi¬

mately 1 Hz to about 1 kHz, which corresponds to resistances between 8 GQ

and 800 GQ. A second design that makes use of a MOS diode to realize the

large resistance has been implemented as a test structure (compare [101,104]).
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The corner frequency in this case was measured to be in the range of 1 Hz. For

the MOS-diode-based approach no reference voltage is required, and less space

is needed, but the filter stage is not tunable as is with the MOS resistor. The

tunability of the MOS resistors can be advantageous if the signal band starts,

e.g. at 100 Hz, since then, a good portion of the low-frequency can be cut off.

As shown in Figure 4.3, a switch is included in the high-pass filter. The idea

is to bring the filter back to its operating point, when a large stimulation pulse
saturates the filter as will be described on page 63. The OTA used in this filter

(see Figure 4.4) is a fully differential folded-cascode amplifier occupying an

area of 130x105 pm2. The current in each branch is 2 pA, resulting in a to¬

tal power consumption of 90 p.W. The main noise contributions originate from

the input transistors (Ml and Ml ') and the current sources (M5 and M5'). De¬

generation resistors (Rl and Rl ') decrease the noise from the current sources

(M5 and M5') of the main amplifier. The value of these resistors results from

the area-versus-noise trade-off of the transistors and the resistors themselves as

will be described on page 60. The dominant pole of the amplifier is at the output

nodes (Out+ and Out-). The capacitor CI has been implemented to stabilize the

amplifier, and the capacitors C2 and C2
'

stabilize the common-mode feedback.

The common-mode feedback includes source followers (Ml2 and Ml2') to en¬

sure a purely capacitive load on the outputs (Out+ and Out-). The open-loop

DC-gain is 70 dB, the unity-gain bandwidth is 1 MHz, and the phase margin is

70°.

In the subsequent filter stage, a passive MOSFET-C low-pass filter (Figure 4.5)
limits the noise bandwidth and prevents aliasing. The area (90 x 45 p.m2) of the

passive low-pass filter was minimized by using MOS-resistors (Ml and Ml ')
that are tunable by modifying the gate voltage and by using MOS-capacitors
(Ml and Ml '). The corner frequency of the filter can be tuned from about 1 kHz

to 30 kHz. Higher frequency signals, above about 200 kHz, can pass through the

MOS resistor via the drain-source capacitance. In order to limit the bandwidth

of those signals, the resistors R and R' have been added to the signal path. The

MOS capacitors M2 and Ml
'

attenuate both, high-frequency differential as well

as common-mode signals. Capacitors C and C were used to limit the bandwidth

of differential signals because they feature less non-idealities and less parasitics
than MOS capacitors. The dimensions for Ml are 1.2 pm / 50 pin, R is 26 kQ,

C is 300 fF and Cmi is approximately 1 pF, the elements marked with a prime
have the same characteristics. The corner frequency of the low-pass filter is

given by 1/2k2R(C+ \Cmi), the corner frequency of the common-mode sup¬

pression is 1/2tiRCm2- The differential signals are four times more attenuated

than common-mode signals.
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Figure 4.4: Circuit diagram of the operational transconductance amplifier in

the high-passfilter.

Table 4.2: Transistor, capacitor and resistor dimensions, bias currents and

common-mode voltage of the operational transconductance amplifier in Fig¬
ure 4.4.

Transistor W/L = [u-m/pm]
Ml 150/1

M2, M7, M12 20/2

M3,M8,M9,M13 10/2

M5,M11 20/5

M6 5/3

MIO 30/5

Resistor Resistance [Q]

R1,R2 50'000

Capacitor Capacitance [pF]
CI 0.2

C2 0.5

Current Value [pA]

M8,M11,M13 2

M2 4
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Figure 4.5: Circuit diagram ofthe low-passfilter (LPF in Figure 4.2).

Following the LPF, an additional amplifier (see Figure 4.6 and Amp in Fig¬
ure 4.2) amplifies the signals and allows for fast multiplexing. This buffer is a

fully differential version of the amplifier presented in [105] and has a gain of

30 dB. The key features of this amplifier are the high input impedance, large

bandwidth, good linearity and the overall gain can be defined by resistor ratios.

The concept of this amplifier is illustrated in Figure 4.6. The Transistors Ml

and Ml
'

represent a degenerated differential pair with a resistive load, R<jeg, ana"

with grounded gm-boosting amplifiers Ml and Ml '. The PMOS input devices

(Ml, Ml ') are forced to conduct a static current, Ibias, by the current sources

at their drains so that these input devices ideally act as dc level shifters and cre¬

ate a linear voltage copy of the input signals from gate to source. Therefore,

the voltage difference at the input terminals (In+ and In-) is copied and drops
across the degeneration resistor, Rdeg- Transistors Ml and M2' conduct a dc

current, Ibias, and the signal current, Iac, which is given by equation 4.1. Aq is

the open-loop gain of the gm-boosted amplifier.

Iac =
Vm Ao

Rdes +
eg ^ gml-(l+A0)

(1+Ao)
(4.1)

Iac is copied from transistor M2 to M3 and from M2' to M3', respectively, and

flows across Rout = Rout+ + Rout-. The total voltage gain is then given by

Iac multiplied by Rout. The total voltage gain Aj\mp is consequently defined by
resistor ratios and an error, which is mainly arising from the output resistance of

the input transistor, Ml, which is dominated by its transconductance gml. If we

assume ^o to be large compared to the degeneration resistor, the total voltage

gain can be simplified according to equation 4.2.
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Figure 4.6: Circuit diagram of the fully differential amplifier that drives the

multiplexed lines ("Amp" in Figure 4.2).
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The common-mode output voltage is sensed between Rout+ and Rout- by the

error amplifier on the right side in Figure 4.6 and is compared to Vcm. The

dominant pole is at the output, and all other poles are far beyond the unity

gain bandwidth so that the amplifier is very stable. The connection to the A/D

converters is realized via CMOS switches ("read" in Figure 4.2).

Noise analysis of the in-pixel readout circuitry

The significant noise sources for the noise analysis are Ml, M3, M5, Rl of the

OTA in Figure 4.4; Cl, C2, R of the high-pass filter in Figure 4.3; and the

passive elements of the low-pass filter, Rlpf and Clpf- All these noise sources

are assumed to be uncorrected.

The equivalent-input noise of the folded cascode OTA described in Figure 4.4

is given by equation 4.3. The noise-spectral-density terms dvf (i=l,3,5) are re-
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Table 4.3: Summary of the transistor sizes of the amplifier in Figure 4.6.

Transistor W/L [pm/pm]
Ml 20/2

M2,M3 8/8

M4 3/3

M6 16/1

Resistors Resistance [Q]

Rûeg 5'000

Rout 180'000

Currents Value [pA]
Ibias 2

HPF corner frequency

Total HPF corner frequency

101 102 103 104 105

Frequency

Figure 4.7: Input-referred noise spectral density of the in-pixel HPF and LPF.

White noise from the MOS resistors andflicker noise from the OTA represent

the main noise contributions of the readout circuitry.
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placed by the expressions for the equivalent-input noise of the corresponding
MOS transistors, M/, as given in equation 4.4. The first and the third term in

equation 4.3 are the noise contributions of Ml and M3 in reference to the input.
The degeneration resistors R and R' considerably reduce the noise contribution

of the current sources M5 and M5', as can be seen in the second term of equa¬

tion 4.3. The chosen resistance value of these resistors results from a tradeoff

between noise, area consumption and output swing of the OTA. The inclusion

of these degeneration resistors resulted in an area reduction of more than 50%

for M5 and M5\ which corresponds to a 20% area reduction for the entire OTA,

while the noise characteristics were preserved.

V2q,oTA= 2^ + 2Jv2(i^rffcMJ)
+2^(fS)2 +2.ff(^)2 (4.3)

J 2
SkT KF 1

dvf =
-— + =-

- (4.4)1
3gmi WiLiC20xf

Equation 4.5 represents the output noise of the high-pass filter in Figure 4.3.

The first term is the noise contribution of the OTA multiplied with the trans¬

fer function from the input terminal of the OTA to the output of the high-pass
filter. The noise from the feedback resistors, R and R', is represented by the

second term. Flicker noise from the input transistors of the OTA (Ml and Ml ')
and white noise from the resistors in the feedback of the high-pass filter (R and

R ') represent the main noise contributions to the overall readout circuitry noise.

This is illustrated in Figure 4.7, the white noise from the MOS resistors is the

dominating noise at frequencies below 100 Hz. In the frequency region between

500 Hz and about 5 kHz the 1/f noise of the OTA dominates the noise spectrum.
At frequencies above 10 kHz the white noise from the OTA and the MOS resis¬

tor in the low-pass filter as the main contributors to the noise spectrum.

2 2
fl+sR(Cl+C2)\2 4kTR

Vno,HPF -yeq0TA ^ l+sRC2 ) +2
{l+sRC2)2

(4-5)

Vl,LPF = (v2,HPF + 2-4kTRLPF) (1+sRIfClpf)2 (4-6)

The total output noise including the passive low-pass filter (LPF in Figure 4.2)
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is shown in equation 4.6. The contribution of Rlpf (4kTRLPF in equation 4.6)

to the total noise is small, but the noise bandwidth is drastically reduced by the

low-pass transfer function. Finally, the total equivalent input-referred noise is

obtained by dividing V20 LPF by the gain C1/C2 of the high-pass filter. The total

noise is plotted in Figure 4.7 and compared with measurements in Figure 5.3 in

section 5.1.1.

In-pixel mode selection and reset

As is shown in Figure 4.2, each electrode has a small digital circuit to control

the pixel operation. Row- and column-addressing signals (RowfiJ and Colfjf)
are generated by the digital core. PixelfiJJ is sampled when RowfiJ and Col[j]
are high. The signals Prg_data and Prg_addr are also produced by the digital
core and are used to set the pixel operation. If Prg_addr is low, the flip-flop for

stimulation (stun) is addressed, and the value of Prg_data at that time is stored.

Similarly, the flip-flop for reset is set to the value of Prgjdata if Prg_addr is

high when the pixel is selected. Since the read signal has a rising edge every

50 p,s it is possible to set one of the flip-flops every 50 ps. The stim signal

powers up the stimulation buffer and connects the buffer to the electrode by

closing a switch. Communication between chip and external electronics and the

coding of the information on selection and reset will be described on pages 65ff.

Electrical stimulation pulses will disturb the neural recordings on the stimulat¬

ing electrode and on neighboring electrodes by causing large artifacts, which

might superimpose with action potentials occurring during the decay time of

this artifact (more than 5 ms). Such artifacts have limited the use of combined

stimulation and recording techniques so far. There are several recent papers

on removing the stimulation artifact [106-108]. However the described meth¬

ods are computationally expensive and often require real-time processing. In

the design presented here, an artifact cancellation technique is implemented di¬

rectly in the pixel circuitry. A similar approach has been realized with discrete

off-chip components by Jimbo et al. [55].

A simulation of the reset operation is shown in Figure 4.8. The HPF (schematic
in Figure 4.3) saturates when a large input signal is applied. As a result, the

outputs of the HPF, HPFout+ and HPFout-, saturate and the input nodes of the

OTA get charged since the resistance of the MOS resistors is significantly re¬

duced for a short period of time. Afterwards, this charge has to be removed

from those nodes, which is a very slow process as it can be seen in the slow de¬

cay of the outputs of the HPF (Figure 4.8 left). The discharge operation without
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Figure 4.8: Recovery of the in-pixel HPF after saturation upon using the reset

switch. The right graph shows the effect of the reset at enlarged time scale.

the reset switch takes several 100 ms. When the reset switch is closed, the OTA

is in buffer mode and brings the filter back to proper operation within a few

microseconds. But, it takes 100 ps to record the first value. The reset switch is

released earliest after 50 ps and then it takes another 50 ps to record the first

post-reset signal. It is worth mentioning that this reset operation would be crit¬

ical without the differential design. In a single-ended design, charge injection
due to opening of the reset switch would eventually set off the circuit from the

operating point again.

Circuitry per row of electrodes

Each row comprising eight electrodes is connected to one A/D converter. Since

a single-ended A/D converter is used, the fully differential signals need to be

converted to single-ended signals. A switched-capacitor amplifier is used for

this conversion. This switched-capacitor amplifier features an opamp offset

voltage cancellation and is insensitive to low opamp gain. Clock feed-through
and charge injection are also reduced by additional switching circuitry and by
the differential design. Details on the operation of this amplifier are given
in [109]. A gain of 10 dB or 20 dB is selected by changing the feedback capac¬

itance, which leads to an overall amplification of the complete readout chain of

l'OOO or 3'000. The signal is then digitized by a successive-approximation A/D

converter with 8-bit resolution. All sixteen successive-approximation registers
of the sixteen converters are implemented in the digital part. The intention here

is to completely separate all clocked digital circuitry from the analog parts.
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- Stimulation Pattern

. Stimulation Signal
- Electrode Reset
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- Chip Clock&Reset
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< 4%
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Figure 4.9: Signal chain. Sample data from the electrodes are pre-processed
in the FPGA. Using a spike detection algorithm in the FPGA, only events are

passed on to the computer.

Digital Core

The digital core operates at 1.6 MHz clock speed and scans the array in a pro¬

grammable manner by steering the array column and row signals, and by op¬

erating the ADCs accordingly. The combination and order of how electrodes

are read out is determined by a programmable look-up table (LUT). This LUT

allows for restricting the sampling to subsets of each row of electrodes. For

example, a row entry {0,1,2,3,4,5,6,7} records from all eight electrodes in the

corresponding row at 20-kHz sampling rate. An entry {0,1,2,3,0,1,2,3} entails

recording from the first four electrodes in the row at a sampling rate of 40 kHz

and {0,2,4,6,0,2,4,6} entails recording from every second electrode at 40 kHz.

A maximum sampling rate of 160 kHz of the first electrode in a row is achieved

using an entry {0,0,0,0,0,0,0,0}. The status of each cell (stimulation, reset or

only recording) is stored in two in-pixel flip-flops, which are updated at a rate

of 20 kHz.

A Spartan-II FPGA in conjunction with the Cypress FX-2 USB 2.0 chip, both

running at 48 MHz, are used to connect to a PC for data capturing and visualiza¬

tion (Figure 4.9). The micro-electrode-array chip transmits a continuous data

stream of 128 x 20 kHz x 8 bit = 3.2 MB/s to the FPGA on a 16-bit-wide bus.

The transmission from the chip is organized into 10-clock-cycle blocks given by
the conversion time of the A/D converters (two clock cycles are required for the

sample-and-hold operation and eight clock cycles are needed for conversion).
In order to synchronize the chip with the external electronics, the first data value

is preceded by a new-frame signal.

The chip input is a continuous stream of 0.4 MB/s on a 2-bit-wide bus from the

FPGA. To minimize decoding logic and core size, the protocol for communi¬

cation with the MEA128 is free of operational codes. Input always comprises

Real-Time Visualization

Stimulation Data

Data Storage
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Table 4.4: Transmission cycle ofa stimulation value; each word corresponds to

10 bit of input data. Transmitted are also 3/8 ofa selection pattern (columns 0

to 2 and 7 to 10) and 1/96 ofthe column selection look up table bank (LUT).

Signal word 0 word 1 word 3

rx_data_0 selectco/=i/ow=o..7
data6
addr

selectco/=i)TOVV=o..7
data3
addr

selectco/=2)r0w=o..7
datao
addr

rx_data_l selectco/=8îTOW=o..7
data7

data5

selectco/=i)TOVV=o..7
data4

data2

selectco/=2,/w=o..7
datai
LUT

stimulation data (60 kHz sampling rate, 8 bit), electrode selection- and reset pat¬

terns (20 kHz refreshing rate), and the LUT data (555 Hz refreshing rate). Ta¬

ble 4.4 shows the encoding of three out of eight words of the input data stream.

The data is encoded in stimulation data (data), selection data (selection) and an

option (addr), which defines if a selected electrode is either reset or selected

for stimulation. Additionally, every third word contains one entry for the LUT,

which is continuously updated.

4.1.2 Stimulation Electronics

Specification

Stimulation of electrogenic cells can be realized by means of current or volt¬

age pulses. Intra-cellular stimulation during patch clamp measurements is usu¬

ally done in current mode since stimulation of the neurons in their natural en¬

vironment occurs through currents via their dendritic inputs. For extracellu¬

lar stimulation, both, voltage [12,47,55,110] and current stimulation [6] are

widely used. When current stimulation is used, the total charge that passes the

electrode-electrolyte interface is known. The electrode impedance, however,

significantly varies with electrode size, material [97, 111] and as a consequence

of cell growth [68]. Thus, high voltages can occur, when the impedance is large,
which requires a voltage-limiting element in order to prevent electrolysis, which

may change the local pH or damage the electrode. Voltage stimulation has the

advantage that the voltage at the electrode is well controlled and electrolysis is

avoided as long as the voltage is kept small enough. Moreover, capacitive stim¬

ulation through an isolating layer is possible [110]. For these reasons voltage
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Figure 4.10: Circuit diagram ofthe class-AB bufferfor stimulation.

stimulation was implemented in this design.

Further requirements include that the number of activated stimulation electrodes

and, therefore, the load for the stimulation circuitry can vary. Therefore, it is

necessary to implement a buffer at each electrode. The double-layer capaci¬
tance of an electrode can be larger than 1 nF. Sampling rates for the stimulation

reported in the literature are up to 10 kHz when a square wave tetanus signal is

applied to the electrode [3]. In order to stimulate with a variety of waveforms,

a stimulation sampling rate of 60 kHz has been chosen, which entails the use

of a buffer with a slew rate of 4 V/16 ps = 0.5 V/ps at a load of 1 nF. Since

the overall power consumption should be kept low and the area should be kept
small, we decided to implement a buffer with a class-AB output stage, which is

powered down while the electrode is not selected for stimulation.

Implementation

The stimulation buffer (Figure 4.10) includes a differential input stage (Ml,
Ml ') with an active load (Ml) and is connected for unity gain operation (Out
connected to gate of Ml '). The class-AB stage is formed by the transistors M3,

M4, M5 and M6, where M3 and M4, both diode connected, define the biasing
of the output transistors M5 and M6. If the input voltage (In) is increased, M5

forces the output voltage (Out) to follow. The current through M2 and Ml
'

is

increased, which raises the gate voltages of M5 and M6. The load current is

delivered by M5, the gate-source voltage (Vos) of which will increase. Since a
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constant voltage is maintained between the gates of M5 and M6 the Vqs of M6

decreases by the same amount that the Vqs in M5 increases. M6 stays on, but

conducts only a small current. When the input voltage is lowered the situation

is inverted with M6 forcing Out to follow and with the current through M5

decreasing. The bias current is 2 pA, and the quiescent current of the output is

24 pA so that the total power consumption of this buffer is 150 p.W at 5 V when

no input signal is applied. However when slewing, the amplifier can deliver up

to 10 mA to the electrode. This corresponds to a maximum current density of

60 A/cm2. The whole buffer occupies an area of 42 x 32 pm2.

Table 4.5: Summary ofthe transistor sizes ofthe class-AB buffer in Figure 4.10.

Transistor W/L [pm/pm]
Ml,Ml' 10706

M2 15/0.8

M2' 30/0.8

M3 12/0.6

M4 30/0.6

M5 45/0.6

M6 18/0.6

4.1.3 On-chip Temperature Sensor

Introduction

Electrogenic cells are very sensitive to temperature so that temperature changes

may change cell activity and may even lead to cell death. An on-chip tempera¬
ture sensor monitors the chip operating temperature and allows for controlling it

by means of an external heater. The target temperature is around 37°C for most

biological cells. The temperature sensing principle is based on the principle
used in band-gap references. Integrated band-gap references and temperature
sensors are closely related because they are all based on the approximately lin¬

ear temperature dependence of the base-emitter voltage Vbe of diode-connected

bipolar transistors. Taking the difference between the Vbe$ (&Vbe) of two iden¬

tical bipolar transistors biased at different currents leads to a voltage, which is

proportional to the absolute temperature (PTAT) (see equation 4.8) and can be

used for temperature sensors [112,113].
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Figure 4.11: Bipolar transistors available in a standard n-well CMOSprocess:

Vertical substrate pnp-transistor (left) and lateral pnp-transistor with n-well as

base (right).

Bipolar Transistors in the CMOS Process

Two parasitic bipolar transistors (the lateral and the vertical pnp-transistor) are

available in standard n-well CMOS technology (Figure 4.11). The lateral pnp-

transistor is rarely used for temperature sensors, since it has large process toler¬

ances and exhibits non-idealities due to the use of a gate to separate emitter and

collector. The vertical pnp-transistor has better performance and less process

spread, but the collector is tied to the negative supply, and, therefore, the collec¬

tor current is not accessible. Most CMOS references and temperature sensors

rely on the vertical pnp-transistor.

The base-emitter voltage of a bipolar transistor as a function of the collector

current, Ic, is accurately described by

-WW!) (4.7)

T is the absolute temperature, q the electron charge, k the Boltzmann constant

and Is is the saturation current, which depends on process variables, temperature
and the transistor geometry. The following equation results, if the difference

between the Vbe$ (&Vbe) of two identical bipolar transistors biased at different

currents is taken.

WBE[T] = jln(^ (4.8)

The AVbe is proportional to the absolute temperature. Equation 4.8 contains

only physical constants and no process-depending variables, such as Is-
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Figure 4.12: Temperature sensor based on the difference of the base-emitter

voltages oftwo identical transistors at different currents.

Implementation

For the MEA128 system, the idea is to have an integrated temperature sensor

underneath the cell culture. The temperature is then regulated via an external

heating resistor underneath the packaged chip. In the MEA128 an analog volt¬

age output can be used by an external controller. The next generation will be

able to feed the signal from the temperature sensor in one of the A/D converters,

so that the temperature can be digitally controlled. A schematic of the temper¬

ature sensor is shown in Figure 4.12.

The identical bipolar transistors, Tl and 72, are biased at different current den¬

sities, Ici and Ici- The current Ißias is generated by a bandgap reference and

should show only little temperature dependence. The ratio of Ici and Ici is im¬

portant and not the absolute value, as can be seen in equation 4.8. The current

ratio through the transistors is 8, which yields for the right side of equation 4.8

to ^ln8. The transistors can be chopped (indicated by the switches 1 and 2 in

Figure 4.12) so that any mismatch between the two transistors can be canceled.

In the MEA128 the AVbe is then fed to an amplifier with the same architecture

as the the amplifier in Figure 4.6. However, this amplifier shows process depen¬
dence such as offset or gain variability. The offset of the amplifier is canceled

when measuring first with the switches 1 closed then with the switches 2 closed

and subtracting the results. Nevertheless, gain variabilities from chip to chip
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arise from processing spreads of the resistors and transistors, which makes it

necessary to calibrate each chip individually. For this reason a switched capac¬

itor amplifier with correlated double sampling will be implemented in the next

generation of the MEA128, the same design as the switched-capacitor amplifier
in the readout chain (Section 4.1.1). The only process dependence that has to

be taken into account is the gain variability of this amplifier, which relies on

capacitor ratios and should be smaller than in the MEA128.

Result

The on-chip temperature sensors of four chips have been characterized using a

climate chamber2. The temperature was swept from 20°C to 50°C and a 2-point
calibration was performed. The measured sensitivity is about 210 p,V/°C, and

the error is less than 0.2°C.

With this on-chip temperature sensor the temperature can be controlled via an

external heating resistor. Cooling of the system is not necessary as long as the

room temperature is lower than the target temperature of 37°C. The heat dissi¬

pated by the CMOS chip is quite small. When the chip is mounted on a ceramic

package or PCB (Section 4.2.2) and has liquid on the surface a temperature rise

of less than 1°C was observed upon powering up the chip.

2Trio Tech Artie 60, wvvw.triotech.com
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4.2 Post-processing and packaging

Packaging is a challenging and time-consuming task when CMOS electronics

and cells or biology come together. Special measures are necessary so that both,

the CMOS chip and the cells, survive culturing. A packaged chip (Figure 4.14)
is required to operate for several months with physiological solution and cell

culture on top. The cells need a controlled atmosphere with a specifically de¬

fined temperature, humidity and CO2 concentration. For this reason the chips
are placed in an incubator, which provides an atmosphere of 95% humidity, and

5% CO2 at 37°C. All materials that come in contact with the culture medium

have to be biocompatible. The chip surface and the bondwires have to be tightly
sealed from the culture medium. A special chip surface coating is needed to

protect the underlying electronics from the physiological solution as well as the

cells from the toxic materials used in the CMOS electronics, such as aluminum

(Al). The smallest pin hole in the surface immediately leads to corrosion of the

Al, thereby releasing harmful metal ions into the culture medium. The standard

electrode potential of AI (-1.66 V) is significantly more negative than that of

platinum (Pt, +1.20 V) or gold (Au, +1.69 V), so that the contact between Al

and a noble metal, in the presence of an electrolyte such as the culture medium,

creates a galvanic element. If the Al is not properly sealed, and both the Al and

Pt are in contact with the culture medium, then the Al will spontaneously dis¬

solve. This problem was solved by shifting the electrode and applying a stack

of alternating Si02 and SÎ3N4 layers on the chip during the post-processing
as described in section 4.2.1. Similarly, the bondwires and the bondpads im¬

mediately start to dissolve when they come in contact with the physiological
solution. Electrochemical reactions are accelerated by the fact that voltage dif¬

ferences between two bondwires can be up to 5 V during operation. Various

materials were used to encapsulate the bondwires and protect them from the

physiological saline, a summary of which is given in table 4.6. Additionally, a

technology has been developed to use a flip-chip packaging technique to inte¬

grate the CMOS chip together with microfluidics for nutrition and drug delivery

(page 78).

4.2.1 Electrode post-processing

Electrode Material

In addition to Au and Pt, many different materials have been developed as

a cell contact material: titanium nitride (TiN) [53], indium-tin oxide (ITO)
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[2], palladium [54], iridium oxide (IrO) [82] or the silicon oxide of open-gate

FETs [7]. The key requirements for the electrode material are biocompatibility,

process compatibility, low impedance and high charge storage capacity. This

last requirement refers to the fact that, in the ideal case no faradaic currents

should flow since the products of redox reactions may damage the cells. Low

impedance is particularly important for stimulation and when small-area elec¬

trodes are to be used, i.e. for high spatial resolution recordings. A smaller

electrode area becomes more sensitive to random charge fluctuations, introduc¬

ing noise to the recorded signal. As a result, techniques are used to increase the

total electrode surface area, such as surface roughening [86]. The most common

surface roughening technique is the electrochemical deposition of dendritically
structured Pt, referred to as Pt black [81,114], which can be deposited on either

Au or Pt [14,51]. This approach has also been used for the chips presented here.

Electrode Fabrication

Special post-CMOS processing steps were required to fabricate the Pt-electrodes

and to render the chip surface more robust with regard to the working conditions

described above. A two-mask post-processing procedure is applied to realize

noble-metal electrodes and to completely cover the Al contacts (see Figure 4.13

and [69]). First, the bond pad opening process step of the CMOS process is

used to open the electrode contacts. The Al contact is then covered with ~50 nm

TiW, an adhesion promoter, followed by ~270 nm of Pt. The metals are sputter-

deposited and structured in a lift-off process. In order to avoid pinholes, an

alternating Si02/Si3N4 passivation stack consisting of 1 pm of SißN^ and two

times 100 nm Si02 and 200 nm Si3N4 (total layer thickness of 1.6 pm) is de¬

posited using plasma-enhanced chemical vapor deposition (PECVD). A mixed-

frequency PECVD process was used to match the passivation stack stress with

that of the underlying Si3N4 deposited during the CMOS process. Reactive-ion

etching (RIE) is then used to open the nitride stack and to define the location,
size and shape of the electrodes. The electrode post-processing offers great

flexibility since the electrode dimensions and locations do not have to be de¬

fined during the CMOS process. Various electrode layouts have been realized

depending on the application. Electrodes with a pitch ranging from 50 pm to

500 pm, both round and square electrodes with sizes of 10 pm to 50 pm have

been fabricated.
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Figure 4.13: Post processing ofthe microelectrode. A schematic representation

of the important layers is given on the left and a micrograph of the shifted
electrode is shown on the right side.

Platinization

Often, the Pt electrodes are covered with platinum black (Pt-black) [114] to

reduce the electrode-electrolyte impedance. The dendritic structure of Pt-black

increases the surface area, and the electrode impedance is decreased by two

orders of magnitude [97,115]. Pt-black is electrochemically deposited on the

electrodes using 0.25 nA/pm2 current density applied to electrodes in contact

with a solution containing 7 mM hexachloroplatinic acid, 0.3 mM lead acetate,

and hydrochloric acid to adjust the solution pH to 1.0. A platinum wire is used

as the counter electrode and is connected to an external current source. The

on-chip stimulation circuitry is used to set the electrodes to a defined potential.

Figure 4.13 (right) shows an electrode with Pt-black.

4.2.2 Packaging

The package for a CMOS chip to be used with biological cells has to fulfill two

main requirements. First, a bath or flow-through system for nutrient delivery
to the living cells has to be incorporated. Second the packaging has to protect

the electric connections from the chip to the outside world from being attacked

by the physiological solution. The material that comes in contact with the cells

has to be biocompatible and it has to tightly connect to the chip surface so that

no liquid flows between the chip and packaging material. Next, the bond wires

may not be pulled off, either by thermal expansion or by swelling of the material

due to liquid absorption. An optical material that is permeable to visible light
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is preferred, allowing for an optical inspection to detect flaws. The packaging

approaches presented here make use of different epoxies and/or polydimethyl
siloxane (PDMS) to encapsulate the CMOS chips. Details on the procedures
are described in this section.

State of the Art

Other groups successfully cultured cells on packaged silicon chips. For example
Jenkner et al. [58,116] used a perspex chamber and glued it to the surface with a

medical glue (MK3, Sulzer Osypka GmbH, Germany). DeBusschere et al. [32]

used a PDMS chamber and a gasket seal to form a chamber and to protect the

bond wires. Additionally, an insulative and protective epoxy (EP42LV, Mas¬

terbond, Hackensack, NJ) encapsulation layer was applied to the bond wires.

Eversmann et al. [13] glued a cultivation chamber on the chip with silicone af¬

ter the bond wires were protected by epoxy. None of these designs have been

used for long-term incubation and, therefore, it is not sure that these approaches
would sustain several months in the incubator. Cultivation of more than one

month was carried out by Baumann et al. [54]. A polycarbonate CNC com¬

ponent was used for encapsulation. The CNC encapsulation was glued on the

sensor chip in a ceramic IC socket with a thin film of biocompatible silicon

glue. Voelkner and Fromherz [59] successfully measured signals from mam¬

malian neurons after 25 days in vitro. The silicon chip has been mounted onto a

ceramic package, wirebonded, and a polypropylene culture chamber was glued
onto the chip with silicone adhesive.

Epoxy-and-PDMS Package

The processed chips are mounted on a PLCC84 ceramic package (see Fig¬
ure 4.14) and encapsulated in a two-step procedure. An epoxy (Masterbond

42HT-T, Masterbond Inc., U.S.A.) is first used to encapsulate and stabilize the

bond wires. Before curing the epoxy at 80°C for 2 hours, it has been left at room

temperature for 12 hours to prevent the epoxy to flow across the chip due to a

temperature-related viscosity change. The chips were exposed during 2 minutes

to an oxygen plasma to clean and activate the surface. PDMS has then been ap¬

plied to form a bath, isolating the bond wires from the cells. A glass O-ring,
affixed to the package with PDMS, forms a larger bath capable of containing
a suitable amount of culture medium. A Teflon stamp was used to prevent the

active area from being covered with the PDMS. The PDMS has been cured at

80°C for 2 hours.
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Table 4.6: Different packaging materials and their advantages and disadvan¬

tages ( "Bio" standsfor biocompatibility). * has not been testedfor biocompat-

ibility but is used in similar applications by other research groups [12}.

Material(s) Bio Optical Properties
Incubation

Sustainability

PDMS + transparent
swells, permeable to

liquid

Masterbond <7*
opaque

does not seal when not

protected by PDMS

PDMS + + opaque good
Masterbond

EPOTEK301 + transparent bad surface adhesion

EPOTEK 353ND + red, transparent good
EPOTEK 302-3M + transparent under test

Previous trials using only PDMS without fixing the wires with epoxy resulted in

an unstable package. PDMS tends to swell when it comes in contact with liquid,
which causes the bondwires to detach from the bondpads. In a next approach,
the epoxy was used to stabilize the bond wires. Then, PDMS was applied to

form a bath as in the first approach. This solution works for a few days, but

the PDMS is partly permeable for the liquid. As a consequence, the bondwires

started dissolving at the locations where they were only covered by PDMS and

not by epoxy.
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Figure 4.14: Packaged CMOS chips. Left: The chip has been mounted on a

ceramic package, PLCC84. The bond wires were protected with epoxy and then

a bath has beenformed by PDMS and a glass o-ring. Right: The chip has been

mounted on a custom designed PCB. The bondwires have been encapsulated

using an epoxy (EPOTEK 353ND) and a glass o-ringforms a bath.

Epoxy-only Strategy

A faster procedure would be to cover the chip with epoxy only thereby shorten¬

ing the procedure to a single processing step. Chips with three different epoxies
have been packaged and tested. First, we used the Masterbond 42HT-T and

fixed the glass ring with only this epoxy. But liquid flowed between chip and

epoxy, and most chips were destroyed after a few days in the incubator show¬

ing corroded bond pads or mechanically disconnected bond wires. Rinsing the

chip surface with isopropanol and applying subsequent oxygen-plasma cleaning

improved the connection between chip and epoxy but was yet not sufficient.

Two other biocompatible epoxies have been tested: EPOTEK 301 and EPOTEK

353ND. Both epoxies meet the requirements of a USP Class VI Plastic, which

ensures their biocompatibility. According to the datasheet the EPOTEK 301

should form a strong connection to SiÛ2, but the sealing proved to be inade¬

quate. All packaged chips were destroyed when placed in the incubator with

culture medium in the bath. Chips packaged with EPOTEK 353ND formed a

tight seal and survived several months of incubation. The EPOTEK 353ND

was applied using a syringe and then left at room temperature for about 5 hours

before a temperature ramp was applied. The epoxy was cured for 2 hours at

40°C, 1 hour at 60°C, 30 minutes at 80°C, 10 minutes at 110°C and then slowly
cooled down within about 1 hour. The main reason for the room temperature

curing and the temperature ramp is the slow change of viscosity. The viscosity
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increases slowly so that the epoxy hardens without flowing over the active area.

If the freshly prepared epoxy is heated above 60°C it immediately flows over

the entire chip surface including the electrodes. Furthermore, it is important that

the epoxy coverage is not too thin, so that the distance between the bondwires

and the culture medium is not too small, otherwise crosstalk between the digital

circuitry and the solution can perturb the measurements as a consequence of

capacitive coupling. A new epoxy (EPOTEK 302-3M) is currently under test.

This epoxy has excellent exothermal characteristics and has low water absorp¬
tion properties.

Chip on Board

The connection leads of the ceramic package, PLCC84, were attacked when the

packages were incubated for several weeks. The leads corrode and can only
be used after treatment with sand paper, or may even fall off. We replaced
the ceramic package by a custom designed PCB (Printed Circuit Board) with

gold-plated connections (Figure 4.14). The chip has then been directly bonded

on the board, in a as Chip On Board like technique. This method offers sig¬

nificantly more flexibility in terms of integration with other structures such as

microfluidics. The design of the package can be individually adjusted for a

given application, which is not possible with ceramic packages. Furthermore,

the custom-designed PCB is about four times cheaper even for low-volume pro¬

duction. Before using the PCBs for packaging they were heated to 150°C for

12 hours to remove any solvents, which may be harmful to the cell culture. The

chip has been encapsulated with epoxy as described in the previous section on

page 77.

Flip-Chip and Microfluidics

The terminology flip chip originates from the upside-down (i.e. flipped) mount¬

ing of an IC chip. This leaves the chip pads and their solder beads facing down

onto the package, while the back side of the chip faces up. Flip chip does not

require any wire bonds. Instead, solder beads are placed on the chip pads. The

chip is mounted upside down on the substrate (e.g. a PCB), and the solder is

allowed to reflow. The advantage of flip chip technology is the capability of

connecting all the I/Os in one single process step. Additionally, the bumps can

be spread over the whole chip surface. This means the I/O density on the chip
can be significantly higher than of devices with wire bonding. Wire bonding
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Figure 4.15: Side view and top view of the microfluidic system consisting of
a silicon flow cell, a pyrex plate and a PDMS top (left). The flow cell with

the attached chip and the zebra strips are placed in a PMMA chip holder and

screwed onto a PCB (right).

is a mature technology and is very flexible. For chips with 500 and more con¬

nections flip-chip is the technology of choice, below 500 wire bonding is often

cheaper. Here, we want to use another advantage of the flip-chip technology.
We apply this technique to electrically and mechanically interconnect a CMOS

MEA to a microfluidic module in one step. The microfluidic module allows for

continuously controlled supply of fresh nutrient medium and for the removal of

toxic waste products. Furthermore, additional channels incorporated in the mi¬

crofluidic module can be used to locally add chemicals such as growth factors

or pharmaceuticals.

A schematic of the flow cell is shown in Figure 4.15 and a flow cell with inte¬

grated connections for flip-chip bonding has been fabricated by IMT in Neucha-

tel3. This silicon flow cell comprises an opening for the active area and electri¬

cal connections, where the chip can be attached using flip-chip. The flow cell is

then electrically connected to a PCB board using zebra strips from Fujipoly4.

The chip layout has been modified in order to be used for flip-chip packag¬
ing. The bondpads of the MEA128 are 150 pm in diameter and have a pitch of

300 pm (see Figure 4.1). These relatively large pads make the flip-chip bonding
more reliable. A wetting layer for the solder bumps has to be placed on the Al

3www.unine.ch/imt

4www.fujipoly.com
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of the bond pads. Aluprep BP Zincate from Rohm&Haas Electronic Materials5

has been used to remove the aluminum oxide from the bond pads and to de¬

posit a thin layer of zinc, a starting layer for the subsequent electroless-nickel

deposition. The Ni acts as a wetting material for the solder balls.

Screen printing is used to deposit solder paste on the bond pads. The chip is

then 'flipped' onto the flow cell, and the system is heated above the melting

temperature of the solder paste, a procedure named reflow. The surface tension

of the solder paste aligns the chip very accurately with the flow cell. The solder

paste should not come in contact with the culture medium and has to be sealed

so that the gap between the silicon flow cell and the chip is filled with PDMS

or epoxy. A drop of PDMS has been placed in one corner of the active area.

Capillary forces drag the liquid PDMS into the gap between the chip and flow

cell. All the parts have then been placed in a PMMA chip holder, which has

then been screwed onto the PCB board (see Figure 4.15).

A prototype has not yet been produced within the time-frame of this thesis.

Two main yield problems remain, the zinc layer and the solder ball size. The

zinc layer did not attach well to the bond pads. A reason could be that Si02

remaining from the post-processing prevents the zinc from adhering properly.
A second difficulty is to accurately and homogeneously screenprint the solder

paste on 50 bond pads. When the amount of paste on the different pads varies

by more than 10 % or 20 % the smaller solder balls can not form an electrical

connection between the chip and the flow cell. The mask for the screen printing
featured 150-pm-diameter square openings. Different layouts for the screen

printing mask, such as circular or oval openings, could solve this problem.

'www.rohmhaas.com
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Figure 4.16: Micrograph of the CMOS chip comprising 16 stimulation and

readout electrode.

4.3 Precursor System with 16 Electrodes

A predecessor design of the MEA128 (termed "MEA16") has been presented in

[97]. This chip comprises an array of 16 microelectrodes with fully-integrated

analog and digital circuitry realized in an industrial CMOS process. Although
the function and the basic architecture of the two chips are very similar, their

implementation has some key-differences with regard to performance, which

are briefly discussed in this section.

4.3.1 System Overview

The 4.4 x 4.4 mm2 chip shown in Figure 4.16 consists of a 4 x 4 electrode

array with integrated reference electrode. Fabrication was performed using an

industrial double-polysilicon, triple-metal, 0.6 pm CMOS process at Austriami-

crosystems AG, Austria. The electrodes are 40 x 40 pm2 with a 250 pm pitch.

Space between the electrode array and the bond pads has been intentionally left

blank for the sealant that isolates the cells from the bond wires. A repeated
unit of circuitry associated with each electrode comprises a stimulation buffer

and a bandpass filter for readout. The bandpass filter has corner frequencies of

100 Hz and 50 kHz, and a gain of 1'000. The total equivalent input noise in this

frequency range is 10 \iVrms- The sampling frequency is 20 kHz for each elec-
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Figure 4.17: Switched-capacitor HPF used in the 16-electrode MEA.

trode and the resolution of the recorded signals is 8 bits given by the resolution

of the A/D converter. Stimulation voltages are generated from an 8-bit digital

signal and converted to an analog signal at a sampling frequency of 120 kHz.

The complete system description is given in the references [98] and [97].

4.3.2 Comparison of the two Designs

The most important difference between the two designs is the shift of the AC-

coupling from the second stage in the MEA16 to the first stage in the MEA128.

The HPF, which realizes the AC-coupling, is the most sensitive and area con¬

suming structure. In order to relax the noise restrictions for the HPF it would

be convenient to first amplify the signal and then to have the HPF in a second

stage as it was realized in the MEA16. But, the dc-offset of the metal electrode

in solution is too large so that AC-coupling is required before amplification (see
also section 3.1.2). Amplification is necessary in order to achieve a sufficient

signal-to-noise ratio. A simple example using a passive HPF can illustrate this:

A HPF realized with a resistor, R, and a capacitor, C, has a corner frequency
of l/2nRC and an in-band gain of 1. The noise generated in this passive HPF

amounts to kT/C and is inversely proportional to the capacitance. A 1 pF ca¬

pacitor, e.g., leads to a noise of 64 ^lVrms, which is as large as the expected

signal amplitudes. An active HPF with amplification is therefore necessary.

The HPF of the MEA128 has been realized as a continuous-time filter in con¬

trast to the switched-capacitor filter implemented in the MEA16 (Figure 4.17).
It was not possible to use a switched capacitor technique in the MEA128 given
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the required frequency range and the area constraints. The lower corner fre¬

quency of the MEA16 was fixed to 100 Hz. In the MEA128, the frequency

range is tunable in order to have the flexibility to measure different types of

cells and also whole organs or slices. An adjustable corner frequency down

to 1 Hz is, therefore, required. This is difficult to realize with the switched-

capacitor HPF. In a switched capacitor filter, the resistor, R, is replaced by a

capacitor (C3 in Figure 4.17) and a number of switches; the equivalent resis¬

tance of this structure is 1/fsC, where f$ is the sampling frequency. The comer

frequency is given by fsC3/2nC2. With a sampling frequency of 20 kHz (given

by the Nyquist Theorem when the signal bandwidth is 10 kHz) and a feedback

capacitor C2 of 1 pF, a 37 fF capacitor is needed for C3 to realize a corner fre¬

quency of 100 Hz. If the comer frequency is lowered to 1 Hz this capacitor is

in the range of 1 fF which is too small for a reliable design. Parasitic effects,

charge injection and noise would probably make the design unusable. A larger

capacitor C2 would relax this problem, but since the in-band gain of the struc¬

ture is given by C1/C2 a very large capacitor CI would be needed, which would

not be compatible with the given area constraints. Therefore, MOS resistors are

used in the MEA128 design to realize the large resistances of several hundred

GQ. Their resistance can be tuned by the gate voltage and is not limited by
the area as it is the case for poly-silicon resistors, N-well resistors or switched

capacitors at a given frequency.

A fully differential design has been chosen in the MEA128 instead of single-
ended design of the MEA16. A fully differential design drastically reduces the

risk of interference along the signal paths. Furthermore, common-mode signals
of the electrode and the counter electrode are suppressed by the differential

design. The sensitivity to leakage currents, especially at the input node of the

OTA in the HPF (Figure 4.3) is reduced.



84 Monolithic CMOS MEA

4.4 Future Work and Possible Improvements

One important issue is to increase the number of electrodes and/or the electrode

density. Another extension for the MEA128 is the integration of more sensors.

A pH-sensor, for example an ISFET, could monitor the cell culture pH [100].

Interdigitated electrodes could serve as a cell attachment sensor [100], closely
attached cells indicate a healthy cell culture. Further possible changes and im¬

provements of the system are discussed below.

Circuitry

Offset and noise are among the remaining problems in the MEA128. Both, off¬

set and noise can be reduced by making the electrical units in the readout chain

larger, which is hardly possible in our case because of the limited area. Flicker

noise could be reduced by using JFETs instead ofMOSFETs [59], but this is not

standard CMOS technology and, consequently not an option for the technology
used here. For offset and low-frequency-noise reduction a second high-pass fil¬

ter can be used. A second HPF cancels the offset of the first HPF. Additionally,

low-frequency noise and drift effects (section 3.1.2) are further suppressed by
a 2nd order high-pass filter. The noise specifications are much more relaxed

for this second high-pass filter, since the signal is already amplified in the first

stage. The filter can therefore be realized as a passive structure that requires a

minimum amount of area.

For an increased electrode-density the area of the pixel circuitry has to be re¬

duced. The area of the HPF (Figure 4.5) can be reduced by decreasing its per¬

formance. The in-pixel digital circuitry can be made smaller by using area-

optimized digital cells or by replacing the flip-flops by SRAMs. The fully-
differential amplifier (Figure 4.6) that drives the lines can be replaced by a

pseudo-differential amplifier using source followers. In total, a reduction of the

pitch from 250 pm to 200 pm should be possible using the same architecture

and the same technology. Further area reduction is possible by using a CMOS

process with smaller feature size (smaller than 0.6 pm). The gate sizes of the

transistors in the analog circuitry part are not automatically reduced minimum

feature size is rarely used due to noise and matching requirements. In addition,

the capacitors are not scalable using smaller feature-size CMOS technology.

However, the area could still be significantly reduced because the routing re¬

quires less area. Furthermore, the transistors are smaller since source and drain

contacts are smaller. By using, e.g., a 0.35-pm CMOS process the area could be
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reduced by probably more than 50 %. Combining both, using advances CMOS

technology and further optimizing the analog circuitry could reduce the pitch to

maybe 100 pm or even less.

The power consumption of the chip of about 120 mW is rather large. Most of

this power can be saved by using more efficient A/D converters. Additionally,
the supply voltage can be reduced from 5 V to 3.3 V while preserving the SNR.

The power consumption of the in-pixel circuitry can be reduced. For example,
the power consumption of the folded-cascode amplifier (Figure 4.4) can also be

reduced by using a common-mode feedback based on linear MOS transistors

[117], which reduces the number of branches of the amplifier by a factor of 2.

Further possible improvements include the integration of a stimulation buffer

that can be used in current- or voltage-simulation mode. One of the problems
of a current-stimulation buffer is the quiescent current. The offset is large in

these small structures, which leads to current offsets that are different for each

electrode. Additionally, electrolysis that can damage the electrode or the cell

culture has to be prevented avoided when using current stimulation.

Post-processing

Different electrode materials other than Pt can be used. Pt and Au are the most

commonly used materials in the literature, see, e.g., refs. [14,26,51,118]. Other

materials include TiN [53] ,
ITO [2], Palladium [54] or IrO [82]. Open-gate

FETs have been used by Fromherz et al. [7]. Recent studies have shown that

carbon nanotubes could serve as a substate or electrode material for neuronal

networks [119].

Packaging

The number of bond pads of the MEA128 can be reduced. With a redesign of

the MEA128, a basic operation with 18 bond pads would be possible instead of

the 50 bond connections that are currently needed. The only drawback is the

reduced flexibility in using the chip.



Chapter 5

Chip Characterization and

Biological Measurements

Measurement results from the MEA128 are presented in this chapter. The first

section includes the electrical characterization of the chips with a focus on the

in-pixel readout circuitry. The second section presents recordings from spon¬

taneously firing chicken cortical neurons after 56 DIV (days in vitro). Addi¬

tionally, spontaneous and triggered action potentials from primary neonatal rat

cardiomyocytes after 4 and 5 DIV are presented.

5.1 Characterization of the MEA128

5.1.1 Readout Electronics

Electrical tests of the whole array in physiological saline were performed ap¬

plying a sinusoidal signal (500 Hz, 1 mV^) to the electrolyte solution via a

platinum wire while recording from all sensor electrodes. The signals from 10

randomly chosen electrodes are shown in Figure 5.1. The measured amplitude
is about 0.75 mVpp, which is smaller than the stimulation input most likely due

to attenuation in the liquid and at the electrode electrolyte interfaces.

The in-band gain and offset of the in-pixel band-pass filter without the third am¬

plification stage has been measured. The midband gain of the HPF and the LPF

together is 19.12 dB ±0.3 (figure 5.2). The discrepancy between the designed

gain value of 20 dB and the measured value is most probably caused by fring¬

ing fields on the feedback capacitors (C2 in Figure 4.3). The first chip has been

86
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Figure 5.1: Signal output from 10 randomly chosen electrodes upon a sinu¬

soidal signal of 1 mVpp amplitude at 500 Hz. The dc-offset has been removed

from these signals.

adjusted to a comer-frequency of 10 Hz. Then, using the same bias voltage, the

other three chips showed comer fruequencies between 5 Hz and 13 Hz. The

comer-frequency variation within the array can not be characterized with this

design, but it can be assumed that it does not exceed the chip-to-chip variation.

The input-referred offset of the filter using the MOS resistor was up to ±0.5 mV

when the filter was set to a corner frequency of 10 Hz. This offset is randomly
distributed over the entire array and limits the resolution. A minimal input range
of 1 mV, corresponding to a resolution of 4 p,V, is needed to keep the signals
within the range of the A/D converters. Additionally, this offset depends on

the adjustment of the MOS resistor defining the corner frequency. The offset

increases for lower frequencies, and below 1 Hz most of the signals are outside

the maximum range of the A/D converters. The same problem was observed

with the HPF using the MOS diode. In this case the corner frequency is fixed

to approximately 1 Hz and offsets of up to 3 mV were measured. The offset is

too large to be explained by the mismatch of the input transistors in the OTA in

the HPF. We assume that the offset originates from the compensation of leakage
currents at the input of the OTA. These leakage currents are compensated by the

MOS resistors R in the feedback. A difference in the absolute resistance in the

positive and the negative signal path leads to an offset at the output of the filter.

The resistance of the MOS resistors depends heavily on the threshold voltage,
which is subject to mismatch. As an example, a threshold voltage offset of

10 mV can lead to almost a factor of 2 in the resistance. A leakage current of

5 fA can, therefore, produce 1 mV offset at a resistance of 200 GQ (8 Hz corner

frequency). This offset voltage increases if the filter is set to lower frequencies
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since the absolute resistance increases. Reducing this offset is one of the main

design improvements for future approaches as will be described in section 4.4.

The input-referred spectrum of all in-pixel readout stages with a sinusoidal in¬

put is plotted in Figure 5.3. For this measurement, a sine-wave input with

a frequency of 500 Hz and an amplitude of 1 mVpp has been has been ap¬

plied to the input. The spectrum was recorded using a dynamic signal analyzer

(HP3562A). The corner frequencies of the filter were set to 5 Hz and 10 kHz,

respectively. A total equivalent-input-referred noise of the in-pixel readout cir¬

cuitry of 11.7 \iVrms (100 mHz - 100 kHz) was measured. Flicker noise from

the OTA (Figure 4.4) and low-frequency noise from the MOS resistors, R, in

the HPF (Figure 4.3) are the dominant noise sources. The total equivalent-

input-referred noise is reduced to 5.9 \iVrms if the signal bandwidth is reduced

to 10 Hz - 100 kHz. However, in the frequency region of 10 Hz and below,

the signals of interest are field potentials with larger amplitudes, such as beats

from cardiac cultures or ex-vivo organs, see section 5.2.2. An adequate signal-
to-noise ratio is therefore preserved even when the filters are adjusted to include

the low-frequency region. The minimal corner frequency is about 1 Hz given

by the offset limitation as mentioned previously.

The total harmonic distortion (THD) amounts to -54.8 dB considering the first

four harmonics. This value is sufficient for a resolution of 8 bits. The common-

mode-rejection ratio (CMRR) of the filter is 69 dB as can be seen in Figure 5.4.

The power-source rejection ratio (PSRR) is plotted in the same Figure and is

approximately 90 dB for Vdd and 80 dB for Yss-

5.1.2 Stimulation Electronics

Functionality of the stimulation circuitry has been shown by applying a saw¬

tooth signal to one of the electrodes, as shown in Figure 5.5 (left). A special

packaging scheme has been used for this measurement. First, the bond wires

were covered with epoxy, then gold was sputtered over the entire chip surface.

All electrodes, including the reference electrode, were electrically shorted by
the sputtered gold layer. With this setup signals from the electrodes can be

recorded via the bond pad of the reference electrode. The stimulation signal

generated on-chip has been recorded by an oscilloscope (Agilent 54641D) con¬

nected to the pad of the reference electrode. Digital commands to select one

electrode for stimulation and to generate a sawtooth stimulation signal on this

electrode were sent to the chip. The sawtooth signal that covered the entire code

range (0 .. 255) was repeated at a frequency of 1.8 Hz. The positive and the
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Figure 5.2: Bode-plot measurement of the in-pixel high-pass filter. The graph
shows the measurementsfromfour different chips.
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Figure 5.3: Input-referred spectrum of all in-pixel readout stages. The smooth

curve represents the input-referred noise derivedfrom equation 4.6. A sine wave

(ImVpp, 500 Hz) has been applied to measure the harmonic distortion.
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Figure 5.4: CMRR is the common-mode rejection ratio ofthe in-pixel readout

stages. PSRRVSS is the power-source rejection ratio for VSS and PSRRVDD is

the power-source rejection ratio for VDD.

negative reference voltages were set to 1.5 V and 3.5 V. The signal recorded

from the reference contacts shows good monotony and linearity. This test was

repeated for different electrodes (results not shown), in all cases the same result

was observed.
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Figure 5.5: Left: Saw-tooth stimulus generated by the on-chip stimulation cir¬

cuitry. Right: Stimulation pulses measured in the liquid. A number 1, 9 and 18

electrodes was selectedfor stimulation.

Stimulation with physiological saline on top of the chip has also been per¬

formed. For this measurement a normally packaged chip (section 4.2.2) has
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been used and the bath has been filled with physiological saline (0.9 % NaCl

dissolved in distilled water). The signal was recorded by connecting the oscil¬

loscope to the solution using a Pt-wire. A square-wave stimulus with 1 Vp/> at a

frequency of 480 Hz was produced by one or more stimulation electrodes. The

recorded signals are shown in Figure 5.5 (right). The number of selected elec¬

trodes has been varied from 1 to 18. The recorded signal is about 21 mVpp for

1 electrode, 190 mVpp for 9 electrodes and 320 mVpp for 18 electrodes. Dou¬

bling the number of stimulation electrodes approximately doubles the recorded

signal amplitude. This can easily be explained. The stimulation electrode and

the Pt-wire together with all parasitics build a capacitive divider that is charged
and discharged during the stimulation. The larger the number of stimulation

electrodes, the smaller the ratio between the total electrode capacitance and the

load capacitance. The recorded signal is not perfectly symmetric. This might
be caused by the fact that the open-circuit potential (OCP) of the electrode does

not coincide with the common-mode voltage of the stimulation circuitry. Al¬

though the platinum counter electrode is biased at 2.5 V, the electrode can be at

a different potential (see section 3.1.2).

This measurement proves that the stimulation circuitry works in a liquid en¬

vironment. This is not obvious since interfacing the electrode with a liquid

drastically changes the load capacitance for the stimulation amplifier by several

orders of magnitude. The results given in table 3.1 show that the capacitance can

be well above 1 nF and up to 100 nF. This could eventually lead to instabilities

in the stimulation buffer, however, have not been observed.
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5.2 Biological Measurements

Signals from neural and cardiac cells cultured on the MEA128 are presented in

this section. The biocompatibiltiy of the design is proven by recordings from

chicken neurons after as many as 56 DIV. The stimulation capability of the

design is demonstrated using cardiac cell cultures.

Figure 5.6: Fluorescence image of a neural network grown on the chip and

stained after 56 DIV. The circular electrodes can be recognized in the back¬

ground.

5.2.1 Neuronal Networks

Neural networks originating from dissociated cortical tissue offertilized chicken

eggs (gallus domesticus) were successfully cultured on the chip. The cells were

extracted from the chicken egg at embryonic day 10 (E10), mechanically and

chemically dissociated and placed on the CMOS chip (see Appendix A.2 for a

detailed protocol). The neurons were then maintained in supplemented serum-

free Neurobasal medium.
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The chips were prepared as follows. Before plating with cells, the CMOS chips
were sterilized by immersing them in 70% ethanol at room temperature for 30

minutes. The chips were then rinsed several times with sterile ultrapure water

and allowed to dry under a sterile workbench. The electrode area was exposed
to a 30 pi drop of sterile-filtered 0.1% polyethyleneimine solution (PEI, Sigma

P3143), a cell adhesion mediator, for 1.5 hours before being rinsed several times

with cold phosphate-buffered saline (PBS). Ten pi of 50 pg/ml laminin (dis¬
solved in culture medium) were applied to the PEI coating to further promote

cell adhesion and neural differentiation.

The fluorescence image in Figure 5.6 shows a neuronal network grown for 56

days on the chip. The large bright spots are cell nuclei, and the bright lines are

neurites. The electrode is also visible as a bright round spot. The picture was

created by immunostaining the microtubuli-associated protein-2 (MAP2) of the

neurons using a fluorescein isothiocyanate (FITC)-conjugated secondary anti¬

body (Appendix A.3). The cells were finally immersed in glycerol and observed

by fluorescence microscopy using a Zeiss microscope (Axioskop 2 mot) with

digital imaging equipment.

Figure 5.7 shows signals from spontaneously firing cells at 56 DIV. A sterilized

elastomer cap with integrated reference electrode was placed over the dish dur¬

ing recording to maintain the cell culture pH for a short period of time. The

cut-off frequency of the filters was set to about 10 Hz for the HPF and that of

the LPF was set to 5 kHz. The noise level in these recordings is 27 \iVrms-
This noise is about twice as large as the measured noise from the circuitry. It

has generally been observed that the noise is larger when a cell culture is on

top of the electrodes. The signals recorded from 30-pm-diameter electrodes

showed signal amplitudes between 500 p,V and 700 p,V, while signals from 40-

pm-diameter electrodes were in the range of 200 p,V and 300 p.V. The signal

amplitudes are seemingly inversely proportional to electrode area. In our case,

a twice as large electrode area leads to about half the signal amplitude, which is

in agreement with the models used for electrogenic cells on microelectrodes as

described in [13,67,68]. The fraction of the electrode area underneath the cell

and the fraction that is not covered by the cell constitute, in a first approxima¬
tion, a capacitive divider, so that the signal amplitude decreases when cells of a

certain size are placed on larger electrodes.
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Figure 5.7: These graphs show spontaneouslyfiring chicken neurons at 56 DIV.

The signals on the left were measured on circular 30-\im-diameter electrodes,

and the signals on the right using 40-\\m-diameter electrodes. The lower graphs
show one ofthe spikes at extended time scale.

5.2.2 Cardiac Cells

Cardiac cell cultures

Primary neonatal rat cardiomyocytes (NRC) were successfully cultured on the

MEA128. These cells very quickly become spontaneously electrically active,

which renders them ideally suitable for device testing. Recordings from the

entire network can be obtained after three days in culture, whereas dissociated

neurons need to develop and form connections for about two weeks before they
show a regular spiking behavior. Additionally, cardiomyocyte signals are larger
than those from neurons.

The chips were plated with cardiac cells according to the procedure described

in appendix A.4. A recording from spontaneously beating cells on 20-pm-
diameter electrodes at 5 DIV is shown in Figure 5.8. In this example, the cells
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beat at a rate of about 10 Hz. The right graph shows one of the spikes at an

expanded time scale.
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Figure 5.8: Spontaneously active primary cardiomyocytesfrom neonatal rat at

5 DIV. The right graph shows one ofthe spikes at an expanded time scale.

Figure 5.9 shows the recordings from spontaneously beating NRCs at 4 DIV.

The plot shows the time dependence of the signals on 64 electrodes where the

y-axis represents the electrode number. A simple threshold detection algorithm
has been used to detect the spikes, and each event is illustrated as a dot. The

resulting vertical lines represent correlated depolarization of the whole cell cul¬

ture. The beat rate is about 1 Hz. The points in between come from noise in

most cases. If one of these vertical lines is expanded one can see that the signal
starts at one point and travels across the electrode array within around 11 ms

as it is illustrated in Figure 5.10. In Figure 5.10, each plot constitutes the 8 x 8

electrodes at different points in time. The line in each plot represents the loca¬

tion of the depolarization front at each time. The pacemaker (pacemaker cells

are described in section 2.1.3) seemingly located in the lower left corner of the

culture evokes an action potential at time 0, the wave front of the action poten¬

tials then travels across the electrode array. The velocity of the front is about

2 mm in 11 ms, which is 1.8 m/s.
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Figure 5.9: Spontaneously beating cardiac cell culture. The y-axis represents

the electrode number, only electrodes 1 to 64 are shown here. Each dot repre¬

sents one spike on the electrode. The resulting vertical lines represent a corre¬

lated spiking of the whole culture. The dots in between represent noise in most

cases.

Stimulation of a cardiac cell culture

Figure 5.11 shows the recording from a single electrode. The stimulation pulses
and the depolarization of the cell culture can be seen in this plot. This electrode

was selected for recording, the stimulation was applied to a neighboring elec¬

trode. The stimulation pulses appear at all recording electrodes in the array

due to crosstalk through the electrolyte. The amplitude of those pulses depends
on the distance from the stimulation electrode. Neighboring electrodes of the

stimulation electrode may even show saturation effects (not shown).

Twenty stimulation pulses with an amplitude of +/-350 mV at a frequency of

1.5 kHz were used for the measurement in Figure 5.11. Regarding the ability
of the stimulation pulses to elicit a depolarization, the influence of the ampli¬
tude was observed to be minor compared to the effect of the number of pulses.
Ten pulses with an amplitude of up to 1 V were not sufficient to stimulate the

cardiomyocytes. A number of 20 pulses at +/-350 mV amplitude often lead to

depolarization and 30 pulses reliably elicited a depolarization (in this culture).

The stimulation of a cardiac cell culture is shown in Figure 5.12. The stimula¬

tion pulses (indicated by arrows) effectively elicit a depolarization of the cardiac

cell tissue. The pacemaker instantaneously synchronizes to the stimulated de¬

polarization, which is indicated by the time interval between the stimulated and

the spontaneous depolarization. The time interval of the spontaneous depolar¬
izations is 1.2 ±0.1 s. At the stimulus-induced depolarizations this interval is
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0.4 ms 1.1 ms 1.7 ms

3.4 ms 4.3 ms 5.1 ms
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Figure 5.10: Measurement of spontaneously beating rat cardiomyocytes. 8x8

electrodes are represented in each square. The line represents the location ofthe

wavefront at the given time. A pacemaker seemingly located in the lower left
corner of the culture evokes an action potential at time 0, the front of the action

potentials travels across the electrode array. This corresponds to a wavefront

velocity of 1.8 m/s.
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shortened to 0.35 s in the first case and 0.8 s in the second. After the stimulus-

induced depolarization the beat rate immediately returns to the normal beat rate

triggered by the spontaneous depolarization of the pacemaker.
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Figure 5.11: Recordingfrom an electrode. Stimulation pulses on a neighboring
electrode elicit an action potential.
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Figure 5.12: Stimulation of a cardiac cell culture. The pacemaker instanta¬

neously synchronizes to the stimulated depolarization as is indicated by the time

interval between the stimulated (arrows) and the pace-maker-induced depolar¬
ization.

Ex vivo heart on chip

Further tests of the MEA128 were performed with an in situ preparation of

cardiomyocytes from fertilized chicken eggs at embryonic day E10. The heart

was extracted from the embryo, briefly rinsed with cold Dulbecco's PBS and
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directly transferred onto the electrodes of the chip. A reference system was used

in order to compare our measurements with standard equipment (MCS system

from Multi Channel Systems [57]). A single spike from each of the systems

is shown in Figure 5.13. The two waveforms coincide accurately; the P-wave

and the T-wave can clearly be seen (the functioning of the heart is described

in section 2.1.3). The amplitudes of the heart beats are different since these

measurements were performed with organs from different animals.

MEA128 MCS System

Amplitude [mV] Amplitude [mV]

T-Wave

200 300

Time [ms]

500 200 300

Time [ms]

500

Figure 5.13: Heart spike from an ex-vivo whole-organ measurement. The Fig¬
ure shows the measurement result from the MEA128 (left) andfrom the MCS

system (right).



Chapter 6

Conclusion and Outlook

6.1 Conclusion

The main topic of this thesis was the development of a monolithic extracel¬

lular recording system featuring bidirectional communication (stimulation and

recording) to electrogenic cells. To achieve this, a microelectrode array has

been fabricated using a standard CMOS process. The system incorporates 128

stimulation- and recording-capable electrodes in an 8x16 array. Post-CMOS

processing steps were used to realize biocompatible electrodes and to ensure

chip stability in a physiological environment. The system comprises all neces¬

sary control and signal-conditioning circuitry as well as on-chip A/D and D/A

conversion. An overview of the main characteristics is given in Table 4.1.

The biocompatibiltiy and the functionality of the design have been proven by

recordings from chicken neurons after as many as 56 days in culture. Peak-to-

peak amplitudes of up to 700 \iVpp were recorded. Recordings from cardiac

myocytes at 5 days in vitro showed amplitudes of 1.8 mVpp. The stimulation

capability of the design has been demonstrated by triggering activity in cell

cultures originating from primary neonatal rat cardiomyocytes after 4 days in

vitro.

Why CMOS

Throughout this work, the question was often raised why to use CMOS tech¬

nology. CMOS technology offers some decisive advantages, in particular multi¬

plexers and on-chip electronics, which enable the integration of a large number

of transducers and allow for achieving a small system size.

100
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• Multiplexers allow the integration of a large number of transducers. A

large number of electrodes enables high spatiotemporal resolution, which

is required when the behavior of neural networks is studied. Traditional

MEAs without multiplexers usually offer 64 electrodes (Table 1.1). The

design presented here features 128 electrodes, but the architecture allows

for increasing this number to 1024 or even more. In the literature, CMOS-

based systems with up to 16'000 electrodes but without individual signal

conditioning circuitry have been presented [13].

• On-chip electronics allow for the monolithic integration of the complete

system on a single chip, which leads to small system dimensions and low

power consumption. These are the key requirements for, e.g., implantable
devices. Another advantage of on-chip electronics is that the signal can

be filtered and amplified close to the signal source, which reduces the

risk of signal deterioration along connection lines. On-chip A/D and D/A

conversion enable the transfer of robust digital signals on- or off-chip.

A disadvantage of CMOS chips is that silicon is not transparent to visible light.
For convenience, biologist generally use inverted microscopes to see the culture

from below while working from above. Additionally, the chip can corrode in

liquid. Therefore, a good packaging solution is needed to protect the chip and

also to prevent the cells from being poisoned by toxic materials, such as Al.

6.2 Outlook

Chip design

One direction of further developments is to increase the number of electrodes.

It has to be taken into account that a large number of electrodes leads to a large
volume of recording data. For example, 1024 electrodes produce 20 MBytes/s
at a sampling rate of 20 kHz. The data storage of long-term recordings, and,

especially, subsequent data analysis will be time consuming. Online spike de¬

tection is deemed appropriate for long-term recordings from electrode arrays

with several hundreds of electrodes. This was the main motivation for using a

FPGA in between computer and chip. The FPGA allows for real-time spike de¬

tection and transmits only events or event characteristics to the computer, which

drastically reduces the amount of data.

Another feasible extension is the integration of more sensors. A pH-sensor,
for example an ISFET, could monitor the cell-culture pH [100]. Interdigitated
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electrodes could serve as cell attachment sensors with tightly attached cells in¬

dicating a healthy cell culture.

Electrode materials different from Pt can be used. Pt and Au are the most com¬

monly used materials in the literature, see refs.. [14,26,51,118]. Alternative

materials include TiN [53] ,
ITO [2], Palladium [54] or IrO [82]. Open-gate

FETs as electrodes are used by Fromherz et al. [7]. Recent studies have shown

that carbon nanotubes could serve as a substrate or electrode material for neu¬

ronal networks [119].

Biological experiments

Recordings of spontaneous and triggered cell activity have been presented in

this work, but more sophisticated experiments can be envisioned:

In vitro neural networks grown on a microelectrode array can be used to in¬

vestigate fundamentals in learning processes on a small and defined neuronal

network. Our design allows for fast switching of electrode patterns for stimula¬

tion. This offers the possibility to use the neuronal network for solving simple

information-processing tasks such as pattern recognition. Additionally, the use

of long-term potentiation and depression methods (LTP and LTD [120]) can be

used to program a certain functionality in the network. Another interesting ex¬

periment is to produce a connectivity map by stimulating one electrode after the

other and analyze the respective short-term responses (within approx. 20 ms

after stimulation) of the network.

Pharmacologically active agents can be tested on neural and cardiac cell net¬

works. The study of networks is of interest for pharmaceuticals influencing

inter-signal transfer, such as neurotransmitters in synapses or connexin proteins

during ventricular conduction in cardiac networks. The studies presented in the

literature so far are mostly based on the analysis of spontaneous activity of the

cell culture. Triggered activity might open new possibilities to test biochemical

substances.

Commercial potential

Neuroscientists working with in-vitro networks need larger numbers of elec¬

trodes for their research. CMOS microelectrode arrays offer the technology to

create a device meeting this requirement. However, the market for such devices

is still rather small and mostly confined to academic research.
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A large market volume can be expected for MEA-based biosensors for the de¬

tection of chemical and biological toxins or for the screening of pharmacolog¬

ically active compounds. In-vitro networks show remarkable sensitivities to

minute chemical dosings and, therefore represent good candidates for access¬

ing dose-related effects of all kinds of chemicals or pharmacologically active

substances [2,5,10,11,27,28,30-33,121].

Finally, in the field of neural prosthetics research, microdevices might become

a viable approach to recover skeletal muscle function [18,35], to restore visual

perception [36] or the auditory system [37,38]. To date the most successful

microelectrode-based biohybrid device is the cochlear implant [37,38].



Appendix A

Cell Culture Preparation

A.l Sterilization of the CMOS chips

CMOS chips were sterilized by incubating them in 70 % ethanol at room tem¬

perature for 0.5 hours. The ethanol was discarded and the chip rinsed several

times with sterile ultra-pure water (Millipore). The chip was allowed to dry un¬

der the sterile workbench. Its electrode area was coated with a 30 pL drop of

sterile-filtered 0.1 % polyethyleneimine solution (PEI, Sigma P3143) as a cell

adhesion mediator, which was allowed to sit there for 1.5 hours before being
rinsed off several times with cold PBS. 10 pi of 50 p,g/mL laminin (dissolved
in above-mentioned culturing medium) were applied onto the PEI coating to

further promote cell adhesion and neural differentiation.

A.2 Neuronal Network Cell Culture

Neural networks originated from dissociated cortical tissue of a fertilized chicken

egg (gallus domesticus) at embryonic day 10 (E10). The following cell extrac¬

tion and culturing protocol was used:

A fertilized chicken egg was incubated in an egg incubator (Grumbach, BSS)
for 10 days at 38°C and 60% humidity while being rolled in 6 hour intervals.

Before organ extraction, the egg was rinsed with 70% ethanol and opened un¬

der a sterile flow bench. All subsequent steps were performed under sterile

conditions. The embryo was decapitated and its brain extracted and washed

in cold Dulbecco's phosphate buffered saline (PBS without Ca2+ and Mg2+,
Sigma D8537) containing 1% penicillin/streptomycin (P/S, PAA Laboratories
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PI 1-010). Meninges were removed carefully. The brain parts were transferred

to a centrifuge tube containing 5 ml PBS, 10 pg/ml DNase I (Sigma D4263),
and 0.04 % trypsin (Sigma T4799). The tissue was tirturated carefully 20 times,

incubated for 5 minutes at 37°C, triturated again five times, and incubated for

another 5 minutes. To stop the digestive action of trypsin, 2 mL of cold horse

serum were added. The suspension was carefully triturated again 10 times, and

centrifuged to collect the cell pellet, which was resuspended in 2 mL of cold

serum-free Neurobasal culturing medium (Invitrogen 21103 031) supplemented

by B27 (Invitrogen 17504-010) and by a cocktail of 0.1% lipid-rich BSA (Sigma

F-7175), 0.1% lipid-mixture (Sigma L-0288), 2 mM Ala-Glu (Sigma G8541),
120 pg/ml Na-Pyruvate (Sigma P5280) and 1.5% P/S. A 30 pL drop of cell sus¬

pension was placed onto the CMOS to give a final cell density of 900 000 cells

per electrode array. The cells were allowed to adhere to the CMOS surface for

20 minutes while being stored in a 5% CO2 incubator at 37.0°C. Finally, 1 mL

of prewarmed culturing medium was added. The chip was returned to the CO2

incubator after closing it with a gas-permeable lid. After the first seven days,
250 pL of medium were replaced by fresh culturing medium without antibiotics

twice a week.

A.3 Fluorescence Imaging of Neuronal Cultures

After 56 DIV, neuronal cultures on CMOS chips were fixed with 4% parafor¬

maldehyde. Non-specific binding sites were blocked with 5% goat serum and

1% BSA in PBS, and the cells were permeabilized with 0.4% Triton X-100 in

PBS. The primary anti-MAP2 mouse IgG antibody (Sigma M4403) was incu¬

bated with the cells overnight at a dilution of 1:400. After washing three times

for 5 min with PBS, the secondary antibody FITC-conjugated anti-mouse IgG

(Sigma F0257, 1:40) was applied and incubated for 30 minutes at 37°C. Af¬

terwards, the chips were washed as described above. Cell nuclei were counter

stained with the DNA-binding dye DAPI (Sigma D8417). The cells were finally
immersed in glycerol and observed by fluorescence microscopy using a Zeiss

Axioskop 2 mot microscope with digital imaging equipment.

A.4 Cardiac Cell Culture Protocol

The NRCs were dispersed from the ventricles of 1-3-day-old Sprague-Dawley
rats by digestion with collagenase II (Worthington Biochemical Corp., U.S.A.)
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and pancreatin (Sigma-Aldrich, U.S.A.). To obtain cultures comprising more

than 95% cardiomyocytes, the cell suspensions were separated on a discontin¬

uous Percoll gradient [Sen et al., 1988]. Cells were seeded in plating medium

consisting of 68% DMEM (Amimed, Switzerland), 17% Medium M199, 10%

horse serum (Life Technologies, USA), 5% fetal calf serum (Life Technolo¬

gies), 4 mM glutamine (Amimed), and 1% penicillin-streptomycin (Amimed),

compare [122]. After 24 h the plating medium was exchanged for mainte¬

nance medium, consisting of 78% DMEM (Amimed), 20% Medium M1999

(Amimed), 1% horse serum (Life Technologies), 1% penicillin-streptomycin
(Amimed),and 4 mM glutamine, (Amimed). The NRCs were generously pro¬

vided by Evelyne and Jean-Claude Perriard, Department of Cell Biology, ETHZ.
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