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Abstract

This thesis reports on the design, system integration, and experimental charac-

erization of two different types of complcmcntary-metal-oxide-semiconductor

(CMOS)-based devices: a neurochip and an atomic-force microscope.

The neurochip reported on in this thesis is capable of bidircctionally communi¬

cating (stimulation and recording) with electrogenic cells such as neurons or car-

diomyocytcs and is targeted at investigating electrical signal propagation within

cellular networks in vitro. The overall system consists of three major subunits:

The core component is a 6.5-by-6.5 mm2 CMOS chip, on top of which the cells

are cultured. It features 128 bidirectional electrodes, each sampled at 20 kHz and

8 bit resolution. Second, there is a field-programmablc-gatc-array-based device,
which provides chip control, event detection, data buffering and an USB interface

capable of processing the 2.56 million samples delivered by the chip per second.

The third element includes software that is running on a standard PC performing
data capturing, processing, and visualization. Key challenges are posed by the

low-noise circuitry (5.9 Vrms within 10 Hz - 100 kHz) that is required to reliably
detect signals ranging from 1 mVpp down to 40 u.Vpp, the amount of generated
data (3.2 MB/s), and low-latency requirements (<2 ms between detection of

spike and initiation of stimulation).

The conjunction of a highly integrated CMOS chip, which includes analog sig¬
nal amplification and filtering stages, analog-to-digital converters, a digital-to-

analog converter, stimulation buffers, temperature sensors, and a digital interface

for data transmission, with a reconfiguiablc logic device (FPGA), improves the

overall system performance. The advantages over current microelectrode arrays

include the capability to stimulate (voltage stimulation, 8 bit, 60 kHz) spatio-

temporal patterns on arbitrary sets of electrodes and the fast stimulation reset

mechanism that allows to record neuronal signals on a stimulating electrode 5

ms after stimulation (instantaneously on all other electrodes). Also, the inter¬

connect challenge that limits the size of currently available microelectrode arrays

is overcome by on-chip multiplexing and A/D conversion.

Recordings from rat cortical neurons, chicken cortical neurons, rat brain slices,
rat cardiomyocytes, and rat muscle cells have been attained. Additionally stim¬

ulation and recording measurements with rat neurons and rat cardiomyocytes
have been successfully carried out and promising experiments on information

processing with rat cortical neurons will be detailed.

The atomic-force microscope (AFM) is a single-chip (7x10 mm2) AFM unit. It

includes a fully integrated array of cantilevers, each of which has an individual

actuation, detection, and control unit so that standard atomic force microscopy

operations can be performed by means of the chip only without any external

controller. The system offers drastically reduced overall size and costs as well as

increased scanning speed and has been fabricated in standard CMOS technology
with subsequent micromachining steps to form the cantilevers. Full integration of
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Abstract

microelectronic and micromechanical components on the same chip allows for the

controlling and monitoring of all system functions. The system is monolithically

integrated on a single chip and includes analog signal amplification and filtering

stages with offset compensation, analog-to-digital converters, a powerful digital

signal processor, and an on-chip digital interface for data transmission. The

microsystem characterization evidenced a vertical resolution of <1 nm and a

force resolution of <1 nN. The monolithic system represents a paradigm of a

mechatronic: microsystem that allows for precise and fully controlled mechanical

manipulation in the nanoworld.
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Zusammenfassung

Die vorliegende Dissertation beschreibt das Design, die Systeinintegration und

Funktion/Betrieb zweier CMOS-Mikrosystemc (complementary metal oxide se¬

miconductor): (a) eines Neurochips und (b) eines Atomkraftmikroskops.

Der beschriebene Neurochip ist in der Lage mit elektrogencn Zellen, wie z.B.

Neuronen oder Kardiomyozyten bidirektional (Stimulation und Aufzeichnung)
zu kommunizieren. Das Ziel ist die Untersuchung der Ausbreitung elektrischer

Signale in zellulären Netzwerken in vitro. Das Gesamtsystem besteht aus drei

Einheiten: die Kernkomponente ist ein 6,5x6,5 mm2 großer Chip, auf dem die

Zellen kultiviert werden. Der Chip umfasst 128 bidirektionale Elektroden, die mit

je 20 kHz und 8 Bit Auflösung abgetastet werden. Weiter gibt es einen rekonfigu-
rierbaren Logikbaustein (FPGA), der die Chipsteuerung, die Ereignisdetektion,
die Kommunikationspuffer und die USB-Kommunikation bereitstellt. Das dritte

Element ist die Software, die auf einem handelsüblichen Computer läuft und die

Datenspeicherung, -prozessierung und -darstellung übernimmt. Die Anforderun¬

gen an das Chipdesign umfassen den gewünschten großen Rauschabstand, die

große Menge an anfallenden Daten (3.2 MB/s) und die geforderte kurze Latenz¬

zeit (1 ms).

Die digitale Verknüpfung des hochintegriert.cn CMOS-Chips, der die analogen
Verstärker- und Filter-stufen, die Analog-Digital- und Digital-Analog-Umsetzer,
die Stimulationsverstärker und die Temperatursensoren beinhaltet, mit dem

FPGA, erhöht die Systcmlcistung signifikant. Des Weitern wird durch die digita¬
le Schnittstelle die Anzahl der elektronischen Verbindungen reduziert und somit

eine der größten Beschränkungen von derzeit verfügbaren Multielektrodenarrays
eliminiert. Signale kortikaler Rattenneureonen, kortikaler Hühnerneuronen, Rat-

tenhirnschnitten, Rattenkardiomyozyten und Rattcnrnuskclzcllen wurden aufge¬
nommen. Ausserdem wurde stimulierte Aktivität von kortikalen Rattenneuronen

und Rattenkardiomyozyten aufgezeichnet.

Das beschriebene Atomkraftmikroskop (AFM) ist ein 7x10 mm2 großes Ein-

Chip-AFM. Es besitzt ein vollintegriertes Array von Cantilevcrn, die jeweils über

eine eigene Aktuations-, Detektions- und Kontrolleinhcit verfügen, so dass für die

Standard-AFM-Operationen keine externe Stcucrungseinheit benötig wird. So¬

wohl die Sytemgröße als auch die Systemkosten sind dadurch drastisch reduzierte,
die Abtastgeschwindigkeit ist größer, und das System kann in einem Standard-

CMOS-Prozess mit nachfolgenden Mikrobearbeitungsschritten für die Herstel¬

lung der Cantilever fabriziert werden. Die integrierten Schaltimgen, welche ana¬

loge Verstärker- und Filterstufen mit Offsetabgleich, Analog-Digital-Umsetzer,
einen leistungsfähigen digitalen Signalprozessor und eine digitale Schnittstelle

beinhalten, sorgen für eine hohe Systemlcistung. Die Charakterisierung des Mi-

krosystems ergab eine vertikale Auflösung von weniger als 1 nm und ein Kraftauf¬

lösung von weniger als 1 nN. Das monolithische AFM ist ein Beispiel für ein
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Zusammenfassung

mechatronisches Mikrosystem, das präzise und kontrolliert mechanische Mani¬

pulationen in der Nanowelt ermöglicht.
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Chapter 1

Introduction

This thesis describes the design, system integration, and operation of two kinds

of CMOS-based devices: a neurochip and an atomic force microscope (AFM).
Both devices require similar CMOS design flows and feature comparable cir¬

cuitry and system architectures. The respective transducers are formed during a

post-CMOS in-house postprocessing. From this point on, the two projects differ

considerably. While the neurochip electrodes are electrostatic transducers, the

AFM cantilevers are mechanical transducers. Consequently, the postprocessing
is very different for the two projects. Also the packaging does not resemble -

both systems are highly optimized for a specific purpose.

For the results presented in this dissertation, it was necessary to recruit knowl¬

edge from a broad range of scientific and engineering disciplines. Such inter¬

disciplinary work offers abundant possibilities for new concepts and tools, both

for science and application, as the presented neurochip and the single-chip AFM

demonstrates. This dissertation spans a wide range of activities - it includes digi¬
tal circuit design, software engineering, informatics, microniachining and biology.

1.1 Structure of the Dissertation

The core of this paper- dissertation consists of a selection of four publications,
two of which arc related to the neurochip, and two of which describe the AFM.

Hence, the thesis is structured into two parts:

1. Neurochip

2. Single-chip Atomic Force Microscope

The neurochip activities required considerably more time and efforts so that the

neurochip part is approximately twice as long as the AFM part. Both parts
feature dedicated introductions, conclusions, and bibliographies.

1



Chapter 1. Introduction

1.2 Major Results

Information Processing with Natural Neu¬

ronal Networks. The first reported liquid state

machine implemented with a natural neuronal net¬

work to our knowledge. The neuronal culture differ¬

entiates between two different stimulation patterns.

A support vector machine has been used for the clas¬

sification of the neuronal responses. (Journal Neuro¬

science Methods (Chapter 4 on page 23), Chapter 5

on page 47)

Neuronal Cultures. Recordings from rat corti¬

cal neurons, from rat acute brain slices and from

chicken neurons. Rat and chicken neurons have been

cultured and signals have been measured for longer
than 2 months m vitro. (Chapter 3 on page 9)

Cardiac Cultures. Dissociated chicken cardiomy¬

ocytes have been successfully cultured. The spatio-

temporal evolution of the depolarization front was

reconstructed for both, spontaneous and stimulated

activity. (Proc. MEMS 2006, 3 on page 9)

128-channel CMOS Neurochip. A fully inte¬

grated microelectrode array with 128 bidirectional

(stimulation and recording) electrodes and digital
interface is presented. All electrophysiological mea¬

surements in this thesis have been obtained using
this chip. (Chapter 3 on page 9)

2
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r"
Neurotalker. Full-featured experimentation sys¬

tem for extracellular recordings comprising modu¬

lar C++ software and FPGA-based event detection

and USB2 couununicatioii. This software has en¬

abled the presented experiments by providing real¬

time event detection, visualization, stimulation, as

well as bidirectional feedback and recording experi¬

ments. (Chapter 4 on page 23)

Single-chip AFM. Milestone with regard to the

complexity of monolithic microsystems. Analog sig¬
nal conditioning with digital on-chip signal processor

providing 16 million arithmetic operations per sec¬

ond for cantilever control. (JSSC 2005, 40(4), 951-

959 (Chapter 10 on page 79), Proc. MEMS 2005)

Application of Single-chip AFM. Constant-

force and force-distance measurements. A resolu¬

tion of better than 1 nm and 1 nN is demonstrated.

(PNAS 2004, 101(49), 17011-17015 (Chapter 11 on

page 95))
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Chapter 2. Introduction

Chapter 2

Introduction

The work reported on in this part of the thesis has been performed in the frame¬

work of the INPRO project1. The INPR.0 project is aimed at INforrnation

PROcessing through, natural neuronal networks. The underlying idea originates
from fundamental differences of silicon-based information processing and infor¬

mation processing strategies as realized in nature. Table 2.1 summarizes some

key figures of a bee brain, a human brain and a modern computer. It is apparent

that the computational power of natuial-neuron-based systems does not arise

from their number of elements: a current microprocessor features more than 167

million transistors [Windeck, 2006], which is a hundred times the number of the

neurons of a bee - neglecting that the microprocessor will still need memory.2
Even when considering that a neuron arguably is a higher-order element than

a transistor, it seems infeasible to attribute the computational performance to

only the number of involved elements. Comparing the interconnectivity, which

is a thousand times higher for the bee's brain in comparison to a silicon-based

computer and even 10,000 times higher for a human brain, evidences that the

reason for the outperformancc is to be found in the architecture.

The implementation of a neural computation architecture in silicon [Mahowald
and Douglas, 1991, Rasche and Douglas, 2000] is difficult since an enormous

number and a high flexibility of the interconnections is required. Closer in¬

spection reveals the restriction of silicon technologies to two dimensions as the

origin of the limitations. A virtual implementation, in contrast will meet these

two requirements, but since the implementing machine is a serial processor, the

speed becomes the limiting issue. It is impressive to realize that even though The thumb flip-

implemented on such an inappropriate architecture like the universal processor,
book animatiori

artificial neural networks have been so successful.
in er n,s lX

corner is taken

from the ora.
1 Funded by the Information Societies Technology (1ST) Future and Emerging Technologies Dresenf^tion a*

program of the; European Union, contract number IST-2000-26463.
MEMS 2006

2The Intel Core Duo features 167 millions and 291 millions of transistors for the versions
Ts*.mKlu H-ifizovk

with 2 MB and 4 MB cache.
et j [20061



Part I: Neurochip

Table 2.1: Cliaracteristic numbers of a modern computer, a bee brain and a human

brain.

Bee brain Computer Human brain

Speed 103 Hz 109 Hz ilFTPz

Elements 106 neurons 108 transistors 1012 neurons

Power Consumption 105 W 102 W 20 W

Connectivity (Fan Out) 103 10* 104

2.1 Structure

The following part will consists of two papers,

1. Single-Chip Microelectronic System to Interface with Living Cells submit¬

ted to Journal of Biosensors Biosystems (Chapter 3) and

2. System Intégration of a CMOS-based Microelectrode Array for Interaction

with Neuronal Cultures submitted to the Journal of Neuroscience Methods

(Chapter 4).

The first paper focuses on the MEA chip while the second covers the setup,

software, event detection algorithm, and outlines a concept for information pro¬

cessing with natural neuronal networks. The following Chapter 5 is devoted

to the topic of information processing with natural neuronal networks that was

briefly addressed in paper 2 (Chapter 4). Finally, in Chapter 6, stimulation arti¬

facts will be addressed, and in Chapter 7 the neurochip part of dissertation will

be concluded.

For the applied neuronal and cardiac; cell culture techniques, please refer to the

related dissertations [Heer, 2005] and [Grève, 2006].
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Chapter 3

Single-Chip Microelectronic

System to Interface with Living
Cells

F. Heer1, S. Hatizovic1, T. Ugniwenko2, W. Pranks1, A. Blau2, C. Ziegler2,
J.-C. Perriard3, and A. Hierlcmann1

in press at Biosensors and Bioelectronics1

1Physical Electronics Laboratory, ETH Zurich, Switzerland

2Department of Physics, University of Kaiserslautern, Germany

3Dcpartmcnt of Biology, ETH Zurich, Switzerland

Abstract — A high degree of connectivity and the coordinated electrical activity

of neural cells or networks arc believed to be the reason that the brain is capa¬

ble of highly sophisticated information processing. Likewise, the effectiveness of

an animal heart largely depends on such coordinated cell activity. To advance

our understanding of these complex biological systems, high spatiotemporal res¬

olution techniques to monitor the cell electrical activity and an ideally seamless

interaction between cells and recording devices are desired.

Here we present a monolithic microsystem in CMOS (complementary metal oxide

semiconductor) technology that provides bidirectional communication (stimula¬
tion and recording) between standard electronics technology and cultured electro-

genic cells. The microchip can be directly used as a substrate for cell culturing,
it features circuitry units per electrode for stimulation and immediate cell signal
treatment, and it provides on-chip signal transformation as well as a digital inter¬

face so that a very fast, almost real-time interaction (2 ms loop time from event

recognition to, e.g., a defined stimulation) is possible at remarkable signal quality.
The corresponding spontaneous and stimulated electrical activity recordings with

neuronal and cardiac cell cultures will be presented.

1 Author contributions are:

Heer, Hafizovie, Hierlcmann: neurochip

Ugniwenko, Blau, Ziegler: neuronal cultures

Perriard: cardiomyocyte cultures



Part I: Neurochip

The system can be used to, e.g., study the development of neural networks, to

reveal the effects of neuronal plasticity and to study cellular or network activity

in response to pharmacological treatments.

3.1 Introduction

Methods to directly measure electrical activity of cultured electrogenic cells like

cardiomyocytes (heart cells) or neurons include two fundamentally different tech¬

niques:

1. transmembrane measurements by inserting one of the electrodes into the

cell, the so-called patch clamp technique [Cole, 1949, Nehcr and Sakmann,

1976], and

2. extracellular recordings, e.g., by means of external microtransducers [De-
Busschere and Kovacs, 2001, Fromhcrz, 2002, Jimbo and Robinson, 2000,

Kleber and Rudy, 2003, Kovacs, 2003, Morcficld et al., 2000, Olsson et al.,

2005, Ruften, 2002, Pelt et al., 2004, Wise et al., 2004, Pancrazio et al.,

2003, Maroni and Shahaf, 2002].

Additionally, there are indirect methods like optical measurements using voltage-
sensitive or fluorescent dyes [Baker et al., 2005, Obaid et al., 2004, Pctcrlin et al.,

2000]. The patch clamp technique yields very accurate information on the elec¬

trophysiological properties of entire cells, or, alternatively, on currents flowing

through single ion channels. However, it is an invasive method and is limited

in the cell viability time (usually hours) and in the overall number of cells that

can be simultaneously recorded from. For extracellular recordings, the cells are

cultured directly on top of a transducer or an array of transducers (Figure 3.1).
When an electrical activity or a so-called action potential occurs in a cell, ions

flow across the cell membrane within milliseconds. When the cell is close enough
to a transducer structure these moving ions generate an electric field or voltage,
which cither directly influences the open gate region of the field-effect transistor

or can be recorded by the metallic microelectrode (Figure 3.1). Extracellular

recordings arc non-invasive (no puncturing of the cell membrane), which entails

a potentially long measurement time, and microtransducer arrays offer multi-site

measurement capabilities. For stimulation, voltage transients can be applied via

the electrodes, which evoke a depolarization of the cell membrane and solicit

subsequent electrical cell activity.

The electrodes are, in most cases, either metallic electrodes [Heuschkel ct al.,

2002, Jimbo et al, 2003, Malier et al., 1999, Stett et al, 2003b, Martinoia

et al, 2004] or open-gate field-effect transistors [Jenkner et al., 2001, Voclkcr

and Fi'omherz, 2005] on circuitless glass or silicon chips. For both transducers,
CMOS (complementary metal oxide semiconductor)-based approaches to in vitro

10



Chapter 3. Single-Chip System to Interface with Living Cells, BiosBioel

Figure 3.1: Extracellular measurements with metal electrodes: Moving ions in the

electrode vicinity generate an electric field or voltage recorded by the microelectrode.

measurements featuring multi-addressing schemes and some basic signal treat¬

ment have recently emerged [Berdondini et al, 2005, DeBusschere and Kovacs,

2001, Evcrsmann et al., 2003a, Heer et al., 2004, Lambacher et al., 2004]. How¬

ever, a CMOS-based array of electrodes, each electrode of which can be used for

stimulation and recording, has not been reported on yet.

In this paper we present a single-chip 128-microelectrode array to bidirectionally
connect to neuronal and cardiac networks in vitro. A micrograph of the overall

system chip can be seen in Figure 3.2.a. The two main advantages in using

integrated-circuit technology have been capitalized on: (a) signal quality; the

signal is conditioned right at the electrode, and (b) connectivity; larger numbers

of transducers can be addressed by on-chip multiplexing architectures. Figures

3.2.a,b and Figures 3.3.a,b show the chip architecture and its functional blocks

including the electrode array with analog units repeated with each electrode,
the analog-to-digital (A/D) and digital-to-analog (D/A) converters, the digital

circuitry unit and the temperature sensor, which is used to maintain a constant

temperature on the chip since the electrical cell activity, i.e., spike rates and

amplitudes are strongly temperature-dependent.

3.2 Methods

3.2.1 Fabrication

The monolithic microsystem as presented in this paper relies on circular metal

electrodes of 10 to 40 urn diameter at pitches between 50 and 250 u.m (Fig¬
ure 3.2.b). The key requirements for the electrode material are biocompatibility,

process compatibility, low impedance and high charge-storage capacity. The elec¬

trode size and pitch can be arbitrarily selected since the electrode dimensions and

locations arc not defined by the CMOS process: only contact openings to the

11
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a)

1 m

1
if

m 4

b)
K^^^^*«'W^^"ï"-^"*" v-« *

100 {im

Figure 3.2: (a): Micrograph of Iho CMOS system chip (0.r>x0.5 mm2). Tiie different

<'e>]npe>ne\nts include: (1) 128-electnxle array (8x10) including ciicuitry unit .s per elec¬

trode; (2) .space for on-chip platinum reference electrode, (3) sixteen analog-to-digital

converters; (4) digital control and interface; (5) digital-to-analog converter for stimu¬

lation; (0) temperature sensor; (7) biasing (ircuilry.

(I))- Micrograph of the electrode1 and the repeated circuitry unit for filtering, amplifi¬
cation, stimulation (250x250 pin2); (1) stimulation < ont ad; (2) re< ording contact; (3)
platinuni-bkuk-covcrcd electrode1 (30 n_m diameter). The electrode is stimulation- and

readout-capable1 since hot h contacts aie- electrically conned eel \o the' shift eei clevtrodc.

Figure 3.3: Ovvrall se*t up for the CMOS microsvsleni: CMOS chip with 128 inicre>-

elevtreKie's. lvpe^ate1«! analog units, anale)g-to-digital cemvcrteTS. a digi1al-to-anale>g con-

veite'i. e-hip-cenit rol and poweT-inanagennemt unit, and digital interface1. FPCA boarel

fe>i elata compression and event eletec tion interlae-ed via USB te> a cemiputeT for furtheT

data trexatnie-nt and stimulus ge-neiatieHi.

12



Chapter 3. Single-Chip System to Interface with Living Cells, BiosBioel

circuitry have to be assigned in the CMOS layout, one for recording and another

one for stimulation (Figure 3.2.b). The contact material as received from the

CMOS foundry is aluminum, a material, which is known to be unstable in phys¬

iological solutions and to be toxic for many cells. The overall microsystem chip,
however has to be immersed in culture medium and has to withstand the aque¬

ous environment and the cell metabolites over months. To avoid cell poisoning
and undesirable electrochemistry or chip corrosion, the electrode material was

selected to be platinum, and a technique was developed to shift the electrodes

away from the location of the contacts and to afterwards tightly seal the chip

and, particularly, the area of the circuitry contacts by depositing a silicon ni¬

tride/silicon oxide layer stack [Heer et al., 2004, 2006a]. Thus, the final electrode

location is on top of the original chip passivation shifted away from the contacts

as shown in Figure 3.2.b. To increase the overall electrode surface area, dendrit-

ically structured platinum (Figure 3.2.b), referred to as platinum black, can be

electrochemieally deposited on the platinum electrodes by using the stimulation

circuitry functions. The resulting electrode capacitance has been measured by

using electrodes of 1 cm2 area [Franks et al., 2005]. Electrodes made of sputtered

platinum exhibit a charge storage capacity of about 27 uP/ em2, which increases

to about 2 niF/ cm2 after platinization [Franks et al., 2005].

In-prxal circuit:

AmplflcatkmSOdB
Power consumption 240 pW
(when stimulation butter Is powered down)
ATM 260x260 pm*
Noise 5.8 itVw (10 Hz-100kHz)

t
Stimulation buffer

Class AB

±

Ou»

High-pass filter:

tunabtelHztolkHz

Qaln = 10

Low-pass Alter

tunable 1 to 50 kHz

Galn = i

Amplification:
Qaln-30

out-

Figure 3.4: Circuitry unit, which is repeated at each electrode. Each unit comprises
a stimulation buffer, a high-pass filter, a low-pass filter and a final amplification stage.

The low-frequency corners of the filters are; realized by using MOS resistors. The cut¬

off frequency of the filters can then be adjusted by changing the gate voltage of the

MOS resistors.

13



Part I: Neurochip

Figure 3.5: Photograph of the packaged chip ready for measurements; (1) CMOS

chip; (2) glass ring; (3) printed circuit board.

The 6.5x6.5 mm2 chip has been fabricated using an industrial 0.6 pm CMOS pro¬

cess at XFAB, Germany. After the CMOS process, a two-mask post-processing

procedure has been used to fabricate the platinum electrodes. The processed chip
has then been mounted and wire-bonded on a custom-designed printed-circuit
board (PCB) (Figure 3.5). A water-resistant biocompatible epoxy (EPOTEK
302-3M, www.epotek.com) was used to encapsulate the bond wires and pads. A

glass ring forms a bath that contains a suitable amount of cell medium. These

post-processing and packaging techniques enable the microchips to withstand the

cell culture environment for more than nine months so that a long-term inter¬

action between state-of-the-art microelectronics and biology, i.e., cultured cells

or cell networks is possible. Furthermore, we were able to (demi and sterilize

the chips after the termination of a cell culturing trial and to successfully record

signals from re-used chips.

3.2.2 System description

Electrical cell signals are in the kilohcrtz range so that 20,000 measurement val¬

ues per second are acquired from each electrode for a faithful reproduction of the

voltage transient. An ovcrsampling at higher frequencies to achieve better tem¬

poral resolution is possible if not all electrodes in a row are selected for recording.
Extracellular neuronal signals tend to be minute (tens to hundreds of microvolts)
so that an analog circuitry repeating unit optimized for little area and low noise

has been integrated with each electrode for immediate signal conditioning (Fig¬
ures 3.3, 3.4). This circuitry unit features a fully differential architecture to

reduce the effects of leakage currents, and electromagnetic interference. It incor¬

porates a tunable band-pass filter and signal amplification stages. The high-pass
filter (corner frequency tunable from 1 Hz to 1 kHz) removes offset and reduces

drift and low-frequency noise of the metal electrodes in the aqueous solution, the

subsequent low-pass filter (corner frequency tunable from 1 kHz to 50 kHz) lim¬

its the noise bandwidth to further improve the signal-to-noisc ratio. Since each

electrode is readout- and stimulation-capable, the repeating unit also includes
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a buffer to ensure that each electrode can deliver the desired stimulation volt¬

age (maximum output current 10 niA). For stimulation, typically a rectangular

bipolar voltage signal of 100 ps duration and up to 1 V amplitude is applied
to a defined subset of electrodes, which then, in most eases, cannot be used for

recording due to saturation of the amplifier electronics [Jimbo et al., 2003], Here,

we want to use the stimulating electrodes immediately after the stimulation event

also for recording so that measures were taken to protect the sensitive readout

circuitry during an electrical stimulus: The filters at each electrode can be in¬

dividually reset to their operating point within 200 ps to suppress the artifacts

evoked by the voltage pulses. There is still a small artifact in the recording from

the stimulating electrode, but the signal is back in the measurement range after

approximately one millisecond and is back to baseline after three milliseconds as

will be detailed later in this paper (context of Figure 3.10). During stimulation

it is important to limit the voltage occurring at the electrode to obviate any

electrolysis processes, which may damage the cells or the electrode. A variety of

waveforms can be selected for stimulation since the signal can be generated with

60 kHz. The stimulation patterns and the selection of electrodes for stimulation

can be varied at 20 kHz refreshing rate. Additionally, a small memory unit per

electrode is provided to store its operation mode (stimulation, read, reset).

Each row of eight electrodes is multiplexed to a final amplification stage (Figure
3.3) (a total amplification of 1000 or 3000 can be selected) and then converted

to the digital domain by an 8-bit successive-approximation analog-to-digital con¬

verter. A digital-to-analog converter translates the incoming digital stimulation

signals into analog stimulation voltages.

The digital circuitry unit on chip controls the multiplexing, the electrode selec¬

tion for stimulation, and the reset of single electrodes. Moreover, it controls the

converters and it interfaces with the outside world (Figure 2a). The power con¬

sumption of the chip is 120 mW at 5 V supply, which does not lead to significant

heating. A more detailed description of the CMOS circuit implementation can

be found in [Heer et al., 2006a].

The overall setup is shown in Figure 3.3 and includes, besides the CMOS chip,
a field-programmable gate array (FPGA) in conjunction with an universal serial

bus (USB) 2.0 chip to manage the large data rates (3.2 MB/s out, 0.4 MB/s in).
Input/output buffering and digital signal processing like averaging and event

detection are implemented on the FPGA to reduce the data volume transmitted

to the PC. This is an important asset in view of future larger arrays. The

computer generates, on the one hand, the stimulation patterns mid, on the other

hand, serves as a data storage and visualization device. The time required to

react upon the occurrence of a certain signal pattern in the cell culture with a

defined stimulus is approximately 2 ms, which can be considered real-time so

that the setup allows for fast closed-loop experiments [Wagenaar et al., 2005].
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3.2.3 Cell culture preparation

The NRCs (neonatal rat cardiomyocytes) were dispersed from the ventricles of

1-3-day-old Sprague-Dawley rats by digestion with collagenase II (Worthington
Biochemical Corp., U.S.A.) and pancreatin (Sigma-Aldrich, U.S.A.). To ob¬

tain cultures comprising more than 95% cardiomyocytes, the cell suspensions

were separated on a discontinuous Percoll gradient (Sen ct al., 1988). Cells

were seeded in plating medium consisting of 68% DMEM (Amimed, Switzer¬

land), 17% Medium M199 (Amimed), 10% horse serum (Life Technologies, USA),
5% fetal calf scrum (Life Technologies), 4 mM glutamine (Amimed), and 1%

penicillin-streptomycin (Amimed), compare. After 24 h the plating medium was

exchanged for maintenance medium, consisting of 78% DMEM (Amimed), 20%

Medium M1999 (Amimed), 1% horse serum (Life Technologies), 1% penicillin-

streptomycin (Amimed), and 4 mM glutamine, (Amimed).

Hippocampal tissue was extracted from newborn Sprague-Dawley rats or embry¬
onic chicken (Gallus domesticus) at embryonic day 10-12 (according to (Ham¬
burger & Hamilton, 1951)) and dissociated by trypsinization (0.25% Trypsin/-
EDTA) and gentle trituration. Cells were plated on laminin (10 g/inl) and Poly-

L-Lysine (10 g/ml) coated CMOS chips at a density of 15000 cells/mm2 and hold

in Ncurobasal medium (Gibeo) containing B27 supplement (2%, Gibco), fatty
acid supplement (0.1%, Sigma), lipid mixture (0.1%, Sigma), Alanyl-Ghitamine

(2 mM, Gibco) and sodium pyruvate (1 mM, Sigma).

Prior to coating, the chips were prepared as follows: To optimize cellular adhe¬

sion, the t;hips were treated with oxygen plasma for 1 min at 40 W. The chips

were then sterilized by immersing them in 70% ethanol for 1 min. After the

ethanol was completely evaporated, the electrode area was rinsed several times

with ultrapure water.

3.3 Results and Discussion

3.3.1 Recordings from neural and cardiac cultures

In a first experiment primary neonatal rat cardiomyocytes were cultured on the

chips since these cells very quickly become electrically active and provide large

signal amplitudes. Recordings from cardiomyocytes can be obtained after three

days in culture, whereas dissociated neurons show spontaneous spiking only after

about two to three weeks. For both cell types, tlie recording parameters included

a bandpass filter range between 10 Hz and 5 kHz at a sampling frequency of 20

kHz to faithfully record the fast transient signals. The cardiomyocytes form a

confluent layer on the chip and show spontaneous activity, a regular beating
driven by pacemaker heart cells in the culture. Usually, the signals of several

electrodes show the same beating rhythm so that so-called field potentials from
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Figure 3.6: ; (a) Field potential recording of a confluent layer erf regularly beating

cardiomyocytes from neonatal rat (embryonic day 5) after phenylephrine dosage (100

pMol/L) at 5 days in vitro; (b) close up of one individual spike; (c) activity recordings

from dissociated chicken cortical tissue (embryonic day 10) after 27 days in vitro; (d)
trace at higher temporal resolution showing several spikes.

patches of heart cells arc recorded. Recordings of the spontaneously beating cells

after 5 days in vitro are shown in Figures 3.6.a and 3.6.b. In this example, the

cells have been activated by dosing phenylephrine and beat at a rate of about 10

Hz. The signals were recorded on 20-pin-diameter electrodes. The cardiomyocyte

signals arc rather large featuring amplitudes between 1 and 1.5 mV. The lower

graph shows one of the spikes at an extended time scale.

In a next experiment, neural networks originating from dissociated cortical tissue

of fertilized chicken eggs (gallus domesticus) at embryonic day 9 (Hamburger &

Hamilton, 1951) were grown on CMOS chips. These neurons survived more than

9 months on the CMOS chip, which suffices to possibly perform some kind of

learning or information processing. Exemplary signals from spontaneously firing
cells after 27 days in vitro are shown in Figures 3.6.c and 3.6.d. The noise level

in these recordings was 17 pVRMs at the given bandpass range and sampling

frequency. The signals recorded from 20-pm-diameter electrodes showed rather

large signals between 500 pV and 700 pV, the amplitudes of which are most

probably a consequence of the immediate on-chip signal conditioning.
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3.3.2 Stimulation of neural and cardiac cell cultures

Stimulation experiments have' be'e'n carried out using again cardiomyocytes first

(Figure' 3.7). Half of the array (64 electrodes) was use-el for this purpose. The

spontaneous regular beating of the cells eve'ry 1.2 seconds is shewn in Figure'

3.7.a, whieh is an electrode e've-nt plot versus time', i.e., e-ach ohotrie'al signal em

an oleotioele1 is represented as a elot. The' stimulation ineluele-el 20 bipolar pulses
of ±1 V at 1.5 kHz as can be' seem in Figure' 3.7.1). which shews the' s1 iniulatiem

signal on an e'levtrode at 750 pm distance from the' stimulate'd electrodes (reset
function was not active1 at this edectrode to shew the1 stimulation), and the evoked

clccd riciil activitv afttT the' st iniulatiem. The evil cult arc mie-ts upon stimulation

and adopts the' stimulaliem signal as a new starting pe>inl loi- its spoiltane^ous

Stimulation Internal pace maker

~ 1 2 sec period

Stimulation
8x8 electrode array

(pitch 250 urn)

1 75 mm
Elicited

depolarization

Figure 3.7: Stimulation auel rce-oreiing em a neonatal rat e-ardiemiyoe-vte- e'ulture' (e'ni-
bryemie- day 5) afte'r 3 elavs in vitio. (a) Electloele1 e'vent ple>t ve-rsus tunc (each clc-ctiode-

signal re-pre-sente-d as a elot) shewing spemtaneous re-gular be-ating of the- evils e-ve-ry 1.2

seoonels and the stimulaiiems; (b) stiniulatiem (20 hipe>lar pulse's of ±1 V at 1.5 kHz)
and e-lieiteel e-e-11 aetivity em an ele-ctmele- at 750 pm elistanev fremi stiumlate-el e-le-e'lmele-s

(re-se-t was not ae-livate-el to show the-stimulation); (c) ise)e'hre)nous map e>f a stimulate-d

e-le-ctrie'al wave' piopagating fremi the le>we-r le-ft (stimulaiiem on e-le-e'trexle-s 1-8); thc

time-s are- e-ne-ode-el in eliffe-re-nt e'olews (el) ise>e-hreme>us map e>f a spemlane-ous e'le'ctrie-al

wave- propagating from a pae'e-make-r regiem at the- uppe'r tight eonie-r. The- piopagatiem

of the-stimulate-el wave1 (12-14 ms acioss the- array) is semie-what faste-r than that e)f'the

sj)e>ntanee)us wave- (l(i-18 ins).
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activily, as can be' seem e-vem me>re clearly lor the se*eonel stiniulatiem. Figure's
3.7c anel 3.7.el shew the1 piopagatiem e>t spemtaneous and trigge're'el e'le'ctrie'al

wave's oven' the' e-leotrexle area. The1 pae-emtake-r cells that produee1 spoiltauee)iis

activity are- in the uppe-r right toriHT, anel the- wave1 piopagate;s fre)in the-re- within

about 16 ms ovct the enee-trode array (Figure 3.7.el). For stimulation, e-le-e-tiexle-s

in the1 lewer leTt eonieT we're1 sedecled, which cause'd a signal wave' in the1 opposite
elirevliem.

Finally, stimulation e'Xpe'riine'iits using eortieal neui'ons fremi the' rat brain have'

been e-arrieel out. Figure1 3.9 shews an ewample* e)f a successful excitation of

spikes re-eorele-d al 250 pm elistance1 from the' slhnulatiem site'. A single' bipolar
stimulatiem pulse1 e)f ±800 mV and 50 ps eluralion was use-el te) stimulate- the

e'e-lls in this e-xamplo. The1 inset shews the' post -stimulus time histogram e)f this

e'haniie'l that inclue les the' results of 142 stimulai ion pulse's. The first e-ve-nt e>r

nemronal signal ge-ne-rally exvurs l)e'twe-e-n two and thre-e milliseconds aft en the«

stimulatiem pulse' with a veny high probability of 96%.

3.3.3 Stimulation artifact suppression

Figuie- 3.10 shews < lie efficiency e)f the' e)n-chip reset function for stimulation arti-

lae-t suppression. Bipolar pulses (220 ps ewe Ta 11 duratiem) ol difleront ani])lituele's

(±0.15 V anel +1 V) in saline1 solutiem have' been applieel, while' the' reset has

been opera! i(»ial (trace' (a) ±0.15 V: trace (l>) ±1 V) or not (trace (c) ±0.15 V,

trace' (el) ±1 V). 'file recordings fremi the stimulatiem elect iode1 are1 shewn. The1

readout filteT lor the' reel anel green trace' was rese't 50 ps before1 the1 stimulaiiem

pulse1 was applied anel kept until 50 p.s after the stimulation pulse1 was finished.

Figure 3.8: Fluorescenev image- e>f a neural network as giown em the- C1M()S chip;
Ne-uiems orig'mate-el from the- rat hippocampal tissue- of newborn Sprague-Dawley rats.

Neural networks we-re- e-iilture-el tor 17 days in supple-me'iite'el serum-free Nemre>basal

ine'ehum. MAP2 (mie'rotubuh-asse)e'iate*el protein-2) iinmune)staining of ihe- neurons

was visualized using an FITC-eonjugaied secondary antibody (green). The- structure

e)f the- ("MOS chip surfaee1 is visible- in the background. A color version is ])rinte-d em

page 11.
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Figure 3.9: Successful excitation of spikes in cortical neurons from rat brain at 250

pm distance from the stimulation site. A single bipolar stimulation pulse of ±800 mV

and 50 ps duration was used to stimulate the cells in this example. The inset shows

the post-stimulus time histogram of this channel based on 142 stimulation pulses.

Without reset, it takes 20 to 100 ms (depending on the stimulation amplitude)
for the recording circuitry to return to the measurement range. The inset shows

a close-up of the initial 20 ms at better temporal resolution. With reset, it takes

less than 5 ins for the recording circuitry to return to the measurement range. It

is worth mentioning that a stimulation sequence always ends with a stimulation

of a value close to the equilibrium potential of the electrode so that the electrode

quickly returns to its equilibrium potential after stimulation.

3.4 Conclusion

The presented single-chip system fabricated in industrial CMOS technology com¬

bined with post-CMOS processing is very compact, and there is no electrical

shielding needed for its operation. The system enables high-spatiotemporal-
resolution, bidirectional interaction with eleetrogenic cells and will find numerous

applications in, e.g., neuroscience and pharmacology [DcBusschcrc and Kovacs,
2001, Fromhcrz, 2002, Jimbo and Robinson, 2000, Kleber and Rudy, 2003, Ko¬

vacs, 2003, Marom and Shahaf, 2002, Morefield et al, 2000, Olsson et al., 2005,

Ruften, 2002, Pelt et al, 2004, Wise ct al., 2004, Pancrazio et al., 2003], More¬

over, it may be used as a point-of-carc device to, e.g., test potential medication

on patient cells before administration, or it may become a prototype device to

combine the parallel information processing characteristics of natural neurons

with the more serial ones of microelectronics to realize new ways of bioelectronic

information processing.

20

(«VW****«

#Events/bin

£0

40

30

20

20 40 60 SO 100
mS



Chapter 3. Single-Chip System to Interface with Living Cells, BiosBioel

Amplitude / mV

-0.5
with filter reset

(b)

+/-0.15 V

+/-1 V

10
"""

15"
""

20

t 20

Stimulation

40 60

Time / ms

80 100

Figure 3.10: Efficiency of the on-chip reset function for stimulation. Bipolar pulses

(220 ps overall duration) of different amplitudes (±0.15 V and ±1 V) in saline solution

have been applied, and the reset has been operational (trace (a) ±0.15 V; trace (b)
±1 V) or not (trace (c) ±0.15 V, trace (d) ±1 V). Without reset, it takes 20 to 100

ms for the recording circuitry to return to the measurement range. The inset shows a

close-up of the initial 20 ms at better temporal resolution.
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Abstract — We report on the system integration of a CMOS chip that is capable
of hidirectionally communicating (stimulation and recording) with electrogenic
cells such as neurons or cardiomyocytes and that is targeted at investigating elec¬

trical signal propagation within cellular networks in vitro.

The overall system consists of three major subunits: First, the core e:omponent
is a G.5-by-6.5 mm2 CMOS chip, on top of which the cells are cultured. It fea¬

tures 128 bidirectional electrodes, each equipped with dedicated analog filters

and amplification stages and a stimulation buffer. The electrodes are sampled
at 20 kHz with 8 bit resolution. The measured input-referred circuitry noise is

5.9 uV root mean square (10 Hz to 100 kHz) which allows to reliably detect the

cell signals ranging from 1 mVpp down to 40 H-Vpp. Additionally, temperature

sensors, a digital-to-analog converter for stimulation, and a eligital interface for

data transmission are integrated. Second, there is a reconfigurable logic device,
which provides chip control, event detection, data buffering and an USB interface

capable of processing the 2.56 million samples delivered by the CMOS chip per

second. The third element includes software) that is running on a standard PC

performing data capturing, processing, anei visualization.

Experiments involving the stimulation of neurons with two eliffercnt spatio-tem¬
poral patterns and the recording of the triggered spiking activity have been carried

out. The response patterns have been successfully classified (83% correct) with

respect to the different stimulation patterns.
The advantages over current microelectrode arrays, as has been demonstrated in
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the experiments, include the capability to stimulate (voltage stimulation, 8 bit, 60

kHz) spatio-temporal patterns on arbitrary sets of electrodes and the fast stim¬

ulation reset mex-hanism that allows to record neuronal signals on a stimulating
electrode 5 ms after stimulation (instantaneously on all other electrodes). Other

advantages of the overall system include the small number of needed electrical

connections due to the digital interface anel the short latency time that alle)ws to

initiate a stimulation less than 2 ms after the detection of an action potential in

closed-loop configurations.
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4.1 Introduction

Microelectrode arrays (MEA) [Morin et al., 2005, Potter, 2001] are used to extra-

cellularly measure the induced voltage on an electrode underneath a cell upon the

occurrence of an action potential [Hodgkin and Huxley, 1952]. The obtained elec¬

trode signal amplitudes typically range between 100 pV and 1 mV, depending on

the cell type. With increasing cell-electrode distance or less direct, cell-electrode

contact, signal amplitudes may become arbitrarily small [Claverol-Tinture and

Pine, 2002].

MEAs have become an important tool for non-invasive recording in the fields of

neuroscience and biosensing [Morin ct al., 2005, Marom and Shahaf, 2002, Bau¬

mann et al., 2004]. Artificial neural networks on MEAs can potentially be trained

to perform, e.g., pattern recognition tasks [Marom and Shahaf, 2002, Wagenaar
et, al., 200Gb]. Additionally, the ability to monitor the electrophysiological re¬

sponse of a cell, or cell culture to pharmacological agents facilitates applications
in the area of pharmascrcening [Stett et al., 2003b]. Previously described MEAs

Chip FPGA USB Software

Figure 4.1: (a) System overview and data flow: Recorded data propagate from the

left to the right (chip to PC) while stimulation data propagate from the right to the left

(PC to chip). The1 outermost left block labeled "Chip", includes components in multiple
realizations: numbers in brackets indicate the number of realizations per chip, e.g. 128

electrodes or 16 A/D converters. For the sake of clarity, the analog signal processing
chain is highly simplified. A chip circuitry schematic; is given in Figure 4.3 and a

simplified FPGA schematic; is given Figure 4.5;

(b) Photo of the entire system setup: The PCB provider a stabilized power supply and

reference voltages for the CMOS chip.
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typically are either passive devices [Malier et al., 1999, Jimbo et al, 2003, James

et al., 2004, Buitenwcg et al., 2002c;, MCS, Gross et al., 1977], or rely cm inte¬

grated multiplexing circuits combined with off-chip electronics for system control

and signal conditioning [Eversmann ct al., 2003a, Baumann et al., 2004, Bcrdon-

dini et al., 2005]. The passive devices are usually robust and deliver good signal

quality but are limited in the number of electrodes by the number of electrical

interconnects. MEAs with integrated multiplexing but without on-chip filtering
feature more; electrodes but often suffer from lower signal quality, mainly due to

the lack of aliasing filters.

The CMOS-MEA presented here is highly integrated and features 128 bidirec¬

tional electrodes, each of which has dedicated signal conditioning circuitry and

is sampled at 20 kHz and 8 bit resolution. Any subset of electrodes may be

chosen for stimulation of the cell culture. After stimulation has been terminated,
the read-out is immediately reestablished due to an effective artifact suppres¬

sion technique (see details in section 4.2.2.2 and Figure 4.7). The digital on-chip
circuitry combined with external reconfigurable logic (field-programmable gate

array, FPGA) for event detection entails a very short response time so that the

system may be considered real-time with respect to neural cell signaling. A stim¬

ulation pattern can be triggered within 2 ms after detection of an event (latency
< 2 ms).

4.2 Materials and Methods

The system includes three custom-engineered components: (1) the MEA ASIC,
(2) the FPGA and (3) the software. Figure 4.1 depicts the three components
and their interfacing. Major challenges arise from the operating conditions (in¬
cubator: 95% rel. humidity, 37°C), the requested bioeompatibilt.y of chip and

package, the large data volumes (3.2 MB/s) that have to be handled, the need

for low-noise analog amplifiers and filters, and the low-latency requirements (2
ms).

4.2.1 Chip Design

The micrograph of the 6.5 by 6.5 mm2 chip in Figure 4.2 (left) shows three main

areas, which are clearly distinguishable: the 128-electrodc array, the column of

16 A/D-converters, and the digital core. The design is modular in that the same

electrode unit is repeated 128 times, and in that each row of eight electrode

units includes an A/D converter, so that there arc 16 analog-to-digital (A/D)
converters in total. Considerable space between the electrodes and the bondpads
is needed to allow for an effective sealing of the electrical interconnects off chip.

The raw electrode signal of 0.1 to 1 mVpp is conditioned in a circuitry block at

each electrode, then multiplexed and further amplified before it undergoes the
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Chip size: 6.5 x 6.5 mm2

Figure 4.2: Micrograph of the electrode array chip and close-up of one electrode

repeating unit. Left: The chip features an 8-by-16 electrode array in the center, and

lb' A/D-convertcrs and the digital block at the right. Right: Close-up of the 128-times-

repeatcd circuitry unit.

20-kHz, 8-bit A/D-conversion. The total amplification is selectable, either 1,000
or 3,000-fold.

The combination of sophisticated analog signal processing with a digital interface

renders the overall multi-electrode array system very compact. Figure 4.1 (right)
shows all needed components: a laptop computer, an USB-powered FPGA card,
and a simple PCB to provide reference voltages and power supply stabilization.

Electrogenic cells are very sensitive to temperature so that temperature changes
may alter the cell activity or even lead to cell death. An on-chip temperature

sensor is hence provided to monitor the cell-area temperature.

4.2.1.1 Electrode Array / Analog Circuitry

Each of the 250-by-250 pm2 electrode circuitry repeating units in the array in¬

cludes a high-pass filter with 20 dB gain, a low-pass filter, a 30-dB amplifier, a

stimulation buffer, and digital circuits for 2-bit mode storage as shown in Figure
4.3. Electromagnetic; interferences are reduced and an effective power supply re¬

jection is realized by means of a fully differential architecture. The design goal
for the input-equivalent noise of the circuitry is determined by the thermal noise

of the platinum electrodes (section 4.2.4) in physiological saline solution, which

has been measured to be 3.19 pV root mean square (rms) for 10x10 pm2 and

2.16 pVrms for 40x40 pm2 electrodes within a band from 10 Hz to 100 kHz.

In comparison to other CMOS electrode arrays [Eversmann et al, 2003a, Kovacs,

2003], important advantages arise from the modular architecture with buffers and

filters implemented at each electrode:
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Figure 4.3: Schematic of the on-chip electronics architecture and its components.
The stacke-d frames indicate that these subunits are repeated for each electrode or

each row. The chip also includes a temperature sensor. HPF denotes high-pass filter,
LPF low-pass filter. A concise description of the on-chip analog circuitry is provided
in [Heer et ah, 2006a].

(i) The high-pass filter removes offset and slow drifts of the biochemical signals
and, thereby, allows for immediate signal amplification; (ii) the low-pass filter

limits the noise bandwidth and acts as an anti-aliasing filter for the subsequent

A/D-conversion; (iii) the signal is amplified and filtered in close vicinity of the

electrodes, which makes the design less sensitive to noise and distortion picked

up along connection lines; (iv) a stimulation buffer makes the stimulation signal

independent of the number of activated electrodes. Additionally, the high-pass
filter has a reset in order to ensure operability of the sensitive recording electron¬

ics also immediately after stimulation.

A limitation of the number of electrodes arises from the chip area needed for

the individual electrode circuitry units. A MEA based on the electrode circuitry
unit presented here (250 x 250 pm2) with 1024 electrodes would consume a total

chip area of 8x8 imn2 and could be readily implemented. However, electrode

numbers as high as 16,384 as reported in [Evcrsmaim et al., 2003a] cannot be

realized with this design.

Stimulation Desired stimulation features include:

• Possibility to stimulate any subset of electrodes

• Flexibility in the stimulation waveform

• Current and voltage stimulation capability
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• Capability to do a fast switching from stimulation to recording even on the

same electrode

The real-time all-channel stimulator by Wagenaar and Potter [2004], based on

discrete off-chip components, offers these features except for the last: the time

during which an electrode cannot be used for recording after stimulation was re¬

ported to be longer than 40 ms. The presented monolithic CMOS implementation
meets all criteria except for the possibility to do current stimulation. Stimulation

of neuronal cells can be performed by means of current or voltage pulses. Intracel¬

lular stimulation during patch clamp measurements is usually done in the current

mode, since the stimulation of neurons in their natural environment also occurs

through current inputs to their dendritic tree. For extracellular stimulation both,

voltage stimulation [Taketani and Baudry, 2006, Bonifazi and Fromherz, 2002,
Gross et al., 1993] and current stimulation [Taketani and Baudry, 2006, Mclntyre
and Grill, 2002, Jimbo and Kawana, 1992, Buitenweg ct al., 2002b] methods have

been widely used. A detailed description of stimulation methods for cell cultures

with microelectrode arrays is given in [Wagenaar et al., 2004].

Biphasic voltage-controlled pulses with the first part of the pulse having a pos¬

itive voltage sign constitute effective stimuli, since the sharp downward voltage
transient between the positive and the negative phase corresponds to a strong

negative current pulse. The pulse amplitude anel its duration determine the stim¬

ulus efficacy [Wagenaar and Potter, 2004, Mclntyre and Grill, 2002, Buitenweg
ct al., 2002b]. Another important parameter is the electrode impedance, since it

determines the current for a given voltage transient and the voltage on the elec¬

trode for a given current transient. Impedance values for the type of platinum
electrodes used here have been measured and published in [Heer et al., 2004].
An 8-bit flash D/A-convcrtcr has been implemented for stimulation. An arbitrary
stimulation signal with a sampling frequency of 60 kHz can be applied to any

subset of electrodes. Since stimulation voltages typically are in the range of

1 V, and since recorded signals are below 1 mV, any stimulation will saturate

the respective signal conditioning chain. To allow for immediate read-out after

stimulation, the stimulating electrodes can be reset ("reset" in Figure 4.3) to

their operating points. All the on-chip circuitry has been described in [Heer
et al., 2006a] in great detail.

4.2.1.2 Digital On-chip Circuitry

The large data volumes and the desired low latency time require high-perfor¬
mance communication and signal processing capabilities. Digital logic compo¬

nents distributed on the MEA ASIC and on the FPGA bridge the A/D-convcrtcrs
to the PC.

The on-chip digital logic runs at 1.6 MHz and 5 V and serves two purposes:

Firstly, it performs control tasks like multiplexing, electrode selection for stim¬

ulation, reset of single electrodes, and it contains the successive-approximation
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registers of the A/D converters; Secondly, it provides the chip interface to the

FPGA. In the architecture shown here, this digital interface uses 16 lines for the

data readout, 2 lines for stimulation and control data, and additionally, a clock,
a reset and a frame sync line. All signals are synchronous to the 1.6 MHz chip
clock.

4.2.2 FPGA

To manage the data output rate of 3.2 MB/s and the input rate of 0.4 MB/s,
an FPGA running at 48 MHz in conjunction with an USB 2.0 interface chip
and 1 MB SRAM CESYS GmbH has been utilized. I/O buffering and digital
signal processing like lowpass filtering and event detection are implemented on

the FPGA to reduce the data volume transmitted to the PC.

4.2.2.1 Event Detection

Event detection is mandatory since data volumes are beyond the bandwidth of

a human observer. In [Lewicki, 1998] a review of common approaches is given.
The approach as presented in this paper is realized as a two-stage processing:

1. During event detection, events are isolated from the continuous flow of the

data. In this context an event is a segment of recorded data that potentially
contains a single spike, multiple (possibly overlapping) spikes, a spike train

or barrage.

2. During spike discrimination, events are further processed to isolate spikes,
to perform a unit separation and to resolve overlaps.

The benefits of performing event detection on the FPGA as opposed to a PC

arc twofold. First, the PC is relieved from approximately 32 million arithmetic

operations per second. Second, the load on the I/O system is decimated, which

is a prerequisite for a future realization of larger arrays. The freed PC resources

can be utilized for more complex tasks like on-line spike sorting, which are hard

to perform in hardware. Additionally, the latency time of the whole system is

reduced.

Algorithm Two statistical variables per electrode are needed for event detec¬

tion: the moving average of the signal, xif and the moving variance, a2, where

i ~ 0... 127 denotes the electrode number. As illustrated in Figure 4.4, events

are detected by comparing the absolute1 value of the highpass-filtered signal,
\Xi — Xi\, with four times the standard deviation, a%.

{Xi-Xif >A2al (4.1)
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Average

>|6 428 43,0 ms
"""^ Thresholds

= ± 4 Std.Dev.

Figure 4.4: Event detection exemplified using a chicken cortical neuron spike. The

central strip indicates the 4cr-rcgioii. The onset of an event is registered when the signal
leaves the 4a-region for longer than a defined minimum time (4 samples = 0.2 ms).
The end of an event is registered when an overhang-long sequence of sub-threshold

values is found, where overhang can be defined to, e.g., 16 samples.

The mean signal and the variance arc continuously updated by numeric infinite-

input-response (IIR) lowpass filters with:

and

Xi (k) = (1 - en) xii^-lj+^x Xi (k)

er2 (k) = (1 - £„) x a2 (k - 1) + e, x (x* (A;) - x{ (k)f

respectively. Using a2 instead of a circumvents square-root calculation. Sensible

coefficients arc e {2~n\n e {6,7,8,9}}, which allows to use shift operations
instead of multiplications and to keep the requirements concerning the fix-point
precision manageable. The required fix-point accumulator width is determined by
the input/output width (8 bit for x~i, 6 bit for er2) plus n post-decimal-point digits.
Hence, higher n-values require higher fix-point precision and, consequently, more

storage space. The corresponding time constants, r, with e = 2~n are given by

1 "^ (4.2)
/sample hi (l - 2~»)

with /sample being the sampling frequency.

For es — 2"~6 and eQ = 2-7, the respective time constants are 3.17 ms and 6.37

ms. By using only every second value to update xx and af, /sample is effectively
cut in half (10 kHz instead of 20 kHz). This way, the time constants are doubled

to Tx = 6.35 ms and ra = 12.75 ms. Good results have been obtained using these

settings.

Additionally, the following special cases arc accounted for:

during stimulation: updating of Si and a\ is interrupted, otherwise events shortly
following a stimulation cannot be detected, primarily due to increased

<7?-values.
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Readout
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+ FIFO -* I/O

Cypress t=X-2
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Figure 4.5: Simplified block diagram of the FPGA core. External components are

the microelectrode a,rray chip, then RAM and the Cypress FX-2 chip set. The clock

generator & watch dog survey proper communication with the chip. Upon malfunction,
the chip is reset, and the FPGA components perform a synchronous restart. There

are three data paths: a first through the event detector, a seexmd through the channel

streamer, and a third through the stimulator in the reverse direction. The off-chip
random-access memory is interfaced via a tri-state bus to two entities. Bus arbitration

and address generation have been omitted for the sake of clarity.

o~2 > 64 (— 234 pV2) : no events are generated because the high level of noise

indicates a defective channel.

xt > 252 (= 480 pV) V xr < 4 (~ -480 pV): no events arc generated because the

mean is too close to the rails and, therefore, no reliable calculation

of er2 is possible.

The voltage values in brackets are valid for a gain of 1,000 and an ADC bias of

IV.

Register-Transfer-Level Implementation Figure 4.5 shows how the event

detection is embedded into the FPGA core architecture. Due to memory and

bandwidth restrictions, the event length is fixed to a window of 256 samples,
which corresponds to 256/20 kHz — 12.8 ms. 128 of such look-back windows are

maintained in the form of circular buffers on the external memory amounting to

32 kB of memory which clearly exceeds the Xilinx Spartan II XC2S200 on-chip
block random-access memory (RAM) of 7 kB. Since all circular buffers buffer^
i = 0... 127, are synchronously used, it is sufficient to maintain only one buffer

pointer, ptr, of 8 bit and to calculate the specific 15-bit buffer pointer using
the relation ptrt — ptr + i x 256. The pointer, ptr, is incremented after each

completed frame, i.e., after 128 samples. In the rare case of an event length
larger than 256 samples, the beginning of the event will be clipped.
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The respective 128 tuples of (x%,c2), where x{ G [0,255] and a] [0,127], are

encoded using 14-bit fix-point numbers, where there arc 6 and 7 binary digits to

the right of the decimal point, respectively, and arc then stored in the distributed

on-chip RAM of the FPGA.

As can be seen in Figure 4.6, event detection is performed on the fly; samples
are processed in the order as delivered by the neurochip. In order to compensate
for RAM latencies induced by I/O operations, a 32-value deep first-in first-out

(FIFO) buffer is placed upstream of the event detection. Upon availability of

a new sample, x,h from channel i, the respective (Xi,a2) tuple is retrieved and

updated with the new sample, x%, and the 2-th sub-FSM state is retrieved from

the memory, all within 2 clock cycles. Then the sub FSM is executed (1 clock

cycle) and, potentially, an event is generated (~520 clock cycles, depending on

RAM bus availability1), the new sub-FSM state is stored (1 clock cycle), and the

FSM then returns into the idle state and is ready for the next sample.

Benchmarking of the FPGA-dcsign without the USB data transmission (which
is not the limiting factor) in Modelsim [Mentor Graphics Corp., 2004] revealed

a bandwidth sufficient to extract 50 • 103 events per second from 1024 channels.

This spike rate corresponds to the order of magnitude that a neural burst on

1024 channels can reach during a network-wide burst. For 128 channels there

is a margin of one order of magnitude. In case of a buffer overflow, events are

dumped, and an error flag is activated and reported to the PC to indicate a

loss of events. The; major limiting factor is the bandwidth of the off-chip FPGA

RAM, where the signal look-back windows are stored.

4.2.2.2 Stimulation

As described in section 4.2.1, the architecture of the chip allows for selecting
an arbitrary set of electrodes for stimulation with the same; stimulus waveform.

Reconfiguration of the stimulation subset and reset of the filters proceed at the

speed of the readout of the array, since the addressing scheme for readout is also

used for programming of the electrodes: whenever an electrode is sampled for

A/D conversion, either its "reset" state or its "stimulation" state may be rcpro-

grammed. Consequently, the array may be reconfigured from the stimulation of

a certain set of electrodes to the stimulation of any other set of electrodes within

50 us. In case that simultaneous stimulation of electrodes with different stimulus

waveforms is desired, two consecutive simulations with a pause of 50 ps need to

be performed. When a stimulus of, e.g., 150 ps length is applied, the two stimuli

are 200 ps apart, which, in most cases, can be considered to be simultaneous

with respect to the; neuronal culture.

Requirements for the stimulation control include:

1Thc external RAM is used for the event detection and the USB 2.0 I/O data buffer. A bus

arbitration unit and an address generation unit are implemented for the RAM bus assignment.
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Figure 4.6: Finite state machine (FSM) as implemented on the FPGA to perform
event detection. Annotations aside the state transition arrows have1 two meanings:
If preceded by an asterisk, they represent an post condition, otherwise they indicate

the premise for the respective state transition. The FSM may be structured into two

parts: an outer FSM and a sub FSM. The outer FSM manages the look-back ring

memories, IIR filters for the floating average and variance calculation and retrieval of

the per-channel sub-FSM state. The sub FSM performs the actual event detection per

channel.

The sub-FSM state (3 bit, one-hot encoded) and the counter (5 bit) need to be stored

per electrode. Whenever a new sample Xj arrives, the sub state is loaded into the sub

FSM and executed into its next state.
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• accurate timing: one frame or 50 ps

• different stimulation electrode sets and various stimulus waveforms

• fast sequences of stimulations to facilitate time-coded stimulation.

Since the USB link latencies do not allow for a real-time issuing of commands,
the FPGA needs to provide the infrastructure for accurate timing. A stimulation

is specified by

• start_frame, relative or absolute (16 bit)

• electrode_selection (1 bit/electrode — 128 bits)

• reset_selection (1 bit/clcctrode = 128 bits)

• waveform (8 bit, 60 kHz, variable length).

A command providing the above-specified data is issued to the FPGA and en¬

queued in the FPGA's stimulation FIFO. The start frame triggers one of three

possible timing modi immediate, absolute, or relative, the first two of which are

self-explanatory, whereas relative means "stimulate n x 50 ps after the1 last stim¬

ulation." The stimulation state machine walks through the following states:

Wait: wait for data. start_frame triggers one of three possible timing
modi:

• start_frame = 0 => immediate stimulation

• 0 < start_frame < 215=4> relative stimulation: "continue start,

frame frames after last stimulation"

• 215 < start„frame =*> absolute stimulation: "continue when

the lower 15 bits of the global frame counter (50-ps clock) and

start_frame match."

Program, reset: at each electrode, program the filter reset switches according to

reset_selection

Program stimulation buffers: at. each electrode, program the stimulation buffers'

on/off and stimulation switch according to electrode_selection

Replay waveform: stimulate according to waveform

Program, stimulation buffers: switch all stimulation buffers off and disconnect

them from electrodes

Program reset: switch all reset switches off, back to Wait

35



Part I: Neurochip

Figure 4.7: Left: Efficiency of the on-chip reset function for stimulation. Bipolar

pulses (220 us overall duration) erf different amplitudes (±0.15 V and ±1 V) in saline

solution have been applied, and the reset has been operational or not
.
Without reset,

it takes 20 to 100 ms for the recording circuitry to return to the measurement range.

The inset shows a close-up of the initial 20 ms at better temporal resolution.

Right: Stimulated signals from rat cortical neurons on the stimulation electrode. The

stimulus is a biphasic rectangular pulse of 1.1 Vpp and 110 us duration. The remaining
slow drift can readily be eliminated by digital high-pass filtering. Both measurements

have been performed with 20-pm-diamctcr platinum electrodes.

Stimulation artifact suppression Figure 4.7 shows the efficiency of the on-

chip reset function for stimulation artifact suppression. In Figure 4.7, left, bipolar
pulses (220 ps overall duration) of different amplitudes (±0.15 V and ±1 V) in

saline solution have been applied, while the reset has been operational or not.

The recordings from the stimulation electrode are shown. The readout filter for

the red and green trace was reset 50 ps before the stimulation pulse was applied
and kept until 50 ps after the stimulation pulse was finished. Without reset, it

takes 20 to 100 ms (depending on the stimulation amplitude) for the recording
circuitry to return to the measurement range. The inset shows a close-up of

the initial 20 ms at better temporal resolution. With reset, it takes less than 5

ms for the recording circuitry to return to the measurement range. It is worth

mentioning that a stimulation sequence always ends with a stimulation of a value

close to the equilibrium potential of the electrode so that the electrode quickly
returns to its equilibrium potential after stimulation.

A similar experiment on a chip with rat cortical neurons is documented in Figure
4.7, right. The stimulus is a biphasic rectangular pulse1 of 1.1 Vpp and 110 ps

duration. The measurement shows action potentials recorded on the stimulation

electrode 9 ms after stimulation. Action potentials have been recorded less than

5 ms after stimulations on the same electrode. The remaining artifact signal
shows very slow temporal characteristics and can readily be removed by digital
highpass filtering. The other electrodes that do not provide a stimulation signal
record the stimulation signal as a spike: the signal is sufficiently attenuated in the

culture bath so that the signal is too weak and too short to impact the respective

highpass filters.
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User Interface Thread

/

I/O Thread

/ Spike Discrimination

I (C++)

Event Processing Thread

Figure 4.8: Software modules and threads The mam module contains semaphores foi

managing the data exchange between the threads (ovals) Each module (boxes) except
foi the main module is interchangeable dining iuntune The USB-I/O module can be,

eg , exchanged foi a replay module that will replay previously recorded data Apart
from the three mam thieads, further threads may be generated inside the modules

4.2.3 Software

The software1 is a crucial component of the system It organizes the USB data

handling, the spike soi ting, the data visualization, the stimulus gcneiation and

the automated feedback generation Low latency time and high data throughput
aie key requirements It is implemented m C++ using the Qt library [Tiolltech,
lut

, 2007] foi the graphical user interface and runs on Linux

Theie are three concurrent, widely independent tasks the I/O-handlmg, the

event processing, and the user mteiface Therefore, the program named Neu-

rotalker runs in 3 mam threads as sketched in Figure 4 8

4.2.3.1 I/O

The I/O thread mterfaccs the USB subsystem to the mam loops of the piogiam

Since USB rs a pure Mastei-Slave bus USB Implemented Foium [2005], and

since it relies on block tiansfeis, a further protocol lay« is lequiied to have the

capability to transfer data packages of arbitrary size at any defined time

A combined software and VHDL package, named ce-usb-ht that pi ovules this ad¬

ditional protocol layer has been developed and encapsulated into an independent

library containing both VHDL and C code It is available from the sourccforge
project Hahzovic [2005] The a-usb-kit provides a VHDL code that includes
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• an external-RAM I/O buffer,

• a receiver finite-state machine that decodes data packages sent by the PC,

• a sender finite-state machine that encodes data, performs padding and

calculates an 8-bit cyclic: redundancy checksum (CRC).

The 8-bit CRC is appended to each transferred data block and is very useful for

testing purposes, especially with respect to the communication between FPGA

and FX-2 chip. The software part of the ce-usb-kit runs exclusively in the user-

space and provides routines to handle the USB device. The communication

between PC and FX-2 relics on exchanging data with the FX-2 firmware as

provided by CESYS via I/O-controls. Data are sent in packages of multiples of

512 bytes, i.e., after a bulk transfer request for 4096 bytes is issued, the FX-2 has

to deliver the requested amount of data. In the case that less data is available

than requested, the excess volume is padded. The polling interval and the the

package size are dynamically regulated to ensure an efficient data transport. The

output buffer on the FPGA is dimensioned to 32 kB.

4.2.3.2 Modules

A number of universal modules provide the infrastructure to perform standard

tasks. The list of modules includes

Signal plotter: plots data of arbitrarily selectable channels

Rasterplot: plots events in a rasterplot

Stimulator: stimulates via an arbitrary set of electrodes

Recorder: stores the channel data and the events into files

Feedback: triggers actions, i.e., issues stimulation signals or a beep upon events

matching certain criteria

LUT programmer: programs the Look-up table (LUT) that controls the multi¬

plexing of the A/D converters to the electrodes. Sampling rates of

up to 160 kHz are possible, when only one electrode per row is read

out.

I/O modules include the USB-I/O and the replayer: The replayer streams in

data that have been previously recorded with the recorder module.

It is possible to seamlessly add further modules owing software1 design, which

includes techniques like instantiation by name [Taschini et al., 1999]. Dedicated

modules for special experiments can be generated and added.
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Figure 4.9: Photograph of the packaged chip. The chip has been glued to a PCB

and wire-bonded. The glass ring has been mounted on top, and the bond wires have

been covered with a biocompatible epoxy resin, EPOTEK 302-3M [Epotek].

4.2.4 Fabrication

The chip has been fabricated in industrial 0.6-pm CMOS-technology [XFAB].
The platinum electrodes and the additional passivation layers have been fabri¬

cated in house using a 2-mask postprocessing as described in Heer ct al. [2004].
Thereby, a variety of CMOS MEAs differing in electrode (Figure 4.2) diameters

(10 to 40 pm) and locations (pitch 50 to 500 pm) could be fabricated on the

same CMOS chip.

The chip operating conditions are the same as for conventional cell incubation,

i.e., 95% rcl. humidity, saline solution as cultivation medium and a tempera¬

ture of 37°C over extended time (successfully tested during 9 months), so that

a biocompatible package and inert electrical contacts arc; required. The array

chip has been mounted and wire-bonded to either a ceramic; package or onto a

PCB, both featuring gold contacts. Afterwards, a glass ring has been mounted,
and the bond wires have been encapsulated with epoxy resin (EPOTEK 302-3M

[Epotek]). Figure 4.9 shows a ready-to-use packaged chip. Additionally, the elec¬

trodes can be electroplated with porous platinum black to reduce the electrode

impedance [Heer et al., 2004].

The workflow for the FPGA core generation encompasses the VHDL code entry
Ashenden [2002], the simulation with Modelsim Meritor Graphics Corp. [2004],
the synthesis with Synplify Synplieity [2005], and, finally, the layout with Xilinx

ISEXilinx[2005].

4.3 Results

Electrical testing of the on-chip bandpass filter revealed a tuning range for the

lower corner frequency between 1 Hz and 1 kHz and for the upper corner fre¬

quency between 1 kHz and 30 kHz. The midband gain of the bandpass was

measured to be 19.12 dB. The total-equivalent-input noise was found to be 5.9
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M-Vrms (10 Hz - 100 kHz) at a gain of 1,000. This is comparable to the thermal

noise of the platinum electrodes in physiological saline solution which was mea¬

sured to be 3.19 pVrms for 10x10 pm2 and 2.16 pVrms for 40x40 pm2 electrodes

in a band between 10 Hz and 100 kHz. Thus the total noise of the setup is

dominated by circuitry noise, which is somewhat higher than the thermal noise.

The measured power consumption was 120 mW at 5 V supply, 20 mW of which

are dissipated within the electrode array. The increase of the temperature within

the electrode array was measured to be less than 1°C so that cooling is not

required.

4.3.1 Stimulated Activity in Rat Cortical-Neuron Cul¬

tures

As a demonstration of precise spatio-temporal stimulation patterns and event de¬

tection, we present the following experiment inspired by the liquid state machine

concept as presented in [Maass ct al., 2002, 2003]. The underlying idea is to use;

the stimulation responses of arbitrary excitable media for information processing.
As shown in Figure; 4.10 the model consists of a stimulator, a neuronal network

on a neurochip, an event detector, a leaky integrator and a classifier.

4.3.1.1 Method

Stimulation Two stimulation spots a and b have been defined, where a rep¬

resents a stimulation on electrode 52 and b stimulates on electrodes 96-104, both

with one biphasic; rectangular pulse of 1.1 Vpp and 110 ps duration. In Figure
4.2 location a corresponds to the fifth electrode in the third row from the bottom

and location b to the sixth row of electrodes from the top. For this experiment,
the stimulation pulse amplitude of 1.1 Vpp was found to be the lowest voltage
that reliably evoked action potentials.

Based on these two stimuli, the two spatio-temporal patterns aba and bab have

been stimulated with an inter-stimulus period of 40 ms. The inter-stimulus period
of 40 ms was chosen to be on the order of the neuronal time constant, which is

in the range of 20 ms to 100 ms [Kandel et al., 2000, p. 222], to allow for

temporal summation to occur. The period in between aba and bab stimulations,
the inter-pattern period, was chosen to be 2.3 s so that it is short enough to

suppress spontaneous activity. Without stimulation interference, spontaneous

activity occurred at intervals of 3 to 5 s.

As described in section 4.2.2.2 on page 33, the stimulation patterns are generated
on two levels: the inter-stimulus period of 40 ms is generated on the FPGA with

50 ps accuracy, and the intcr-pattem period of 2.3 s is generated on the PC with

millisecond accuracy.
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Figure 4.12: Rasterplot and network-wide firing rate of the aba stimulatiem pattern

repeated at 2.3 s.

With regard to potential damage of the stimulated neurons, we noticed that

after rrrore than 200 stimulations on the same electrode, the cells could still be

stimulated without any observable response signal deterioration.

Neuronal Culture Hippocampal tissue was extracted from newborn Spra¬

gue-Dawley rats and dissociated by trypsinization (0.25% Trypsin / EDTA) and

gentle trituration. Cells were plated on laminin (10 pg/ml) and Poly-L-Lysine

(10 pg/ml) coated CMOS chips at a density of 15,000 cells/mm2 and held in

Neurobasal medium (Gibco) containing B27 supplement (2%, Gibco), fatty acid

supplement (0.1%, Sigma), lipid mixture (0.1%, Sigma), Alanyl-Glut,amine (2
mM, Gibco) and sodium pyruvate (1 mM, Sigma) (Figure 4.11). Measurements

were undertaken after 37 days in vitro. For all biological measurements, the

packaged chip, as shown in Figure 4.9, (20-pm-diameter electrodes, pitch 250

pm) was mounted onto a heated (37 °C, manually adjusted heating power) PCB
in ambient atmosphere, as shown in Figure 4.1.

Readout From the detected events (described in section 4.2.2.1), 128 sets, ts%,

of tiniestamps have been generated, where i = 0... 127 designates the channel.

From each of these sets, tsu a liquid state function

Xi(t) _Z (4.3)
ts,:tcutoff<t~t$t<Q

has been synthesized, where r — 20 ms is the leak time constant and Cutoff is

40ms. tcutoff explicitly limits the "memory" of the readout function. For each
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stimulation experiment, j, a time snapshot of the liquid state,

Xj = x (istimuiUSji + 200 ms),

has been calculated. These 128-dimensional response vectors represent the neu¬

ronal network response to the stimulation pattern that was initiated 200 ms

before.

A direct information transfer from the stimulator to the readout that might
bypass the neuronal network is excluded, by choosing the Xj-samplc time as

Stimulus, j + 200 ms, with tcutoff = 40 ms, and having the last stimulation at

Stimulus, j + 80 ms. With these settings, there is a time span of 200 ms — tcutoff —

80 ms = 80 ms, where the neuronal network is the exclusive mediator of any

information. Thereby, the function of the neuronal network in the liquid state

machine is defined.

Classification of the responses, Xj, with respect to the preceding stimulation pat¬
tern aba or bab has been performed off-line using Mathematica Wolfram Research

[2005] and a support vector machine package [Nilson et al., 2006]. For the pre¬

sented experiment, a total of 44 stimulation-response pairs, 18 aba stimulations

succeeded by 26 bab stimulations, have been recorded. From each of the two

classes the first 30% (6 and 9) of the pairs was used to generate a weight vector,

w e R128, and a bias G R. With the linear kernel used, w can be seen as the nor¬

mal vector of a 128-dimensional hyperplane given by x G M128 : wT-x-|- bias = 0,
where

T denotes transposition, that separates the aba and bab responses. Hence,
the sign (wT •

x^ + bias) represents the classification of Xj.

4.3.1.2 Results

As can be seem in Figure 4.14, the two classes of the respective first 30% of

stimulation-response pairs that have been used as training set are separable. The

remaining two thirds of each of the two classes, irr total 29 responses, constitute

the test set and have becm classified according to the weight vector w and bias as

obtained form the training with the first 30% stimulation-response pairs. Fr-om

the test set, 83% (24 of 29) were correctly classified. 75% (9 of 12) of the aba test

set and 88% (15 of 17) of the bab test set have becm correctly classified. Figure
4.14 also shows the results graphically.

4.3.1.3 Discussion

This first experiments indicate that information processing with dissociated neu¬

ronal networks according to the liquid state machine model might be possible.
There are still many issues to be addressed

, e.g., the sequence of the a,ba and

bab patterns should be random so that the effects of other transient changes in

the neuronal culture can be eliminated. Also, the measurement time needs to be
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Figure 4.13: Plot of the outputs of the leaky integrators, x% (t), also referred to as

liquid states, aligned to a stimulation. The left plot shows an aba stimulation, the

right plot shows a bab stimulation. The gray background indicates the time span

during which the three stimulations on the a and b sites at 0 ms, 40 ms and 80 ms

take place. 200 ms after the first stimulation, the 128 leaky integrators are sampled,
and the obtained vector is then classified.
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Classification
4

+ °

-s

7~^ " à

'

A

A Aft&A aa

V a a*a* v -w
X

Vr^bb7
B

X

.
b

Weight Vector w
2 •

1

1 .

2

3

10 20

response #j
#J

0 20 40 60 80 100 120

i

Figure 4.14: Classification of neuronal responses. Left: Plot of the w3 + bias

values, the sign of which denotes the classification, aba responses denoted by "a" arc

expected above the zero line and bab responses denoted by "b" arc expected below

0. The capital letters, A, B, denote the training data. Crosscd-out letters denote

false classifications. All training data arc correctly classified, i.e., the training data

is separable. 83% of the test responses (i.e., 1 - #"CT0S|gm°^ ^gfitajB") have been

correctly classified.

Right: Plot of the components Wi of the weight vector w. Only about 20% of the uii

are non-zero. Therefore, only about 20% of the electrode signals actually contribute

to the; classification.

extended by performing the measurements in an incubator to be able to better

characterize each of the stimulation sites a arrd b. These issues and other possible

shortcomings will be addressed irr future work.

4.4 Conclusion

The presented signal processing chain reaches from the cell culture, which lives

on top of a CMOS-based microelectrode chip to the C++ control arrd analysis
software. The latter enables a bidirectional communication with eleetrogenie cell

cultures in vitro. The combination of the CMOS chip with an FPGA-based device

allows to perform online event detection and, on demand, full-depth transmission

of all 128 20-kHz signals. The event detection is implemented on the FPGA

running at 48 MHz FPGA-clock speed, is fully self-adjusting and requires no

user inputs. The data volume transferred to the PC is effectively decimated by

relocating the event detection from the PC to the FPGA. The system is capable
of identifying an event and triggering a stimulation within less than 2 ms after

the event has been detected, so that it may be considered real-time with respect
to neuronal networks cultured on the chip.

45



Part I: Neurochip

4.5 Acknowledgements

The authors thank Prof. Henry Baltes for sharing laboratory resources and for his

ongoiirg stimulating interest in their work. The authors are indebted to Frauke

Grève, ETH Zurich, for help and advice on neuronal cell cultures, Beat Hofstetter

for his contribution to the Ncurotalker software and Urs Frey, ETH Zurich, for

many fruitful discussions. Prof. Wolfgang Maass, university of Graz, Austria, is

acknowledged for stimulating discussion on liquid state machines and liquid state

classification. Funding has been generously provided by the European "Informa¬

tion Society Technologies" "Future and Emerging Technologies" program, and

the Swiss Bundesamt für Bildung und Wissenschaft (BBW), contract number

IST-2000-26463.

46



Chapter 5. Information Processing with Natural Neuronal Networks

Chapter 5

Information Processing with

Natural Neuronal Networks

Many of the current activities in applied neurosciericc can be categorized in

1. developmental / anatomical,

2. singlc-ncuron-level, and

3. culture-level

research. Developmental research has great importance especially in view of ap¬

plications in medicine. The single-neuron-based research is the classical, (cell-)
biological approach and is key to understand how regulatory mechanisms and

synaptic plasticity function on the cell and regulatory level. Culture-level inves¬

tigations, where; the emerging collective properties arc of primary interest, are

prominent also in informatics and physics.

The work presented irr this thesis clearly belongs to the last group of culture-level

research. With the developed neurochip, a more sophisticated tool to investigate
the complex, emergent behavior of in vitro neuronal cultures and of brain slices

is provided.

5.1 Theoretical Neuroscience

Theoretical neuroscience spans ewer several levels of abstraction that are compa¬

rable to those in applied neurosciences: it reaches from systembiological model¬

ing [Mondes, 1997], over single-cell simulations [Kerszberg and Changeux, 1998,
Hines and Camevale, 1997], to artificial networks. Research on in vitro natu¬

ral neuronal networks (NNN) can significantly benefit from research on artificial
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networks. An example for such synergies is given in this thesis by the applica¬
tion of the liquid state machine concept to NNN. Presumably, there will also be

transfers in the other direction: a model that works for NNNs is likely to be also

applicable to an artificial network.

It is mi interesting observation that as artificial networks evolved in the direction

of biological systems, and concepts like noise have been introduced, the methods

used to train and describe these artifical networks became more applicable to

natural neuronal networks. Back-propagation for example is still a very effec¬

tive method to train deterministic artificial networks but is neither applicable
to non-linear artificial networks nor does it produce much insight into biological

systems. With the development of increasingly non linear artifical neuronal net¬

works, where a Jacobian is not available, training concepts with less premises are

needed. Weight perturbation is one; of these model-free training methods [Dembo
and Kailath, 1990]. Other approaches apply a hybrid strategy by reducing the

number of model assumptions, see [Fiete and Seung, 2006].

5.2 Computing without States - Liquid State

Machines

A prominent concept for computing with unstructured neural networks that pro¬

vides a mathematical framework is the Liquid State Machine (LSM) presented

by Maass, Natschläger, and Markram [2002], a review-style description is given

by Floriarr [2003]. It describes a concept how to process information without

digital finite states.

The LSM is composed of a nonlinear filter, L, (a function that maps time-varying

input streams u(-) to other time-varying streams x (•)), arrd a potentially mem-

oryless readout function, /, that maps the "liquid" state x (t) of the filter to a

target output y(t). The filter, L, has a fading memory: x(t) may depend not

only on u (t), but also, in a quite arbitrary, nonlinear fashion orr previous inputs

u(t — r). Mathematically speaking, x (t) = (Lu) (t) and y (t) = f (x (t)) for the

memory-less readout function or y (t) — f (x (t — t)) ,
r e [0, tmem] for a readout

function with a memory limited by t
__&___.

The LSM features universal computational power for time scries, if two simple
conditions are met.

Separation Property. The filter, L, needs to be capable; to separate two differ¬

ent inputs, Ui (t), and 112 (t) into two different trajectories and to produce
two different outputs x_. (t) and rr2 (t) (the pointwisc separation property).
The; separation property closely related to the deterministic and chaotic

properties of the filter L. (There exists a number of metrics to quantify the

separation property, e.g., the Ljapunov exponent and mobility of informa¬

tion [Chirikov, 1979, rtamasubramanian and Sriram, 2000].)
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Input Liquid £() Readout /(•)

neuronal network event leaky trained

on neurochip detector integrator classifier

temporal electrode timestamps Wqwü

Figure 5.1: Structure of a liquid state machine (LSM). The numbers of channels and

classes are denoted by #ch and #cl.

Approximation Property. The ability of the read-out device to probe the

computation media's state accurately enough to achieve a sufficient, ap¬

proximation of it's internal state.

5.2.1 Computing with Unstructured Networks?

Results with artificial spikirrg networks have shown that a randomly connected

network of inhibitory and excitatory synapses is capable of efficient information

processing. An impressive demonstration is given in [Maass et al., 2003], where

Maass et al. tackle the speech recognition challenge posed by [Hopfield and

Brody, 2000]. Hopfield's arrd Brody's challenge consisted of recognizing the 10

words "zero", "one", ... "nine;", each spoken 10 times by 5 different speakers, with

each spoken word encoded into 40 spike trains. The result was that the perfor¬
mance of an unstructured, randomly generated network of 135 integrate-and-fire
neurons embedded into an LSM was similar to that of the ingenious circuit con¬

sisting of more than 6,000 integrate-and-fire neurons constructed especially for

this task by Hopfield and Brody.

Even though often referred to as state-less computing, information transmission

by action potentials (neglecting the unreliable synaptic transmission) still fea¬

tures the digital characteristics of all therinodyriamically stable and noise robust

systems. But, unlike information stored in, e.g., DNA or synapses, the current

state of activity of a neuronal network is not stable over time but has a fading
character.

Promising applications can be found in the classification of temporal signals on

the second time-scale, such as voice recognition.
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5.2.2 Prior Art of LSM

The prior art is largely confined to computational experiments. The original
LSM [Maass et al., 2002] used recurrent spiking neural networks as filters L.

Other recent LSM implementations include a finite element simulated model of a

liquid [Goldenholz, 2003], or even real water in a bucket [Fernando and Sojakka,

2003].

5.3 The Liquid State Machine Concept for Neu¬

rochips

The most fundamental differences with respect to the simulation experiments in¬

vestigated by Maass et al. [2002], arise from the biological nature of the neuronal

network. Neurons migrate, synaptic changes occur, and environmental changes
influence the NNN function: the computation medium is not, static.

In contrast to simulation experiments, where the readout is taken from a single
defined neuron, the electrode-neuron contact is much less reliable. At, a first

glance, a neuron-electrode interface may very much look like a synapse: action

potentials are passed from a neuron to the electrode or in the other direction.

However, there is no synaptic character in the way that, there is no means to,

e.g., influence the "synaptic; plasticity": the electrode cannot attract a particular

neuron.

For this reason it is necessary that, the readout mechanism is constantly re¬

adjusted in an automatic; fashion. The p-delta learning rule [Duda and Hart,

2001, Auer et al., 2002], which was used in [Maass ct al., 2003] features these

desired capabilites; It defines two thresholds: a classification threshold and a

lower correction threshold. Whenever a response could be classified but, was

found outside the correction threshold, the readout weights have been tuned.

However, it, was found not to be very reliable mainly for two reasons: it tends to

"forget" patterns as it is taught new ones and it shows the tendency to overfitting.

Especially the first reason is problematic; for a real-world use: upon prolonged

exposure to the same pattern, it, would improve its recognition, but a the same

time, would forget the precedent training patterns. The overfitting problem is

somewhat related: as a consequence of (over-) optimizing the system, it, becomes

more vulnerable to fluctuations in the NNN.

5.4 Results

In this section, further results of the experiment reported on in section 4.3 on

page 39 arc given. In section 4.3, the liquid state, x(£), was always sampled
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exactly 200 ms following the stimulation, and the thus attained sample was clas¬

sified with respect to the stimulation pattern. This may prove that information

processing with NNN is generally feasible, but a synchronization of the readout

to the input is not always possible in a real-world application. The LSM might,

e.g., receive input, from a microphone, where the time of the beginning of the

stimulation is not available. Therefore the LSM should be able to determine

itself, when a word has been spoken.

Maass et, al. [2003] coined the term "anytime computing" to describe such a

synchronization-free approach. In the following, the need for synchronization of

the readout is abandoned, and a method that eontinously samples and classifies

the liquid state is introduced. First, in section 5.4.1, the temporal characteristics

of the stimulation responses are investigated and them, in section 5.4.2, anytime

computing is introduced. Again, leaky integrators are used to generate the liquid
states x(t), like in section 4.3, and a support vector machine is used to classify
those liquid states.

5.4.1 Liquid State Classification with Many Samples

The capability to classify liquid states not only at a single given point in time,

but, over a time span from 160 ms to 300 ms after stimulation is discussed in this

section. The same data as in section 4.3 have; been used. For classification, the

same support vector machine

c (j, t) = wT • x (tstim,j +t) + bias (5.1)

is used, where sign (c (j, t)) is the decision rule.

The training set consists of x(t^t) with t^_ — t3ti___j + 160 ms + i x 10 ms and

j = 1... 6, 19... 28, i — 0... 14, i.e., the time from 160 ms to 300 ms after

stimulation is sampled every 10 ms. From the total of 44 stimulation-response
pairs (18 aba stimulations succeeded by 26 bab stimulations) the first, 30% (6 and

9) of the pairs were used for training, like in section 4.3. However, the number

of training samples, x^, has been increased from 15 to 225 due to the multiple

sampling of each stimulation pattern response In contrast to section 4.3, the

training set is not separable: no hyperplano exists that, would separate all of the

aba and bab pattern responses. This can also be seen later in Figure 5.4, where

it, shown that misclassifications even of training data occurs. Furthermore, it

is noteworthy that the weight vector, w, shown in Figure 5.2, has considerably

changed in comparison to Figure 4.14 on page 45: the weight, vector is less sparse

than before, which means that more readout channels (electrodes) contribute to

the classification.

Figure 5.3 shows the resulting classifications at, each sampling time. There is

no defined point in time after stimulation that, seems to be preferred for clas¬

sification. Figure 5.4 gives an overview of the classification performance per
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Figure 5.2: Left: Classification of the training set. The first 90 data points are ex¬

pected above zero, the remaining data points below zero. There are misclassifications

that arc clearly visible so that, the training set is not separable.

Right: The weight vector, w, is more dense than the weight, vector used for the classi¬

fication in section 4.3 (Figure 4.14 on page 45). More readout, channels contribute to

the classification.
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Figure 5.3: The; left and right plot show the classifications of the NNN responses

to the aba and bab stimulation patterns. Additionally, the median, grey line, and the

mean, black line, of all responses at, the given stimulation-referred time, are plotted.
There does not seem to be any defined time after stimulation that provides better

classification performance in this configuration.
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Figure 5.4: "Box-whisker" plot of each stimulation pattern classification. The Box

whisker plot takes the form of a box that spans the distance between the 25% and

75% quantiles. The inner line denotes the median and the "whiskers" extend to span

the full data set. The median corresponds to a majority vote: if the majority of the

classification is above zero, it will also be above zero. For aba and bab stimulations,
the median is expected above and below zero.

stimulation experiment j. It, shows that there are big differences, especially in

the classification spread within each stimulation response, j, over the stimulation

experiments.

Since there are 15 classifications per stimulation response (Figure 5.3), a method

to yield a final classification based upon these 15 classifications is needed. There

arc many methods, among which are

1. leaky integration with thresholding,

2. integrate and fire, and

3. low-pass filtering with thresholding.

They all have in common that they consist of some variations of averaging and

thresholding.

5.4.1.1 Mean-based classification

One approach is to take the mean value of the classifier and to decide based on its

sign. Starting 160 ms after each stimulation, the value of the classifier is added

to an accumulator:

(160+ixl0)ms<t

/mean,, (t) = J] C (j, (160 4- i X 10) His) (5.2)
i=0

2/mean, j
= Sign (/mean, j (300 Uis)) (5.3)

Figure 5.5 shows the resulting trajectories of the accumulator versus time.
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Figure 5.6: Majority-based classification. Plotted is a histogram for cwh time, /, -

100ms t /' x 10ms, / 0.
. 14, Cor which the lieiuid state has been classified. In the

beginning, at / - 100 ins, all 44 stimulation experinie^hs start at /miMoiiiy./ (100ms) -

0. Two trajectories, one for an aba anel one for a bub stimulation response aie plotted

separately.
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5.4.1.2 Majority-based Classification

Another way to determine the final classification is to neglect the margin of each

classification, and to just, count the positive versus the negative classifications.

(160+ixl0)ms<t

/maj,i (t) = J2 SiSn (C (•?> (16Ü + * X 10) mS)) (5-4)
i=0

with

sign (x) = | _1 . elge
(5.5)

î/maj, j
= Sign (/maj, j (300 Ills)) (5.6)

Figure 5.6 shows the result for a classification according to a majority vote. Since

the trajectories are discrete and would coincide to a large extent in a plot like

Figure 5.5, a histogram plot with two exemplary trajectories is given in Figure
5.6.

5.4.2 Anytime Computing with Neuronal Networks

Up to this point, the classification has been binary: either aba or bab. When

the readout is required to provide an output at, any time, there is a need for

the additional output, "neither". The readout function is substituted by a 2-bit

version: y (t) : R —> B2. Accordingly, two support, vector machines, one for

each pattern, each consisting of a weight vector, wi=o,i, and a bias, biasi, are

required. For convenience, we define a weight, matrix, W R128x2, and a bias

vector, BeE2, so that equation 5.1 can be rewritten as

c(x)=W-x + B. (5.7)

Two training sets are generated. The respective (aba and bab) positive training
vectors are taken from a time window of 120 to 300 ms after stimulation in steps

of 20 ms while the negative examples are taken from 20 ms to 600 ms after

stimulation in steps of 40 ins. By choosing the time for the negative examples

very long, also response examples for "no stimulation" arc included.

For testing, 44 uniformly distributed random time offsets, offj__,14i\ [—10,10]

ms, were generated. In the experiment, a inter-stimulus interval of 2.3 s was

used. However, because practically all activity ceased at, roughly 500 ms after

stimulation, we consider only the first 1,200 ms after each stimulation. The liquid

states were then sampled during the post-stimulation time span of 10-1,200 ms:

Xji5 = x (tstim, j + offj + i x 20 ms) with i = 1... 59 and j — 1... 44, so that a

total of 2,596 liquid states was attained for testing.

Figure 5.7 shows the classification of all sampled liquid states. As expected, the

majority of liquid states is classified to be neither an aba nor a bab response.
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Figure 5.7: Plot of the 2,596 raw classifications results, c(xj)j). Top: Parametric

plot of the points c (xj(j) = W xh% + B. As expected, the majority of liquid states,

x3!t, is classified to be neither an aha nor a bab response. Contradictory classifications,

where both classifications arc positive, c(xjij)1 > 0 and c(xjt_)2 > 0, can be seen in

the upper right quadrant.
Bottom: The same data plotted versus time. The classification is "noisy".
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Since the stimulation responses lasts about 300 ms each, a total of about 30 classi¬

fications are obtained per response;. In order convert this high rate of fluctuating
classifications (Figure 5.7, bottom) into a more robust output, the results are

first low-pass filtered with a time constant of 80 ms and then thresholded. This

procedure is a variation of the mean-based classification previously described in

section 5.4.1.1. The result can be seem in Figure 5.8: one false negative and three

false positives can be distinguished.

5.5 Discussion

Based on the same experiment, data, three different liquid state machine config¬

urations have been evaluated for classification of the two different, stimulation

patterns. All three; LSM configurations have in common, that they rely on a

leaky integrator to produce the liquid states and that a support vector machine

is used to classify the liquid states (section 4.3). The configurations differ in the

way the training data and the lieiuid states are chosen.

In the first configuration (section 4.3), only one liquid state, exactly at 200 ms

post-stimulation, has been used to classify the response per stimulation experi¬

ment. 83% of the test set have been correctly classified. In the second configu¬

ration (section 5.3), 15 liquid states per stimulation experiment, have been used

for classification. By averaging the classifications over each stimulation response,

93% have; been correctly classified. In the the third configuration (section 5.4.2),
the liquid state was continously sampled every 20 ms with an individual random

time offset for each stimulation experiment. The liquid state machine automati¬

cally detects the occurrence of stimulation patterns and provides a classification

output, at any time. 93% of the test set has been correctly classified.

5.5.1 Discussion: Anytime versus One-time

When comparing the single-state classification approach that involves only one

lieiuid state per response classification (section 4.3) to the any- and many-time

approaches (Chapter 5), two differences are particularly interesting;

• the weight vectors look very different and

• the sensitivities to time jitter in the sampling of the liquid states are very

different.

With the single-state classification approach, the alignment of the read out with

respect to the stimulation is extremely important. A jitter of 10 ms in the sam¬

pling time is sufficient to cause a significant loss of classification quality, whereas

the anytime approach shows a mean classification quality that, is invariant with
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respect to the sampling jitter. One kind of interpretation is that there are two

different modes according to which the liquid states can be classified:

1. timing-based and

2. synchronicity-based.

When the readout is trained for a precise sampling time, it, can rely on processes

that happen synchronously to the stimulation. This contrasts to the case of

anytime classification, where liquid states from arbitrary times after stimulation

arc sampled. Therefore;, anytime classification can only rely on synchronicity.

This coincides with the; observations by Maass ct al. [2003], where the classifica¬

tion was found to be robust towards a sirrusoidal time wrap of the input pattern.
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Chapter 6

Stimulation

Stimulation is a critical component of ncuronal-network-based information pro¬

cessing. There are two issues. First, the stimulation procedure needs to be

reliable and may not entail any damage to the neurons. Second, the stimulation

artifact needs to be minimized in order to also see the effect of immediately after

the stimulation.

6.1 Effective & Gentle Stimulation

For this work, we have exclusively selected the commonly used rectangular, bi¬

phasic stimulation pulses. Wagenaar et, al. [2004] have demonstrated that this

way of stimulating is effective. However, there is still rro explanation of what

exactly is happening. It, is not known how the ion channels are activated and

how the depolarization reaches the firing threshold. An indicator supporting the

assumption that during stimulation something unphysiologic is happening, is

the very short stimulation pulse duration. A half pulse length of 100/2 ps does

probably not suffice to elicit an action potential by opening ion channels and

thereby depolarizing the cell to the firing threshold. One possible explanation is

that an clcctroporation of the cell membrane may actually be happening.

Further investigations are rreeded to render the stimulation more reliable; and,

especially, to improve the long-term stability of the cells and the stimulation-

related effects. Orre way is to use other stimulation waveforms such as slow

voltage ramps as described by Hutzler and Fromherz [2004]. Alternatively other

kinds of stimulation can be considered such as stimulation by laser light, either

directly, see [Callaway and Yuste, 2002], or indirectly by charge emission, see

[Starovoytov et al., 2005].
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Figure 6.1: Recording of a cortical rat neuron action potential upon stimulation di¬

rectly from the stimulating electrode using software-based stimulation artifact cancel¬

lation. The1 top graph shows the raw recording. The bi-phasic: rectangular stimulation

pulse of ±1 V and 120 ps duration begins at 0 ms and is followed by a phase of satu¬

ration that lasts 3.8 ms. The middle graph shows a low-pass filtered (corner frequency
18 Hz) version of the raw data. The bottom graph shows the; high-pass filtered (corner
frequency 18 Hz) version of the raw data. The elicited action potential is clearly visible

at 5 ms after stimulation.

6.2 Stimulation artifacts

When discussing stimulation artifacts, it, is useful to differentiate two kinds of

artifacts:

1. the artifact, generated on all other, non-stimulated, electrodes by capacitive

coupling of the stimulation signal through the culture medium, and

2. the artifact generated on the stimulation electrode itself.

The first kind of artifact is present but docs not disturb too much: it is too weak

to saturate any filters and so short of time that in can often be neglected.

The second kind, the stimulation artifact on the stimulated electrode, is more

severe. After a stimulation pulse on the order of Volts, neuronal activity on

the order of a hundred microvolts needs to be recorded. The approach chosen in
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Chapter 6. Stimulation

this dissertation allows for resetting the readout filters and, thereby, immediately
reestablish the operation point of the electronics. The electrodes, however, have

their electrochemical equilibrium potential not exactly at the common voltage

(2.5 V) but they tend to drift, to an offset, of roughly 2.5+0.6 V. This offset can

be attributed to leakage currents in the CMOS circuitry. In order to quickly
reestablish the readout, it is necessary to drive the electrode as close as possible

(<1 mV) back to its equilibrium potential value. Otherwise, the transient signal

of the drifting electrode will be too fast to be blocked by the high-pass filter

and will, therefore, saturate the downstream amplification and filtering stages.

Provided that the stimulation itself does not alter the electrochemical state of

the electrode, one possible solution is to sample the DC potential of the; electrode

before stimulation and copy it back to the electrode after stimulation [Novak and

Wheeler, 1988].

In Figure 6.1, an electrode recording of a stimulation is shown. It, shows a 3.8 ms

long phase of saturation and an action potential recorded 5 ms after stimulation.

It, also shows that the stimulation artifacts can easily be removed as long as the

readout chain is not in saturation. For comparison, for MEA designs without,

integrated circuitry it can take 40-160 ms after stimulation until it is possible to

detect spikes [Wagenaar and Potter, 2004],
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Chapter 7

Conclusion & Outlook

In the framework of this dissertation a system for bidirectional communication

with neuronal cultures has been developed. It, is based on a CMOS microchip,

orr top of which the neurons arc; cultured. Using this system, recordings from a

variety of cell types have been presented. The feasibility of information process¬

ing with natural neuronal networks (NNN) has been shown on the basis of the

acquired experiment data.

Whether or not information processing by means of NNNs will develop into a

viable and valuable method of computation, depends largely on biological chal¬

lenges. Tuning culture parameters like excitability, the ratio of inhibitory to

exhibitory synapses and thereby modifying the degree of chaotic behavior and

the mobility of information, holds great, potential. Bicucculinc, e.g., a known

GABAA receptor antagonist, is an example for a drug that allows to adjust the

degree of network activity [Shirakawa et al., 2000]. It can be used to block in¬

hibitory synapses and to thereby change the balance of network inhibition and

excitation.

Potential applications for information processing with NNNs will have time-coded

input data. Moreover, the time scale; of the input to be processed needs to be on

the order of the time scale of the NNN activity.
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Chapter 9

Introduction

This part of the thesis reports on work in the context of the single-chip AFM

project, realized from 2002 to 2003. Based on a cantilever design available from

previous work [Lange et al., 2002a], a new chip including digital, analog and

mechanical components was devised a core team of three people:

• Diego Barrettino: analog circuits

• Sadik Hafizovic: digital on-chip circuits & controller, integration, measure¬

ments

• Tormod Volden: cantilevers, in-house micromachining

9.1 Structure

In the following the reprints of the two resulting, most, relevant papers are given:

1. CMOS Monolithic Mechatronic Microsystem for Surface Imaging and Force

Response Studies

D. Barrettino, S. Hafizovic, T. Volden, J. Scdivy, K.-U. Kirstcin, and A.

Hierlemaim, Journal of Solid-State Circuits 2005, 40(4), 951-959 and

2. Single-Chip Mechatronic Microsystem for Surface Imaging and Force Re¬

sponse Studies

S. Hafizovic, D. Barrettino, T. Volden, J. Sedivy, K.-U. Kirstein, O. Brand,

and A. Hierlemaim Proc Natl Acad Sei USA. 2004 Dec: 7, 101(49), 17011-

17015.

The first paper describes the circuitry of the integrated atomic-force microscope

in great detail. The second paper focuses on applications and measurement

results arrd is intended for a broader audience. Concise information on the inte¬

grated cantilevers is given in a separate book chapter [Hafizovic ct, al., 2007].
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Chapter 10

CMOS Monolithic Mechatronic

Microsystem for Surface Imaging
and Force Response Studies

D. Barrettino, S. Hafizovic, T. Volden, J. Sedivy,
K.-U. Kirstein, and A. Hierleiiiann

Journal of SolidrState Circuits 2005, 40(4), pp. 951-959

Physical Electronics Laboratory, ETH Zurich, Switzerland

Abstract — We report on a standalone single-chip (7 mmxlO mm) atomic force

microscopy (AFM) unit, including a fully integrateel array of cantilevers, each

of which has individual actuation, detection, and control units so that standard

AFM operations can be performed only by means of the chip without any external

controller. The system offers drastically reduced overall size and costs and can be

fabricated in standard CMOS technology with some post-CMOS micromachining

steps to form the cantilevers. Pull integration of microelectronic and microme-

chanical components on the same chip allows for controlling and monitoring all

system functions. The on-chip circuitry notably improves the overall system per¬

formance. Circuitry includes analog signal amplification and filtering stages with

offset compensation, analog-to-digital converters, digital proportional-integral-
derivative; defection controllers, sensor-actuator compensation filters, and an on-

chip digital interface for data transmission. The; microsystem characterization

evidenced a vertical resolution of better than 1 nm and a force resolution of bet¬

ter than 1 nN as shown in the measurement results. This CMOS monolithic AFM

microsystem allows for precise and fully controlled mechanical manipulation in

the nanoworld.
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10.1 Introduction

New measurement, metrology, and imaging techniques have been pivotal to the

rapid development of many branches of science such as materials science, micro¬

electronics and microbiology to name but a few. The invention of the scanning-

tunneling microscope (STM) by Binning and Rohrer irr 1982 [Binnig and Rohrer,

1982] and, in particular, the invention of the atomic force microscope (AFM) in

1986 [Binnig et al, 198G] have established a basis for many findings in various

scientific; areas over the last, years. The AFM has evolved at, an exceptional

speed from a laboratory prototype to a commercial instrument, see, e.g., Inc.,

arrd many other scanning probe techniques have been developed, which will not

be further mentioned here [Meyer and Heinzelmann, 1995]. The AFM has been

used to measure forces during stretching of DNA strands [Rief et al., 1999] and

rupture forces of single covalent bonds [Grandbois ct al., 1999], and AFM can

be operated in liquids, which enables its use in biological applications [Lehenkari
et al., 2000, You et al., 2000, Bowen et al., 1998]. The AFM also can be used

to perform surface manipulations such as lithographic fabrication of a transistor

[Mirme et al., 1996, 1999], or AFM-based storage [Mamin et al., 1999, Vettiger
et al., 2002].

Commercially available AFM instruments arc rather bulky and have a low through¬

put due to the serial nature of the involved scanning process and the linrited

scanning range, which renders the investigation of larger samples rather labo¬

rious. The detection of the cantilever deflection is done mostly by means of a

laser, which is costly and makes the adjustment and cantilever exchange very

time-consuming, in particular, when operating in vacuum environment. To over¬

come these limitations, AFM probes have been developed with integrated detec¬

tion schemes such as capacitive [Brugger et al., 1992], piezoelectric, or piczore-

sistive schemes [Mimic ct al., 1999, Linnemann et al., 1995, Gotszalk et al.,

1998, Jumpertz ct al., 1998, Thaysen et al., 2000], and high-speed scanning

systems that rely on arrays of cantilevers featuring piezoelectric excitation and

piezoresistive/piezoelectric readout [Minne et al., 1999, 1998b,a, Kim et al., 1998].
All of those systems, however, require a larger set of desktop equipment since no

integrated electronics or functions arc provided.

Earlier work on integrated AFM instruments included a chip featuring up to ten

cantilevers and analog time-multiplexed actuation. Readout of the cantilevers

featured rather limited force and vertical resolution and an external deflection

controller was used [Lange et al., 2002a].

In this paper, we will give a detailed description of a standalone CMOS monolithic

AFM unit including a fully-integrated array of cantilevers, each of which has its

individual actuation, detection, control, and amplification as well as its individual

offset, compensation, as presented in [Barrettino ct, al, 2003, Barrettino, 2004,

Hafizovic et al., 2004]. We will show constant-force measurements and multiple

force-distance measurements performed without any external controllers. The

80



Chapter 10. Circuitry and Chip Architecture, JSSC

Si-nitride

passivation

intermetal

oxide

piezoresistors

(Wheatstone bridge)

p+ diffusion

bulk silicon

Figure 10.1: Three-dimensional schematic of three cantilevers (two scanning can¬

tilevers and one shorter reference cantilever) showing the different, CMOS layers as

they are used for the various cantilever components (actuation: bimorpli and heater;

detection: piezoresistive Wheatstone bridge). A color version of this figure is given on

page 98.

cantilevers can be moved and precisely controlled within a range of 0.5 to 6 pm (at
0.5 to 6 nm resolution) so that the chip has only to be brought within a distance

of maximal 6 pm to a surface. Only an x-y-scaiming stage is necessary for

imaging or lateral scanning by using one or several of the individually controlled

cantilevers. The individual cantilever control is of paramount, importance in

using multicantilcvcr arrays since there is always a slight tilt between the chip

plane determining the cantilever positions and the sample surface plane so that

some cantilevers are closer to the surface; than others.

Parallel scanning of multiple cantilevers, therefore, is facilitated by implementing

a fast, and simultaneous individual force feedback for each scanning cantilever in

a closed loop. On the other hand, time-domain multiplexing of digital circuits

would reduce the area of the chip and will be implemented in future versions of

this microsystem.

This paper is organized as follows. Section 10.2 describes the microcantilever

array and the post-CMOS fabrication steps. Section 10.3 contains details of

the circuit design. In Section 10.4, the experimental results are presented, and

Section 10.5 concludes the paper.

10.2 Microcantilever Array

A detailed 3-dimensional schematic of the scanning microcantilever is shown in

Figure 10.1
,
and the micrograph of the cantilever array is shown in Figure 10.2.

The cantilever array consists of twelve cantilevers. There are ten scanning can¬

tilevers, which arc 500 pm long, 85 pm wide, and 5 pm thick, and two reference

cantilevers, which arc 250 pm long, 85 pm wide, and 5 pm thick. The spacing

among the cantilevers is 25 pm, and they feature a force constant, of 1 N/m. The

n-well silicon
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Reference Piezoresistive Scanning Thermal Actuator

Cantilever Wheatstone Bridge Cantilever Bimorph

Figure 10.2: Close-up of the cantilever area. The chip features twelve cantilevers,

ten of which can be potentially used for scanning (500 pm long, 85 pm wide). Only

the four cantilevers in the center are; connected to the circuitry. The two shorter ones

at the flanks (250 pm long) serve as references.

mechanical resonance frequency of the cantilevers is around 43 kHz, and the Q

factor is around 400.

The cantilevers of this microsystem are deflected by making use of the bimorph ef¬

fect, i.e., the different thermal expansion coefficients of silicon arrd the aluminum

layers (metal 1 and metal 2 of the CMOS process, see Lange et al. [2002a]).

Upon heating the layer sandwich, the cantilever bends, and the bending can be

precisely controlled through the heating current passing through the p+ diffused

heating resistor. The nominal resistance of the p-f- diffusion heater is 1.3 k£l

To detect the cantilever deflection caused by force exerted on the tip, four p+

diffused piezoresistors (resistors that, change their resistance upon mechanical

stress), which have a nominal resistance of 1 kQ, are arranged at, the cantilever

base in a Wheatstone-bridge configuration [Gotszalk ct al., 1998, Jumpcrtz et al.,

1998, Lange et al., 2002a]. Two of them are parallel oriented to the cantilever

axis, and two of them are oriented perpendicularly in order to achieve a maximum

signal upon deflection [Lange et al., 2002a]. The reference cantilevers feature only

the Wheatstone bridge for deflection detection, and they are shorter than the

scanning cantilevers to prevent contact with the sample surface. The reference

cantilevers are used for offset, compensation of the Wheatstone bridge.

The integrated circuitry (described in more detail in Section 10.3) performs the

microcantilever deflection control in the vertical direction, as well as offset com¬

pensation and amplification of the signals from the piezoresistive Wheatstone

bridge.

The cantilevers are fabricated in a standard 0.8 pm CMOS process [AMS].
The cantilever structures are then formed in post-CMOS micromachining steps.

First, silicon membranes are created by anisotropic silicon wet-etching using a

potassium-hydroxide (KOH) solution applied to the backside of the wafer. An

electrochemical etch stop technique provides a defined and uniform thickness of
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Figure 10.3: Micrograph of the CMOS monolithic AFM mircosystem.

the membrane, which consists of the n-well layer of the CMOS process [Müller
et al., 2000].

Front-side reactive ion etching (RIE) or wet, etching is afterwards used to locally

remove oxide layers from the cantilever tip, then front-side RIE is used again to

release the cantilevers.

Finally, a silicon nitride tip (radius 10-20 nm) is mounted at the cantilever end

[Lange et al., 2002a].

10.3 Circuit Design

Figure 10.31 shows a micrograph of the CMOS monolithic AFM microsystem,

which is fabricated in a standard 0.8 pm CMOS process [AMS] and features a

die size of 7 mm x 10 mm. A simplified block diagram of the main units is shown

in Figure 10.4.

The microsystem has a differential mixed-signal architecture. The cantilever

deflection signal coming from the Wheatstone bridge is amplified, filtered and

translated into the digital domain. When the biasing of the Wheatstone bridge1 is

5 V, the deflection sensitivity is 5 pV/mn, which in combination with the spring

constant, of 1 N/m, corresponds to a force sensitivity of 5 pV/nN. The offset

voltage of the Wheatstone bridge, mainly attributed to residual stress from layer

deposition, is around 50 mV. The maximum offset voltage that the circuitry can

handle is 100 mV.

*A better chip photo can be found in Figure 11.3 on page 99.
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Figure 10.4: Simplified block diagram of the chip architecture. The four frames

indicate that these subunits are repeated for each active cantilever, i.e., four times.

All control operations are handled by the on-chip digital controllers, which is¬

sue actuation signals to the heaters on the cantilevers via the digital-to-analog
converters.

The microsystem electronics mainly consists of four analog blocks, which are

connected to the four central scanning cantilevers, and a common digital block.

Due to chip area constraints, only four readout and digital processing channels

have been realized on-chip to provide a proof of concept. The integration of ten

readout-channels can be realized by a redesign in CMOS technology with smaller

feature size

Each analog block includes two fully differential programmable amplifiers and a

fixed amplifier for the readout of the small signals coming from the Wheatstone

bridge, a difference; amplifier for the cancellation of the Wheatstone; bridge offset

voltage, a pseudo-differential 10-bit successive-approximation analog-to-digital
converter (ADC), a programmable 8-bit current steering digital-to-analog con¬

verter (DAC) for fine tuning of the remaining offset of the Wheatstone bridge,

a geometric; mean circuit (or square-root circuit) for the linearization of the re¬

lationship between the voltage-drop across the heater and its power dissipation,
and a flash DAC for the actuation signal to the heater.

The digital block includes eight programmable infinite-impulse-response (IIR) fil¬

ters, each with 6 coefficients. Four are configured to act, as proportional-intcgral-
derivative (PID) controllers, and four are configured to act as sensor-actuator

compensation (SAC) filters. The implementation of each IIR, filter is given by

equation 10.1,

Ai = A-i + cuA-i + a2A-2 + ÄA-i + ÄA-2 + iR (10.1)

where 7, ß and 7 are 11-bit signed fixed-point coefficients in the range (-1,1),
Di the deflection of the cantilever (filter input), A_ the actuation signal (filter

output), and R the reference signal (filter input). The filter stores two previ¬

ous deflection and actuation values. The calculation is performed on a 16-bit

P+ Diff.

Reference S

I

84



Chapter 10. Circuitry and Chip Architecture, JSSC

Table 10.1: Register bank of the CMOS monolithic AFM microsystem.

Word Bits Description
0-4 15-0 multipurpose bits: analog switches for offset,

compensation and calibration, loop selection

(on-chip or off-chip controller), etc.

5 15-0 delay between streamed samples (in clock cy¬

cles) for the I2C and dedicated serial lines.

6 15-0 sampling period of the digital filters.

7-10 10-0 reference force or deflection of 4 cantilevers.

11-16 9-0 6 PID coefficients: (außt, 7) - i.e., one set, of

coefficients for all cantilevers.

17-40 10-0 24 SAC coefficients: (ahß,t, 7) - i.e., one set

of coefficients per cantilever.

multiplier-accumulator (MAC), arrd the result is clipped to 10 bits. One multi¬

plication and addition are done per clock cycle. The clock frequency is 1 MHz.

Sensor-actuator compensation (SAC) filters compensate for the sensor-actuator

crosstalk, which refers to the pseudo force signal attributed to heat generated by

the heater on the same cantilever. This cross-talk is proportional to the actua¬

tion signal on the order of some percents (between 5% and 20%). In open-loop
mode (force distance measurements), where actuation does not depend on the

recorded force values, this is acceptable especially since it, is easy to remove in

data post-processing. In closed-loop mode (surface imaging), however, sensor-

actuator cross-talk needs to be eliminated to prevent the crosstalk component

from exceeding the preset contact-force. This holds in particular when the con¬

tact forces are programmed to values as small as 5 nN. The crosstalk is eliminated

by subtracting a scaled and low-pass-filtered version of the actuation signal from

the force signal.

The digital block also includes four pairs of dedicated serial lines for testing and

cantilever deflection readout, and an inter-IC (I2C) serial interface to handle the

programming of the filter coefficients and programmable switches. Table 10.1

summarizes the contents of the register bank in the digital block.

The computing power of the eight IIR filters in the digital block amounts to 16

million arithmetic: operations per second, which is one of the highest values ever

realized in CMOS-based micromechaiiical systems. These dampening IIR- filters

implement oversampling and thereby noise suppression, which allows for precise
cantilever positiorr control. For example, for a total deflection range of 1 pm, a

resolution of 1 nm has been achieved, which can be further improved to 0.5 nm

by lowering the overall deflection range to 0.5 pm.
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Figure 10.5: Deflection-control loop and square-root circuit, of the CMOS monolithic

AFM microsystem.

10.3.1 Deflection Control Loop

The microsystem has four deflection control loops, which are connected to the

four central scanning cantilevers. One of the control loops is shown in Fig¬

ure 10.5. After the first amplifier stage, the offset, voltage of the piezoresistive

Wheatstone bridge in the scanning cantilever (Vsensorjscan) is compensated by

subtracting the offset voltage of the reference cantilever structure (Vsensorjref)-
The remaining offset can be compensated by another compensation stage, which

enables an individual adjustment of the DC value of each readout channel with

8-bit resolution by means of a programmable digital-to-analog converter (DAC).
The overall gain of the analog signal processing is programmable from 18 clB to

up to 44 dB to cover the whole range of expectable forces in various applications.

The amplified force signal is converted to the digital domain by a 10-bit pscu-

dodifferential successive-approximation analog-to-digital converter (ADC). The

pseudodifferential ADC is a slight modification of the successive-approximation
ADC from the analog library of Austriamicrosystcms [Barrettino, 2004, AMS],
the comparator of which was replaced by a differential comparator, and to which

a second DAC was added.

The inputs to the digital PID deflection controller arc the feedback signal from

the cantilever deflection (D) and the reference signal (R). The output, of the dig¬
ital deflection controller (A) is the input to the SAC filter and the input to the

10-bit flash DAC. The output of the 10-bit flash DAC (Vcontrol) is linearized

by the square-root circuit. The linearization of the quadratic relationship be¬

tween Vcontrol aild the; power dissipated by the p+ diffusion heater (/^heater)
facilitates the calculation of optimal parameters for the digital PID deflection

controller. The linearization, described in ref. [Barrettino et al., 2003], is im¬

plemented with a voltagc-to-current converter (OPAM, M5, and Äsqrt) and a

geometric: mean circuit or square-root circuit, (transistors M!...M4). The control
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Figure 10.6: Schematic of the difference amplifier.

voltage drives the voltage-tocurrcnt converter. The p+ diffusion reference resis¬

tor (Rsqrt) used in the converter is located on the cantilever in order to be at the

same temperature as -Rheater- This configuration eliminates the temperature

dependence of the proportionality coefficient between Vcontrol and the power

dissipated by Theater (Theater), given by equation (10.2):

-Pheater — /gain
W i?HEATER

Vcontrol (10.2)
1 -RsQRT

where /gain is the bias current of the square-root circuit, m is the transistor

ratio of the output current source, and -Rsqrt is a p+ diffusion resistor located

in the scanning cantilever with a nominal resistance of 5.5 kf2.

The bandwidth of the deflection control loop is around 3 kHz, mainly limited by
the cantilever thermal time constant (around 1 ms) and the maximum heating
current (electrothermal actuation).

A simplified schematic of the difference amplifier is shown in Figure 10.6. The

fully differential operational amplifier (OPAMdipp) is a folded-cascode amplifier
with buffered outputs [Laker and Sanson, 1994]. The1 polysilicon resistor (-Rdiff)
has a nominal resistance of 20 k£2.

The binary-weight output current, of the programmable 8-bit current steering
DAC [Baker et al., 1998] flows through a polysilicon resistor of the RC anti¬

aliasing filter (AAF). Then, the programmable voltage drop across the polysilicon
resistor compensates for the remaining offset voltage of the Wheatstone bridge.
The voltage drop is temperature-independent since the output curreirt, of the

DAC is inversely proportional to the resistance of a polysilicon resistor.

10.3.2 Fully Differential Amplifiers

The first amplification stage consists of a fully differential programmable ampli¬
fier with source degeneration [Rijns, 1996]. A simplified schematic of the; amplifier
is shown in Figure 10.7. The maximum (AMax) and minimum (Amin) gains of

the amplifier arc; given by equations (3) and (4):
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Figure 10.7: Schematic of the fully differential programmable amplifier.

Table 10.2: Experimental results of the first amplification stage.

Parameter Value

Power Supply 5 V

Current consumption 400 pA
Gain 18 or 24 dB

lnput-rcfcrrcd noise (0.01 Hz to 10 kHz) < 4 pV

Unity-gain bandwidth 4.5 MHz

Input-referred offset < 5 mV

Linear input, range 0.5 V < Vin < 3.8 V

A
MAX

Amin

2xRL
1

R_ + Rz

2 x RL

(10.3)

;io.4)
R_ + i?2 + Rz + R4

The programmable degeneration resistor is implemented with four CMOS switches

(transistors M7 ... M14) and four resistors (resistors Ri... R4). The load resis¬

tors (resistors R_) have a nominal resistance of 26 ki}, whereas the degeneration
resistors (resistors i?i... i?4) have a nominal resistance of 1.6 kSl. When the con¬

trol signal (Vmax) is 0 V, the first, amplification stage has a gain of 8, otherwise

when Vmax is 5 V the first amplification stage has a gain of 16. The common

mode feedback (transistors M15 ... M2o) adjusts the common mode output to 2.5

V. The experimental results of the first amplification stage are summarized in

Table 10.2.

The second amplification stage also consists of a fully differential programmable

amplifier with source degeneration. The load resistors have a nominal resistance
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of 26 kQ, whereas the degeneration resistors Rx and R4 have a nominal resistance

of 23.4 kil and resistors R2 and i?3 have a nominal resistance of 2.6 kf2. Then,

using equations (3) and (4), the gains are 10 and 1.

The third amplification stage is based on a fully differential balanced-output, op¬

erational amplifier. The details of arr implementation of this operational amplifier

can be found in réf. [Banu ct al., 1988]. The operational amplifier is connected

in noniiiverting configuration with two resistor pairs of 2 kÛ and 20 kil, resulting
in a fixed gain of 10.

In summary, the maximum amplification gains are used for high-resolution de¬

flection control within a small deflection range (around 0.5 pm). The minimum

amplification gains are used for low-resolution deflection control within a large
deflection range (around than 6 pm). The gains should be selected according to

the application.

10.4 Experimental Results

Two prototype applications were selected to show the performance of the CMOS

monolithic AFM microsystem: (a) surface imaging and (b) force distance mea¬

surements. For operating the CMOS monolithic AFM microsystem, only a sim¬

ple printed circuit board (PCB) is necessary to provide some reference voltages.
There is no need for external signal processing capacity either for closed-loop

imaging or open-loop force 10 measurements. All operations can be performed

on-chip. The digital interface connects the microsystem to a computer for data

capturing and visualization.

10.4.1 Surface Imaging

For surface imaging, the PCB with the CMOS monolithic AFM microsystem is

mounted on the x-y stage of a Nanoscope III, Digital Instruments, USA. The

microsystem was operated in contact mode. The on-chip deflection controller

measures the force acting on the cantilever and keeps it, constant while the tip is

scanned over the surface. Height information of the scanned sample is obtained

from the actuation signal that is required to keep the cantilever force constant.

Figure 10.8 shows a high-resolution small-range line scan recorded at 3 pm/s
over one 18 nm step. The maximum possible scanning speed of the monolithic

system is approximately 1 mm/s (mainly limited by the cantilever thermal time

constant). The maximum readout rate of the force signal is 100 kHz, which allows

for averaging multiple values per data point for better noise suppression. Each

displayed data point in Figure 10.8 represents the time average of 300 values. The

measured error signal indicates an excellent, tracking of the surface topography.
A vertical resolution of better than 1 nm has been achieved (Figure 10.8).
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Figure 10.8: High-resolution line;-scan over one 18 nm step. Each displayed data

point, represents the time average of 300 values. The vertical resolution is better than

1 nm.

Figure 10.9: Left: scan of a biological sample at a force of 10 nN and a scanning

speed of 100 pm/s representing a network of dried-out chicken neuntes on a silicon

oxide surface after fixation. Rigth: light-microscope image of the same area of a

network of dried-out chicken neuntes for comparison [Hafizovic et al., 2004].

A larger area-scan of a biological sample at, a force of 10 nN and a scanning

speed of 100 pm/s is shown in Figure 10.9, left, representing a network of dried-

out, chicken neurites on a silicon oxide surface after fixation2
.
A light-microscope

image is given for comparison (Figure 10.9, right). The force exerted on a sample

can be kept as low as 5 nN so that also soft samples can be imaged. Tapping-mode

operation can be also realized with the CMOS monolithic AFM microsystem, but,

this has not, yet been tested.

2A larger reprint of this scan can be found in Figure 11.0 on page 103.
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Figure 10.10: Typical force-distance plot describing the phases of a measurement

loop. The dotted arrows point out, the trajectory.
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« •*

Figure 10.11: Spherical glass beads (20 pm diameter) affixed to the cantilever end

for force-distance measurements. The contact radius is approximately 100 nm and the

contact area is 0.03 pm2 [Hafizovic ct al, 2004].

10.4.2 Force Distance Measurements

In the force-distance mode, the microsystem was operated with the on-chip con¬

trollers performing the approach to and retraction from the sample surface, dur¬

ing which the force on the cantilever was recorded. Figure 10.10 shows a typical
force-distance plot describing the phases of a measurement, loop. The dotted

arrows point out the trajectory.

A ramp signal commands the thermal actuator until the tip reaches the sample

("snapon"). Then, the tip is retracted by another ramp signal until the tip is re¬

leased from the sample ("snap-off"). The cantilever deflection (tip-surface normal

force) is recorded to calculate the interaction force between the tip and sample

using the height of the hysteresis at the "snap-off" point, and the spring constant

of the cantilever. Each force-distance measurement, (complete trajectory) was

conducted in 0.5 seconds. The experimentally determined force; resolution was

better than 1 nN. To achieve a welldefined geometry of the cantilever surface to

interact with the sample, spherical glass beads (20 pm diameter) were attached

to the cantilever end (Figure 10.11). The radius of the contact spot is approx-
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Figure 10.12: Four consecutive force response measurements of a glass surface and

of gold surfaces that were coated with a mcthyltcrminatcd (-CH3) and an amino-

terminated (-NH2) undecanethiol self-assembled monolayer (SAM). The e:antilcvcr

slowly approaches the surface (A) until the bead experiences an attractive force and

comes in contact, with the surfaee ("snap on", (B)). The load on the cantilever is in¬

creased up to about 160 nN (C), then, the cantilever actuation is reversed. At (D) the

force exerted on the sample changes from compressive to tensile, and at (E) the force

is large enough to pull the be;ad off the surface ("snap off") [Hafizovic- et al., 2004].

imately 100 run and the contact area has been calculated to 0.03 pm2 [Franks
et al., 2002]. Three identical glass beads have been affixed to three cantilevers of

the same chip for surface probing. The samples consisted of glass chips with gold

patterns that were coated either with a mcthyl-tcrininated (-CH3) or with an

amino-terminated (-NH2) undecanethiol self-assembled monolayer (SAM). Fig¬
ure 10.12 shows the corresponding force response measurements. Four consecu¬

tive measurements for each sample surface are shown. Each data point, represents

the average of twelve recorded values. The data have been low-pass filtered with

a cut-off frequency of 30 Hz. It is evident from Figure 10.11 that the glass bead

(polar surface) interacts most intensely with the glass sample surface, to a lesser

extent with the amino-terminated SAM, and the weakest, interaction is between

the nonpolar methyl-terminated SAM and the glass sphere.

10.5 Conclusions

The CMOS monolithic AFM microsystem reported in this paper is an autonomous

unit that allows for precise and fully-controlled mechanical manipulation at,

nanometer / nanonewton resolution. The microsystem was fabricated using a

standard 0.8 pm CMOS process with some post-CMOS micromachining steps.

The microsystem characterization evidenced a vertical resolution of better than

1 nm and a force resolution of better than 1 nN. Table 10.3 summarizes the

performance and specification of the CMOS monolithic- AFM microsystem.
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Table 10.3: Performance and specification summary of the CMOS monolithic AFM

microsystem.
Parameter Value

Maximum z-range

High resolution 0.5 pm

Low resolution 6 pm

Bandwidth 3 kHz

Maximum offset voltage 100 mV

Total power consumption 140 mW (& 5 V

Clock frequency 1 MHz

Technology 0.8 pm CMOS

Die area 70 mm2

For operating the; microsystem, only a simple printed circuit, board is necessary

to provide some reference voltages.

The CMOS monolithic AFM microsystem paves the way to developing other

smart, microsystems that will further bridge the; gap to the rranoworld.
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Abstract We report on a stand-alone single-chip (7x10 ram2) atomic fe>re:e

microscopy unit including a fully integrated array of cantilevers, each e>f which

has an individual actuation, detection, and control unit so that standarel atomic

force microscopy operations can be performed by means of the chip only without

any external controller. The .system offers drastically reduced overall size and

costs as well as increased scanning speed and can be fabricated with standard

complementary metal oxide semiconductor technology with some subsequent mi¬

cromachining steps to form the cantilevers. Full integration of microelectronic

anel micromechanical components on the same chip allows for the controlling

anel monitoring oî all system functions. The on-chip circuitry, which includes

analog signal amplification and filtering stages with offset compensation, analog-

to-digital converters, a powerful eligital signal processor, and an on-chip digital

interface for data transmission, notably improves the overall system performance.
The microsystem characterization evidenced a vertical resolution of < 1 nm and

a force resolution of <1 nN as shown in the measurement results. The mono¬

lithic system represents a paradigm of a mechatronic microsystem that allows for

precise; anel fully controlled mechanical manipulation in the; nanoworld.
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11.1 Introduction

New measurement, metrology and imaging techniques have been pivotal to the

rapid development of many branches of science such as materials science, mi¬

croelectronics and microbiology to name a few. The invention of the scanning-

tunneling microscope (STM) by Binning and Rohrer in 1982 [Binnig and Rohrer,

1982] and, in particular, the invention of the atomic-force microscope (AFM) in

1986 [Binnig et al., 1986] have established a basis for many findings in various

scientific areas over the last, years. The AFM has evolved at an exceptional speed

from a laboratory prototype to a commercial instrument (see, e.g., Veeco Instru¬

ments, Woodbury, NY) and many other scanning probe techniques[Meyer and

Heinzclmann, 1995] have been developed, which will not, be further mentioned

here. The AFM has been used to measure forces during stretching of DNA

strands [Riefet, al, 1999] and rupture forces of single covalent bonds [Grandbois
ct, al., 1999] and can be operated in liquids, which enables its use in biological

applications [Lohenkari et al., 2000, You et al., 2000, Bowen et al, 1998]. The

AFM also can be used to perform surface manipulations such as lithographic fab¬

rication of a transistor [Minne et al., 1999, 1996], or AFM-based storage [Dcspont
ct al., 2000, Brugger et, al., 1992].

Commercially available AFM instruments are rather bulky and have a low through¬

put, due to the serial nature of the involved scanning process and the limited

scanning range, which renders the investigation of larger samples rather labo¬

rious. The detection of the cantilever deflection is done mostly by means of a

laser, which is costly and makes the adjustment and cantilever exchange very

time-consuming, in particular, when operating in vacuum environment. To over¬

come these limitations, AFM probes with integrated detection schemes such as

capacitive [Brugger ct al., 1992], piezoelectric, or piezoresistive schemes [Minne
et al., 1999, Linncmann ct al., 1995, Gotszalk et al, 1998, Jumpertz et al., 1998,

Thaysen et al., 2000], and high-speed scanning systems that rely on arrays of can¬

tilevers featuring piezoelectric excitation and piczorcsistive/piezoelectric readout

[Mimic ct al., 1999, 1998b,a, Y.-S.Kim et al., 2003] have been developed. All

of those systems, however, require a larger set of desktop equipment since no

integrated electronics or functions are provided.

11.2 Materials and Methods

We report here on a standalone single-chip AFM unit including a fully integrated

array of cantilevers, each of which has its individual actuation, detection, con¬

trol, amplification and on-chip digital processing unit as well as its individual

offset, compensation so that, e.g., constant-force operation is performed without

any external controller. The cantilevers can be moved arrd precisely controlled

within a range of 0.5 to 6 pm (at 0.5 to 6 nm resolution) so that, the chip has

only to be brought within a distance of maximal 6 pm to a surface and then
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can be; used to carry out, e.g., multiple force-distance measurements using the

integrated electronics via a Labview interface. Only a x-y-scanning stage is nec¬

essary for imaging or lateral scanning by using one or several of the individually
controlled cantilevers. The individual cantilever control is of paramount impor¬

tance in using multicantilevcr arrays since there is always a slight, tilt between

the chip plane determining the cantilever positions and the sample surface plane

so that some cantilevers are closer to the surface than others. Parallel scanning

of multiple cantilevers only provides good results by implementing a fast and

simultaneous individual force feedback for each scanning cantilever in a closed

loop (no multiplexing).

Earlier work on integrated AFM instruments included a chip featuring up to 10

cantilevers and analog time-multiplexed actuation and readout of the cantilevers

featuring rather limited force and vertical resolution [Lange et al, 2002a].

The novel fully integrated AFM microsystem is fabricated in standard integrated-
circuit technology (complementary metal oxide; semiconductor, CMOS). The can¬

tilevers of this microsystem are deflected by making use of the bimorph effect,

i.e., the different thermal expansion coefficients of silicon and the aluminum lay¬

ers (metal 1 and metal 2 of the CMOS process, see refs. [Lange et al., 2002a,

Akiyama et al., 2002]. Upon heating the layer sandwich, the cantilever bends,

and the bending can be precisely controlled through the heating current passing

the diffused heating resistor at, the surface of the silicon. To detect the cantilever

deflection upon force exerted on the tip, four piezoresistors (resistors that, change
their resistance upon mechanical stress) are arranged at the cantilever base in

a Wheatstone-bridgc configuration [Gotszalk cd, al., 1998, Jumpertz et al., 1998,

Lange et al., 2002a]. Two of them arc collaterally oriented to the cantilever

axis, two of them are oriented perpendicularly in order to achieve a maximum

signal upon deflection (see also Figure 11.1) [Lange et al., 2002a]. A detailed

3-dimciisional schematic of the scanning microcantilever is shown in Figure 11.2.

The cantilever is 500 pm long, 85 pm wide, 5 pm thick and features a force

constant of 1 N/m. The integrated circuitry is designed to perform the micro¬

cantilever deflection control in vertical direction, an offset, compensation, and the

amplification and conditioning of the signals from the piezoresistive Wheatstone

bridge. The details of this integrated circuitry are described later. The vertical

drift of the individually controlled cantilever was measured to be on the order of

10 nm per hour under ambient conditions.

Functional (dements of the cantilevers such as the heaters or the metal compo¬

nents arc fabricated during the CMOS processing (0.8-pin double-metal, double-

poly CMOS process of Austriamicrosystems, Austria). The cantilever structures

are then formed in subsequent micromachinirig steps. First, anisotropic- silicon

wet-etching using a potassium-hydroxide solution applied to the backside of the

wafer is used to create silicon membranes. An electrochemical etch stop tech¬

nique provides a defined and uniform thickness of the membrane, which consists

of the n-well layer of the CMOS process [Müller et al., 2000]. Front-side reac-
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Figure 11.1: Close-up of the

cantilever area. The chip features

twelve cantilevers, ten of which

can be potentially used for scan¬

ning (500 pm long, 85 pm wide).
Only the four cantilevers in the

center are connected to the cir¬

cuitry. The two shorter ones at

the flanks (250 pm long) serve as

referenc es.

$1^Lj^^^^^^^^|I Eg

pifi

piezoresistive detection

Wheatstone bridge

4 scanning

cantilevers

thermal actuation:

bimorph and heater

reference cantilever

(offset compensation)

reference

cantilever

bimorph layer
sandwich

scanning

cantilever

Si-nitride

passivation

intermetal

oxide

piezoresistors

(Wheatstone bridge)

p+ diffusion

bulk silicon

n-well silicon

Figure 11.2: Three-dimensional schematic of three cantilevers (two scanning can¬

tilevers and one shorter reference cantilever) showing the different CMOS layers as

they arc used foi the various cantilever components (actuation: bimorph and heater;

detection: piezoresistive Wheatstone bridge).
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digital block including digital

signal processor (DSP), 4 serial

interfaces, 4 digital controllers,
4 filters (sensor-actuator coupling)

chip size: 10 x 7 mm2 differential ADC DAC actuation DAC fine-tuning offset

(10 bit) (10 bit)

Figure 11.3: Micrograph of the overall microsystem chip featuring the digital block

on the left side and four identical analog units to control the four central cantilevers on

the right side. The different circuitry subunits are indicated (ADC: analog-to-digital

converter; DAC: digital-to-analog converter).

tivc ion etching (RIE) or wet, etching is used afterwards to locally remove oxide

layers from the cantilever tip, then front-side RIE is used again to release the

cantilevers. Finally, a silicon nitride tip (radius 10-20 nm) is mounted at the

cantilever end.

Figure 11.3 shows a micrograph of the overall microsystem chip, which features

a die size of 10.00 mm x 7.00 mm, and Figure 11.1 shows a close-up of the

12-cantilcvcr array. The spacing between the cantilevers is 25 pm. The ten

scanning cantilevers, four of which are connected to the; circuitry and can be

individually controlled (Figure 11.1), are located in the center of the array. The

two reference cantilevers located at, the left, and right end of the array are 250 pm

long, 85 pm wide and 5 pm thick. They feature only the Wheatstone bridge for

deflection detection, and they are shorter than the scanning cantilevers in order

not to contact the sample surface. The reference cantilevers are used for offset,

compensation of the Wheatstone bridge.

The electronics covering most of the chip area include four repeated mainly analog

circuitry units (Figures 11.3 and 11.4), which are connected to the four central

cantilevers and a common digital block, which is used for digital signal processing
and includes a serial digital bus interface to connect to off-chip components. Due
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Figure 11.4: Schematic of the chip architecture and the electronic eomponcnts. The

four frames indicate that these subunits arc repeated for each active cantilever, i.e.,

four times. The chip also includes a digital signal processor and serial digital interface

(ADC: analog-to-digital converter; DAC: digital-to-analog converter).

to chip area constraints, only four readout and digital processing channels have

been realized orr-chip to provide a proof of concept. The integration of 10 readout-

channels can be realized by a redesign in CMOS technology with smaller feature

size.

A simplified block diagram of the major circuitry units is shown in Figure 11.4.

The microsystem has an analog-digital mixed-signal architecture. The cantilever

deflection signal coming from the Wheatstone bridge is amplified, filtered, con¬

ditioned and translated into the digital domain. All control operations are han¬

dled in the digital signal processor, which then issues actuation signals to the

cantilever heater via a digital-to-analog converter. This way, a closed-loop oper¬

ation arid self-controlled system is realized for every cantilever.

The circuitry unit repeated with each cantilever includes a fully differential

analog amplification (three-stage amplification: fully differential low-noise pro¬

grammable amplifier, programmable amplifier, fixed amplifier) and filtering unit,
which provides low-noise readout, and signal processing of the Wheatstone bridge

signal. Multiple stages of offset compensation ensure the maximum possible force

resolution to be achieved: After the first, amplifier stage the coarse offset of the

piezoresistive Wheatstone bridge is compensated by subtracting the offset, sig¬
nal of the reference cantilever structure (Figure 11.1). This offset, is mainly
due to fabrication spread in the cantilever and the Wheatstone bridge [Volden
et al., 2004] and also includes the offsets of the signal amplifiers. The imperfect

matching of the diffused piezoresistive sensors from cantilever to cantilever can

be; compensated by another compensation stage, which enables an individual ad-
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justment of the DC value of each readout channel with an 8-bit resolution by
means of a programmable digital-to-analog converter (DAC). The overall gain
of the analog signal processing is programmable from 18 dB to up to 44 dB to

cover the whole range of expectable forces in various applications. The amplified
force signal is converted by a 10-bit, successive-approximation analog-to-digital
converter (ADC) and fed into the digital signal-processor (DSP). The DSP unit

comprises two programmable infinite-impulse-response (IIR) filters, each with 6

coefficients, which can be configured to act as proportional-integral-derivative

(PID) controllers for the constant-force imaging mode. The; controllers also pro¬

vide averaging functions to further improve the force resolution and they compen¬
sate for thermal sensor-actuator crosstalk. The computing power of the DSP unit

for the four cantilevers amounts to 16 million arithmetic operations per second,
which is one of the highest values ever realized irr CMOS-based rnicromechanical

systems. This large value enables to issue 100,000 actuation signals per second

per cantilever for repositioning and allows for precise cantilever positiorr control

even when fast force changes are to be expected. The cantilever actuation sig¬
nals as coming from the DSP unit are converted to the analog domain by 10-bit

flash DACs arrd provide together with analog square-root circuits linear actua¬

tion characteristic's. For a total deflection range of 1 pm, a resolution of 1 nm has

been achieved, which can be further improved to 0.5 nm by lowering the overall

deflection range to 0.5 pm.

11.3 Results and Discussion

Two prototype applications were selected to show the performance of the mono¬

lithic AFM microsystem, (a) surface imaging and (b) force distance measure¬

ments.

For surface imaging, the x-y scanning function of a Nanoscope III, Digital In¬

struments, USA was used, and the microsystem was operated in contact mode.

The on-chip force controller measures the force acting orr the cantilever arrd keeps
it constant while the tip is scanned over the surface. Height information of the

scanned sample; is obtained from the actuation signal that is required to keep
the cantilever force constant. Figure 11.5 shows a scanning image of a silicon

grating with 18 nm steps at 3 pm distance recorded at a scanning speed of 20

pm/s and a force of 50 nN. Figure 11.5.b shows a small-range line scan recorded

at, 3 pm/s. The maximum possible scanning speed of the monolithic system is

approximately 1 mm/s. The maximum readout rate of the force signal is 100

kHz, which allows for averaging multiple values per data point in the DSP for

better noise suppression. Each displayed data point in Figure 11.5 represents the

average of 300 values. The measured error signal indicates an excellent tracking
of the surface topography. A vertical resolution of better than 1 nm has been

achieved (Figure 11.5.b). A larger area-scan of a biological sample at, a force of

10 nN and a scanning speed of 100 pm/s is shown in Figure 11.6 representing a
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Figure 11.5: (a): Scanning image (constant-force mode) of a silicon grating featuring

step heights of 18 nm at 3 pm distance. A Gaussian smoothing with a radius of 3 data

points was applied to yield the image.

(b): High-resolution line-scan over one 18-nm step. Each displayed data point repre¬

sents the average of 300 values. The vertical resolution is better than 1 nm.

network of dried-out chicken neuritcs on a silicon oxide surface after fixation. A

light-microscope image is given for comparison (Figure 11.7). The force exerted

on a sample can be kept as low as 5 nN so that also soft, samples can be imaged.

Tapping-mode operation can be also realized with the monolithic AFM system
but, was not tested so far.

In the force-distance mode, the microsystem was operated with the on-chip con¬

trollers performing the approach to and retraction from the sample surfaee, dur¬

ing which the force on the cantilever was recorded. Two force-distance mea¬

surements were conducted per second. The experimentally determined force;

resolution was better than 1 nN.

To achieve a well-defined geometry of the; cantilever surface to interact with

the sample, spherical glass beads (20 pm diameter) were; attached to the can¬

tilever end (Figure 11.8). The radius of the contact, spot is approximately 100

nm and the contact area has been calculated to 0.03 pm2 [Franks ct al., 2002].
Three identical glass beads have been affixed to three cantilevers of the same

chip for surface probing. The samples consisted of glass chips with gold pat¬
terns that were coated either with a methyl-terminated or an airrirro-terminated

undecanethiol self-assembled monolayer. Figure 11.9 shows the corresponding
force response measurements. Four consecutive measurements for each sample
surface are shown. Each data point represents the average of twelve recorded

values. The data have been low-pass filtered with a cut-off at 30 Hz corner

frequency. It, is evident from Figure 11.10, that the glass bead (polar surface)
interacts most intensely with the glass sample surface, to a lesser extent, with the

amino-terminated self-assembled monolayer (SAM) and the weakest interaction

is between the rionpolar methyl-terminated SAM mid the glass sphere. The re¬

producibility of the measurements is shown in Figure 11.10. The "snap-on" and
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Figure 11.6: Scan of a biological sample at a force of 10 nN and a scanning speed
of 100 pm/s representing a network of dried-out chicken neurites on a silicon oxide

surface after fixation.

*XÇ*
f%

f

Figure 11.7: Light-microscope image of

the same area of a network of dried-out

chicken ncuiitcs for eompaiisoii.
lOnm

Cantilevers Glass Ball Glue

20 Mm
-«—

Figure 11.8: Spherical glass beads (20 pm diameter) afhxed to the cantilever end

for force-distance measurements Ttie contact radius is approximately 100 nm and the

contact area is 0.03 pm2.
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Figure 11.9: Left" Four consecutive force response measurements of a glass sur¬

face and of gold sin faces that were coated with a methyl-terminated and an amino-

terminated undecanethiol self-assembled monolayer. The cantilcvei slowly approaches
the surface (A) until the bead experiences an attractive force and comes in contact

with the surface ("snap-on", (B)). The load on the cantilever is increased up to about,

160 nN (C), then, the cantilever actuation is reversed. At (D) the force exerted on the

sample changes from compressive to tensile, and at (E) the force is large enough to

pull the bead off the surface ("snap-off").
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Figure 11.10: "Snap-on" and "snap-off" forces of 30 consecutive* measuiements (same
cantilever). The mean values and standaid deviations of the "snap-off" forces amount

to 379 nN (2.6 nN) foi glass, to 340 11N (0.9 11N) for the amino-terminated SAM, and

to 301 nN (4.9 nN) for the methyl-terminated SAM.
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"snap-off" forces of 30 consecutive measurements (same cantilever) arc displayed.
The mean values and standard deviations of the "snap-off" forces amount to 379

nN (2.6 nN) for glass, to 340 nN (0.9 nN) for the amino-terminated SAM, and to

301 nN (4.9 nN) for the methyl-terminated SAM. The same measurements con¬

ducted with the other two cantilevers of the same chip showed some fluctuations

in the absolute values, but the relations between glass and amino-terminated

SAM as well as that between glass and methyl-terminated SAM were preserved
within 5% to 20% relative error.

For operating the monolithic: AFM-microsystem, only a simple circuit board

is necessary to provide power supply stabilization and some reference voltages.
There is rro need for external signal processing capacity either for closed-loop

irrraging or open-loop force measurements. All operations can be performed on

chip. The digital interface connects the system to a computer for data capturing
and visualization.

In summary, the developed AFM-microsystem is a monolithic autonomous unit

that allows for precise and fully controlled mechanical manipulation at nanome¬

ter/nanonewton resolution. The device is applicable to many fields including

aerospace (low payload and low power), biotechnology (cell manipulation, force

detection) arrd security (microbalancc operation) applications. In particular the

force-distance rrrodc; can be used without scanning stage so that surface and

material characterization using, e.g., differently modified cantilevers arc easy to

perform. The chip can also be immersed in liquid phase. The device paves the

way to developing other smart microsystems that will further bridge the gap to

the nanoworld.
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Outlook

Future integrated AFMs will feature different floor plans with different area frac¬

tions covered by the transducer, the analog and the digital circuitry: The can¬

tilever array will occupy only a small fraction of the chip. Analog circuits can be

compacted since mon; a-priori knowledge of the cantilever characteristics, such as

offset etc. is available. Analog-to-digital conversion is likely to be more complex
to provide larger bandwidths. The largest, part, will be the digital core. The focus

of future development work will be orr increasing the system precision, orr pro¬

viding larger bandwidths, on integrating digital phase-lock loops and on further

reducing the number of interconnections.

New actuation schemes such as magnetic actuation (see [Lange et, al., 2002b])
have to be developcxl that can be applied in also a liquid-phase environment to

satisfy the needs of the rapidly expanding field of bioanalytics. The packaging of

an integrated AFM system for operation in liquid-phase environments will pose

further challenges.
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Glossary

Abbreviations

ADC analog-to-digital converter

ASIC application-specific integrated circuits

AFM atomic force microscope

DSP digital signal processor

FPGA field prograrmrrablc gate array. Reprograrrrrrrable logic device

IC integrated circuit

IIR- infinite-input-responsc filter. Filter with feedback.

CMOS complementary metal oxide semiconductor

DAC digital-to-analog converter

LSM liquid state machine

MAC multiplier accumulator

MEA multielectrode array

MEMS microelectromechanical systems

NN neuronal networks

NNN natural neuronal network

PCB printed circuit board

PID proportiorral-intcgral-dcrivative (controller)
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RMS root mean square VV^XT
'

xl

SNR signal-to-noisc ratio

SAC sensor-actuator crosstalk

ULSI ultra large-scale integration

VLSI very large-scale integration
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