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Abstract

In this thesis a new technique called ‘attosecond angular streaking’ (AAS) was applied for the first time. AAS allows to resolve ionization dynamics in the strong field regime with attosecond accuracy ($1\text{as}=10^{-18}\text{s}$) using only femtosecond pulses ($1\text{fs}=10^{-15}\text{s}$). In this regime, ionization mainly proceeds via tunneling through an energetically forbidden barrier.

The process of tunneling is a fundamental and well-understood phenomenon in quantum mechanics. However, attempts to measure the ‘tunneling time’ have produced controversial results, partly due to the difficulty of defining a temporal operator in quantum mechanics, making it difficult to compare experiments.

In this thesis, the question is addressed of whether the tunneling rate can adjust instantaneously to a changing barrier or if there is a delay $\Delta\tau_d$ between the field that defines the barrier and the corresponding tunneling ionization rate. To measure this delay required not only the temporal resolution of the ionization rate but also an independent measurement of the temporal evolution of the electric field with sub-cycle accuracy.

State of the art laser pulses with durations between five to ten femtoseconds easily reach peak electric field strengths comparable to those that bind electrons in an atom. This so-called strong field regime opened the door to phenomena such as high harmonic generation that finally led to the generation of attosecond pulses, to above threshold ionization and tunneling ionization through the potential barrier suppressed by the pulse field. In this regime the interaction of the laser pulse with an atom depends highly nonlinearly on the instantaneous electric field strength of the pulse. The field goes through one oscillation in around 2.5 femtoseconds so that temporal dynamics proceed on a sub-femtosecond timescale.
AAS is used to resolve these sub-cycle dynamics in time. As soon as an electron is set free through ionization it is accelerated under the influence of the rotating electric field vector of a circularly polarized few-cycle pulse and deflected in its angle. The direction of its final momentum after the pulse has passed then is a direct measure of the instant of ionization: AAS maps time to angle.

In a proof of principle experiment the carrier envelope phase (CEP) of the circularly polarized pulse was measured, demonstrating a temporal accuracy of 23 as and a resolution around 200 as.

To study the temporal dynamics of the tunneling ionization process AAS then was applied in combination with a reference measurement of the electric field. In a static picture the tunneling rate is highest when the barrier is lowest. In the experiment presented here, the circularly polarized pulse modulates the tunneling barrier with the carrier frequency of the pulse so that width and height of the barrier change while the particle is crossing it. This raises the question if the tunneling process leads to a delay between the change of the barrier and the corresponding tunneling rate that could then be interpreted as a ‘tunneling delay time’.

The key to measure the time delay between the electric field and the corresponding tunneling rate was to find a ‘marker’ that is measurable in the field as well as in the ionization rate giving a reference time for both measurements. A slight ellipticity provides this marker by modulating the electric field strength on a sub-cycle time scale. With this method, $\Delta \tau_d$ was measured for a range of ellipticities and for various intensities. It was found that indeed, no delay between the electric field and the corresponding tunneling rate exists within an experimental error limit of 12 as.
**Kurzfassung (German)**

In dieser Arbeit wurde attosecond angular streaking (AAS), eine neue Technik, zum ersten Mal angewandt. AAS erlaubt es, unter Verwendung von lediglich Femtosekundenpulsen ($1\text{fs} = 10^{-15}\text{s}$), zeitliche Ionisationsdynamiken im Bereich starker Felder im Attosekundenbereich ($1\text{as} = 10^{-18}\text{s}$) aufzulösen.

Der dominante Ionisationsmechanismus in diesem Starkfeldbereich ist Tunneln durch eine energetisch verbotene Barriere.

Der Tunnelprozess ist ein fundamentales und gut verstandenes quantenmechanisches Phänomen. Versuche, die Tunnelzeit zu messen haben jedoch zu kontroversen Ergebnissen geführt. Dies ist zum Teil durch die Schwierigkeit bedingt, eine quantenmechanische Zeitobservable zu definieren, was die Vergleichbarkeit von Messungen erschwert.

Die vorliegende Arbeit beschäftigt sich mit der Frage, ob die Tunnelrate sich instantan an eine sich ändernde Barriere anpassen kann oder ob es eine Zeitverzögerung $\Delta \tau_B$ zwischen dem Feld, das die Barriere bestimmt und der dazugehörigen Tunnelionisationsrate gibt. Um diese mögliche Zeitverzögerung zu messen war nicht nur die zeitliche Auflösung der Ionisationsrate notwendig, sondern auch eine unabhängige Messung der zeitlichen Entwicklung des elektrischen Feldes mit einer weit höheren Genauigkeit als einer der Schwingungsperiode des Pulses (sub-cycle).

Laserpulse auf dem aktuellen Stand der Technik mit Pulsdauern zwischen 5 und 10 Femtosekunden erreichen leicht elektrische Feldstärken, die mit den Feldstärken, die Elektronen im Atom binden, vergleichbar sind. Dieser so-genannte Stark-Feld-Bereich eröffnete den Zugang zu Phänomenen wie der Erzeugung höherer Harmonischer, die schliesslich zur Erzeugung von Attosekundenpulsen führte, zur „Above Threshold Ionization“ (ATI) und zur Tunnelionisation durch eine Barriere, die durch das Feld des Pulses unterdrückt wird. In diesem Bereich hängt die Wechselwirkung zwischen
dem Laserpuls und einem Atom hoch nichtlinear von der momentanen Feldstärke des Pulses ab.

Das elektrische Feld hat eine Periode von ungefähr 2.5 fs, so dass sich die zeitliche Dynamik auf einer sub-Femtosekunden Zeitskala abspielt.


In einem ersten Experiment zur Verifikation der Technik wurde die absolute Phase (Carrier Envelope Offset Phase - CEP) des zirkular polarisierten Pulses gemessen; Dabei ergaben sich eine zeitliche Genauigkeit von 23 as und eine Auflösung von etwa 200 as.

AAS wurde dann in Kombination mit einer Referenzmessung des elektrischen Feldes angewandt, um die zeitliche Dynamik des Tunnelionisationsprozesses zu untersuchen.

In einem zeitunabhängigen Bild ist die Tunnelrate am höchsten, wenn die Barriere am niedrigsten ist. In dem hier gezeigten Experiment moduliert der zirkular polarisierte Puls die Tunnelbarriere mit der Zentralfrequenz des Pulses, so dass Breite und Höhe der Barriere sich ändern, während das Teilchen die Barriere durchquert. Dies wirft die Frage auf, ob der Tunnelprozess zu einer Verzögerung zwischen der Änderung der Barriere und der dazugehörigen Tunnelrate führt, die dann als 'Tunnel-Verzögerungszeit' interpretiert werden könnte.

Um diese Zeitverzögerung zwischen dem elektrischen Feld und der zugehörigen Tunnelrate zu messen galt es, als Schüssel einen Marker zu finden, der sowohl im elektrischen Feld als auch in der Ionisationsrate messbar ist und so eine zeitliche Referenz für beide Messungen gibt.
solcher Marker kann durch kleine Elliptizität erzeugt werden, die die elektrische Feldstärke auf einer sub-cycle Zeitskala moduliert. Mit dieser Methode wurde \( \Delta \tau_d \) für verschiedene Elliptizitäten und Intensitäten gemessen. Das Ergebnis war, dass mit einem oberen Limit von 12 as, bedingt durch die Messungsaufhörigkeit tatsächlich keine Verzögerung zwischen der maximalen Feldstärke und der zugehörigen maximalen Tunnelrate besteht.
Chapter 1

Introduction

An attosecond is the billionth of a billionth of a second; it is to one second, as one second is to the age of the universe. But despite these 18 orders of magnitude, time resolution on an attosecond scale has come within reach of today’s experiments.

The human eye can resolve time down to around a twentieth of a second. This is not even sufficient to clearly see our own macroscopic world. In sports events for example, players are captured with high-speed cameras and the sequence is played back slowly. Much the same approach is possible also in the microscopic world, providing there is a fast enough camera.

Just as short illumination with a flashlight allows to freeze motion and shot by shot make a movie out of a succession of images, lasers have made it possible to continue making movies of nature to ever-faster times scales.

In chemical reactions the temporal dynamics are governed by the speed of the nuclei, their translation, rotation and vibration. One important question is thus, how energy is distributed over different degrees of freedom and how fast this happens. The nuclei in motion define the potential surfaces on which electrons proceed to new steady states forming or destroying bonds between atoms. The fastest molecular dynamics proceed on a femtosecond timescale.

In traditional chemistry only the starting and the final products of a chemical reaction are known, revealing very little about intermediate products or states of the molecules involved. Femtosecond chemistry allowed for the first time to detect which electronic excitations play a role in a reaction, how molecules change shape in the course of a reaction, and how molecules interact with their environment, e.g. a solution. The latter topic is particularly important to
understand the chemistry of living organisms, where reactions take place in an environment of water.

In 1999 the Nobel Prize was awarded to Ahmed Zewail [1] for ‘filming’ for the first time how a chemical bond breaks, the fundamental process of a chemical reaction.

Laser pulses allow thus to initiate and manipulate processes dynamically [2]. Unlike the analogy with filming suggests, laser pulses do not merely watch the temporal evolution, they interact with the systems that are investigated.

Laser pulses allow also to concentrate high energy in a short time interval, strongly perturbing the molecular structure. This opens up reaction pathways that are hidden in traditional thermally driven chemistry and new effects emerge, such as above threshold dissociation, bond-softening, bond hardening and vibrational trapping [3].

The fastest molecular motion is the fundamental vibrational mode of the smallest molecule, a hydrogen molecule, where one oscillation lasts around 5 fs. (check number)

The internal timescale of systems is related to their size (or more precisely, the masses and forces involved). Smaller systems show faster dynamics: Looking deeper into the atom to electronic dynamics changes the timescale from femto- to attoseconds. For electron dynamics, the fundamental timescale is given by the time the electron of a hydrogen atom needs to complete one roundtrip around its proton, namely 24 attoseconds.

Attoseconds are by no means the limit [4]. The next step to a smaller system is the atomic nucleus itself, where processes are expected to proceed in the order of $10^{-21}$ s, at one thousandth of an attosecond. The final limit is far away. It is thought to be the so-called Planck-time, where time should become quantized, at $10^{-43}$ s.

Since the laser was invented in 1954, dramatic progress has been made decreasing pulse lengths. During the last years femtosecond pulses have become ever shorter [5, 6]. Pulses based on visible to infrared frequencies are
approaching the border of a single cycle of the field oscillation. In the case of the commonly used carrier wavelength of 800 nm one oscillation takes 2.7 fs.

To overcome this border and to advance truly into the regime of attosecond physics, the central wavelength of pulses needed to become shorter. Pulses were shifted to the XUV, significantly raising the technological demands for generation and control. Through high harmonic generation in noble gas targets, pulses as short as 100 and 80 as [7, 8] could be generated, but applying these pulses in a measurement remains a challenge. Pulses have to be handled entirely under vacuum, since air is strongly absorbing in the XUV. Bandwidths of these pulses are very broad, making it difficult to design mirrors. Nevertheless, attosecond pulses have been very successfully applied for time resolved measurements.

Attosecond pulses were used to directly resolve the electric field oscillation of a 5 fs pulse in time [9]. The first application of an attosecond pulse to measure a physical process in an atom was to confirm the duration of an important multi electron process, the Auger decay [10]: If an electron is removed from an inner shell leaving a so called core hole, an electron from a higher shell can take its place and shed its excess energy either through emission of a photon or by transferring it to a third, the so called Auger electron that leaves the atom. The duration of this process can be deduced from measurements in the energy domain by analyzing the line shape; the detailed dynamics however remain hidden. In principle the durations for such Auger processes range from attoseconds to a few femtoseconds. In this case, the duration was measured with an attosecond pump pulse creating the core hole and a femtosecond probe to 7.9 fs.

At this stage, attosecond pulses cannot be used as just a shorter replacement for the femtosecond pulses used before. One reason is that they cannot be produced with enough intensity to induce strong field processes. The photon energies of attosecond pulses range from 10 to hundreds of eV and are thus much higher compared to the around 1.5 eV at 800 nm central wavelength. The intensities of these pulses on the other hand are reach up to $10^9 W/cm^2$.
and thus are orders of magnitudes smaller than the current typical intensities of femto-IR pulses around $10^{15} W/cm^2$. The physical mechanisms through which these pulses interact with atoms can thus not be compared to infrared femtosecond pulses. For the low intensity XUV pulses, a single photon picture is appropriate and nonlinear effects play no role. IR pulses on the other hand reach easily intensities where the electric field becomes comparable to the binding energy of valence shell electrons. At these intensities ionization cannot be described any more by the absorption of single photons, the light looses its quantum nature, instead the pulse can be treated as a classical electric field bending the potential of the atom.

This strong field regime allows to study a fundamentally quantum mechanical process, tunneling through an energetically forbidden barrier. Electrons can escape their atom from a bound state by crossing the lowered potential barrier of the Coulomb force without having the energy to surmount it. While this process is well known, the question for its duration has remained a controversial issue (for details see Chapter 2).

To investigate these tunneling dynamics, both strong fields and attosecond temporal resolution are necessary.

One possibility is again to combine an attosecond pulse as a trigger and then induce the tunneling process with a strong femtosecond pulse. This experiment was performed by exciting an atom with a 250 as long XUV pulse. The attosecond pulse thus acted as the trigger to time the beginning of the tunneling process. The excited atom was subsequently tunnel ionized by the field of a 5 fs intense infrared pulse [11].

In this thesis a different approach will be followed to investigate tunneling dynamics with attosecond resolution. A new technique called attosecond angular streaking (AAS) is introduced in Chapter 3 that allows to achieve attosecond resolution and accuracy without actually using attosecond pulses. Instead the electric field of a circularly polarized pulse of around 5.5 fs duration is used to map temporal dynamics to momentum space, a parameter that is experimentally much better accessible. This technique is first used to
measure the precise waveform of the electric field of the pulse. This experiment presented in Chapter 6 demonstrates that an accuracy in the temporal measurement of sub-100 as can be achieved.

In Chapter 7, attosecond angular streaking is applied to measure the tunneling time delay that was defined in chapter 2.5.

Crucial for the temporal accuracy and resolution that can be achieved with AAS are precise simulations, presented in Chapter 4. Details of the experimental setup are given in Chapter 5 and Chapter 6.
Chapter 2

Time in Tunneling

2.1 Introduction

Quantum tunneling remains one of the most puzzling processes predicted by quantum mechanics. Even if it is acceptable that a particle passes through a potential barrier if it does not have the energy to surmount it, trouble starts when asking about the time the particle actually took to tunnel. This question has been discussed ever since the tunneling effect was discovered [12] and has created a wealth of literature covered in several review papers [13-15]. A historic overview on the topic of tunneling time can be found in [16].

The question ‘how long does it take for a particle to tunnel’ looks rather innocent, but it provokes controversy on multiple levels, ultimately touching on the unique role of time itself in quantum mechanics. In the Schrödinger equation, time is a parameter, while measurable physical quantities, observables, are linked to operators that have to fulfill the formal condition of being self-adjoint to yield real values. Pauli noted [17] that such an operator could only exist for systems with continuous energy spectrum, recent research however seems to contradict this [18-20].

Even though it might not be possible to find a universal time operator, it was shown that operators can be constructed to yield meaningful specific time-observables such as the arrival time or dwell/sojourn time (the time a particle stays in a confined area of space that contains a barrier in a scattering event) [15, 21].

Specific times that have all been used as a synonym for tunneling time are the ‘dwell-time’, ‘delay-time’, ‘reflection-time’ and ‘traversal-time’ [22], one reason why there is such confusion around the topic.
Recent efforts mainly center around uniting and reconciling the different definitions of ‘tunneling times’, e.g. by developing an ‘umbrella theory’ [23]. Here, to calculate the time a particle spent in the barrier, two operators D and P are defined. D chooses the part of the particle’s wave function that is found inside a barrier region limited by [a,b]. P chooses the part of the wave function that is actually transmitted. These operators are shown not to commute, so that it matters which selection is made first. An infinite number of combinations of these operators is possible, meaning that there are many different possibilities to define a tunneling time. This of course implies that in tunneling time measurements the question must be very carefully phrased to find meaningful definitions of tunneling times that are at the same time experimentally accessible.

The analysis of some simple cases derived in this umbrella theory is shown to yield several possible definitions of a tunneling time that have already been discussed in the literature, notably covering two important approaches that will be discussed in more detail in chapter 2.2 and 2.3, respectively, the Wigner-Eisenbud-Smith time [24, 25] or phase time and the Buttiker-Landauer time [26], that is also called semi-classical tunneling time in the literature.

Chapter 2.5 presents another tunneling time: If an atom is exposed to the oscillating electric field of a laser pulse that suppresses its atomic potential, an initially bound electron can tunnel through the barrier. The tunneling rate depends on the strength of the suppressing field and the question arises if the maximal tunneling rate is reached at the peaks of the electric field or if there is delay between the field and the resulting tunneling rate. This possible delay is experimentally investigated in this thesis in Chapter 8.

2.2 The Wigner-Eisenbud-Smith time or phase time

Historically the most important approach to tunneling time was probably the Wigner-Eisenbud-Smith time, not least because it comes closest to the classical
picture of a particle whose timing, position and speed are measured before and after a barrier.

The Wigner-Eisenbud-Smith approach considers a wave packet, e.g. a laser pulse or the wave function of a particle and follows its peak. The derivative of the transmission phase shift (hence also the name phase time) then yields the group velocity $v_g$ of the wave packet. This approach leads to the famous paradox that a particle tunneling through a barrier traverses the same distance actually faster than a particle passing through free space. Furthermore the tunneling speed can even become superluminal [27], the so called Hartmann effect. The tunneling time becomes independent of the barrier thickness $d$ for wide barriers with very low transmission probability, so called opaque barriers. If the tunneling velocity is then defined as $v_g = d / \tau_{ph}$ it is obvious that there is no limit to the tunneling speed.

Many experiments on varying systems have confirmed, that these seemingly paradoxical effects are measurable [28-35]. Common agreement today is however, that this is no violation of causality. It was pointed out, that there is no conservation law in physics for peaks of wave packets [26]. The answer of Sommerfeld and Brillouin to superluminal velocities in regions of anomalous dispersion was to characterize pulse propagation by a signal velocity, which is always limited by the velocity of light [36, 37], see also [38]. Recently a different interpretation was given by [39], where the group delay is interpreted as a cavity life time of the particle’s wave function in the barrier rather than a traversal time through the barrier.

### 2.3 Buttiker-Landauer Time

The approach of Büttiker and Landauer [26] avoids measuring a wave packet peak; instead, the barrier itself is used to probe how long the particle took to tunnel so that the time is encoded in the particle’s energy spectrum. Other than the phase time this approach always yields subluminal tunneling velocities.
In the approach of Büttiker and Landauer the barrier through which the particle tunnels is not stationary but oscillates in height as shown in Figure 2-1. The frequency of this oscillation is used to probe the duration of the interaction between the tunneling particle and the barrier.

![Figure 2-1 Tunneling through a time dependent rectangular barrier. The tunneling particle can lose or pick up energy quanta of the barrier oscillation with different probability](image)

This model system is particularly interesting in the frame of this thesis because it corresponds closely to the experimental situation of a single atom where the atomic potential is periodically modulated by the electric field of a strong laser pulse.

For a rectangular oscillating barrier, the time dependent potential can be written as:

\[ V(x) = V_0(x) + V_1(x) \cos(\omega t) \]

There are two limiting cases. In the non-adiabatic regime the period of the oscillation is much shorter than the time the particle interacts with the barrier, so it feels a time independent, averaged potential. In the adiabatic case, if the period of the modulation is much longer than the interaction time, the particle sees a stationary barrier of varying height. The Buttiker-Landauer tunneling time is then defined by the crossover frequency \( \omega_c \) between these two
limiting cases, where the period of the modulation equals the interaction time of the particle with the barrier:

\[ \tau_{BL} = 1 / \omega_c. \]

The interaction time for the rectangular barrier shown in Figure 2-1 can be shown to yield (eq (2) in [26]):

\[ \tau_{BL} = \int_{-d/2}^{d/2} \frac{m}{2[V_0(x) - E]} \, dx, \quad E < V_0, \]

where \( m \) is the particle’s mass and \( E \) its initial energy.

The key to experimentally access the crossover frequency and thus the tunneling time is the energy spectrum of the tunneled particles.

During its interaction with the barrier, the particle can change its initial kinetic energy \( E \) by absorbing or emitting energy quanta of the barrier oscillation \( \hbar \omega \). These sidebands of \( \pm \hbar \omega \) in the energy of the transmitted particles yield the crossover frequency \( \omega_c \):

In the low-frequency limit, where the tunneling process proceeds much faster than the barrier oscillation, the sidebands are equally strong, while for the case of a fast oscillating barrier the transmission amplitude \( T_+ \) for particles that pick up one quantum of energy is enhanced compared to the amplitude of the first low energy sideband with amplitude \( T_- \). This can be intuitively understood as a higher energy particle traverses the barrier more easily. The barrier interaction time can then be expressed through an asymmetry parameter of the transmission amplitudes of the first two sidebands:

\[ \frac{T_+ - T_-}{T_+ + T_-} = \tanh(\omega \tau_{BL}). \]

The suggestion of the Büttiker-Landauer time as characteristic timescale of the average interaction time was followed by several experimental implementations in slightly modified model systems [40], the most important being the following two experiments:

In one experiment [41, 42] an electron is tunneling through a barrier in a semiconductor micro structure and during the tunneling feels the attraction of
its electrostatic image charge on the material it left. The formation of the image charge through polarization has a characteristic response time, i.e. the plasma frequency of the electrons in the material, setting the crossover frequency against which the tunneling time can be measured. In this experiment it is confirmed that for thinner barriers that show shorter tunneling times than the response time, the influence of the image charge is negligible, while it becomes significant when the tunneling time becomes comparable or longer than the response time.

The key idea of the second experiment that confirmed the findings of Büttiker and Landauer was to send a feedback triggered by the tunneling process back to the system while tunneling is not completed. If the feedback is delayed, its influence on the tunneling process should successively decay. The half-life of this decay can then be viewed as the crossover time $\tau_{BL}$.

In this experiment the tunneling of an entire electrical circuit containing a Josephson junction from a metastable state was investigated [40, 43].

A Josephson junction is essentially a resistor sandwiched between two superconductors. Particles (cooper pairs of electrons in this case) can tunnel through the resistor, creating a current that travels along a variable delay line that closes the circuit acting as a feedback signal. This feedback hinders the tunneling process and lengthens the lifetime of the metastable state. With longer and longer delays the feedback looses influence until the lifetime saturates. The crossover time i.e. the Büttiker-Landauer was defined as the half-life of the decay function of the feedback strength. The macroscopic nature of this process leads to a comparably very long tunneling time of 78 ps, but still no quantitative comparison with $\tau_{BL}$ was possible since the system could not be modeled accurately enough.

Defining a tunneling time via a crossover frequency thus yields an experimentally accessible quantity; in the case of the experiment investigating the spreading of the image charge it proved to be a useful quantity to predict tunneling rates in semiconductor structures.
2.4 The adiabaticity parameter of Keldysh

The model system used to investigate tunneling time in this thesis is an atom under the influence of the electrical field of an intense laser pulse. The pulse field that lowers the potential barrier of the atom varies on the same time scale as the expected tunneling time in the Büttiker-Landauer approach.

To characterize tunneling in this strong field regime, Keldysh introduced the dimensionless adiabaticity parameter $\gamma$ [44], that is closely related to the Buttiker-Landauer time: $\gamma = \tau_{BL} \omega_0$. It is used in high-field physics to distinguish between the regimes where the ionization rate follows the field adiabatically and the regime where ionization proceeds on a much larger timescale than the oscillation of the laser field that perturbs the atomic potential. It is defined as

$$\gamma = \frac{\omega_0 \sqrt{2I_p}}{E_0},$$

where $I_p$ is the ionization potential, $\omega_0$ is the angular frequency of the laser and $E_0$ its maximum electric field amplitude (all in atomic units).

For 800 nm radiation the energy of a single photon in the pulse field is 1.55 eV and so by far smaller than the ionization potential of most atoms and small molecules. This means that ionization by single photons plays no role. At sufficiently high intensities ionization becomes nevertheless possible through nonlinear effects.

For $\gamma >> 1$, i.e. short wavelength and low intensity, the ionization is most properly described by the simultaneous absorption of many discrete photons. (See Figure 2-2). This mechanism is also called multiphoton ionization (MPI) or above threshold ionization (ATI) since usually more photons are absorbed than necessary to surmount the ionization threshold.
At higher intensities the electron can tunnel through into the continuum. On the other hand, if $\gamma << 1$, the electric field strength becomes similar to the binding energy of the outermost electron, the potential of the atom is considerably lowered by the electric field and tunneling of the bound electron through a classical potential barrier provides the appropriate physical picture of the ionization process. The two regimes are not expected to have a sharp transition and generally both tunneling and MPI are assumed to be present in the intermediate regime with $\gamma \sim 1$. This regime is referred to as the regime of non-adiabatic tunneling [45]. Keldysh parameters for typical experimental values are calculated in Table 2-1.

<table>
<thead>
<tr>
<th>wavelength</th>
<th>Intensity</th>
<th>$\gamma$ linear polarization</th>
<th>$\gamma$ circular polarization</th>
</tr>
</thead>
<tbody>
<tr>
<td>600 nm</td>
<td>$1 \cdot 10^{14} W/cm^2$</td>
<td>1.91</td>
<td>2.71</td>
</tr>
<tr>
<td>600 nm</td>
<td>$4 \cdot 10^{14} W/cm^2$</td>
<td>0.96</td>
<td>1.35</td>
</tr>
<tr>
<td>600 nm</td>
<td>$8 \cdot 10^{14} W/cm^2$</td>
<td>0.68</td>
<td>0.96</td>
</tr>
<tr>
<td>800 nm</td>
<td>$1 \cdot 10^{14} W/cm^2$</td>
<td>1.01</td>
<td>1.43</td>
</tr>
<tr>
<td>800 nm</td>
<td>$4 \cdot 10^{14} W/cm^2$</td>
<td>0.72</td>
<td>1.02</td>
</tr>
<tr>
<td>800 nm</td>
<td>$8 \cdot 10^{14} W/cm^2$</td>
<td>0.51</td>
<td>0.72</td>
</tr>
<tr>
<td>1000 nm</td>
<td>$1 \cdot 10^{14} W/cm^2$</td>
<td>1.15</td>
<td>1.62</td>
</tr>
<tr>
<td>1000 nm</td>
<td>$4 \cdot 10^{14} W/cm^2$</td>
<td>0.57</td>
<td>0.81</td>
</tr>
<tr>
<td>1000 nm</td>
<td>$8 \cdot 10^{14} W/cm^2$</td>
<td>0.41</td>
<td>0.57</td>
</tr>
</tbody>
</table>

Table 2-1 shows Keldysh parameters for different wavelength and different intensities for Helium, ionization potential 24.58 eV.
Finally, for even higher intensity the potential barrier is completely suppressed by the electric field and the electron is set free by over barrier ionization.

Note that for the same peak intensity the Keldysh parameter $\gamma$ is $\sqrt{2}$-times larger for circularly polarized light than for linearly polarized light.

While it has been possible to develop rate equations for each of the regimes separately, the intermediate regime where $\gamma \sim 1$ remains both theoretically challenging and experimentally interesting.

### 2.5 A tunneling delay time in high field ionization

Experiments on high field ionization with femtosecond or even attosecond resolution have brought up another tunneling time, called delay time $\tau_D$ in the tunneling process [11, 46].

Most experiments in high field physics take place in the regime around a Keldysh parameter of $\gamma = 1$, the regime of non-adiabatic tunneling [45] (see chapter 2.4). It was shown that even at $\gamma \approx 3$ the ionization rate traces the oscillations of the electric field [11] that suppresses the potential barrier of an atom. Figure 2-3 shows the field of a linearly polarized 5 fs pulse and the corresponding ionization rate calculated with ADK formulas (see chapter 4.4).

However, usually only the time dependence of the ionization rate is experimentally accessible and it remains unclear, if the instant of the maximum suppressing electric field ($t_{0,\text{field}}$) corresponds to the instant of maximum ionization rate ($t_{0,\text{ion}}$).

Recent experiments have addressed tunneling time in strong field ionization and an upper limit to the tunneling time could be established by triggering the tunneling process with an attosecond pulse.

In [11] the temporal evolution, tunneling from excited state of a neon ion ($\text{Ne}^{+*}$) was measured. Neon atoms were first ionized into an excited state with an attosecond pulse and subsequently tunnel ionized to $\text{Ne}^{2+}$. The
attosecond pulse confines the ionization-excitation event and thus the start of the tunneling process to around 250 as. The yield of \( \text{Ne}^{2+} \) ions then depends on the instantaneous intensity of the electric field of the IR pulse that enables the tunneling process by suppressing the potential of the \( \text{Ne}^{+\ast} \). Measuring the delay between the attosecond trigger event and the IR probe then gives an indication of the timescale of the tunneling process. One issue in this case is that only the combined time of excitation and tunneling can be measured. The other issue is that the absolute value of the delay between the attosecond pulse and the streaking field can not be measured, i.e. the question if the ionization rate adjusts adiabatically to the variation in barrier height or if there is any delay between the suppressing field and the resulting ionization rate remains unanswered. In this experiment there was no way to access this information independently from the described measurement and it was assumed that the instant where the most particles are set free into the continuum corresponds to the highest instantaneous laser field.

![Figure 2-3](image)

Figure 2-3 The upper panel shows a linearly polarized few cycle pulse. The maximum electric field defines \( t_0,\text{Field} \). Below the corresponding ionization rate is shown with the maximum rate defined as \( t_0,\text{ion} \). In an experiment, \( t_0,\text{Field} \) of the electric field is usually not accessible and therefore assumed to be equal to \( t_0,\text{ion} \) of the corresponding ionization rate.

The key to answering the question if \( t_0,\text{field} \) equals \( t_0,\text{ion} \) is an independent measurement of the electric field with attosecond accuracy. This is not a
trivial task, and for linear light has not been achieved so far. In the experiments presented in this thesis it will be shown that with elliptically polarized light a ‘timing marker’ can be introduced that is measurable in the field as well as in the ionization rate.

Chapter 8.1 explains how an ellipticity in the electric pulse field can be used as such a marker, the results of the measurement of $\tau_D$ are presented in Chapter 8.
Chapter 3

Attosecond Angular Streaking (AAS)

3.1 Introduction

In this thesis the temporal dynamics of a single atom in an intense laser pulse is investigated. Two timescales govern the temporal evolution in this system: An external timescale is set by the oscillation period of the laser, i.e. 2.4 fs. The internal timescale on which the system evolves is determined by the roundtrip time of the electrons in their shells, for the electron of a hydrogen atom this yields the atomic unit of time, 24 attoseconds.

Direct time measurements converting time to electronic signals can offer at best picosecond resolution, but indirect time domain measurement techniques such as pump probe and streaking that were developed to go beyond the barrier set by the resolution of electronic devices could successfully be implemented up to the attosecond regime [47].

In pump probe measurements, a short pulse triggers a process and a second pulse arriving at a variable delay is used to probe the dynamics. Pump-probe is thus a sampling technique requiring a repeatable process and the temporal resolution is limited by the length of the pulses.

Streaking techniques circumvent both these limitations by projecting a temporal evolution e.g. to space or momentum space, variables that are usually experimentally much better accessible than time. Since the projecting function establishes a unique relation between time and the measurement variable, streaking can be used as a single shot measurement. Several ways to
apply streaking in the attosecond regime were proposed [48] using femtosecond laser pulses as streaking field. Energy streaking, i.e. mapping time to energy, was used to measure the electric field of a linearly polarized 5 fs pulse with an attosecond trigger pulse [9].

The technique presented in this thesis uses circularly polarized light to map time to angular momentum, it was named attosecond angular streaking (AAS) [49]. Different implementations of AAS are possible (see chapter 3.5), in all the experiments presented in this thesis however, a ~5.9 fs circularly polarized laser pulse was used for both ionization and as streaking field. In the experiment presented in this thesis, without the use of attosecond pulses a temporal resolution of ~200 as and a temporal accuracy of ~24 as could be achieved.

### 3.2 The concept of attosecond angular streaking

In AAS, time is mapped to angular momentum using the rotating electric field vector of a circularly polarized laser pulse as streaking field. Depending on the time of ionization electrons are deflected in the angular spatial direction, so that the instant of ionization is mapped to the final angle of the momentum vector in the polarization plane. The ‘atto-clock’ runs over one 360-degree turn of the electric field in 2.4 fs. It requires pulse durations in the two optical cycle regime.

The process of AAS can be divided into two steps, the ionization and the streaking. This two step model is analogous to the three step model that successfully explained high harmonic generation [50], where it was shown that the ionization process and the subsequent acceleration of the electron in the electric field of the laser pulse can be treated independently, neglecting further Coulomb interaction between the electron and its parent ion during the motion in the laser field.

The two steps are shown in Figure 3-1. First the particle tunnels through the potential barrier of the atom or molecule that is suppressed by the pulse’s electric field. It appears in the continuum with essentially zero momentum
and is accelerated by the rotating electric field vector of the circularly polarized laser in radial and angular direction.

Other than for linear light, where particles are accelerated and decelerated, in circular polarization continuous gain of momentum leads to a toroidal distribution evolving around the laser axis. The particles start into the direction of the field vector and are deflected from their original direction by around 90 degrees ahead of the field at the time of ionization as shown in Figure 3-2 (see also chapter 3.4).

Figure 3-2 Left panel: The ‘atto-clock’: mapping time to momentum. Right panel: red solid: electric pulse field of a circularly polarized 6 fs pulse, blue dotted: corresponding ionization rate with FWHM ~2 fs.
This means that the final momentum of the particle is a direct mapping of the instant it was born into the continuum. In the polarization plane, the momentum distribution forms the ‘atto-clock’.

To ensure that the momentum distribution is a unique mapping of ionization times, the time span during which ionization takes place needs to be sufficiently short (i.e. shorter than one cycle of the streaking field), a condition that is fulfilled for the ~6 fs pulse used in the experiment, due to the high nonlinearity of the ionization probability in the laser field. This is shown in Figure 3-2 in the right panel: The red solid line shows the intensity envelope of a circularly polarized pulse, the blue dotted line shows the corresponding ionization rate with a FWHM of ~ 2 fs. For such short pulses, the particles also move only around five nanometers during the duration of the pulse, so that they do not leave the focal volume of the laser or even see a field gradient in the spatial direction, significantly simplifying calculations.

### 3.3 The pulse field

Both ionization and streaking depend sensitively on the electric field of the pulse, requiring precise control and analysis of the pulse field to exploit the full potential of the AAS.

In strong-field ionization, the ionization rate depends highly nonlinearly on the instantaneous electric field strength of the pulse, so that even small features in the pulse field are strongly enhanced. The streaking angle on the other hand depends linearly on the electric field and the mapping function can be shown to be strictly monotonic. Nevertheless, the total streaking angle varies by several degrees during the pulse, depending on the exact waveform of the streaking field.

#### 3.3.1 The Carrier Envelope Offset Phase

In a few cycle pulse an important parameter that determines the shape of the electric field of the pulse is the carrier envelope offset phase (CEP) [51-53].
In general, the temporal evolution of an electric field of a linearly polarized pulse can be split into the fast oscillation of the carrier with frequency \( \omega_0 \) and the envelope \( E_0(t) \):

\[
E(t) = E_0(t) \cos(\omega_0 t + \phi_{CEP}),
\]

At a wavelength of 725 nm, the duration of one laser oscillation is 2.4 fs. This means that at pulse durations around 6 fs the pulse envelope changes almost as fast as the electric field oscillation, so the shape of the electric field of the pulse becomes significantly dependent on \( \phi_{CEP} \), the CEP, that sets the relative position of the carrier wave and the envelope.

In Figure 3-3 on the left, the shape of the electric field of a ~2 cycle pulse is depicted for two different values of the CEP. A so called ‘cosine pulse’ is shown in red, solid line, where the maximum of the oscillation of the carrier frequency coincides with the maximum of the pulse envelope. The intensity of the pulse depicted on the right \( I(t) \sim |E(t)|^2 \) then shows one distinct maximum. In blue (broken line) a ‘sine pulse’ is shown, where a minimum in the carrier field coincides with the maximum of the pulse envelope. The intensity then has two equally strong peaks.

During propagation in any medium the CEP changes continuously due to the difference between the phase velocity that determines the speed of the carrier
wave and the group velocity of the envelope. In a freely running laser the CEP fluctuates randomly from pulse to pulse, it is, however, possible to actively stabilize the phase (see chapter 5.4).

### 3.3.2 CEP in circular polarization

The red line in the upper panel of Figure 3-4 shows circularly polarized pulses in three dimensions, the polarization plane x-y and time. The field maximum $E_{\text{max}}$ is indicated by a dot.

The electric field of a circularly polarized pulse can be written as a sum of two orthogonal components with a relative phase difference of $\pi/2$. The two components are shown in the upper panel of Figure 3-4 as projections onto the x-t and the y-t plane respectively. They can be written as follows:

$$
E_x(t) = E_0(t) \sin(\omega_0 t + \phi_{\text{CEO}})
$$

$$
E_y(t) = E_0(t) \cos(\omega_0 t + \phi_{\text{CEO}})
$$

with equal temporal pulse envelopes

$$
E_0(t) = E_0 e^{-a t^2}, \quad a = \frac{4 \ln 2}{\text{FWHM}^2}
$$

where FWHM is the full-width at half the maximum of the electric field envelope.

In circular polarization, the electric field vector rotates in the polarization plane with the carrier frequency, changing its magnitude smoothly with the pulse envelope.

The time dependence of the electric field vector reads:

$$
|E(t)| = \sqrt{E_x(t)^2 + E_y(t)^2} = E_0(t) \sqrt{[\cos(\omega_0 t + \phi_{\text{CEO}})]^2 + [\sin(\omega_0 t + \phi_{\text{CEO}})]^2} = E_0(t)
$$

This shows, that in perfectly circularly polarized light, the temporal evolution of the pulse field is independent of the CEP. In the lower panel of Figure 3-4, the corresponding electric field of the two pulses in a and b is shown in time: The oscillation of the carrier frequency is not visible in the temporal domain.
Figure 3-4: Circularly polarized pulse in space and time (upper panel) and the temporal evolution (lower panel). In b, the CEP is shifted by $\pi/4$ compared to a, rotating the pulse in space by $\pi/4$ without changing the shape of the temporal evolution.

Instead the CEP determines the orientation of the pulse in space, which becomes immediately clear if the pulse field is written in polar coordinates $(r, \phi)$ projected onto the x-y plane:

$$r(t) = |E(t)|$$

$$\phi(t) = \arctan\left(\frac{E_0(t) \sin(\omega_c t + \phi_{\text{CEO}})}{E_0(t) \cos(\omega_c t + \phi_{\text{CEO}})}\right) = \arctan(\tan(\omega_c t + \phi_{\text{CEO}})) = (\omega_c t + \phi_{\text{CEO}})$$

The field maximum is reached for $t = 0$, so that $\phi_{\text{max}} = \phi_{\text{CEO}}$. If the CEP of the two components is shifted simultaneously by $\Delta \phi$, the pulse field is rotated in space by $\Delta \phi$. This is shown in Figure 3-4: the CEP in b is shifted by $\pi/4$ compared to a, rotating the pulse by 45 degrees.
3.3.3 Ellipticity effects

In elliptically polarized light, the magnitude of the two field components is not equal any more. The field components then read:

\[ E_x(t) = E_0(t) \cos(\omega_0 t + \phi_{CEO}) \]
\[ E_y(t) = \varepsilon E_0(t) \sin(\omega_0 t + \phi_{CEO}) \]

where \( \varepsilon = \left[ \begin{array}{c} E_y(t) \\ E_x(t) \end{array} \right] \) is the ellipticity of the pulse.

In elliptically polarized light, the magnitude of the electric field vector traces the polarization ellipse going through maxima when it is oriented along the major axis of the ellipse and minima along the minor axis. The evolution in the x-y plane is depicted in Figure 3-5.

![Figure 3-5](image)

Figure 3-5 The polarization ellipse is shown in black, broken line. On the left, the spatial evolution of an elliptically polarized few-cycle pulse in the polarization plane is shown, where the envelope maximum of the electric field points into the direction of the major axis of the electric field. On the right the same pulse is shown but oriented along the minor axis of the polarization ellipse.

Compared to the circular case, the spatial evolution of the pulse is elongated along the major axis of the ellipse.
Analogous to circular light, the magnitude is calculated to be:

\[ |E(t)| = \sqrt{E_x(t)^2 + E_y(t)^2} = E_0(t) \cdot \sqrt{\left[ \cos(\omega_c t + \phi_{\text{CEO}}) \right]^2 + \varepsilon^2 \left[ \sin(\omega_c t + \phi_{\text{CEO}}) \right]^2} \]

This can be rewritten as:

\[ E_0(t) \cdot \sqrt{1 + (\varepsilon^2 - 1) \left[ \sin(\omega_c t + \phi_{\text{CEO}}) \right]^2} \]

The temporal evolution thus can be split into the original envelope \( E_0(t) \) and an additional oscillation with twice the carrier frequency of the original pulse field and amplitude \( \varepsilon \). This is shown in Figure 3-6. The black broken line shows the original pulse envelope. The solid lines in both graphs shows the envelope with the oscillations stemming from the tracing of the polarization ellipse on top. When the envelope is multiplied with the oscillation, ‘ellipticity peaks’ appear in the field. The temporal field shows one distinct maximum if the envelope points along the direction of the major axis of the pulse (Figure 3-6, left). If the CEP of the pulse is changed the pulse is rotated in space while the polarization ellipse remains fixed, so that in the temporal evolution of the field the ellipticity peaks are shifted. If the phase is rotated by \( \Delta \phi_{\text{CEO}} = \pi / 2 \) and thus points into the direction of the minor axis of the ellipse this yields two equal ellipticity peaks on the pulse envelope as shown in Figure 3-6, right.

![Figure 3-6: CEP dependence of the electric field depicted in Figure 3-5 in elliptically polarized light. The black broken line shows the temporal envelope of a circularly polarized pulse. On the left (red solid line), the temporal field evolution is shown for the envelope pointing into the direction of the major axis of the ellipse, corresponding to a CEP=0, on the right (blue, solid line), the envelope points along the minor axis of the ellipse, CEP= \( \pi / 2 \).]( attachment://image.png)
3.3.4 Absolute value of the CEP in circular and elliptical light

In chapter 3.3.2 it was shown that the CEP in perfectly circular light merely rotates the pulse field around the propagation axis. A shift in CEP $\Delta \phi_{\text{CEO}}$ results into an equal shift in the pointing angle of the field maximum $\Delta \phi_{\text{max}}$, the value of the CEP can thus be directly identified with the pointing of the maximum of the electric field.

The definition of the absolute value of the CEP on the other hand is somewhat arbitrary in circular polarization. One possible definition is to choose a fixed axis in space, for example the polarization axis of the linearly polarized light that was used to create the circular light.

If an ellipticity is introduced, the polarization axis breaks the rotational symmetry. A natural choice is then to connect the definition of the absolute CEP value to the polarization ellipse: Since in an experiment it is almost impossible to attain perfectly circular light, for this thesis the latter definition will be used, so that a CEP of 0 corresponds to the case where the pulse’s envelope maximum is aligned with the major axis of the polarization ellipse. The field shown in Figure 3-6 on the left then corresponds to a CEP=0, the field on the right to CEP=$\pi / 2$.

Unfortunately in elliptically polarized light it is not straightforward any more to connect the angles of the ellipticity peaks to the CEP. Because the pointing of the ellipticity peaks is determined by both, the orientation of the polarization ellipse and the orientation of the pulse envelope, the final angle depends on the precise amount of ellipticity and envelope gradient.

This can be best seen for a CEP=$\pi / 2$, i.e. where the envelope maximum points along the minor axis of the ellipse and the pulse field shows two equal maxima. The pointing of the electric field is shown for different ellipticities and a field envelope with FWHM =3.7 fs in Figure 3-7.
Figure 3-7: Shown is the evolution of an elliptically polarized pulse with a field envelope with FWHM = 3.7 fs in the polarization plane for different ellipticities. In blue, solid line the pulse’s electric field is depicted. The polarization ellipse is oriented vertically (90 degrees), the electric field envelope points along the minor axis of the ellipse. Black dotted lines indicate the pointing of the electric field maxima. The ellipticities from left to right are: $\varepsilon = 0.8, 0.9, 0.98$ and 1, i.e. circular, respectively.

3.4 Streaking

On a real clock-face, the ticks that map angle to time are equally spaced. In the atto-clock, the mapping function depends on the precise pulse shape. The most important condition for the mapping function is that it is strictly monotonic, so that particles that are ionized at different times always end with a different final angle.

The final momentum of an electron (or ion) in the electric field of a laser pulse can be calculated by integrating over the force exerted on the particle between the instant of ionization $t_i$ and infinity (when the pulse field has ceased). The momentum transferred to the particle by the x-component of the electric field $E_x(t) = E_{0x}(t) \cdot \cos(\omega_0 t)$ reads as:

$$p_x = \int_{t_i}^{\infty} q \cdot E_x(t) dt = \left[ \frac{q}{\omega_0} E_{0x}(t) \sin(\omega_0 t) \right]_{t_i}^{\infty} - \frac{q}{\omega_0} \int_{t_i}^{\infty} dE_0(t) \sin(\omega_0 t) dt$$  \hspace{1cm} (0.1)

The analysis of the mapping field is restricted to particles with no initial velocity, in particular no initial angular momentum.

If the second term in this expression is neglected (assuming a slowly varying pulse envelope and thus $dE_0(t)/dt \approx 0$), the sine dependence in the momentum shows a 90-degree phase shift compared to the cosine dependent
electric field of the pulse. The same phase shift is obtained from the y-component of the pulse field, so that the final momentum of the particle points ahead of the electric field at the instant of ionization by 90 degrees and within one cycle the angle increases monotonically with ionization time.

For circularly polarized light the momentum gain can be calculated independently for the two perpendicular components of the field introduced in chapter 3.3.2

For few cycle pulses, the variation of the pulse envelope cannot be neglected. The mapping function is still monotonic if the second term in eq 1.1 is smaller than the first term for all ionization times.

In Figure 3-8, the streaking angle is shown as a function of the time of ionization in the pulse. For a ~ 5.3 fs Gaussian pulse and perfectly circular polarization, the streaking angle rises linearly from around 87 degrees to 93 degrees in the two femtoseconds around the pulse center where ionization is significant (blue solid line). In the case of a small ellipticity (green dotted line) the streaking angle shows the same linear trend but an additional oscillation that leads to a variation in streaking angle of almost twelve degrees in the central two femtoseconds of the pulse.

Figure 3-8 Left: Streaking angle for a Gaussian pulse for perfectly circular light (blue solid line) and an ellipticity of 0.048 (green dotted). On the right: corresponding ionization rates.
In this relation between streaking angle and time the CEP sets the angle of the
temporal origin, so the CEP must be fixed to know the absolute mapping
from time to angle.

The accuracy and resolution that can be achieved with AAS depend strongly
on the specific implementation of the technique, e.g. if the ionization time is
required for individual particles or if the streaking of an entire distribution is
measured.

If the streaking of individual particles is considered, the full mapping
function is required to determine the instant of ionization from the final
momentum. In particular for this absolute streaking angle the CEP needs to
be fixed (thereby fixing the position on the time axis in Figure 3-8). In reality
however, e.g. in the case of a tunneling electron that appears with essentially
zero kinetic energy in the continuum, a more severe constraint for the
determination of the temporal origin of a single particle is posed by the
uncertainty in a quantum mechanical measurement: The width of the
electron wave packet was calculated to be around 30 degrees (see chapter 7.3),
much more than the variation in streaking angle.

In the experiments considered in this thesis, it was not necessary to determine
the ionization time of single particles independently. Instead the timings of
the ionization rate distributions were measured showing features distinctly
larger than the limit of temporal resolution (i.e. the ellipticity peaks). In this
case the initial spread of the electron wave packet can be treated as a
statistical error and averaging over many ionization and streaking events
increases the temporal accuracy.

3.5 Comparison to energy streaking

Attosecond resolution was achieved for the first time with a similar technique
to AAS, referred to as energy streaking [9, 48, 54]. In energy streaking linearly
polarized light is used to map time to energy and it was used in combination
with an attosecond trigger pulse.
In the experiment ‘atomic transient recorder’ [55], a 5fs long IR pulse was used to measure the duration of an attosecond pulse. At the same time the temporal evolution of the electric field of the IR pulse was mapped with an accuracy of 200 as. The principle is shown in Figure 3-9.

Figure 3-9 Adapted from [55]. The initial electron distribution is mapped depending on the timing between the attosecond pulse and the streaking field.

Atoms were first excited by an attosecond pulse. The initial time–momentum distribution of electrons is then created through ionization, e.g. in an Auger decay or through tunneling ionization. The electron distribution carries direct time-domain information about the excitation and relaxation dynamics of the electronic shell.

The electric field of the laser pulse that provides the streaking field is parallel to the direction of observation of the ejected electrons. At different delays different projections of the entire time-momentum distribution of the atomic electron emission are created in momentum space. These final momentum distributions are measured after the laser pulse left the interaction region.

Since in this case both the streaking field and the initial momentum distribution were unknown, different projections were measured by choosing different delays between the exiting pulse and the streaking field.

In the absence of the laser field, the electron momenta do not change after detachment. In the presence of a probing field, accumulation of electrons with a given final momentum occurs along the lines of constant canonical
momentum (blue and red lines). The corresponding projections (streaked spectra) are represented in red and blue. From a suitable set of such tomographic projections the time-momentum distribution of electron emission can be retrieved, providing direct time-domain insight into atomic dynamics triggered by the XUV pulse synchronized to the probing laser field. Other than angular streaking that provides unique mapping over an entire cycle of the laser field, energy streaking is only unique within a quarter cycle of the electric field, the trigger event thus needs to be relatively short or several measurements at different delays need to be taken. Another difference between angular and energy streaking is the variation of the streaking field: While in circular light the streaking angle varies slowly with the envelope of the streaking pulse, in energy streaking maximum resolution is achieved for the highest field gradient, i.e. the zero crossings of the streaking field, while resolution is lowest at the peaks of the electric field oscillation, where field ionization by the laser pulse has the highest probability. Energy streaking is therefore not suitable to study tunneling ionization. On the other hand angular streaking depends on a narrow initial angular distribution.
Chapter 4

Semi-classical simulations

4.1 Introduction

In Chapter 3 it was shown that the momentum distributions forming the atto-clock can only be correctly interpreted by comparing them to simulations based on a precise model of the laser pulse:

The electrical field of the pulse determines the momentum spectra through the ionization rate and through the subsequent streaking. In a first approximation AAS can be treated as a 2-step process where the ionization step is treated separately from the subsequent acceleration in the field. Once the particle is set free, the Coulomb interaction between electron and remaining ion is neglected.

4.2 Pulse simulation

To simulate the temporal pulse field it is convenient to first treat spectrum and spectral phase separately in the spectral domain and then apply a Fourier transformation to convert to temporal domain. The spectrum and spectral phase of a linearly polarized pulse can be measured with SPIDER (see chapter 5.3). In general, the pulse is not measured at the location of the experiment, so that propagation through optical components and air needs to be accounted for by adding appropriate phase terms to the measured spectral phase. Providing the propagations lengths are known, the phase contributions of the main materials can be precisely calculated using Sellmeier equations. To simulate the propagation through the quarter wave plate the pulse field is split into two perpendicular components along the fast and slow axis to add the respective phase terms.
4.2.1 Phase and spectrum

For propagation through media it is most convenient to use the complex representation of the pulse’s electric field in the spectral domain $\tilde{E}(\omega)$. The field can be split in the spectral amplitude $|\tilde{E}(\omega)|$ and the phase term with the spectral phase $\varphi(\omega)$:

$$\tilde{E}(\omega) = |\tilde{E}(\omega)| e^{i \varphi(\omega)}$$

The square of the spectral amplitude $I(\omega) \propto |E(\omega)|^2$ corresponds to the spectral power density, commonly referred to as spectral intensity or simply spectrum.

The frequency representation is connected to the time domain representation by a complex Fourier transform:

$$\tilde{E}(\omega) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \tilde{E}(t)e^{i\omega t} dt$$

and the inverse transform back to the time domain:

$$\tilde{E}(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \tilde{E}(\omega)e^{-i\omega t} d\omega$$

If a pulse travels through a dispersive medium, i.e. a medium in which the refractive index $n$ depends on frequency $\omega$, an additional spectral phase $\varphi(\omega)$ is imposed on the pulse:

$$\varphi(\omega) = \frac{\omega}{c} n(\omega)L$$

$L$ denotes the length of the dispersive medium and $c$ is the speed of light in vacuum. Especially for very short pulses, which have a large bandwidth, the pulse is significantly distorted by dispersion.

The frequency dependent refractive index can be calculated with Sellmeier equations.

For quartzglass and air the Sellmeier equation reads:
\[ n(\lambda[\mu m]) = \sqrt{1 + \frac{a_1\lambda}{(\lambda - b_1^2)} + \frac{a_2\lambda}{(\lambda - b_2^2)} + \frac{a_3\lambda}{(\lambda - b_3^2)}} \]

with coefficients for glass:

\[ a_1 = 0.6961663 \quad b_1 = 0.0684043 \]
\[ a_2 = 0.4079426 \quad b_2 = 0.1162414 \]
\[ a_3 = 0.8974794 \quad b_3 = 9.896161 \]

and for air

\[ a_1 = 0.0048673 \quad b_1 = 0.0204978 \]
\[ a_2 = 0.0000585831 \quad b_2 = 0.1320303 \]
\[ a_3 = 0 \]

Figure 4-1 shows the refractive index for quartz glass.

Figure 4-1 The refractive index of quartz glass in the wavelength range around 800 nm

### 4.2.2 Quarter wave plate

The phase contribution of the quarter wave plate is particularly critical. The pulse is split into two pulses co-propagating inside the material. One pulse is slightly delayed compared to the other, to achieve perfectly circular polarization, the accumulated phase of the two pulses would need to differ by exactly \( \pi / 2 \) as shown in chapter 3.3.2 for every frequency component in the pulse’s spectrum.

The achromatic quarter wave plate consists of two birefringent plates made of 503.22 \( \mu m \) of \( MgF_2 \) and 637.23 \( \mu m \) of crystalline quartz that are mounted so
that the fast axis of one plate is aligned with the slow axis of the other plate. The respective thicknesses are chosen to yield an overall phase delay around $\pi / 2$.

To calculate the phase acquired by both parts of the pulse, again Sellmeier equations were used for both materials, however to calculate the phase difference that finally determines the degree of residual ellipticity, the Sellmeier equations are not precise enough, instead tables provided by the manufacturer were used.

For $\text{MgF}_2$, the Sellmeier equation from chapter 4.2.1 can be used with the following coefficients for the extraordinary ray [56]:

$$
\begin{align*}
    a_1 &= 0.413440230 \quad b_1 = 0.0368 \\
    a_2 &= 0.504974990 \quad b_2 = 0.0908 \\
    a_3 &= 2.49048620 \quad b_3 = 23.7720
\end{align*}
$$

For the quartz plate a modified Sellmeier equation applies:

$$
n = \sqrt{a_0 + a_1 \lambda + \frac{a_2}{\lambda} + \frac{a_3}{\lambda^2} + \frac{a_4}{\lambda^3}}
$$

Here the coefficients for propagation along the ordinary axis were used:

$$
\begin{align*}
    a_0 &= 2.3849 \\
    a_1 &= -0.01259 \\
    a_2 &= 0.01079 \\
    a_3 &= 0.00016518 \\
    a_4 &= -0.00000194741
\end{align*}
$$

The optical activity of quartz can be neglected for waves propagating perpendicular to the crystal axis [57]. The polarization eigenmodes, i.e. modes that do not change their polarization during propagation are slightly elliptical and the direction and length of the axes of the polarization modes are wavelength dependent.

To calculate effect of the $\lambda / 4$ plate polarizations the Jones formalism is used. The polarization mode of the electric field is described as a Jones vector $V_J$:
All optical elements can then be expressed as Jones-matrices acting on $V_f$.

The incoming polarization is projected onto the elliptical polarization eigenmodes of the wave plate. Then the phase shift can be applied and the polarization is projected back onto linear eigenmodes $E_x$ and $E_y$.

Figure 4-2: Data of the $\lambda/4$ plate. Phase, angle of the principal axis and ellipticity as a function of wavelength. The dotted line in the first panel indicates the $\pi / 4$ phase shift required for perfectly circularly polarized light.

Figure 4-2 shows the parameters provided by the manufacturer that are needed to characterize the $\lambda/4$ plate. The first panel shows the phase shift depending on wavelength (solid line) and for comparison the ideal $\pi/2$ phase shift (dashed line). The second and third panels show the parameters $\epsilon$ and $\alpha$, describing the ellipticity and angle of the polarization eigenstate of the wave plate as a function of wavelength. The elliptical eigenmodes of the quarter wave plate $P_1$ and $P_2$ then read:

\[
P_1 = \begin{pmatrix}
\cos(\alpha) & -\sin(\alpha) \\
\sin(\alpha) & \cos(\alpha)
\end{pmatrix}
\begin{pmatrix}
\frac{1}{\sqrt{1 + \epsilon^2}} \\
\frac{i\epsilon}{\sqrt{1 + \epsilon^2}}
\end{pmatrix}
\]

\[
P_2 = \begin{pmatrix}
-\sin(\alpha) & -\cos(\alpha) \\
\cos(\alpha) & -\sin(\alpha)
\end{pmatrix}
\begin{pmatrix}
\frac{1}{\sqrt{1 + \epsilon^2}} \\
-\frac{i\epsilon}{\sqrt{1 + \epsilon^2}}
\end{pmatrix}
\]
4.3 Streaking in the field

The streaking was calculated according to the formula in chapter 3.4, i.e. neglecting the influence of the Coulomb force between electron and ion during the propagation phase. Once the pulse field is known, streaking is easily calculated summing the force for incremental steps.

Under the assumption that the particle starts with zero velocity, the final momentum of an electron (or ion) in the electric field $\vec{p}(t_{0,\text{ion}})$ was calculated for each instant of ionization $t_{0,\text{ion}}$:

$$\vec{p}(t_{0,\text{ion}}) = q \left[ \sum_{t=t_{0,\text{ion}}}^{\infty} E_x(t) \Delta t + \sum_{t=t_{0,\text{ion}}}^{\infty} E_y(t) \Delta t \right]$$

where $q$ is the electric charge and $E_x(t)$ and $E_y(t)$ are the components of the electric field $\vec{E}_{\text{eff}}(t)$ of the Laser.

A simulation of AAS solving the time dependent Schrödinger equation (TDSE) performed by Harm Muller [58] was used to determine the effect of the Coulomb potential on the streaking angle. The attractive force of the Coulomb potential acts mainly in radial direction and leads to an intensity independent angular offset of 5-9 degrees depending on the ellipticity.

4.4 Ionization, ADK rates

In this work ionization was modeled using ADK [59] rates mainly because ADK theory provides analytical rate expressions in the regime of $\gamma < 1$. In principle ADK rates are cycle-averaged rates, but in this case were used as instantaneous rates and for $\gamma \sim 1$.

In the case of circularly polarized light the ADK rate assumes the following form:

$$w_{\text{ADK}}(t) = \frac{E(t)D(t)^2}{8\pi Z} \exp \left( -\frac{2Z^2}{3\pi^2 E(t)} \right)$$
\[ D(t) \equiv \left( \frac{4eZ^3}{E(t)n^{*2}} \right)^{n^*} \]

where \( e \) is the Euler number, \( E(t) \) is again the electric field of the pulse, \( Z \) is the charge after ionization and \( n^* \) is the effective principal quantum number:

\[ n^* \equiv \frac{Z}{\sqrt{2I_p}} \]

Figure 4-3 shows the ionization rate \( w_{ADK}(t_{0,jon}) \) for helium as a function of intensity in circularly polarized light.

![Graph showing ionization rates for circularly polarized pulses calculated with ADK](image)

**4.5 Intensity calibration**

In the experiments presented in this thesis, the intensity was around \( 3 \times 10^{14} \text{ W/cm}^2 \) and thus far below saturation.

The calculated pulse field needs to be calibrated with the maximum intensity to yield the correct ionization rate distribution. Figure 4-4 shows the ionization rate in helium of the same elliptical pulse field of a ~5fs pulse for three different intensities: Since the ionization yield over the entire pulse is far away from saturation, the maximum intensity affects only the contrast.
The maximum intensity in the pulse can be calculated from the power in the beam if time duration and focal parameters of the beam are known. It is much more precise however to calibrate the final intensity directly through the momentum that the ions gain during the streaking in the field. This relation can be expressed for circularly polarized light in the following useful formula:

$$I_0 \left[ 10^{14} \text{W/cm}^2 \right] = 2.2776 \cdot p^2 \left[ \text{a.u.} \right]$$

usually in the experiment, the momentum is naturally calculated in atomic units while the rate formula in the simulation are given in SI units.

Figure 4-4 Ionization rate as a function of time for the same pulse field but different intensities of an elliptically polarized pulse calculated with ADK formulas. The rates are normalized to peak rates. The dotted line corresponds to a peak intensity of $1 \cdot 10^{15} \text{W/cm}^2$, the dashed line to $5 \cdot 10^{14} \text{W/cm}^2$ and the solid line to $1 \cdot 10^{15} \text{W/cm}^2$. 
Chapter 5

Experimental setup I: The Laser Pulse

For both AAS experiments presented in this thesis (Chapter 7 and Chapter 8), elliptically polarized 5.9 fs pulses were used and helium ion momentum distributions were measured with a cold target recoil ion momentum spectrometer (COLTRIMS) [60]. In addition, CEP stabilization was required for the first experiment characterizing the accuracy of AAS.

The experimental setup can be split into two parts: The generation, characterization and manipulation of the laser pulses are treated in this chapter, the COLTRIMS apparatus for the ionization measurements is discussed in the next chapter.

The high intensity 5.5 fs pulses that were required for the experiments in this thesis cannot be generated directly from a laser amplifier. Instead ~30 fs pulses are produced by a CPA (chirped pulse amplification) system and then spectrally broadened in a filament compression setup, yielding a linearly polarized, essentially transform limited 5.5 fs pulse.

5.1 Laser

A short pulse in time is created through the coherent superposition of a large band of frequencies. To produce such a pulse a laser medium is required that allows gain over a large bandwidth. The most suitable solid-state medium for generating femtosecond pulses is titanium-doped sapphire (Ti:Sapphire) [61], with a gain bandwidth of about 230 nm at a central wavelength of around 800 nm.
For geometrical reasons a laser cavity allows only certain frequencies to propagate within the range supported by the gain medium. If these modes oscillate with random relative phase, the laser oscillator generates continuous light. Only if the relative phase of the different frequency components is fixed, i.e. phase-locked or mode-locked, at certain times all frequency components will interfere constructively, creating a pulse. This constructive interference occurs periodically forming a pulse train.

There are several techniques to achieve mode-locking, most commonly used for ultrashort Ti:Sapphire lasers is Kerr lens mode-locking (KLM) [62]. It employs the optical Kerr effect to establish a phase relation between adjacent laser modes without the need for external modulation (passive mode-locking). The Kerr effect depends nonlinearly on the intensity, so that the continuous, low intensity light is not affected. For short and therefore intense pulses in the cavity it creates a Kerr-lens, inducing self-focusing in the crystal. An aperture can then be introduced letting only the short pulses pass, so that eventually the continuous light will cease.

With Kerr lens mode-locked Ti:Sapphire lasers, sub-10-fs pulses can routinely be generated and even sub-6-fs pulses were produced directly from an oscillator [63, 64]. The typical repetition rate of Ti:Sapphire oscillators is 70-80 MHz and pulse energies are in the nJ range.

The commercial laser system\(^1\) used for all experiments in this thesis is based on the CPA technique [65], that allows to boost the energy of the weak mode-locked oscillator pulses while preserving the CEP and the large bandwidth up to a spectrum supporting ~25 fs and the CEP. The principle is shown in Figure 5-1.

The pulse generated in the oscillator is sent several times through an inverted gain medium, again a Ti:Sapphire crystal, coherently adding photons to the pulse with each pass. The issue with short pulses is that peak intensities quickly reach the damage threshold of the gain material (i.e. 10 GW/cm\(^2\)). The solution to this problem was to stretch the pulse in time before

\(^1\) Femtopower Compact Pro, Femtolasers GmbH
amplification while preserving its spectral bandwidth e.g. by sending it through a dispersive material.

![Figure 5-1](image)

Figure 5-1 The essentially transform limited oscillator pulse is stretched by chirping it, then amplified and recompressed.

In the regime of normal dispersion (all glasses show normal dispersion in the optical wavelength region) the material adds positive dispersion to the spectral phase of the pulse, i.e. the high frequency components are delayed compared to the low frequency components in the pulse. The spectral components that form the pulse are now separated in time without loosing their coherence. After the amplification, the stretching process can be reversed by separating the frequency components spatially and tune their geometrical paths length to overlap the frequency components again in time. This can be done with e.g. with a grating setup, in this case a prism setup was used for its low energy losses since all prisms can be used under Brewster angle.

To achieve a transform-limited pulse, i.e. a pulse with perfectly flat spectral phase, the phase acquired in the stretching process must be matched with the phase from the compression setup. This matching can be greatly improved by using an acousto-optic programmable dispersive filter\(^2\) that allows adding arbitrary phase terms to the pulse.

\(^2\) better known by its brand name Dazzler, Fastlite
The laser setup consisting of oscillator, amplifier and compressor is shown in Figure 5-2:

Figure 5-2 The laser system consisting of the fs-oscillator, amplifier and prism compressor. Pump light is shown as green, thick lines, the IR pulse is shown in red, thin lines. Only four passes through the amplifier crystal are visible since the pulse travel out of the plane.

Figure 5-3 Spectrum and phase of a 34 fs pulse (left) and the temporal intensity envelope (right).
The pulses from the oscillator are sent four times through the amplifier crystal at the full repetition rate. The repetition rate is then strongly reduced to 1 kHz by pulse picking with a Pockels cell, that is triggered to let one pulse pass only every 1 ms. The pulse is then sent through the amplifier another 5 times reaching a final energy of around 1 mJ. After recompression in the prism compressor the pulse is transform limited with a pulse duration of 25-30 fs. Spectrum and phase of such a pulse are shown in Figure 5-3.

5.2 Pulse compression by filamentation

The pulse length that can be generated from the laser and amplifier is limited by the gain bandwidth of the medium to around 30 fs. The spectrum needs to be additionally broadened to support a 5.5 fs pulse. At the same time the temporal coherence of the frequency components needs to be preserved. This spectral broadening is achieved through filamentation [66] in a noble gas cell.

The most widely used technique for pulse compression is hollow fiber compression. The pulses are sent through a long guiding structure filled with a noble gas. Spectral broadening is achieved through self-phase modulation (SPM). This also induced a large linear chirp that is subsequently compensated by chirped mirrors. With this technique pulses as short as 4.5 fs [67] and even 3.8 fs [68] with a two stage setup were generated.

Due to the thin core alignment of hollow fibers is difficult and beam pointing instabilities directly translate to intensity and pulse width fluctuations.

Using filamentation removes these disadvantages. Other than using external guiding as in the hollow fiber, it relies on self-guiding in the gas. Two nonlinear (i.e. intensity dependent) effects are needed for the self-guiding: Self-focusing due to intensity-dependence of the refractive index of the medium, i.e. the Kerr-effect, and defocusing due to the formation of a free electrons [69]. The two effects are shown in Figure 5-4. These two effects balance each other and form a dynamic equilibrium leading to the formation of self-guiding filament with a core diameter of $\sim 50 \, \mu m$. Spatio-temporal reshaping of the pulse due to several highly nonlinear processes such as SPM
(self-phase modulation) and plasma blue-shifting lead to a broadening of the spectrum.

The setup used is shown in Figure 5-5. The pulses are sent through two tubes filled with argon at a pressure of around 650-900 mbar.

![Kerr effect focuses \( \Delta n=n_2l \) and Ionization defocuses \( \Delta n=-N_g(l) / 2N_{cr} \)](image)

**Figure 5-4** The two mechanisms that form a dynamic equilibrium leading to filamentation

![Two stage filamentation setup](image)

**Figure 5-5** The two stage filamentation setup. The gas cells were filled with 650-900 mbar of argon. Chirped mirrors were used for compression.

In the first cell the pulse spectrum is broadened to support a 10 fs pulse. After recollimation and recompression with chirped mirrors it is focused into the second argon cell to broaden the spectrum even further to an ~5 fs pulse. Since the spectrum spans over an octave it can be directly used for a CEP measurement. The pulse is then pre-compensated for all material in the beam
path by six bounces on chirped mirrors to yield an essentially transform limited pulse in the experimental region. Measurements indicate that also self-compression is achieved at least in the second filament.

During filamentation, the center wavelength is shifted to 725 nm and the spectrum is deformed. The filaments act also as mode cleaners.

![Figure 5-6 Left: Spectrum (solid line) and phase (broken line) of a 5 fs pulse. Right: The temporal intensity envelope](image)

### 5.3 Pulse characterization: Spider

It is not possible to resolve the temporal pulse field directly in the time domain. Instead the spectrum of the pulse and the phase between the spectral components can be measured separately. This data can then be Fourier transformed to the temporal domain to yield the electric field of the pulse.

From this measurement the pulse at the point of interaction can be calculated by adding the dispersion for all material in the beam path between the characterization setup and the COLTRIMS using the formula introduced in 4.2.1 and 4.2.2. For fine adjustment of the dispersion, insertable glass wedges were used.

Several techniques exist for the measurement of pulses in the femtosecond domain with countless variants. The two main techniques are FROG (frequency resolved optical gating) [70] and SPIDER (Spectral interferometry for direct E-field reconstruction) [71-73]. In this thesis SPIDER [74] was exclusively used for pulse characterization.
SPIDER is a self-referencing technique using spectral interferometry between the pulse and a frequency shifted copy that is delayed in time [73].

The interferogram \( I_{\text{SPIDER}}(\omega) \) then contains the phase information depending on the spectral offset or spectral shear \( \delta \omega \) between the copies:

\[
I_{\text{SPIDER}}(\omega) = |E(\omega)|^2 + |E(\omega + \delta \omega)|^2 + 2|E(\omega)E(\omega + \delta \omega)|\cos[\varphi(\omega + \delta \omega) - \varphi(\omega) + \omega \tau],
\]

where \( E(\omega) \) is the electric field, \( \varphi(\omega) \) is the spectral phase of the pulse and \( \tau \) is the delay between the two replica.

From the cosine term, the phase information can be extracted by the following, purely algebraic, method: the Fourier transform to the time-domain of the SPIDER interferogram consists of a peak at zero time and two side-peaks located near \( \tau \) and \(-\tau\). These peaks contain equivalent phase information [73].

One of the peaks is isolated by applying a suitable filter function and an inverse Fourier transform back to the frequency domain yields a complex function \( c(\omega) \), the complex phase of which gives access to the spectral phase of the pulse:

\[
\arg\{c(\omega)\} = \varphi(\omega + \delta \omega) - \varphi(\omega) + \omega \tau.
\]

The large linear phase term \( \omega \tau \) is given by an experimental parameter, the delay between the two copies. This linear phase term can be obtained from a separate measurement by spectral interferometry of the short unsheared pulse replicas and subtracted from the term above:

\[
\Delta \varphi(\omega) = \varphi(\omega + \delta \omega) - \varphi(\omega).
\]

From an arbitrarily chosen starting frequency \( \omega_0 \), the spectral phase \( \varphi(\omega) \) is calculated at evenly spaced frequencies \( \omega_i = \omega_0 + i \cdot \delta \omega \) by the following concatenation procedure:
\[
\begin{align*}
\varphi(\omega_0) &= \varphi_0 \\
\varphi(\omega_i) &= \Delta \varphi(\omega_0) + \varphi(\omega_0) = \varphi(\omega_0 + \delta \omega) - \varphi(\omega_0) = \varphi(\omega_0 + 1 \cdot \delta \omega) \\
&\vdots \quad \varphi(\omega_{i+1}) = \Delta \varphi(\omega_i) + \varphi(\omega_i).
\end{align*}
\]

The constant \( \varphi_0 \) remains undetermined but is only an offset to the spectral phase that does not affect the temporal pulse shape, and it can thus be set equal to zero. The spectral phase can then be written as:

\[
\varphi(\omega_{i+1}) = \sum_{k=0}^{i} \Delta \varphi(\omega_k).
\]

The optical setup used for the SPIDER measurement is shown in Figure 5-7. At the surface of the glass block, the pulse is split into a reflected part, the ‘short pulse’, indicated as a dotted line, and the ‘long pulse’, indicated as a solid line that is transmitted through a highly dispersive glass block strongly stretching the pulse. This stretched pulse provides the spectral shear.

---

![SPIDER setup](image)

Figure 5-7 SPIDER setup: Short pulses are depicted as dotted lines, the stretched pulse is depicted as a solid line.
The reflected, short pulse is then sent into a Michelson interferometer where it is split into two copies. One copy is slightly delayed in the order of 200 fs before the pulses are recombined on a second beamsplitter to proceed collinearly.

The two short pulses are recombined with the stretched pulse in a nonlinear optical crystal under a small angle. This leads to three spatially separated signals around 400 nm, half the wavelength of the fundamental pulse at 800 nm. Through nonlinear interaction in the crystal, the long pulse as well as the short pulses are doubled. The latter signal contains the information about the linear phase term $\omega t$.

The central signal emerging between the two frequency-doubled beams is the SPIDER signal containing the phase information as indicated by a broken line in Figure 5-7. It stems from the upconversion of the two short pulses by sum-frequency generation with the strongly stretched pulse.

The dispersion in the glass block leads to a time dependent nonlinear frequency in the stretched pulse, so that the instantaneous frequency that is used for upconversion depends on the relative time between the stretched and the short pulse. This means, that the delayed pulse is upconverted with a different frequency than the original short pulse.

The delay $\tau$ between the two short copies determines the positions of the two side-peaks of the Fourier transform of the interferogram. It is therefore chosen so that the side-peaks are well separated from the center-peak. On the other hand the fringe spacing of the interferogram is proportional to $2\pi / \tau$ and thus $\tau$ must be sufficiently small that the spectrometer is able to fully resolve the fringes. The stretching factor $GDD$, that is determined by the dispersion acquired in the glass block is then chosen such that the spectral shear $\delta \omega$, which determines the sampling interval of the reconstructed spectral phase, is small enough to ensure correct reconstruction of the electric field in the time domain according to the Whittaker-Shannon sampling theorem [75]. The variables $\tau$, $\delta \omega$ and $GDD$ are connected:
This constrained relationship means that with a particular SPIDER setup, only pulses with a limited range of pulse durations can be measured.

An additional independent measurement of the pulse spectrum provides all the necessary information to determine the electric field in the time domain by a Fourier transform of:

\[ E(\omega) = \sqrt{I(\omega) \varphi(\omega)}, \]

where \( I(\omega) \) is the measured spectrum and \( \varphi(\omega) \) is the reconstructed spectral phase. The electric field in the time domain is thus determined unambiguously except for the CEP.

### 5.4 CEP stabilization

As mentioned in chapter 3.3, without CEP stabilization the offset between the carrier phase and the envelope of the laser pulse fluctuates from pulse to pulse.

The reason for these fluctuations is changes in the dispersion inside the oscillator cavity, rapid fluctuations as well as long-term drifts. These changes are caused by environmental parameters such as temperature changes and airflow as well as laser parameters such as pump power fluctuations. It is however possible to control the dispersion in the oscillator by modulating the power of the laser that pumps the oscillator crystal: The pump laser beam is sent through an acousto-optic modulator (AOM), that diffracts a portion proportional to the power of the acoustic wave created in the AOM of the beam onto a beam dump. The remaining power in the 0th order of the beam thus can be modulated and is then used for pumping the oscillator crystal.

The CEP stabilization setup that delivers the control signal consists of two feedback loops based on the so-called f–2f technique. It is based on interference between the short wavelength tail (with frequency f) of an over octave spanning spectrum and the frequency doubled part of the long
wavelength tail (with frequency 2f). This technique allows no absolute measurement of the CEP, only relative changes of the CEP can be measured.

The two loops are based on slightly different principles: The first loop measures the CEP slippage from pulse to pulse in the pulse train directly from the oscillator at the repetition rate \( f_{\text{rep}} = 80 \text{MHz} \).

In the frequency domain this pulse train corresponds to a frequency comb with modes spaced by \( f_{\text{rep}} \) as shown in Figure 5-8. The CEP \( (f_{\text{CEO}}) \) is the offset of this comb on the frequency axis so that the frequency \( \nu_m \) of any mode \( m \) in the comb can be expressed as \( \nu_m = f_{\text{CEO}} + m \cdot f_{\text{rep}} \).

If this comb is frequency doubled a new comb is created with modes of the following form: \( 2\nu_m = 2f_{\text{CEO}} + 2m \cdot f_{\text{rep}} \). If the spectrum is sufficiently broad (i.e. more than octave spanning), there is spectral overlap between the fundamental comb and the frequency-doubled comb. The beating frequency between two neighboring modes of the two combs then yields \( f_{\text{CEO}} \) as shown in Figure 5-8.

The beating signal is measured with a commercially available setup\(^4\): the spectrum is first broadened in a nonlinear fiber to cover an octave and then
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\(^3\) Picture taken with permission from F. W. Helbing, Ph.D thesis, ETH 2004

\(^4\) Menlosystems GmbH
split into two pulses by a dichroic beam splitter. The long wavelength part of this spectrum is frequency doubled and overlapped again with the short wavelength wing. The beating signal between the short wavelength wing of the original spectrum and the doubled long wavelength wing is measured with an avalanche photodiode. While this yields the CEP at the point where it is measured, it does not yield the absolute value of the CEP inside the laser oscillator, but with this signal, the pump power in the oscillator can now be modulated to keep the beating frequency fixed.

![Figure 5-9 Measured (black trace) and reconstructed (gray trace) single-shot CEO spectral interference pattern. The reconstructed pattern was calculated using the phase(\(\psi(\omega)\)) and amplitude information obtained from the Fourier filtering phase reconstruction technique.](image)

The second loop should account for CEP drifts during the amplification process and also the filamentation stages. Conveniently, the spectrum generated in the second filament is already octave spanning and thus needs no further broadening. After the amplifying stage the repetition rate of the laser is only 1kHz, so instead of a pulse train the pulses can be treated as isolated, consequently showing a continuous spectrum.

The CEP of a single pulse can be measured with spectral interferometry: For this loop a small portion of the beam is split off by reflection off a glass plate. Again the long wavelength tail is doubled in a nonlinear crystal and interfered with the short wavelength tail of the same spectrum, creating a

---

5 Picture taken with permission from F. W. Helbing, Ph.D thesis, ETH 2004
spectrum that is modulated with the CEP. The spectral position of the
interference pattern yields a signal that can be added as a slow feedback to the
feedback signal of the fast loop in the modulation of pump power.
Chapter 6

Experimental setup II: COLTRIMS

6.1 Introduction

COLTRIMS stands for COLd Target Recoil Ion Spectrometer [60] and the term describes the essential features: COLTRIMS measures the momentum of individual charged particles in three dimensions, yielding the full kinematic information available from a reaction.

![Diagram of COLTRIMS setup](image)

Figure 6-1 Coltrims setup showing the gas jet, laser and spectrometer with detectors for ions and electrons

Essential for high momentum resolution at low absolute momenta is the ‘cold target’, realized as a gas jet with very uniform momentum distribution. An outstanding feature COLTRIMS is also the possibility to measure several fragments (both electrons and ions) stemming from the same original atom or molecule in coincidence. This means that reaction channels with very low
probability become accessible by filtering the data according to specific reaction products, energies or momentum vectors, thus offering a very high dynamic range.

The setup is sketched in Figure 6-1, the laser beam, the target gas jet and the ‘spectrometer axis’ set three mutually orthogonal axes.

### 6.2 Gas Jet

The gas jet is generated through super sonic expansion through a small nozzle (~20 µm) into a vacuum chamber at a background pressure of ~10⁻⁵ mbar. The gas is pre-cooled through contact with the nozzle that is cooled by liquid nitrogen to a temperature of ~140 ºC. In the supersonic expansion, a ‘zone of silence’ with very low internal temperature forms under the nozzle as shown in Figure 6-2 (taken from [76]).

![Figure 6-2 Raman mapping of rotational temperatures in a supersonic jet of CO2 under a stagnation pressure of 2 bars. Isothermal lines are depicted at steps of 20 K.](image)

This zone of silence is cut out from the jet by passing through a skimmer with an orifice of 200 µm into a second vacuum chamber with lower background pressure. It then passes through an aperture into the main reaction chamber. This aperture consists of two adjustable razor blades and can be used to further collimate the gas jet, this second chamber also serves as differential pumping stage since the required background pressure in the main chamber
is below $5 \cdot 10^{-10}$ mbar. After passing the interaction zone where the jet intersects with the laser, the gas jet is dumped directly into a turbo pump to keep the background pressure in the main chamber as low as possible.

Critical for the formation of a zone of silence and its dimension is the nozzle diameter $d_{\text{nozzle}}$ and the ratio between the gas pressure $P_0$ of the nozzle and the background pressure $P_b$ of the expansion chamber. The length of the zone of silence is given by

$$l_{\text{gas}} = \frac{2}{3} \sqrt{\frac{P_0}{P_b}} d_{\text{nozzle}}$$

The internal temperature of the gas can then be estimated by

$$T_{\text{jet}} = \frac{5}{2} \frac{T_{\text{nozzle}}}{S^2},$$

where $S$ is the speed ratio. It is given as an empirical function of the parameters $T_0, P_0$ and $d_{\text{nozzle}}$.

More information and a detailed overview over supersonic gas jets in general can be found in [77].

**6.2.1 Spectrometer**

The COLTRIMS apparatus has separate detectors for negatively and positively charged particles that are aligned on the spectrometer axis perpendicular to both the gas jet and the direction of the laser as shown Figure 6-1. Particles created in the interaction region at the intersection between the laser and the gas jet are drawn towards the detectors by a constant electric field along the spectrometer axis. Overlaid is also a magnetic field along the spectrometer axis, ensuring collection of all reaction products (up to a maximum initial momentum) from the full solid angle. The magnetic field is important only for the light electrons, forcing them on helical trajectories along the magnetic field while the much heavier ions only experience a small rotation.
Two large coils in Helmholtz geometry outside the vacuum chamber generate the magnetic field. On the axis through the coil centers the magnetic field is given by:

\[
B(z, n, l, r, d) = \frac{\mu_0 I n r^2}{2} \left( \frac{1}{r^2 + \left( \frac{d}{2} - z \right)^2} \right)^{3/2} + \left( \frac{1}{r^2 + \left( \frac{d}{2} + z \right)^2} \right)^{3/2},
\]

where \( n \) is the number of windings of each coil, \( I \) the current through the coils, \( r \) their radius and \( d \) the distance.

The force of the electrical field is given by \( \vec{F} = q \cdot \vec{E} \) while the Lorentz force exerted on the particles by the magnetic field is given by \( \vec{F}_L = q \cdot \vec{v} \times \vec{B} \). If the two fields are aligned parallel, the two forces are orthogonal and can be treated separately. To achieve this, the Helmholtz coils need to be carefully aligned, in particular to also compensate for the earth magnetic field.

### 6.3 Detection

To reconstruct the momentum vector of a particle in all three dimensions, three independent coordinates need to be measured: in this case time of flight and position of impact on the detector plane. The detector consists of a large area MCP (micro channel plate) and a delay line detector [78]. The MCP serves a double purpose delivering the TOF signal and acting as an electron multiplier for the delay line detector. When a particle hits the MCP, it creates a small drop in the high voltage between the front end and the back end of the MCP by creating a cascade of electrons when passing through the MCP. This voltage drop can be measured and gives the time of impact on the detector. The emerging charge cloud travels on to the delay line detector that delivers the information about the point of impact.

In the simplest case it consists of two perpendicularly oriented layers of wire pairs, the reference wire and the signal wire that is on a slightly positive potential of around 40 V compared to the reference. When the charge cloud
hits the wire a voltage dip travels on each of the signal wires in both directions, the corresponding reference wires supply the ground. Comparing the arrival times on the ends of each wire then yields the position of impact.

![Diagram of a detector with MCP and delay line anode, showing the travel of voltage dips and the charging cloud through the wire pairs.](image)

Figure 6-3 Detector with MCP (right) and delay line anode (left). A charged particle (dot on the right) hits the MCP generating an electron avalanche measurable as a small voltage dip that can be read and gives the time of impact. The charge cloud exiting the MCP hits the delay line anode at a specific point and creates electrical signals traveling along the wires. The measured travel time can then be transformed to a position information.

The spacing between the wire pairs is 2 mm. For the electrons a more complicated geometry with three wire pairs in a hexagonal configuration is employed. In principle this provides redundant information, so the additional information can be used to reduce dead times and improve multi-hit capability.

### 6.4 Signal processing

The prerequisite for digitalization are as clean signals as possible from all components. In order to minimize reflections at connectors, careful impedance matching is crucial. The fast signals are decoupled from the high voltage over the detector by suitable capacitors. One issue in the digitalization is the high variation in signal amplitude that would lead to high
timing jitters if a constant trigger level would be employed. Instead the
pulses are fed into a constant fraction discriminator. There the pulse current
is split up in two copies. One is amplified, inverted and delayed by a fixed
amount. Both copies are then recombined again so that the resulting pulse
has a zero-crossing at a constant fraction of the original pulse height. At this
zero-crossing a logical NIM-(nuclear instrument methods)-pulse is triggered.
This can then be fed into a TDC (time to digital) card in the computer that
bins all events with a bin size of 0.5 ns. Once the data is digitized it can be
further processed by special software.

6.5 Calibration

To be able to reconstruct the initial momenta and energies of the reaction’s
fragments without the effect of the detector fields $E_D$ and $B_D$ from the timing
signals delivered by the detectors, careful calibration of $E_D$, $B_D$ and $t_0$, the
instant of ionization is essential.

The magnetic field affects the light electrons much more than the heavy ions
so for the electron detection ‘good’ settings and calibration of the detector
fields is less straightforward. The Lorentz force created by the magnetic field
forces the electrons on helical trajectories. All electrons start at the instant of
ionization and from the spatially confined focal spot of the laser but with
different initial momentum vectors. This leads to a periodic refocusing of all
electrons after completion of a full turn in the magnetic field as shown in
Figure 6-4.

Note that the refocusing takes place in time, not along the z axis, the
distribution of time of flight values according to the initial energy of the
electrons is not affected by the magnetic field, since it is parallel to z. This
periodic refocusing collapses the distribution in the x-y plane for certain
initial energies to one pint on the detector, leading to very poor momentum
resolution.

---
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Depending on average momentum and the width of the momentum distribution in an experiment, both magnetic and electric field need to be adjusted to achieve maximum resolution (assuming a fixed position and size of the detectors).

![Graph showing electron data and trajectories](image)

Figure 6-4 the left panel shows electron data. The distribution in the x-direction of the detector is plotted versus the time of flight of the electrons, clearly showing the refocusing in time caused by the magnetic field of the detector. On the right some electron trajectories are plotted, in light blue the refocusing times are marked.

The higher the magnetic field, the higher the maximum allowed momentum in the x-y plane that can still be imaged onto the detector. On the downside, a higher magnetic field means a smaller roundtrip time of the electrons with a higher number of points with no momentum resolution in the x-y plane. The electric field can be used to move the electron distribution between these focusing points, a higher electric field also narrows the time of flight of a given momentum distribution, leading to less resolution in the z coordinate.

The calibration steps are described in the order they were performed for this experiment. Before any calibration is performed, events are filtered according to the ‘time sum’ of the delay line signals. No matter where the particle hit this detector, the sum of the traveling signals should be constant. This ensures that only real events are taken into account.
The refocusing points can also be used to align the Helmholtz coils: If the earth magnetic field vector is perfectly compensated for, all temporal refocusings should arrive on the same spot on the detector and form a straight line in time. This can be visualized in a so-called wiggle plot as shown in Figure 5-6 where the one spatial coordinate of the detector is plotted vs. time of flight.

From the time difference $\Delta t$ between two points of refocusing with time $t_1$ and $t_2$, the magnetic detector field $B_D$ can be calculated with the following formula:

$$B_D = \frac{2\pi}{m_e} \Delta t$$

From an educated guess about the number of turns the electrons have completed at $t_1$, the temporal origin of all electrons, $t_0$, can be calculated.

From the known distance between the focal spot and the electron detector $d_e$, the electric field can be calculated using electrons that started with zero initial momentum in the $z$ direction. (Such electrons can easily be created for example by ionization with light polarized along the $y$ direction).

The electric field then reads:

$$E_D = \frac{2d_e}{t_{TOF}^2} \frac{m_e}{e}$$

For the ions the temporal origin can be found by comparing the time of flight of different species. Usually apart from the target gas, hydrogen is present and also traces of oxygen and nitrogen.

Last also the spatial origin $(x_0, y_0)$ of the detector needs to be set, it is easily found from the center of the electron or ion distributions. In particular for ions this needs to be set for each atomic species separately, thereby taking into account the momentum component along the $y$ direction carried by the gas jet.

Once both fields and the temporal origin is known, momentum vectors can be reconstructed in all three dimensions by the following formulas:
The initial momentum in z direction is not altered by the magnetic field:

\[
P_z = m v_{0,z} = m \left[ \frac{s}{t_{TOF}} - E_D \frac{q}{2m} t_{TOF} \right]
\]

\[
P_x = \frac{-qB_D \cdot \{\sin(\frac{qt}{mB_D}) \cdot x + y \cdot [\cos(\frac{qt}{mB_D}) - 1]\}}{2 \cdot \cos(\frac{qt}{mB_D}) - 1}
\]

\[
P_y = \frac{-qB_D \cdot \{\sin(\frac{qt}{mB_D}) \cdot y - x \cdot [\cos(\frac{qt}{mB_D}) - 1]\}}{2 \cdot \cos(\frac{qt}{mB_D}) - 1}
\]

From the momenta, the energy spectrum is easily calculated by

\[
E = \sqrt{\left( \frac{p_x}{2m} \right)^2 + \left( \frac{p_y}{2m} \right)^2 + \left( \frac{p_z}{2m} \right)^2}
\]
Chapter 7

CEP measurement with AAS

Measuring the CEP with the momenta of electrons created in strong field ionization was proposed in [79] for both linearly and circularly polarized light. Following this proposal the absolute value of the CEP was measured for the first time with circularly polarized light. In the experiment the spatial asymmetry of ionization was measured comparing energy spectra from two opposing detectors in a so called ‘Stereo-ATI’-setup [80]. Since many atoms were ionized per laser pulse, the distribution could be measured in a single laser shot and no CEP stabilization was necessary. Later on CEP measurements were done in linearly polarized light where the CEP could be extracted from high energy electrons created through recollisions, a process that only takes place in linear light. These spectra are much more difficult to interpret, and the recollision process must be precisely calculated.

The original proposal to measure the CEP used perfectly circular light, where the peak of the ion momentum distribution can be directly linked to the CEP as described in chapter 3.3.2.

As explained in Chapter 3, the experimentally unavoidable ellipticity as well as the streaking in the pulse field complicates the relation between the CEP of the pulse and the resulting ionization distributions. In this chapter it will be shown that it is nevertheless possible to measure the CEP with very high accuracy with elliptically polarized light.

At the same time the measurement resolving the CEP can be used to test the accuracy of the AAS technique by comparing the experimental results to a simulation.

In the experiment presented in this chapter, the CEP was stabilized and then slowly ramped from pulse to pulse over almost $2\pi$. From this slow ramp of
the CEP, the angular position of the ellipticity peaks was extracted as a function of CEP. These angular positions were then compared to the to a semi classical simulation, yielding an accuracy of \( \sim 23 \) as. Experimentally the ellipticity peaks separated by half a cycle (around 1.2 fs) are well resolved and no faster features in time are expected either from the pulse field or from inherent ionization dynamics. The final limit to the resolution of AAS can thus not be derived from this data. Instead it is therefore deduced from estimates of the experimental resolutions and theoretical calculations. It turns out that the main limitation in this experiment is the inherent width of the electron wave packet corresponding to around 200 as.

### 7.1 Experimental setup

Linearly polarized 5.5-fs pulses were generated from 30-fs pulses in a two-stage filament compressor described in chapter 5.1. In addition to the stabilization of the CEP described in chapter 5.4, a slow ramp was added to the feedback signal, shifting the CEP shot by shot for a ramp over \( 2\pi \) over two hours. The CEP was measured after the filament compressor and recorded.

Figure 7-1 shows the in the upper panel measured CEP values over time in a levels of gray coded histogram. In the lower panel the corresponding error signal that was fed to the AOM controlling the CEP is shown over the time of the measurement. During the first 30 minutes almost no additional offset was given to the error signal showing that the inherent drift in the signal was already creating the desired ramp. After thirty minutes the system stabilized (visible also in the sharper distribution of the CEP value histogram) and the CEP ramp was driven by a ramp in the error signal.
The linearly polarized pulses before the quarter wave plate were fully characterized with a single-shot SPIDER set-up [81]. Close to circularly polarized light was obtained with the ultra broadband quarter wave plate described in chapter 4.2.2. The electric pulse field calculated from the measured SPIDER data was numerically propagated through all the material in the beam path yielding a period of 2.4 fs at the peak intensity and an approximate ellipticity of $E_x(t)/E_y(t) = 0.92$. This ellipticity value is only a simple estimate because for such ultra broadband pulses the ellipticity is not a constant parameter but changes from cycle to cycle in the pulse.
The momentum distributions of helium ions were measured with the COLTRIMS setup explained in Chapter 6. Per second around 10 helium ions were measured compared to ≈300 events/s from background gases. Due to their different mass other gases are easily separable from the target ions.

### 7.2 Data

Figure 7-2 gives an overview over the data: Panel a shows helium ion momentum distributions projected onto the x-y polarization plane for four values of the CEP. The dataset containing the full ramp of the CEP was split into 36 subsets, so that each subset effectively presents a CEP ramp over 10 degrees.

![Figure 7-2](image.png)

Figure 7-2 Overview over the measured helium ion momentum distributions while scanning the CEP over $2\pi$ and comparison with a semi classical simulation. The top row shows measured momentum distribution for four different values of the CEP. In the lower panel the momentum distributions are radially integrated and their angular dependence on the CEP is shown for the full scan of the CEP over $2\pi$ for both data (on the left) and simulation (on the right).
Clearly visible are the two peaks on the distribution stemming from the polarization ellipse. The first graph (CEP=0) corresponds to a situation where the pulse envelope points to the bottom left and is aligned with the polarization ellipse. Increasing the CEP rotates the envelope anticlockwise: In the second distribution, where the CEP was shifted by $\pi/2$ compared to the first graph, the pulse envelope was pointing along the minor axis of the ellipse (lower right corner in the distribution), creating an even distribution of ionization on both ellipticity peaks. Graph three and four, at CEP values of $\pi$ and $3\pi/2$ are the mirror images of graphs one and two, respectively.

The full CEP ramp is shown in Figure 7-2 b. The momentum distributions in the polarization plane were radially integrated yielding angular momentum distributions for individual CEP steps. In this graph the CEP dependent intensity distribution between the two ellipticity peaks is clearly visible, as well as the slight CEP dependent angular shift of both distributions.

### 7.3 Resolution and accuracy

To investigate the temporal limitations of AAS, two different parameters need to be taken into account: Temporal resolution and accuracy. The resolution is given by the minimum time difference two features are allowed to have to be still separable. For the experimental temporal resolution different experimental errors have to be considered: The detector resolution, the temperature spread, fluctuations in the CEP value etc.

The accuracy is the error of the measurement compared to the real distribution, in this case the angular position of the ellipticity peaks is tracked in both the simulated and the measured distribution. It is limited both by statistical errors and possible systematic errors:

On the one hand the accuracy is limited by the statistical quality of the data: The longer the acquisition time, the better the accuracy, where the peak position can be located to an accuracy that is substantially better than the actual signal width. On the other hand the accuracy can be limited by systematic errors. To check for this, the data needs to be compared to the
simulation: the deviation of angles of the ellipticity peaks over the full data set then gives an upper limit to the accuracy.

### 7.4 Simulation

For this experiment more sophisticated semi classical simulations were performed by Mathias Smolarski [49]. In addition to the ionization probability also an initial momentum distribution of photoelectrons from helium atoms were modeled with the ADK formalism [82].

The inclusion of an initial momentum distribution is computationally only feasible by using a Monte-Carlo algorithm where the final momentum distribution is obtained by calculating an ensemble of traces in momentum space. The electrons were propagated classically in the calculated pulse field. The starting times were chosen in a range of 10 fs centered on the field maximum in steps of 0.01 fs. For each starting time, 400 traces were calculated and the initial velocity was chosen to match the momentum distribution predicted by the ADK theory. To match the experimental conditions, an initial thermal distribution of 2.8 K in the jet was included. This value was extracted from calibration measurements with linear light, where solely the temperature gives the spread perpendicular to the polarization direction.

For an estimate of the width of the electron wave packet that ultimately limits angular and thus temporal resolution, TDSE calculations were performed by Harm Muller [49]. The time-dependent Schrödinger equation for a helium atom in a circularly polarized IR field was integrated for a peak intensity of 100 TW/cm$^2$, while putting a pulsed source of electrons on the nucleus. This source term was designed to emit electrons in the same direction as for IR-induced tunneling by populating a suitably chosen superposition of the threshold p-wave and d-wave. It could be switched on and off rapidly without non-adiabatic effects on the wave function inside the atomic potential well. This is different to any other attempts to quickly switch on a tunneling current with a short high-energy electric field wave packet. With this
approach the narrowest angular spread of the free electrons was determined to be 35 degrees FWHM, corresponding to a resolution of ≈ 230 as at central wavelength of the laser pulse of 725 nm.

**7.5 Data analysis**

**7.5.1 Temporal accuracy**

To evaluate the temporal accuracy, the angular positions of the ellipticity peaks on the measured momentum distributions were determined and compared to the semi-classical simulation. The results are shown in Figure 7-3.

Figure 7-3 CEP dependence of the ionization angle in helium using attosecond angular streaking: a, b: Radially integrated ion momentum distributions for two values of the CEP, the ellipticity peaks are fitted with double Gaussians to extract $\theta_1$, $\theta_2$; c, d: The angular position of the two peaks $\theta_1$ and $\theta_2$ as a function of the CEP with simulations indicated as a dashed line.
For each of the 36 subsets of the CEP ramp, the radially integrated angular distribution is fitted with a double Gaussian function to extract the angle of the peaks. Figure 7-3 a and b shows this fit for two different CEP settings. The rms error given from the fitting procedure of the maxima of each of the two ionization peaks (see error bars) gives an upper limit to the accuracy due to the statistical quality of the data. This value could be improved with longer measurements. The calculated error from the peak fitting procedure is less than 3.5 degrees or $\approx 24$ as. The same procedure was applied to the simulated momentum distributions.

The extracted values for the peak positions were then compared between measurement and simulation. This comparison yields an rms error between the two dataset for both oscillation peaks of also 24 as. This means that for the available dataset, the semi-classical model describes this ionization and streaking process with sufficient accuracy.

### 7.5.2 Temporal resolution

Several independent experimental uncertainties limit the resolution. To find the overall experimental uncertainty in the angular peak position, all errors are converted to an angular spread. The examined uncertainties all stem from different parts in the experiments and are thus assumed to be unrelated. Furthermore all errors should be statistically distributed in a Gaussian distribution. Under these assumptions, the uncertainties can be added as follows:

$$
\sigma = \sqrt{\sum_{i=1}^{N} \sigma_i^2}
$$

In this experiment, the detector resolution was around 3 degrees, corresponding to $\approx 20$ as. The CEP fluctuations measured by an independent f-to-2f interferometer [83] had a width of 6 degrees or $\approx 40$ as. The temperature of the helium target of 2.8 K caused a radial and angular broadening of the momentum distribution adding an uncertainty of $\sim 8$ degrees or 52 as.
The resulting uncertainty can then be calculated to ~10 degrees or ~60 as:

More severe than the experimental uncertainty is the inherent uncertainty caused by the initial momentum distribution of the electron wave packet.

The calculated resolution in this case from ADK tunneling theory results in ≈160 as. A full quantum mechanical model based on the time-dependent Schrödinger equation described in 7.4 would predict a maximum resolution of ≈220 as at the used central wavelength of 725 nm.

7.5.3 CEP resolution

The accuracy of the CEP measurement is the same as the temporal accuracy: The data are compared to the simulation; the deviation gives the accuracy, i.e. around 4 degrees. Again within the error limit given by the fitting procedure no systematic errors are detectable. This means that a longer scan would lead to higher accuracy.

The resolution with which the CEP can be determined is different to the temporal resolution of AAS.

The resolution is the ability to assign a CEP value to an ion distribution measured at a fixed CEP. In elliptically polarized light, where the relation between peak angles and CEP is a complicated function depending on the ellipticity, this function needs to be known. The achievable resolution is then a combination of the error bar in the peak extraction and the difference in peak angle between adjacent CEP values. This becomes clear from Figure 7-3c: Peak angles are extracted in steps of 10 degrees. In the CEP range between 30 and 90 degrees, the angular position of the peak is almost constant and the change is much smaller than the error bar, leading to a high insecurity in the determination of the CEP. For CEP values between ~130 and ~200 degrees, where the envelope points more towards the major axis of the ellipse the angular position of the peak depends much more strongly on the CEP, thus improving the resolution.
In the experiment shown here, the full range over which the ellipticity peak was calculated to move due to the change in CEP was around 10 degrees. For higher ellipticities, i.e. more circular light, the influence of the CEP on the peak position increases over the influence of the polarization direction, leading to a higher range in the angular position and thus to higher resolution. Best CEP resolution would thus be achieved for perfectly circular light.
Chapter 8

Absolute time: Tunneling ionization dynamics

8.1 Introduction

The ‘tunneling delay time’ $\tau_D$ was introduced in chapter 2.5. It is defined as a possible delay between a driving electric pulse field that causes an oscillation in the height of the potential barrier of an atom and the resulting rate of the particles that tunnel through this barrier.

The question if the ionization rate adjusts adiabatically to the oscillation of the driving field has been addressed in experiments with linearly polarized light [11] and yielded an upper limit for the duration of a combined excitation and tunneling event of 320 as. In linearly polarized light, the ionization rate can be resolved in time with pump probe techniques. The timing of the electric field oscillation on the other hand cannot be accessed directly, so no clear start of the tunneling process can be measured. In circular or elliptical polarization however, time and space are intimately connected through the rotation of the electric field vector in the polarization plane, so that both the field and the corresponding ionization rate can be measured and their timing compared.

8.1.1 Relative and absolute measurement of the tunneling delay time

The key idea to measure the tunneling delay time $\tau_D$ is to find a temporal feature that can be identified in a measurement of the electric field as well as in the temporal evolution of the tunneling rate. Such a feature is given by the
ellipticity peaks on the temporal pulse field described in chapter 3.3. These ellipticity peaks correspond to the major axis of the polarization ellipse in space.

Figure 8-1 sketches the idea: In the first picture, the polarization ellipse of an elliptically polarized pulse is shown. Through ionization, the polarization ellipse is translated to an ‘ionization rate ellipse’ depicted in the second picture. The three ellipses slightly offset in angle indicate the angular dependence on the CEP as discussed in chapter 3.3.3.

If the tunneling delay time $\tau_d$ is zero, the rate ellipse (averaged over the CEP) should have a major axis aligned exactly with the major axis of the polarization ellipse. A finite tunneling delay time $\tau_d$ on the other hand should rotate the rate ellipse compared to the polarization ellipse.

Furthermore, if $\tau_d$ depends on the barrier width, the exact angle should depend on the laser intensity since a stronger laser field leads to a narrower barrier and a thus lower tunneling time.

The ionization rate ellipse is experimentally not directly accessible since it is further rotated in the AAS process by a streaking angle $\Delta \theta$ of around 90 degrees as indicated in the third picture of Figure 8-1.

![Diagram](image)

Figure 8-1 Left: the polarization ellipse in red, solid line. Center: the ionization rate ellipse depending on the CEP. On the right: The rate ellipse is streaked in the pulse field and rotated by approximately 90 degrees.

In the momentum distribution, the major axis of the rotated rate ellipse is then given by the ellipticity peaks.
The angle $\theta_{\text{field}}$ that defines the orientation of the polarization ellipse in space, as shown in Figure 8-1, can be measured by simple polarimetry of the pulse field, yielding the angles of the major and minor axis and their intensity ratio, i.e. the ellipticity of the pulse.

The orientation of the ‘ionization rate ellipse’ is measured using AAS analogous to the experiment presented in Chapter 7. Again it is not feasible to reconstruct the ionization rate ellipse from the peaks on the ion momentum distribution by reversing the streaking numerically. Instead both the ionization step and the streaking are simulated with the simulation described in Chapter 4 assuming a tunneling delay time of $\tau_D = 0$. The real value of $\tau_D$ is then given by the difference between $\Delta \theta_{\text{sim}}$ and $\Delta \theta_{\text{meas}}$.

### 8.1.2 Ellipticity dependence

The streaking angle $\Delta \theta$ depends very critically on the precise ellipticity of the pulse (see Figure 8-2). It is therefore crucial to measure and control the ellipticity precisely to achieve a high accuracy for the value of $\Delta \theta$ and thus $\tau_D$.

Figure 8-2 shows the strong dependence of the streaking angle on the ellipticity of the pulse. The streaking angle is simulated using the measured pulse parameters and the calculated broadband wave plate used in the experiment: The green dotted line gives the ellipticity as a function of wave plate angle, the black solid line shows the corresponding streaking angle. The streaking angle shows the strongest variation around 45 degrees, where the light is closest to circular.
Furthermore the spatial direction of the major and minor axis and the ellipticity depend also critically on any residual ellipticity of the beam before the quarter wave plate. In the experiment it turned out that it was not possible to avoid all residual ellipticity, since not even the beam directly after the laser is perfectly linearly polarized. Even if the beam is carefully kept at the same height throughout the setup a residual ellipticity of around 0.02 seemed to be the best achievable without further filtering.

### 8.1.3 CEP dependence

As indicated in Figure 8-1, there is one fundamental difference between the measurement of $\theta_{\text{field}}$ and $\theta_{\text{ions}}$:

The polarization measurement integrates the pulse temporally; this means that there is no information about the CEP of the pulse. Parseval’s theorem (see formula below) states that a temporally integrated measurement of the field in time corresponds to a measurement of the spectral intensity (i.e. the intensity in all spectral components separately), so the information about the relative phase of the spectral components and therefore in particular the CEP is lost:

$$\int_{-\infty}^{\infty} |x(t)|^2 dt = \int |X(f)|^2 df,$$

where $|X(f)|$ and $x(t)$ are connected by a the Fourier transform: $|X(f)| = F\{x(t)\}$.

In the ionization measurement on the other hand as shown in the measurement in chapter 3.3.3, the angular position of the ellipticity peaks depends on the CEP.

The rather easy solution is to measure CEP averaged ion momentum distributions that yield then only one value of $\theta_{\text{ions}}$.

Intuitively this can be easily understood: for a CEP =0 as defined in 3.3.4, the envelope peak points into the direction of the major axis, so that the resulting ellipticity peak points along the angle of the major axis. For any other CEP
the ellipticity peaks do not point along the axes of the polarization ellipse. For every CEP=ϕ exists however the symmetrical case of CEP=−ϕ, where the ellipticity peak is shifted in the opposite direction. This is sketched in Figure 8-3 for CEP values of π/2 and −π/2. Averaging the two distribution yields again a distribution that is aligned with the polarization ellipse. The average position of the ellipticity peaks then still points along the direction of the major axis. This means that the sum over a random sample of CEP values shows peaks pointing exactly in the direction of the major axis of ellipse.

![Figure 8-3](image)

Figure 8-3 Shown are the ionization rate distributions of a few cycle elliptically polarized pulse in the polarization plane for two different CEP values as a solid line. The broken line shows the orientation of the polarization ellipse. On the left, the distribution is shown for a CEP of π/2, on the right for a CEP of −π/2. If the two distributions are averaged, the resulting maxima are aligned with the polarization ellipse.

Experimentally, a free running laser provides such a random sample of CEP values.

### 8.2 Experimental details

#### 8.2.1 Setup

The setup is depicted in Figure 8-4. For the polarization measurement the elliptically polarized pulses were sent through a broadband polarization filter.
The energy of the transmitted part of the pulse was then measured as a function of polarizer orientation with a calibrated power meter.

The spatial orientation of the polarization ellipse is expected to vary with frequency, as described in chapter 3.3.3. This means that a uniform spectral response of both the polarizer and the power meter is essential since the power meter spectrally integrates. The power meter and polarization filter\textsuperscript{7} were chosen accordingly.

![Diagram of polarization measurement setup](image)

Figure 8-4 The upper panel shows the setup for the polarization measurement, in the lower panel polarizer and power meter are removed to measure the corresponding ion momentum distributions.

Both polarization filter and quarter wave plate were mounted on a computer controlled rotary stage equipped with an absolute position sensor. This setup allowed for precisely repeatable and automatized scans of the orientation of the polarization ellipse and ellipticity with an angular resolution of 0.005 degrees.

After scanning the polarization, the power meter and polarizer could be removed from the setup to let the beam pass into the COLTRIMS for ionization measurements.

\textsuperscript{7} LPVIS050, Thorlabs GmbH
### 8.2.2 Angular calibration

For a measurement of the streaking angle $\Delta \theta$, the relative angle between the coordinate systems of the $\theta_{\text{field}}$-measurement and the $\theta_{\text{ions}}$-measurement needs to be calibrated.

![Diagram showing linear polarization](image)

Figure 8-5 Calibration with linear light. On the left the ion momentum distribution in the plane perpendicular to the laser propagation is shown. Vertically polarized light along the y-direction creates a cigar-shaped momentum distributions along the y-direction. On the right the polarization measurement and fit to the radially integrated ion momentum distribution is shown, since this measurement is used to calibrate the coordinate system between ion measurements and polarization measurements the angle $\Delta \theta$ is set to zero.

For an absolute comparison of the measured angles in the polarization measurement and the angular distributions linearly polarized light is used as a reference. In linear light no streaking takes place, i.e. $\Delta \theta = 0$. This means that the angle extracted from the polarization measurement can be set to the value of the angle of the ion momentum peak, thus aligning the coordinate systems for the two measurements. Figure 8-5 shows the calibration measurement with linear light. The upper panel on the right shows the polarization measurement with $\theta_{\text{field}}$ indicated by an arrow. On the left, the corresponding helium momentum distribution perpendicular to the laser propagation direction is shown. The lower panel on the right then shows the
radially integrated ion distribution with $\theta_{\text{ions}}$ aligned with $\theta_{\text{field}}$. All angles shown in the data analysis are calibrated through this procedure.

### 8.2.3 Measurement procedure

To ensure that the calibration was not affected by alignment, the calibration procedure and measurement were performed in the following sequence:

First the polarization scan was taken for linear light, then the wave plate was placed into the beam path and polarizer scans were recorded for different wave plate angles, leaving the polarizing filter and power meter in place. Then the polarization measurement setup was simply removed without realigning the beam, which could potentially change the angle of incidence on the wave plate. Ion data was taken for the same sequence of wave plate angles, using the computer controlled rotary stage to reliably repeat the wave plate scan that was taken for the polarization measurement. Finally the wave plate was removed to measure the ion distribution generated by linearly polarized light.

### 8.3 Measurement of the tunneling delay time in an ellipticity scan

#### 8.3.1 Polarization scan

For each angle of the wave plate, a full 360-degree scan of the polarizing filter was performed. The angular data was recorded together with the intensity data from the power meter. A typical scan is shown in Figure 8-6 on the right in the upper panel. The two peaks determine the direction of the polarization ellipse and the ratio between maxima and minima of the curve determines the ellipticity.
Figure 8-6 On the left, a typical ion momentum distribution projected onto the polarization plane is shown. On the right as in Figure 8-5, in the upper panel the polarizer scan is shown with the angular orientation of the polarization ellipse, $\theta_{\text{field}}$. The lower panel shows the corresponding angular distribution of the ions with the maximum $\theta_{\text{ions}}$ shifted by the streaking angle $\Delta \theta$.

These curves were normalized to a maximum transmission intensity of one and fitted with the following function:

$$I_{\text{meas}} = \varepsilon^2 \sin(\theta - \theta_{\text{field}})^2 + \cos(\theta - \theta_{\text{field}})^2$$

where $\varepsilon$ is the ellipticity and $\theta_{\text{field}}$ is the peak position. In the experiment, the wave plate angle was scanned over ~50 degrees in ~1 degree steps.

At 45 degrees, where equal amounts of light are coupled into the two crystal axes, theoretically the pulses could become perfectly circular, so that no ellipticity peaks could be defined any more. As explained in chapter 4.2.2, in reality the maximum achievable ellipticity is around 0.95 due to the imperfect wavelength dispersion in the quarter wave plate. The position of maximum ellipticity used to find the absolute angular reference of the wave plate angle in the experiment.

The results are shown in Figure 8-7. Each red point corresponds to one setting of the wave plate; the value of $\theta_{\text{field}}$ is indicated on the left axis.
Between ~30 and ~60 degrees of wave plate angle also the corresponding ellipticity is shown for every setting of the wave plate as a green dotted line. Ellipticity values are indicated on the axis on the right. The error bars are given by the fitting procedure described in chapter 8.4.3.

![Figure 8-7 Measurement of $\theta_{\text{field}}$. Scan of the wave plate angle and thus the ellipticity. Shown as dots is the measured orientation of the polarization ellipse, the solid line shows the simulated orientation. Green squares show the ellipticity extracted from the measurement and the dotted line gives the corresponding simulated ellipticity curve.]

**8.3.2 Ion measurement**

For the measurement of $\theta_{\text{ion}}$, the wave plate was again scanned in 1 degree steps, spanning from 35 to 55 degrees. This range is smaller than for the measurement of $\theta_{\text{field}}$, because for wave plate angles outside this interval the peaks on the momentum distributions are not well resolved any more; the streaking in radial direction becomes too low. The angular position of the ellipticity peaks, $\theta_{\text{ion}}$, were calculated by first radially integrating the angular
momentum data and then fitting with a double peak Gaussian distribution, in the same procedure as used in the analysis in 7.5.

![Figure 8-8 Measurement of $\theta_{\text{Ion}}$. Scan of the wave plate angle and thus the ellipticity. Shown as dots is the measured orientation of the ellipticity peaks on the ion momentum distribution, the dashed line shows the simulated orientation.](image)

A typical ion momentum distribution projected on the polarization plane is shown in Figure 8-6 on the left. The lower panel on the right shows the radially integrated momentum distribution with the fitted peaks indicated by a broken line. Figure 8-8 shows the results for the scan of the wave plate angles and thus the ellipticity. Blue dots with error bars give the measured value of $\theta_{\text{Ion}}$. The solid line shows the corresponding simulation. The systematic angular offset between data and experiment is due to the Coulomb force that was not taken into account in the simulation.
8.4 Data analysis

8.4.1 Simulations

Simulations were performed as explained in Chapter 4 and extended to simulate the scan of the angular orientation of the wave plate. The measured residual ellipticity of the input pulse was also taken into account. Since the momentum distribution can be calculated only for a fixed CEP, distributions were calculated for equally spaced CEP values covering \(2\pi\) and then averaged.

Peak fitting was used to extract the angles of the polarization ellipse \(\theta_{\text{field, sim}}\) as well as the angles of the ellipticity peaks of the calculated momentum distributions \(\theta_{\text{ion, sim}}\). From the simulations, the orientation of the polarization ellipse can be easily calculated by integration over the temporal pulse field.

The results of the simulations are shown as solid lines in Figure 8-7 and Figure 8-8, respectively.

8.4.2 Streaking angle and tunneling delay time

Finally from these two datasets the streaking angle \(\Delta \theta\) can be calculated for both experiment and simulation.

Figure 8-9 shows the results: The green dotted line gives the ellipticity. The values of the streaking angle extracted from the data is given by green dots with error bars combined from the error bars derived of the measurements of \(\theta_{\text{field}}\) and \(\theta_{\text{ions}}\). The broken line is the simulated streaking angle \(\Delta \theta_{\text{sim}}\). In the simulations described in Chapter 4, the Coulomb force between ion and electron during the streaking was neglected.

The effect of the Coulomb potential was then calculated in a separate simulation by Harm Muller [58]. It depends weakly on the ellipticity. The calculated offset angles were added to the original simulation, the resulting curve is shown as a black solid line in Figure 8-9. The simulations agree with
the measured streaking angle for almost all values of ellipticity. This means that within the accuracy of this measurement, no offset between the simulation and the measurement could be found.

![Graph showing measured and calculated values of the streaking angle](image)

Figure 8-9 The streaking angle $\Delta \theta$ from the measurement is shown as dots with error bars derived from the individual measurements of $\theta_{\text{field}}$ and $\theta_{\text{ions}}$. The black broken line shows the corresponding simulation. The calculated values were corrected by the effect of the coulomb potential yielding the values shown as a black solid line. The green dotted line gives the corresponding ellipticity indicated on the axis on the right.

### 8.4.3 Statistical error limit

The polarization and the ion distribution curves are fitted by an iterative nonlinear fitting procedure, using target functions $f(x, \beta)$, where $\beta$ represents a set of parameters to be optimized. The ‘best values’ of the angular direction $\theta_{\text{field}}$ and $\theta_{\text{ions}}$ together with their standard deviations $\sigma_{\text{field}}$ and $\sigma_{\text{ions}}$ are estimated with a Levenberg-Marquardt algorithm that is based on the minimization of $\chi^2$:
\[ \chi^2(\beta) = \sum_i \left( \frac{f(x_i, \beta) - y_i}{\sigma_i} \right)^2 \]

where \( f(x_i, \beta) \) is the fitted value for a given measured data point \((x_i, y_i)\) and \( \sigma_i \) is the standard deviation for \( y_i \), i.e. the weighting given by a known experimental measurement error. In this case the curve fitting is done without weighting (i.e. \( \sigma_i \) all set to 1). The target function for the polarization data was a \( \sin^2 \)-function and for the ion data a double Gaussian function. This fitting procedure then yields the value of \( \theta_{\text{field}} \pm \sigma_{\text{field}} \) and \( \theta_{\text{ions}} \pm \sigma_{\text{ions}} \) for any ellipticity.

The error bars (\( \sigma_{\Delta\theta} \)) for the values of \( \Delta\theta = \theta_{\text{ions}} - \theta_{\text{field}} \) in Figure 8-9 result from the Gaussian propagation of the individual uncertainties on \( \theta_{\text{ions}} \) and \( \theta_{\text{field}} \):

\[
\sigma_{\Delta\theta} = \sqrt{\sigma_{\text{ions}}^2 + \sigma_{\text{field}}^2}
\]

The same approach is used for the error estimation in Figure 8-10: for every intensity, the error bars are calculated as described above resulting in individual standard deviations ranging between 13 and 20 as.

Motivated by our quantum mechanical calculations that predict an instantaneous tunneling delay time, an upper limit of \( \Delta\tau_D \) was determined from the intensity-averaged weighted mean. The weighted mean is calculated as:

\[
\Delta\tau_{D,\text{mean}} = \frac{\sum_i \Delta\tau_D^i / \sigma_{\Delta\tau_D}^2}{\sum_i 1/\sigma_{\Delta\tau_D}^2}
\]

and the standard deviation of the weighted mean as:

\[
\sigma_{\Delta\tau_{D,\text{mean}}} = \frac{1}{\sqrt{\sum_i 1/\sigma_{\Delta\tau_D}^2}}
\]

resulting in an intensity-averaged weighted mean \( \Delta\tau_{D,\text{mean}} \) of less than 1 degree (corresponding to 6.0 as) with a standard deviation of the weighted mean of 5.6 as. This would lead to an upper limit of a possible tunneling delay time of less than 12 as.
A more conservative upper limit can be estimated by using the data point with the largest deviation from zero tunneling delay time, which occurs at the lowest intensity. Using this data point with 13.9 as and a standard deviation of 19.7 as obtained from the fitting procedure results in a conservative upper limit of 34 as.

### 8.5 Intensity dependence of the tunneling delay time

The tunneling time suggested by Buttiker as well as the imaginary tunneling time derived from the Keldysh parameter $\gamma$ in [45] depend on the Keldysh parameter and therefore on the intensity. The laser intensity varies the barrier width; a lower intensity leads to a thicker barrier and therefore a longer tunneling time. For the experimental parameters used in the experiment presented in 8.3 applying this formula would result in 450 as for the barrier interaction time. The time $\tau_D$ that was measured in this experiment was shown to be much smaller, i.e. shorter than 50 as. The question however remains if any change in this time could be measured for different ionization intensities and thus different Keldysh parameters.

This experiment is conceptually even simpler than the measurement of the absolute value of $\tau_D$. A dependence of $\tau_D$ on the adiabaticity parameter of Keldysh would simply result in an intensity dependent delay of the ionization rate compared to the ionizing field. Keeping the electric field constant while varying the intensity would then delay the ellipticity peaks for higher tunneling barriers i.e. lower intensities.

Again for this experiment no CEP stabilization is needed since a shift would be the same for all CEP phases.

### 8.5.1 Intensity scans

Controlling the intensity of a 5 fs pulse is not trivial. Several methods are possible, each with their specific drawbacks.
The easiest way to reduce the intensity of a pulse is transmission through an absorbing or partially reflecting material. The disadvantage is that transmission through any such material introduces dispersion that could, in our case, not be compensated for.

Dielectric beam splitters with reflection coefficients of 37, 50 and 75 percent were tested that can be used in reflection thus avoiding material dispersion. It was however found, that these beam splitters introduce considerable spectral distortions because the reflection coefficient is not constant over the full bandwidth of a 5 fs pulse, and the reflection characteristics also varied between beam splitters. Spectral distortions change important pulse parameters such as cycle duration and pulse length. Another widely used technique to control the intensity for ~30 fs pulses is the combination of a half wave plate and a polarizer. The half wave plate rotates the polarization of linearly polarized light and the polarizer transmits intensity depending on the polarization angle. Broadband wave plates and polarizers are available, but introduce considerable chirp. As this setup can be implemented before compression however, the material can be easily compensated for by the grating or prism compressor after the amplifier. This is not feasible for shorter pulses however, because to create the 5 fs pulse, the intensity that is sent into the filaments needs to be kept constant in order not to change the spectral broadening.

A widely used technique for few cycle pulses is the use of an adjustable iris. Cutting the beam with an iris however changes not only the size of the focus but also its position and Raleigh range. For the experiments presented here this is not critical however, since the target was placed outside the focus of the laser.

More limiting to the range of intensities that could be tested proved the COLTRIMS detection. The ionization rate rises approximately with the fifth power of intensity, so that even small further increases in the intensity would lead to saturation effects on the detectors. Detector saturation leads to uneven detection probabilities at different spots that distort the momentum
distribution. The maximum possible count rate was found by checking the symmetry in the momentum distributions. This yielded around 1200 counts overall per second limiting the maximum intensity to $3.3 \cdot 10^{14} \text{W/cm}^2$. The corresponding Keldysh parameter is then 1.23, so that the threshold of $\gamma = 1$ could not be crossed. In principle there is no limit to go to lower count rates except impractically long acquisition times.

### 8.5.2 Experiment

For this experiment the ellipticity was kept constant at a value of $\epsilon = 0.88$. This point is indicated by the filled, red dot in Figure 8-9, choosing a point at the curve slightly off the highest ellipticity. In general the streaking process is most uniform and gives the best angular resolution around values of high ellipticities, i.e. a wave plate angle of $\sim 45$ degrees. On the other hand, the streaking angle $\Delta \theta$ becomes very sensitive to the exact value of the ellipticity approaching perfectly circular light. In addition, for higher ellipticities the contrast in the polarization measurement and in the ion data becomes lower which leads to higher statistical errors in the peak fitting procedure and a larger influence of the residual ellipticity of the original pulse.

Count rates were varied between 100 Hz and 1200 Hz, yielding intensities of $2.3 \cdot 10^{14} \text{W/cm}^2$ to $3.3 \cdot 10^{14} \text{W/cm}^2$.

Figure 8-10 shows the result of this measurement: within the error bars, no intensity dependence could be found. This curve is also gives absolute streaking angles (y-scale on the left) and converts them to time delays on the basis of a central wavelength corresponding to 725 nm (y-scale on the right). To find these absolute values, the same procedure as in the measurement of the ellipticity dependence of the streaking angle is applied. The angular orientation of the polarization ellipse $\theta_{field}$ does not vary with intensity, also the ADK-rate based simulations that assume no tunneling delay time $\tau_D$ yield intensity independent streaking angles $\theta_{ion,sim}$. The streaking angles extracted from the simulation $\Delta \theta_{sim}$ were then corrected for the Coulomb force that was
neglected in the calculation of the streaking process. Also the Coulomb correction shows no significant intensity dependence and thus generates a constant offset of the streaking angle.

![Keldysh parameter vs. intensity](image)

Figure 8-10 Measured tunneling time delay $\Delta \tau_{\phi}$ (data points) for a fixed ellipticity (i.e. 0.88) as a function of peak intensity and Keldysh parameter. The tunneling time delay is the difference between the measured and the calculated streaking angle assuming instantaneous tunneling. In the calculated streaking angle we also took into account the Coulomb potential (solid line set to zero). The intensity-averaged offset is 6.0 as with a standard deviation of 5.6 as. The two dimensional helium momentum distributions measured at different intensities and the corresponding radially integrated distributions spanning one optical cycle (2.44 fs) are shown on the right. The time axis is calibrated and the calculated streaking time is deducted.

The weighted intensity averaged offset between the simulated and the measured streaking angle amounts to 6 as, with a standard deviation of 6 as, taking into account the individual data errors. (See also the description of the error treatment procedure in 8.4.3). This yields an upper limit for the tunneling delay time $\tau_{D}$ of 12 as.
8.6 Conclusion

In this chapter the tunneling time delay $\tau_D$ was measured for the first time using AAS. A time marker was introduced that can be measured in the electric field as well as in the corresponding ionization rate with a precision of much less than a cycle of the central wavelength of the pulse.

To determine $\tau_D$, measurements were compared to a simulation that assumes that the ionization rate follows the electric field adiabatically. A finite delay between the field and the resulting ionization rate would then appear as an angular offset between the streaking angle extracted from the measurement, $\Delta\theta_{\text{meas}}$ and the streaking angle found from the simulation $\Delta\theta_{\text{sim}}$.

First, measurements were taken for different ellipticities, at one fixed value of the laser intensity of $2.3 \cdot 10^{14} \text{ W/cm}^2$, i.e. a Keldysh parameter of 1.46. $\tau_D$ is not expected to depend on the ellipticity in first order because the fundamental parameters, the width of the tunneling barrier and the laser oscillation frequency are constant.

In the second experiment, the ellipticity was then kept constant at $\varepsilon = 0.88$, and the intensity was varied between $2.3 \cdot 10^{14} \text{ W/cm}^2$ and $3.3 \cdot 10^{14} \text{ W/cm}^2$, corresponding to a variation in the Keldysh parameter of 1.45 to 1.17. $\tau_D$ was expected to vary with the barrier width. In both measurements it was found that $\tau_D$ is zero within the experimental error limit of 12 as. This result is consistent with quantum mechanical calculations based on solving the time dependent Schrödinger equation [58].
Chapter 9

Summary & Outlook

In this thesis the technique ‘attosecond angular streaking’ (AAS) was introduced. It is based on ionization and streaking with high-intensity few-cycle pulses with a central wavelength in the near infrared and circular polarization.

Originally AAS was proposed as a tool to measure the absolute value of the carrier envelope offset phase (CEP) that determines the exact shape of the electric field in an ultra short pulse and thus has a strong influence in any strong-field process such as for example high harmonic generation.

In this thesis it was shown that AAS can be applied much more generally as a streaking technique to resolve attosecond time dynamics in strong field processes: The electric field vector of the pulse that rotates in the polarization plane creates a unique relation between time and momentum within one cycle of the carrier frequency (2.4 fs) of the pulse.

AAS can be described as a two step process: First, an electron is set free by tunnel ionization through the potential barrier that is suppressed by the strong field of the pulse, and second the streaking, where both ion and electron move under the influence of the pulse field, acquiring a final momentum depending on the time of ionization in the pulse. The distribution of momenta in the polarization plane maps out the ionization rate and thus the temporal evolution of the field strength.

In linearly polarized light, the CEP determines the evolution of the electric field of the pulse in time. AAS on the other hand employs circularly polarized light, where the CEP determines the angular orientation of the electric field evolution in the polarization plane. To achieve a high resolution
of the CEP, ideally the pulse should be as circular as possible. In practice it is not possible to achieve perfectly circular polarization in ultrashort pulses due to their large spectral bandwidths. The residual ellipticity creates a small sub-cycle oscillation of the magnitude of the electric field vector while it traces the polarization ellipse. This sub-cycle oscillation masks the effect of the CEP.

In a proof of principle experiment, AAS was applied in a CEP resolved measurement. The CEP was slowly ramped over $2\pi$ while momentum distributions of helium ions were recorded with a COLTRIMS apparatus that allows to detect the momentum vector of a particle in three dimensions. The momentum distributions in the polarization plane could then be compared to a simulation. The resolution of the CEP depends, due to the ellipticity, on the value of CEP and thus is not constant over the data set. Compared to other techniques to measure the absolute value of the CEP such as Stereo-ATI where many electrons can be generated and detected per pulse, the measurement in COLTRIMS needs long integration times since it allows typically less than one ionization event per laser shot. A big advantage is however, that the CEP is measured in situ which might be very useful for further experiments: If AAS should be used for absolute time measurements in single events, the CEP needs to be fixed (i.e. stabilized) and its absolute value needs to be known in the interaction region. This is only possible with such a calibration measurement.

It was also shown that careful simulations of the pulse field are necessary but feasible to achieve such high accuracy.

This experiment also demonstrated the time resolution and accuracy that can be achieved with AAS: By comparing the CEP resolved dataset with a semiclassical simulation an overall accuracy of 34 as could be shown. Additional quantum mechanical simulations indicate a temporal resolution that is limited by the spread of the wavepacket of the ionized electron to around 200 as.

In the next step AAS was employed to measure the tunneling delay time $\tau_D$, defined as a possible time delay between the ionizing field and the
corresponding tunneling rate. For this experiment the timing of the electric field needed to be measured separately, using a temporal marker provided by the inherent ellipticity in the pulse field. The tunneling delay time $\tau_D$ was measured for a range of ellipticities and as a function of intensity. Comparing data and simulations yields a $\tau_D$ of 6 as from the intensity dependent measurement, with a standard deviation of 6 as. This means, that within the limit of 12 as given by the experimental error, $\tau_D$ is zero. This result is in accordance with simulations that solve the time dependent Schrödinger equation.

AAS might be an approach to study another tunneling time, $\tau_{BL}$, that was introduced by Büttiker and Landauer as discussed in chapter 2. In their model, an oscillating barrier is used to probe the interaction time of a particle with the tunneling barrier. The barrier oscillation leads to sidebands in the energy of the transmitted particles as they pick up or loose oscillation quanta in the tunneling process. The relative strength of these sidebands allows to calculate the barrier interaction time. The Büttiker-Landauer model used a barrier solely varying in height, while in AAS the field vector changes the angular dependence of the barrier. Efforts are under way to transfer the model of the oscillating barrier to the case of a spatially changing barrier.

Attosecond pulses alone with their high energy photons and currently low intensity do not induce strong field processes. They have however been successfully combined as triggers or temporal references with strong field few-cycle pulses in a streaking experiment similar to AAS, energy streaking. AAS could in principle also be combined with an attosecond pulse in a similar way. Compared to energy streaking that uses linearly polarized light it has the advantage that the measurement span is a full cycle of the streaking field while in energy streaking the mapping is only unique within a quarter cycle between a maximum and a minimum of the field and the mapping function is only linear around its zero crossing. AAS on the other hand is limited by the initial angular spread in the streaked particle, prohibiting to study processes that are angularly isotropic such as ATI.
All experiments presented in this thesis used helium as it has a perfectly symmetric s-orbital as ground state. On this model system it could be shown that the pulse field can be simulated very accurately which is crucial to achieve high accuracy in a time measurement. As a next step AAS can now be applied to different atomic species or molecules to study complex processes such as electronic correlations for example in double ionization.
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