Quantitative Assessment of Atherosclerosis in Coronary Arteries

A dissertation submitted to
ETH ZURICH

for the degree of
Doctor of Sciences (Dr. sc. ETH Zürich)

presented by

Stefan Saur
Dipl.-Ing. Elektrotechnik und Informationstechnik
born December 1, 1979
citizen of Germany

accepted on the recommendation of
Prof. Dr. Gábor Székely, examiner
Prof. Dr.-Ing. Horst Hahn, co-examiner
PD Dr. med. Hatem Alkadhi, co-examiner
Prof. Dr. Philippe Cattin, co-examiner

2009
TO MY PARENTS AND GRANDPARENTS.
Abstract

Cardiovascular diseases represent the leading cause of death in developed countries. In the presence of atherosclerosis, plaques develop by the accumulation of lipid or calcified deposits in the vessel walls. Coronary plaques may rupture and lead to acute coronary syndromes. Therefore, early detection and quantification of plaques is of high interest.

These days, computed tomography (CT) has emerged as a robust and accurate modality for the assessment of coronary arteries and the detection and characterization of coronary plaques. For the assessment of atherosclerosis, a reader – supported by software tools – searches the acquired data for characteristic anomalies. The decision for the presence of plaques is then mainly based upon the reader’s experience. Once found, several scores exist for a detailed analysis. However, this manual assessment induces errors due to the absence of clear decision criteria. As a consequence, the decisions between different readers vary. Furthermore, the CT intensities even change between examinations such that these additional variabilities also effect measurements.

This thesis aims in reducing these aforementioned variabilities by presenting automatic and semi-automatic algorithms or tools for an improved assessment of atherosclerosis in coronary arteries. The work at hand advances the state-of-the-art with four main contributions.

Firstly, a robust method for the volumetric assessment of calcified plaques in non-enhanced CT data sets is presented that overcomes the variabilities and parameter dependencies of the currently applied method.

The second contribution comprehends the development of a framework for the automatic extraction of calcified coronary plaques. For this purpose, new automatic and semi-automatic algorithms for the extraction of anatomical features in CT data sets are introduced.

The third contribution is given for the assessment of noncalcified plaques. Dual Energy CT – the image acquisition at two different energy levels – is used to propose an algorithm that enhances the contrast between tissues as compared to a conventional CT examination.

The final contribution lies in the research of spatial plaque distribution patterns with frequent itemset mining. Knowledge about these patterns is used to propose a guided review of coronary segments for improving the manual detection of coronary plaques.
Zusammenfassung

Koronare Herzkrankheiten sind die Haupttodesursache in entwickelten Ländern. Im Falle einer Atherosklerose entstehen Plaques durch die Akkumulation von fettigen oder kalzifizierten Ablagerungen in Gefäßwänden. Da diese Plaques aufplatzen und zu akuten Herzsyndromen führen können, ist deren frühzeitige Erkennung von großem Interesse.


Zuerst wird eine Methode zur robusten volumetrischen Beurteilung von kalzifizierten Plaques in unkontrastierten CT Aufnahmen beschrieben, welche sowohl die Variabilitäten als auch die Abhängigkeit von der Parametrisierung der bisherigen Methode beseitigt.

Der zweite Beitrag besteht in der Entwicklung eines Frameworks zur automatischen Erkennung von kalzifizierten Koronarplaques. Dazu werden neue (semi-)automatische Algorithmen zur Lokalisierung und Extraktion von verschiedenen Anatomien vorgestellt.

Der dritte Beitrag widmet sich der Erkennung von nicht kalzifizierten Plaques. Dazu werden Dual Energy CT Aufnahmen verwendet, um den Kontrast zwischen verschiedenen Geweben im Vergleich zur konventionellen Aufnahme zu verbessern.

Der letzte Beitrag besteht in der Erforschung von räumlichen Plaqueverteilungsmustern mit Frequent Itemset Mining. Mit Hilfe der gewonnenen Verteilungsmuster wird eine gezielte Überprüfung von Koronarsegmenten entwickelt, um die manuelle Plaquedetektion zu verbessern.
Acknowledgements

This work was supported by the National Center of Competence in Research Co-Me of the Swiss National Science Foundation (http://co-me.ch).

This thesis would have not been possible without the support from many sides. First and foremost I thank my advisor Prof. Dr. Gábor Székely for providing me a great research environment. Special thanks goes to Prof. Dr.-Ing. Horst Hahn, PD MD Hatem Alkadhi, and Prof. Dr. Philippe Cattin for the co-examination of this thesis.

I am very grateful to Prof. Dr. Philippe Cattin for taking the time for regular meetings, discussions and scientific support despite his tight schedule.

The clinical trials and evaluations of the developed algorithms would have not been possible without the excellent support through PD MD Hatem Alkadhi from the Institute of Diagnostic Radiology at the University Hospital Zurich. Furthermore, I would like to thank MD Stephan Baumüller, MD Lotus Desbiolles, PD MD Sebastian Leschka, and MD Paul Stolzmann for their medical contributions.

I also thank Thomas Fuchs for his statistical advice and Joseph Knight, Caroline Kühnel, and Philipp Fürnstahl for proofreading.

For the numerous discussions and a great time, I am grateful to my colleagues at the Computer Vision Laboratory of ETH Zurich as well as to my project colleagues from the Laboratory of Thermodynamics in Emerging Technologies of ETH Zurich. Particular thanks goes to Andreas Ess, Philipp Fürnstahl, Axel Krauth, Jan Lesniak, Till Quack, Daniel Roth, Martin von Siebenthal, and Thibaut Weise.

Special thanks goes to my family, especially to my mum and my dad, for their enduring support.
Contents

List of Figures xiii
List of Tables xv

1 Introduction 1
  1.1 Cardiac Anatomy and Physiology 1
     1.1.1 Heart 2
     1.1.2 Coronary Arteries 3
     1.1.3 Coronary Tree 4
  1.2 Atherosclerosis 5
     1.2.1 Development 5
     1.2.2 Classification 6
     1.2.3 Treatment 9
  1.3 Imaging Modalities 11
     1.3.1 Coronary Angiography 12
     1.3.2 Intravascular Ultrasound 12
     1.3.3 Magnetic Resonance Imaging 13
     1.3.4 Computed Tomography 14
  1.4 Contribution of this Thesis 20
  1.5 Organization of this Thesis 23

2 Calcium Scoring 25
  2.1 Scores 25
     2.1.1 Agatston Score 26
     2.1.2 Volume Score 26
     2.1.3 Mass Score 27
     2.1.4 Other Scores 27
  2.2 Factors Influencing the Calcium Scores 27
     2.2.1 Reconstruction Kernel 28
     2.2.2 Tissue Density 29
     2.2.3 Tube Voltage 29
     2.2.4 Spatial Resolution 29
## Contents

2.3 ACCURATUM .......................................................... 29
2.4 Experimental Setup ................................................. 31
   2.4.1 Phantom ......................................................... 31
   2.4.2 CT Parameters ................................................. 32
   2.4.3 Training Data Sets ........................................... 34
   2.4.4 Evaluation Data Sets ......................................... 34
   2.4.5 Statistical Analysis ........................................... 34
2.5 Results ................................................................. 35
   2.5.1 Training Data Sets ........................................... 35
   2.5.2 Evaluation Data Sets ......................................... 35
2.6 Discussion and Conclusion ......................................... 38

3 Extraction of Anatomical Structures 41
   3.1 Ascending Aorta Detection .................................... 41
      3.1.1 Related Work ............................................... 42
      3.1.2 Methods ...................................................... 43
      3.1.3 Experimental Setup and Results ....................... 46
   3.2 Coronary Artery Tracking ...................................... 47
      3.2.1 Related Work ............................................... 48
      3.2.2 Methods ...................................................... 50
      3.2.3 Experimental Setup and Results ....................... 54
   3.3 Vessel Lumen Segmentation .................................... 54
      3.3.1 Related Work ............................................... 55
      3.3.2 Methods ...................................................... 56
      3.3.3 Experimental Setup and Results ....................... 61
   3.4 Coronary Artery Tree Labeling ................................ 61
      3.4.1 Related Work ............................................... 62
      3.4.2 Methods ...................................................... 63
      3.4.3 Experimental Setup and Results ....................... 67
   3.5 Discussion and Conclusion ..................................... 68

4 Automatic Detection of Calcified Coronary Plaques 71
   4.1 Introduction .................................................... 71
      4.1.1 Related Work ............................................... 72
   4.2 Methods .......................................................... 73
   4.3 Experimental Setup and Results .............................. 77
   4.4 Discussion and Conclusion .................................... 79

5 Assessment of Lipid Plaque Constituents 83
   5.1 Introduction .................................................... 83
      5.1.1 Related Work ............................................... 85
   5.2 Methods .......................................................... 88
List of Figures

1.1 The blood vessel with its three layers. .......................... 2
1.2 The human heart with its four chambers. ......................... 3
1.3 The coronary artery tree with its four main arteries. .......... 4
1.4 The 16-segment model of the coronary artery tree. .......... 5
1.5 CT and histopathological examples for atherosclerotic lesions. . 7
1.6 Different stages of plaque development. ......................... 10
1.7 Treatment options for cardiovascular diseases. ................. 11
1.8 Coronary angiography for the assessment of stenoses. ........... 13
1.9 IVUS for the assessment of atherosclerosis. .................... 14
1.10 MRI image of the heart. ........................................... 15
1.11 CT system. .......................................................... 16
1.12 Construction of a classical CT device. .......................... 17
1.13 Typical HU range for selected tissues. ........................ 18
1.14 Appearance of plaques in CT images. ........................ 21

2.1 Principle of ACCURATUM algorithm. ............................. 30
2.2 Intensity profile of a node along its surface normal. .......... 31
2.3 Antropomorphic phantom with three sets of calcified cylinders. . 33
2.4 Results of ACCURATUM by varying tube voltage and reconstruc-
    tion kernel. ............................................................ 36
2.5 Results of ACCURATUM by varying slice thickness. .......... 37

3.1 Propagation of search rays through volume of interest. ...... 43
3.2 Detection of candidate points. .................................... 45
3.3 Clustering of candidate points. .................................. 45
3.4 Challenging anomalies for tracking algorithms. ................. 47
3.5 Cost functions for the coronary artery tracking algorithm. .... 52
3.6 Manual bridging of stenoses. ................................... 53
3.7 Data structure to store branching information. ................. 54
3.8 Exemplary results of coronary artery tracking. ................. 55
3.9 Pruning of the segmentation result. ............................. 61
3.10 Exemplary results of the coronary artery segmentation algorithm. 62
3.11 Characteristic landmarks for the labeling of the right coronary artery branch. ................................................. 66

4.1 Workflow of the plaque detection framework. ................. 74
4.2 Registration of plaque candidates. .............................. 78
4.3 Distribution of plaques and false positives. ................. 79
4.4 Exemplary results after the various steps of the plaque detection framework. ........................................... 80

5.1 Workflow of the tissue cancelation algorithm. ................. 88
5.2 Photon energy distribution of a Tungsten X-ray tube. ........ 91
5.3 Basis plane spanned by two selected basis materials. ........ 92
5.4 Contrast enhancement factor and signal to noise ratio in dependence on the cancelation angle. ......................... 94
5.5 Contrast enhancement among different tissue types. ....... 96
5.6 Comparison of contrast enhancement. ......................... 97
5.7 Comparison of signal to noise ratio. .......................... 98

6.1 Itemset tree with its different hierarchical levels (level 1-4). .. 106
6.2 Itemset tree (level 5-6). ........................................ 107
6.3 Prototype of guided review as a web application. .......... 109
6.4 Spatial plaque distribution patterns in a schematic representation of the coronary artery tree. ....................... 113
6.5 Impact of the minimum confidence parameter. ............. 117
6.6 Impact of the minimum support parameter. .................. 118
6.7 Performance comparison between guided review by frequent itemset mining and guided review by random selection. .. 119
6.8 Number of segments proposed by frequent itemset mining for guided review. ........................................ 120
6.9 Improvement with iterative guided review by frequent itemset mining. 120
6.10 Detected plaques by guided review by frequent itemset mining and the reference approach shown in a schematic representation of the coronary artery tree. .................. 122
List of Tables

1.1 Definition of the 16 coronary segments according to the model of the American Heart Association. ......................... 6
1.2 Typical parameters for a cardiac CT protocol. ................. 19
1.3 Reported HU values for lipid, fibrous, and calcified tissue. ... 22

2.1 Characteristics of the nine plaque equivalent cylinders. ........ 33

3.1 Selected parameters for ascending aorta detection. ............ 46

4.1 Results of the plaque detection framework. ...................... 81

5.1 Chemical composition of selected body tissues. ............... 90
5.2 Optimal cancelation angle with maximum contrast enhancement between tissues. ........................................ 94
5.3 Results of the contrast enhancement with one fixed cancelation angle. .................................................. 95

6.1 Patient demographics and clinical characteristics. ............ 110
6.2 Plaque distribution in the study population. .................... 112
6.3 Association rules showing evidence for plaques at different hierarchical levels. ........................................ 115
6.4 Association rules showing evidence for mixed plaques. ....... 115
1

Introduction

Cardiovascular diseases represent the leading cause of death in developed western countries [Jougla 2003, Lloyd-Jones et al. 2009, Rosamond et al. 2008]. In the presence of atherosclerosis, plaques develop by the accumulation of lipid or calcified deposits in the vessel walls (see Section 1.2). Coronary plaques may rupture and lead to acute coronary syndromes [Shinohara et al. 2008]. Therefore, early detection and quantification of coronary plaques is of high interest.

This introductory chapter addresses cardiovascular diseases and focuses on the development, classification, and treatment of atherosclerosis. For this purpose, basic anatomical and physiological aspects of the cardiovascular system are briefly reviewed. Additionally, an overview of imaging modalities used for the assessment of atherosclerosis is given. In conclusion of this chapter, the organization of the thesis is outlined.

1.1 Cardiac Anatomy and Physiology

The vascular system, also called the circulatory system, has the task of moving nutrients and gases to all cells in the body and of removing waste (e.g. carbon dioxide) from the cells. The vascular system can be divided into the lymphatic system, which distributes lymph, and the cardiovascular system, which distributes blood through vessels. Two different types of vessels are present in the cardiovascular system: arteries transport blood away from the heart, whereas veins transport blood to the heart. All arteries, with the exception of the pulmonary and umbilical artery, carry oxygenated blood.

The blood vessel wall consists of three layers (Fig. 1.1). The tunica externa or tunica adventitia is the outermost layer, which embeds the vessel in its surroundings. It is composed of areolar or fibrous connective tissue. Tunica media is the middle layer of a blood vessel. It is made up of smooth muscle cells and elastic tissue and can be distinguished from the inner layer by its color and by the transverse arrangement of its fibers. The tunica intima is the innermost layer and is defined as the region of the arterial wall from, and
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Figure 1.1: The blood vessel wall consists of three layers: tunica adventitia, tunica media, and tunica intima. Figure in courtesy of the National Institutes of Health (NIH).

including, the endothelial surface at the lumen to the luminal margin of the media [Faller and Schünke 2004]. The interior of the vessel enclosed by the wall is the lumen of the vessel.

Arteries and veins resemble each other in their three layer composition as aforementioned. However, in contrast to veins, arteries have an elastic, fenestrated membrane between the inner and middle layer. Furthermore, the arterial muscular layer is better developed and contains a varying amount of elastic fiber. This muscular layer is the driving force of the blood vessels as it regulates the blood flow and blood pressure by dilating and constricting the diameter of the blood vessel [Faller and Schünke 2004].

1.1.1 Heart

The human heart is a hollow muscular organ of a somewhat conical form. It is subdivided by the interventricular septum into a right part for the pulmonary circulation and a left part for the systemic circulation throughout the entire body. Furthermore, a constriction divides each half into two cavities, the upper one being the atrium and the lower one the ventricle. All in all, the heart consists of four chambers: the right atrium, the right ventricle, the left atrium and the left ventricle (Fig. 1.2).

The heart functions as the driving engine of the cardiovascular system. The deoxygenated blood from the human body returns through the great venous trunk to the right atrium and then to the right ventricle from where it is pumped through the pulmonary artery to the lung. In the lung the blood is enriched with oxygen and flows back through the
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(a) The human heart. (b) Heart chambers.

Figure 1.2: The human heart (a) with its four chambers (b). Right figure in courtesy of Patrick J. Lynch and C. Carl Jaffe.

Pulmonary veins into the left atrium of the heart. From there, it reaches the left ventricle, which pumps the blood through the aortic valve and the ascending aorta back into the systemic circulation.

1.1.2 Coronary Arteries

The heart as a muscular organ also needs the supply of blood for its metabolism. This is accomplished by the coronary arteries that exclusively supply the heart muscle (myocardium) with blood. The coronary arteries arise directly from the ascending aorta, immediately above the aortic valve. In the anatomy of the general population, the ascending aorta contains two outlets for two different branches of coronary arteries. The right branch, named the right coronary artery (RCA), arises from the ascending aorta and runs in the coronary sulcus, at first under the right auricle, then around the right cardiac border toward the diaphragmatic surface and finally to the apex of the heart. The left main artery (LM) arises from the second outlet and divides after a short course into the circumflex artery (CX) and the left anterior descending artery (LAD). The former runs posteriorly whereas the latter runs over the anterior surface. LM, LAD, and CX form the left branch of the coronary arteries. Altogether, the left and right branch build up the coronary artery tree (Fig. 1.3).

Depending on the artery that supplies the posterior descending artery (PDA) and the posterolateral artery (PLA), three different types of coronary artery dominance patterns are differentiated. In a right-dominant pattern, the RCA supplies both PDA and PLA whereas in a left-dominant pattern, the CX supplies both arteries. A balanced pattern is present when the PDA is supplied by the RCA and the CX supplies the PLA. In the general pop-
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Figure 1.3: The coronary artery tree with its four main arteries, the right coronary artery (RCA), the left main artery (LM), the left anterior descending (LAD) and the circumflex artery (CX), respectively.

ulation, most people have a right-dominant pattern (86.6%), followed by those having a left-dominant (9.2%) and finally a balanced pattern (4.2%) [Cademartiri et al. 2008].

1.1.3 Coronary Tree

The division of the coronary artery tree into its four main arteries is not sufficient to allow a detailed reporting of coronary diseases. Therefore, the American Heart Association (AHA) [Austen et al. 1975] suggested to divide the coronary artery tree into 16 segments that are defined by anatomical landmarks (Fig. 1.4). Although further divisions of the coronary artery tree into segments were proposed [Alderman and Stadius 1992, Principal Investigators of CASS and their associates 1981], the 16-segment AHA model is well established and widely used in clinical routine such that it will also be applied throughout this thesis for referencing to certain positions within the coronary artery tree. Table 1.1 highlights the 16 segments, and their location within the four main coronary arteries, as well as the anatomical landmarks that define their beginning and ending. For
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Atherosclerosis (from the greek *ather* – porridge, gruel and *sklerosis* – hardening) is the progressive narrowing and hardening of the arteries over time. It is a natural process, starting already in infancy. However, several risk factors (e.g. diabetes, obesity, high blood pressure, smoking) accelerate the progression of atherosclerosis.

1.2.1 Development

When atherosclerosis develops, different materials like fatty deposits or minerals accumulate in the artery’s internal wall. Such an accumulation is referred to as a plaque or more generally as a lesion within the coronary artery. Both terms will be equivalently used in the course of this thesis.
Table 1.1: For reporting, the American Heart Association proposed a 16-segment model of the coronary artery tree [Austen et al. 1975].

<table>
<thead>
<tr>
<th>nr.</th>
<th>vessel</th>
<th>anatomical definition (start - end)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>RCA</td>
<td>ostium RCA - one-half the distance to acute margin of heart</td>
</tr>
<tr>
<td>2</td>
<td>RCA</td>
<td>end segment 1 - acute margin of heart</td>
</tr>
<tr>
<td>3</td>
<td>RCA</td>
<td>acute margin of heart - origin of posterior descending branch</td>
</tr>
<tr>
<td>4</td>
<td>RCA</td>
<td>equal to posterior descending branch</td>
</tr>
<tr>
<td>5</td>
<td>LM</td>
<td>ostium LM - bifurcation of LM into CX and LAD</td>
</tr>
<tr>
<td>6</td>
<td>LAD</td>
<td>origin LAD - to and including origin of first major septal perforator branch</td>
</tr>
<tr>
<td>7</td>
<td>LAD</td>
<td>end segment 6 - orifice of second diagonal branch</td>
</tr>
<tr>
<td>8</td>
<td>LAD</td>
<td>end segment 7 - terminal of LAD</td>
</tr>
<tr>
<td>9</td>
<td>LAD</td>
<td>equal to first diagonal branch</td>
</tr>
<tr>
<td>10</td>
<td>LAD</td>
<td>equal to second diagonal branch</td>
</tr>
<tr>
<td>11</td>
<td>CX</td>
<td>origin CX - to and including origin of obtuse marginal branch</td>
</tr>
<tr>
<td>12</td>
<td>CX</td>
<td>equal to obtuse marginal branch</td>
</tr>
<tr>
<td>13</td>
<td>CX</td>
<td>end segment 11 - terminal of CX</td>
</tr>
<tr>
<td>14</td>
<td>CX</td>
<td>equal to posterolateral branch</td>
</tr>
<tr>
<td>15</td>
<td>CX</td>
<td>equal to posterior descending</td>
</tr>
<tr>
<td>16</td>
<td>-</td>
<td>equal to ramus intermedius</td>
</tr>
</tbody>
</table>

When atherosclerosis develops, advanced lesions (see Section 1.2.2) form first in regions with adaptive intimal thickening [Stary et al. 1992]. Intimal thickenings are physiological adaptations to mechanical stresses secondary to variations in flow, wall tension, or both. The thickening process may be thought of as the consequence of a range of physiological stimuli, constituting an attempt by the tissue to maintain normal conditions of flow and wall tension, respectively. Two types of intimal thickening can be observed: eccentric and diffuse intimal thickening. Eccentric intimal thickening is a relatively abrupt and focally increase in the thickness of the intima associated with branches and orifices. Diffuse intimal thickening is a spread-out and often circumferential pattern of adaptive intimal thickening not clearly related to specific geometric configurations of the arteries.

1.2.2 Classification

Depending on various factors, a lesion might develop into an advanced one that may cause a blockage of arteries. A numerical classification of histologically defined lesion types was established by the AHA Committee on Vascular Lesions in 1994 [Stary et al. 1994] and 1995 [Stary et al. 1995]. New consolidated findings led to an update of the classification in 2000 [Stary 2000]. In the same year, Virmani et al. [2000] suggested some changes for the original classification to overcome certain shortcomings. The eight
stages for the plaque development as defined by the AHA committee [Stary 2000] will subsequently be summarized.

**Figure 1.5**: Computed tomography (top) and histopathological (bottom) examples for atherosclerotic lesions of type I-VIII. Figures in courtesy of Sebastian Leschka, University Hospital Zurich.

**Type I Lesions**

Type I lesions consist of the first microscopically and chemically detectable lipid deposits in the intima and the cell reactions associated with such deposits. This type of lesion is
most frequent in infants and children. However, such initial lesions can also be found in adults, particularly in those with little atherosclerosis, or in locations of arteries that are lesion resistant.

**Type II Lesions**

Type II lesions include fatty streaks, which on gross inspection may be visible as yellow-colored streaks, patches, or spots on the intimal surface of arteries. Fatty streaks begin to develop around the age of 15 years and slowly increase in size and number until about the age of 60. Out of the many type II lesions generally present in a person, only a smaller subgroup – type IIa or progression-prone – will be the first to proceed to type III lesions and then to advanced lesions, if advanced lesions are to develop at all. The larger remaining subgroup of type II lesions – type IIb or progression-resistant – either do not progress, progress slowly, or progress only in persons with very high plasma levels of atherogenic lipoproteins. Whether a type II lesion develops at all, and whether it is progression-prone or progression-resistant, is largely determined by the mechanical forces that act on relevant parts of the vessel wall.

**Type III Lesions**

Type III lesions form the morphological and chemical bridge between type II lesions and type IV lesions – also called atheromas. The characteristic histological features of type III lesions are microscopically visible extracellular lipid droplets and particles.

**Type IV Lesions**

In type IV lesions a dense accumulation of extracellular lipid occupies an extensive but well-defined region of the intima. This type of extracellular lipid accumulation is known as the lipid core. A type IV lesion is the first considered *advanced* because of the severe intimal disorganization caused by the lipid core.

**Type V Lesions**

Type V lesions are defined as lesions, in which prominent new fibrous connective tissue has formed. The new tissue is part of a lesion with a lipid core. A type V lesion may be multilayered: several lipid cores, separated by thick layers of fibrous connective tissue, are stacked irregularly one above the other.
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Type VI Lesions

The development of disruptions of the lesion surface, hematoma or hemorrhage, and thrombotic deposits characterizes type VI lesions. While type VI lesions generally have the underlying morphology of type IV or V lesions, surface disruptions, hematoma, and thrombosis may be (although less often) superimposed on any other type of lesion and even on intima without an apparent lesion.

Type VII Lesions

Lesions, in which mineralization is the dominant feature, are summarized as type VII lesions. In previous publications from the AHA committee [Stary et al. 1995], this type was also referred to as a type Vb lesion. These lesions generally contain a large amount of calcium (nodules of crystalline hydroxyapatite) and also have an increased fibrous connective tissue.

Type VIII Lesions

In fibrotic – or type VIII (previously known as type Vc) – lesions, the normal intima is replaced and thickened with fibrous connective tissue, while lipid is minimal or even absent. Fibrotic lesions could be the result of one or more processes, including organization of thrombi, extension of the fibrous component of an adjacent fibroatheroma, or regression of lipid cores.

The development of lesions through the several stages (Fig. 1.6) is a natural process. Type I and II lesions already occur in infants and children but may also occur in adults. Type III lesions may evolve soon after puberty and, in their composition, form the bridge between early and advanced lesion. Type IV is the first lesion considered advanced by histological criteria and is frequent from the third decade on. In the AHA classification the term advanced lesion is used as an umbrella term for all lesions that disrupt intimal structure, i.e. all lesions following type III. Morbidity and mortality from atherosclerosis is largely due to these advanced lesions. After the third decade of life, lesions of type V-VIII start to appear. In middle-aged and older persons, these often become the predominant lesion types. As aforementioned, the development of an early lesion to an advanced lesion depends on many factors and circumstances that are still researched [El Harchaoui et al. 2009, Zheng et al. 2008] but that are out of the scope of this thesis.

1.2.3 Treatment

Depending on a plaque’s morphology and composition and the patient’s health state, several treatment options exist for cardiovascular diseases. Medication with a lipid-lowering
Figure 1.6: Stages of plaque development according to scheme proposed by the AHA Committee on Vascular Lesions [Stary 2000]. The diagram lists the main histological characteristics of each sequential step (lesion type). Thick or thin arrows differentiate between the relative ease with which lesions develop at specific sites, or indicate the relative frequency and importance of a pathway section.
drugs might regress a plaque to some extent [Lima et al. 2004, Nissen et al. 2006]. Balloon angioplasty or coronary angioplasty (Fig. 1.7(a)) attempts to push the plaque back against the artery wall. In this intervention, a balloon is inserted in a catheter-based procedure and inflated at the plaque’s position. In case the artery’s wall is weakened and has to be stabilized, a drug eluting or bare metal stent is inserted by the same catheter-based procedure (Fig. 1.7(b)). The stent – a short, metal mesh tube – keeps the vessel open and the coating with drugs prevents a re-narrowing of the artery (restenosis). In a coronary artery bypass graft (CABG) surgery, arteries or veins are grafted to the coronary arteries to bypass atherosclerotic narrowings or blockages.

*a* Balloon angioplasty.  
*b* Stent.

**Figure 1.7:** Two possible treatment options for cardiovascular diseases. Figures by courtesy of the National Heart, Lung, and Blood Institute as part of the National Institutes of Health and the U.S. Department of Health and Human Services.

### 1.3 Imaging Modalities

Cardiac diseases can be diagnosed in several ways. First of all, there are indirect methods like exercise electrocardiography testing, stress echocardiography, and myocardial perfu-
sion imaging (e.g. with single-photon emission computed tomography (SPECT)). Those tests can only predict the presence or absence of cardiovascular diseases in general, but cannot provide details about the presence of atheroscleroses.

To allow a visual localization of the affected coronary artery and the investigation of the remaining lumen, various direct imaging techniques have been established, of which the most common ones will be introduced in this section. Some of the imaging techniques like coronary angiography (Section 1.3.1) and intravascular ultrasound (Section 1.3.2) are invasive, i.e. an instrument has to be inserted into the human body for image acquisition. Other modalities like magnetic resonance imaging (Section 1.3.3) or computed tomography (Section 1.3.4) are non-invasive.

### 1.3.1 Coronary Angiography

Selective coronary angiography (CA) is considered to be the gold standard for assessing coronary artery lumen (Fig. 1.8). For image acquisition, a catheter is inserted into the arterial system through a peripheral artery, moved along to the aorta, and finally placed into the origins of the coronary arteries. Contrast agent is then administered through the catheter into the coronary arteries and its distribution is imaged from several angles (e.g. bi-plane angio) with a planar X-ray technique in order to identify possible narrowings of the vessel lumen [Ohnsorge et al. 2007].

Coronary angiography has both a good spatial and temporal resolution. An earlier drawback of CA, namely the pure two-dimensional (2D) representation of coronary arteries, which was a problem in case of overlapping vessels, could be solved: Through the simultaneous acquisitions of two images with the bi-plane technique and with fast image processing algorithms, a three-dimensional (3D) model of the coronary arteries can be provided with modern systems. However, CA only allows for the detection of stenoses and is therefore not suitable for the evaluation of vessel wall and coronary plaques. Additionally, the invasive character of CA also involves risks [Fauci et al. 2008].

### 1.3.2 Intravascular Ultrasound

Intravascular ultrasound (IVUS), also an invasive imaging modality, measures the sound echo of the human tissue and displays this information as a gray-scale image (Fig. 1.9). For this, a miniaturized ultrasound probe is attached to the distal end of a catheter that is navigated – using CA techniques – into the coronary arteries. After being placed as distally as possible, the ultrasound probe is pulled back with constant speed whereby it rotates around its own axis and acquires the images. Like CA, IVUS also has a good temporal and spatial resolution. With IVUS, the evaluation of the vessel wall and atherosclerotic plaques becomes feasible. IVUS is able to characterize and classify coronary artery...
1.3. Imaging Modalities

1.3.3 Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) is a non-invasive 3D imaging technique to obtain a view of the human body by measuring the oscillating energy of nuclei. It is based on the physical principle that hydrogen nuclei align themselves when exposed to an electromagnetic field and release some characteristic energy when the exposure is stopped. A MRI scanner therefore first aligns the nuclei with a static magnetic field. Afterwards, a second electromagnetic field oscillates at certain pulse rates (RF pulse) to excite a fraction of the nuclei out of alignment with the main field. When the secondary field is turned off, those nuclei precess back to align again with the main field. During this process, they emit their characteristic signal which is received and converted into an image by the MRI system. Tissue that contains a large amount of hydrogen, which occurs abundantly in the human body in the form of water, produces a bright image whereas tissue containing little or no water appears black. In comparison to the subsequently discussed computed tomography technique, MRI shows a good contrast to differentiate soft tissues and it does not expose a patient to any radiation during the examination. However, the spatial resolution is still not acceptable for the assessment of atherosclerosis in coronary arteries.

Figure 1.8: Assessment of stenoses with coronary angiography.

plaques with high accuracy comparable to histopathology [Hiro et al. 1997, Palmer et al. 1999]. However, IVUS is not able to analyze a vessel distally to a stenosis or in more distal coronary segments due to the diameter of the device [Costa et al. 2007, Nissen 2004]. Further, an acoustic shadow might occur behind heavily calcified plaques such that the real extent of those plaques cannot be determined.
1.3.4 Computed Tomography

Computed tomography (CT) is a further development of the traditional X-ray technique and allows the acquisition of volumetric 3D image data. In general, a CT data set consists of multiple slices with cross-sectional images of the human body. In contrast to MRI, modern CT systems offer both a good spatial and temporal resolution such that this technique is widely used for the non-invasive diagnosis of coronary heart diseases, although it does come along with a radiation exposure to the patient.

Since its introduction in the early 1970s, computed tomography (CT) has undergone tremendous improvements in terms of performance, technology, and clinical applications. The first systems allowed only the sequential acquisition of cross-sectional images i.e. the patient was only moved between slice acquisitions. In today’s spiral CT systems, the patient is continuously moved through the CT system while slices are acquired.

In this thesis, CT data sets are the primary imaging modality for the quantitative assessment of atherosclerosis. Therefore, several aspects like the general CT system design, the image acquisition process, the Hounsfield units, and the examination parameters are
addressed in closer detail in this section. Further, a typical cardiac CT protocol as well as the appearance of atheroscleroses in CT data sets will be discussed.

**System design**

For a CT examination the patient is lying on the CT table, which moves the patient during the acquisition process along the longitudinal direction (i.e., along the \( z \)-axis) through the gantry (Fig. 1.11(a)). The gantry houses the key components of a CT system, namely X-ray tube, detectors, collimators, and some control units (Fig. 1.11(b)).

A voltage generator produces the power for the X-ray tube generating a cone-beam X-ray distribution that is detected by detectors that are positioned face-to-face to the X-ray tube.

Modern CT systems use an array of solid-state detectors in general to allow the simultaneous acquisition of multiple slices. Each detector element consists of a radiation-sensitive solid-state material, like ceramic, which converts the absorbed X-rays into visible light [Reiser et al. 2009]. The light is then detected by a photodiode and converted into an electrical current which is amplified and digitized.
Collimators are placed in front of both the X-ray tube and the detectors to shape the radiation beam. The source collimator in front of the X-ray tube reduces the radiation beam to form the maximum required fan beam. The detector collimator – or anti-scatter-grid – in front of the detectors, is primarily used to shield the detector against scattered radiation, thus preventing image artifacts. The size of the detector collimation is a lower boundary for the slice thickness.

**Image acquisition**

In CT, cross-sectional images of patients are obtained by scanning a transverse slice of the body from different angular positions. Like the traditional X-ray technique, CT measures the attenuation $I$ of a spicular ray with original intensity $I_0$ after it passed through the human body in a straight line (Eq. 1.1).

$$I = I_0 \cdot e^{-\int \mu(l) \, dl} \quad (1.1)$$

$$\ln \frac{I}{I_0} = \int \mu(l) \, dl \quad (1.2)$$

While pervading the body, the X-ray is attenuated due to the local attenuation coefficient $\mu(x, y)$ of the corresponding tissue. The detector of a CT device can only measure the intensity of the attenuated X-ray beam and not the desired attenuation coefficients $\mu(x, y)$ of the traversed voxels (Fig. 1.12). A transform of the intensity profile (Eq. 1.1) into a so-called attenuation profile (Eq. 1.2) shows that a CT device actually measures the Radon
transform of the function $\mu(x, y)$. An inversion of this Radon transform is a computational complex task and can be done using numerical algorithms. Current methods for this reconstruction process like the filtered back projection are discussed by Flohr et al. [2005] in more detail.

![Figure 1.12: Construction of a classical CT device. X-ray tube and detector perform a 180° rotation while measuring the intensity and attenuation profile. Based on this profile, image reconstruction algorithms are able to determine the attenuation coefficient $\mu(x, y)$ for each voxel.](image)

### Hounsfield units

The measured X-ray attenuation coefficients are normalized to the X-ray attenuation coefficient of water and expressed in Hounsfield units (HU), honoring one of the CT inventors, Sir Godfrey Newbold Hounsfield. Hence, the intensity value $I_{HU}$ for a voxel at position $x, y, z$ is obtained by

$$I_{HU}(x, y, z) = 1000 \cdot \frac{\mu(x, y, z) - \mu_{water}}{\mu_{water}}.$$  \hfill (1.3)

This normalization makes the comparison of intensity values between different examinations and patients feasible. Further, a characteristic intensity range for certain tissues can be determined (Fig. 1.13). Per definition, water has a HU value of 0. Typical HU values of usual anatomical structures are $-1000$ HU for air, $-100$ to $-50$ HU for fatty tissue, $30 - 70$ HU for blood and muscle tissue, $130 - 500$ HU for calcifications, $200 - 500$ HU for contrast enhanced blood, and $500 - 1500$ HU for bone [Ohnsorge et al. 2007].
Examination parameters

A CT system has several parameters that can be adjusted to gain the optimal image quality with the lowest possible radiation dose for a specific examination. The most important parameters that are subsequently used throughout this thesis will be briefly introduced. A more detailed discussion of CT examination parameters can be found in [Catalano and Passariello 2005, Ohnsorge et al. 2007, Reiser et al. 2009].

The tube potential or tube voltage given in kV determines the spectrum of the X-ray tube and thus the energy distribution of the emitted photons. As the X-ray attenuation coefficient of a tissue depends on the incident energy [Berger and Hubbell 1987], tube potential variations imply a change in the measured intensity values.

The tube current, measured in mA, determines the amount of photons emitted by the X-ray tube. The higher the current, the more photons are emitted and received by the detectors such that the amount of noise can be reduced. However, a higher tube current results also in a higher radiation exposure.

The reconstructed cross-sectional image slices are represented by a pixel matrix (usually fixed to 512 × 512 pixels). Thus, the field of view – in general a squared area selected to cover the targeted organ – determines the in-plane resolution (in xy-axis direction) of a voxel as the chosen area is mapped to the pixel matrix. The characteristics of a voxel along the CT z-axis are determined by the slice thickness and the reconstruction increment. The slice thickness defines the extension (in mm) of a voxel whereas the reconstruction increment or slice spacing determines the sampling interval along the z-axis direction. A voxel is called isotropic when the slice spacing is selected equal to the in-plane resolution.

The pitch p is defined as the table feed per rotation of the gantry through the total width of the collimated beam. It shows whether data acquisition occurs with overlap (p < 1) or with gaps (p > 1).

In CT systems of the latest generation, the pitch is freely selectable and is independent of the slice thickness. As a consequence of the pitch-independent slice thickness, the
image noise for fixed tube currents – measured in milliamperes – would decrease with
decreasing pitch due to the increasingly overlapping acquisition. Instead, the tube current
is automatically adapted to compensate for dose accumulation and to maintain constant
image noise [Catalano and Passariello 2005]. Therefore, the user selects an effective time
tube current product $I_{\text{eff}}$ given in $\text{mAs}$. The tube current $I$ is then automatically adjusted
to pitch $p$ and the gantry rotation time $T_{\text{rot}}$ according to

$$I = I_{\text{eff}} \frac{p}{T_{\text{rot}}}.$$  \hspace{1cm} (1.4)

Cardiac examination protocol

Typically, two examinations are performed for the assessment of coronary heart diseases.
The first one is a non-enhanced or native examination where the patient is scanned with
a low-dose protocol. This examination is used for Calcium scoring – a first risk assess-
ment for cardiovascular diseases (see Chapter 2). Afterwards, CT coronary angiogra-
phy (CTCA) is performed. For this contrast-enhanced or angio examination, an iodinated
contrast agent is injected through an antecubital vein. Iodine is chosen because it has a
high attenuation coefficient and therefore highlights the vessels such that their lumen be-
come clearly visible compared to the non-enhanced examination. Immediately after the
contrast agent is injected, bolus tracking is performed, i.e. a slice showing the ascend-
ing aorta is consecutively acquired in constant time-steps. The mean intensity within the
ascending aorta is measured and as soon as it reaches a pre-defined threshold, the pa-
tient gets the breath-hold command and the examination is performed. Amongst others,
contrast-enhanced examinations are used to check thoroughly the coronary artery tree for
stenoses, plaques, and other diseases like aneurysms. Table 1.2 compares typical param-
eter settings for the non-enhanced and contrast-enhanced examination.

| Table 1.2: Typical CT parameters for a non-enhanced and contrast-enhanced cardiac ex-
amination protocol [Alkadhi et al. 2008]. |
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>parameter</td>
</tr>
<tr>
<td>tube voltage [kV]</td>
</tr>
<tr>
<td>time tube current product [mAs]</td>
</tr>
<tr>
<td>pitch</td>
</tr>
<tr>
<td>in-plane resolution [mm]</td>
</tr>
<tr>
<td>slice thickness [mm]</td>
</tr>
<tr>
<td>reconstruction increment [mm]</td>
</tr>
</tbody>
</table>
Assessment of atherosclerosis

In contrast to the histologically based AHA classification where eight different stages for plaques are differentiated (Section 1.2.2), only lipid, fibrous, and calcified parts can be distinguished in CT images [Schroeder et al. 2001, Leber et al. 2004]. Three different types of plaques are therefore generally differentiated in CT images, namely hard plaques indicating purely calcified plaques, mixed plaques indicating a mixture of calcified and noncalcified (i.e., fibrous and lipid) plaques, and soft plaques indicating purely noncalcified plaques.

Calcium has a high X-ray attenuation coefficient such that it can be seen as bright spots in CT images. Fibrous and lipid plaques, however, have similar attenuation characteristics compared to the surrounding tissue.

Hence, in non-enhanced examinations, only hard plaques and the calcified parts of mixed plaques can be clearly seen, whereas the noncalcified parts cannot be distinguished from the surrounding tissue or the vessel lumen (Fig 1.14).

To overcome this, a contrast agent is injected in the contrast-enhanced examination to highlight the vessel and therefore to allow a differentiation between noncalcified plaques and the vessel lumen. However, as the contrast agent has a similar HU range than weakly calcified plaques, those may be missed in contrast-enhanced CT images as being no longer distinguishable from the vessel lumen.

In general, there are no clear defined thresholds to differentiate the plaque types as – depending on their density and the selected CT parameters – their appearance may vary. Normally, calcified and noncalcified tissues can be distinguished from each other. However, both tissues may overlap with the intensity range of vessel lumen filled with contrast agent such that a differentiation between noncalcified tissue and lumen as well as between calcified tissue and lumen becomes difficult. Typical ranges for lipid, fibrous, and calcified tissue as reported in several studies for CTCA images are listed in Table 1.3.

1.4 Contribution of this Thesis

These days, the assessment of atherosclerosis is done by manually searching the data set for intensity anomalies. For this, a reader is supported by a software application with different tools, like several views or the automatic delineation of anatomical parts. However, the decision for the presence of plaques itself is based upon the experience of the reader as no clear criteria – like intensity ranges as aforementioned – for the assessment could be defined so far. Once found, several measurements and scores exist for the analysis of plaques.

This manual plaque detection induces errors as due to the absence of clear criteria, the decisions of different readers underlie variabilities. Furthermore, even the intensities in
1.4. Contribution of this Thesis

Figure 1.14: Visibility of plaques (hard, mixed, and soft) in non-enhanced (left column) and contrast-enhanced (right column) CT images. Lipid and fibrous tissue are hardly differentiable from the vessel lumen and the surrounding tissue in non-enhanced examinations. Contrast agent highlights the vessel lumen in contrast-enhanced examinations such that noncalcified plaques can be better detected. However, some calcified plaques might be missed when their intensity is similar to the contrast agent’s intensity.
Table 1.3: HU value ranges (mean±std) for lipid, fibrous, and calcified tissue as reported in various CTCA studies.

<table>
<thead>
<tr>
<th>Study</th>
<th>Lipid</th>
<th>Fibrous</th>
<th>Calcified</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schroeder et al. [2001]</td>
<td>-42 to +47 (14±26)</td>
<td>61 to 112 (91±21)</td>
<td>126 to 736 (419±194)</td>
</tr>
<tr>
<td>Leber et al. [2004]</td>
<td>14 to 82 (49±22)</td>
<td>34 to 125 (91±22)</td>
<td>162 to 820 (391±156)</td>
</tr>
<tr>
<td>Brodofel et al. [2008]</td>
<td>-10 to 69 (39±12)</td>
<td>70 to 158 (90±24)</td>
<td>&gt;437 (-)</td>
</tr>
<tr>
<td>Hein et al. [2007]</td>
<td>-100 to 20 (11±12)</td>
<td>20 to 130 (78±21)</td>
<td>350 to 1000 (-)</td>
</tr>
<tr>
<td>Estes et al. [1998]</td>
<td>-39 to +167 (58±43)</td>
<td>60 - 201 (121±34)</td>
<td>(-) (-)</td>
</tr>
<tr>
<td>Pohle et al. [2007]</td>
<td>-39 to +167 (58±43)</td>
<td>60 - 201 (121±34)</td>
<td>- (-)</td>
</tr>
<tr>
<td>Carrascosa et al. [2003]</td>
<td>76±44 (149±37)</td>
<td>449±221 (449±221)</td>
<td></td>
</tr>
<tr>
<td>Motoyama et al. [2007a]</td>
<td>-15 to +33 (11±12)</td>
<td>32 to 130 (78±21)</td>
<td>221 to 1134 (516±198)</td>
</tr>
<tr>
<td>Sun et al. [2008b]</td>
<td>7 to 149 (79±34)</td>
<td>22 to 154 (90±27)</td>
<td>295 to 1325 (772±251)</td>
</tr>
</tbody>
</table>

the CT data sets vary when two data sets are acquired from the same patient. This might also affect plaque analysis.

The aim of this thesis was therefore to reduce these variabilities by presenting automatic and semi-automatic algorithms or tools for an improved assessment of atherosclerosis in coronary arteries. For this, we followed the typical workflow that is routinely performed for an assessment of atherosclerosis in CT data sets. We analyzed existing methods and measurements and proposed new ones where necessary.

Our contribution in this thesis is manifold. First, we will propose a robust procedure for the volumetric assessment of calcified plaques in native data sets. Afterwards, we will introduce new automatic and semi-automatic algorithms for the extraction of anatomical features in CT data sets. These features will then be used to develop a framework for the automatic extraction of calcified coronary plaques. For the assessment of non-calcified plaques, we have researched the potential of Dual Energy CT – the acquisition of CT data at two different energy levels – and we will propose an algorithm that enhances the contrast between tissues as compared to a single energy acquisition. Finally, we have researched for the first time spatial plaque distribution patterns and we will use this knowledge to propose a guided review of coronary segments for an improved detection of coronary plaques in CT data sets.

Part of this work has been published in peer-reviewed journals and proceedings [Saur et al. 2009b, Saur et al. 2008b, Saur et al. 2008a, Saur et al. 2009a, Saur et al. 2009d, Saur et al. 2009c].
1.5 Organization of this Thesis

This thesis is organized as follows:

Chapter 2 gives an overview of existing calcium scores that are used as a first risk assessment for cardiovascular diseases. Subsequently, parameters are discussed that have an impact on those scores. Finally, a robust method for calcium scoring will be proposed and evaluated to overcome the limitations of existing calcium scores.

Chapter 3 introduces specific algorithms for an automatic detection of the ascending aorta, a semi-automatic tracking and subsequent segmentation of the coronary arteries as well as an automatic labeling for the coronary artery tree.

Chapter 4 presents a framework for automatic detection of calcified coronary plaques. The key idea of this framework is to use both the angio and the native examination. For this, plaque candidates are extracted from both examinations and are registered afterwards. Hence, more information is available for each plaque to suppress false positives and to enhance the detection rate.

Chapter 5 discusses current problems for the assessment of lipid plaque constituents in CT data sets in general and furthermore introduces the dual energy technique with potential approaches for the processing of its data. A suitable approach will be selected, described, adapted, and evaluated on clinical dual energy data sets for its feasibility to improve the assessment of lipid plaques by increasing the contrast between tissues.

Chapter 6 presents a framework for the extraction of spatial plaque distribution patterns. Besides an analysis of observed distribution patterns, a guided review process will be defined and intensively evaluated. This guided review will support the manual assessment of atherosclerosis by guiding a reader to segments where no plaques were detected in an initial reading but that show – according to the observed patterns – a high probability of containing initially missed plaques.

Chapter 7 finally summarizes the thesis and points out directions for future research.
Calcium Scoring

Calcium scoring measures the amount of coronary calcification through a low-dose, non-enhanced CT acquisition. Calcium scoring is done as a first risk assessment for cardiovascular diseases as the quantity of calcification is a strong predictor for the prognosis of the patient with regard to the development of both non-fatal and fatal cardiovascular events. Despite the good prognostic value for calcium scores, a high variability in the measurement has been reported.

In this work, the aim was to analyze these variabilities of clinically used calcium scores and to develop a calcium score that is more robust against the factors causing the variabilities.

This chapter first provides an overview of existing calcium scores. Subsequently, parameters are discussed that have an influence on those scores. Finally, a robust method for calcium scoring will be proposed and evaluated to overcome the limitations of existing calcium scores.

2.1 Scores

For calcium scoring, a patient is examined with a low-dose, low-resolution, non-enhanced CT protocol. Following this protocol, a tube voltage of 120 kV with a slice thickness of 3 mm is used for the acquisition (Section 1.3.4). Afterwards, the amount of calcium is determined by manually selecting calcified spots. In general, calcium scores are then reported separately for the four main vessels of the coronary tree (RCA, LM, LAD, CX). Three different calcium scores are established in clinical routine, namely the Agatston, volume, and mass score, respectively. Other scores have been proposed in the literature for usage in calcium scoring but they have not found their way into clinical praxis.
2. Calcium Scoring

2.1.1 Agatston Score

Traditionally, the method described by Agatston et al. [1990] is used. It selects the maximum calcium density within an area $A$ of at least three adjacent voxels with a density larger than 130 HU for quantification. The fixed attenuation threshold of 130 HU is defined at three standard deviations above the mean soft-tissue attenuation of the heart measured with an electron-beam CT with the assumption that most noncalcified areas would be excluded with this threshold [Hong et al. 2003].

The Agatston score

$$S = \sum_i f_i A_i \frac{h}{3}$$  \hspace{1cm} (2.1)

accumulates slice-wise the product of plaque area $A_i$ and a factor $f_i$ that depends on the peak-intensity value $I_{i,\text{max}}$ within the plaque area at slice $i$:

$$f_i = \begin{cases} 
1: & 130 \text{ HU} \leq I_{i,\text{max}} < 200 \text{ HU} \\
2: & 200 \text{ HU} \leq I_{i,\text{max}} < 300 \text{ HU} \\
3: & 300 \text{ HU} \leq I_{i,\text{max}} < 400 \text{ HU} \\
4: & 400 \text{ HU} \leq I_{i,\text{max}}
\end{cases}$$  \hspace{1cm} (2.2)

Originally, calcium scoring was done with electron-beam CT (EBCT) and with a fixed slice thickness $h$ of 3 mm. As with modern CT systems, different slice thicknesses are possible, the normalization factor $\frac{h}{3}$ has been introduced to allow an interpretation of the Agatston score based on statistical tables from EBCT studies [Hoff et al. 2003].

2.1.2 Volume Score

The volume score $V$ introduced by Callister et al. [1998] uses the same definition for a plaque area $A$ as the Agatston score and is based on the product of plaque area $A_i$ at slice $i$ and slice thickness $h$:

$$V = \sum_i A_i h.$$  \hspace{1cm} (2.3)

In comparison to the Agatston score, that includes both a volumetric and intensity measure, the volume score represents only a single measure.
2.1.3 Mass Score

Another method for quantifying coronary calcium is based on the absolute mass [Hong et al. 2002, McCollough et al. 2007, Yoon et al. 1997]. To obtain absolute values for calcium mass, a calibration measurement of a calcification with known hydroxyapatite density has to be performed to determine a calibration factor $c$. The mass score is then defined as

$$M = \sum_i c\bar{I}_i A_i h$$

with $h$ the slice thickness, $A_i$ the plaque area at slice $i$ and $\bar{I}_i$ the mean intensity value within $A_i$. Again, a plaque is defined according to the 130 HU intensity threshold criterion of the Agatston score.

2.1.4 Other Scores

Besides the aforementioned scores that are used in clinical routine, several other scores have been proposed for calcium scoring. Dehmeshki et al. [2007] proposed a volume score by using a modified expectation maximization of a statistical model for the measurement. Brown et al. [2008] suggested a coronary calcium coverage score (CCS) that represents the percentage of coronary arteries affected by calcified plaques. This CCS was highly associated with coronary heart disease events. Rollano-Hijarrubia et al. [2006a] proposed the usage of a 50% relative-threshold [Prevrhal et al. 1999] for the assessment of small calcified structures, like plaques, as it improved accuracy and strongly reduced inter-scanner and inter-protocol measurement dependency on a phantom study. However, this score assumes a homogeneous tissue around a plaque which may not always be the case in a clinical setting where a plaque can be surrounded by different tissues.

2.2 Factors Influencing the Calcium Scores

The other aforementioned scores were mainly proposed because of the disadvantages shown for the clinically used scores. For the Agatston score, a variability between examinations of up to 43% has been reported [Halliburton et al. 2005, Hong et al. 2003, Kopp et al. 2002, Lu et al. 2002, Ohnesorge et al. 2002, Oudkerk et al. 2008, Yoon et al. 2000]. As compared to the Agatston method, the volume score reduces the variability between examinations to some degree [Hong et al. 2003, Kopp et al. 2002, Lu et al. 2002, Ohnesorge et al. 2002], however, it also has its limitations. The volume score tends to overestimate the lesion size owing to the partial volume effect. Objects smaller than
one voxel contribute to the score with the entire voxel volume, and the volume score, which depends on the applied threshold, does not necessarily represent the true volume of calcium [Halliburton et al. 2005, Hong et al. 2003, Takahashi and Bae 2003, Van Hoe et al. 2003]. The errors from the volume and mass score show a clear relationship, whereas the relative error range for the mass score is smaller compared to that of the volume score [Hong et al. 2003].

Agatston, volume, and mass score are defined on a discrete voxel grid, i.e. a voxel is the smallest possible unit. Normally, the dimension of a plaque is not a multiple of a voxel such that at its border, the intensity value of a voxel represents a mixture of plaque and surrounding tissue. Depending on the examination parameters or the patient’s position on the CT table, this intensity value changes from examination to examination. Hence, with the same underlying anatomy, a voxel may exceed in one scan the selected threshold value whereas in another scan, the intensity value can be below this threshold. This aforementioned partial volume effect is one of the main causes for the reported high variabilities of the clinically used calcium scores. A good overview of limiting factors for the quantification of small high-density structures and their effect on the visualization of surrounding tissues with CT system can be found in the report of Rollano-Hijarrubia et al. [2006b].

In the following, we will focus on the volume score and some of its influencing factors to motivate our development of ACCURATUM, a volume measure described in the subsequent section.

### 2.2.1 Reconstruction Kernel

During image reconstruction, a convolution is applied to either smooth or enhance high frequencies in the image. The shape of this kernel, in both the spatial and frequency domains, can be approximated by an iso-tropic two-dimensional (2D) Gaussian function [Rollano-Hijarrubia et al. 2006b]. According to the Siemens nomenclature, which will be used throughout this work, lower numerical kernel values (e.g. B20f, B25f) refer to narrower, i.e. smoother, filter functions in the frequency domain, which leads to stronger attenuation of the image high frequencies, thereby smoothing image edges. Larger kernel values (e.g. B70f, B80f) refer to wider, i.e. sharper, filter functions, which allow higher contribution of the image high frequencies, thereby reducing image blur [Rollano-Hijarrubia et al. 2006b]. Hence, different reconstruction kernels lead to varying intensity characteristics that affect the volume score, which was experimentally shown in several studies [Birnbaum et al. 2007, Cademartiri et al. 2007, Rollano-Hijarrubia et al. 2006b].
2.2.2 Tissue Density

The attenuation coefficient measured by a CT system depends on the tissue and its density. Hence, calcified plaques with a high density of hydroxyapatite are reflected by higher intensity values than less calcified plaques. As the reconstruction kernel causes a blurring of the intensity values, the partial volume effect is more pronounced in higher calcified plaques, which leads to an overestimation of the volume score as shown by Hong et al. [2003].

2.2.3 Tube Voltage

Lower tube voltages result in higher attenuation coefficients for hydroxyapatite [Berger and Hubbell 1987] and therefore increase the blurring, which in turn causes an overestimation of the plaque volume as more voxel intensities will reach the threshold value. Thomas et al. [2006] showed the impact of two different tube voltages on the intensity values of a calcium insert. As the volume score is defined through a fixed 130 HU threshold, different HU values have a direct influence on its outcome.

2.2.4 Spatial Resolution

The extension of a plaque depends on two factors. First, the size of the selected field of view, generally chosen to cover the whole heart, determines the in-plane resolution of a CT acquisition and thus the voxel’s $x$ and $y$ extension. Second, in the $z$-direction, the voxel’s size is defined by the selected slice thickness. Traditionally, a slice thickness of 3 mm is chosen to reduce the amount of radiation during calcium scoring. State-of-the-art CT systems, however, allow the acquisition of thinner slices without any additional X-ray exposure. The partial volume effect is affected by the resolution of a voxel such that its impact should be lowered with thinner slices. This was shown by Mühlenbruch et al. [2007] on a phantom study where the volume score could be improved when reducing the slice thickness from 3 mm to 1 mm.

2.3 ACCURATUM

Based on the limitations of the calcium scores, we developed and introduced a score providing a better calcium volume measure with regard to accuracy, variability between examinations, dependency on plaque density, and acquisition parameters in comparison with the aforementioned volume score. A volume measure has been chosen as it provides – compared to the Agatston and mass score – additional morphological information about a plaque that might be of clinical interest.
Figure 2.1: ACCURATUM uses a mesh-based representation for a calcified plaque to determine the position for each mesh node that most likely represents the boundary between plaque and surrounding tissue.

The proposed volume measure and its underlying algorithm (Fig 2.1, steps 1-5) presented herein is subsequently referred to as ACCURATUM (A Calcium sCoring volUme mea-suRe – Accurate Through Using Meshes). To overcome the voxel as a discrete unit for volume measurements, each plaque is converted into an iso-surface mesh (Fig 2.1, step 1) such that its nodes $n_i$, representing the boundary between plaque and surrounding tissue, can be arbitrarily positioned in space, independently of the underlying voxel grid. As the position of this boundary is affected by the scanning characteristics of a CT system, the intensity profile along the surface normal of each node $n_i$ (Fig. 2.2) is evaluated to determine the real position of the boundary.

In a first approximation, a CT system can be described as a linear shift invariant system such that its degenerative effect (such as the blurring of edges) can be regarded as the result $out(x, y, z)$ of a convolution of the input image $in(x, y, z)$ with a system-specific transfer function $t(x, y, z)$:

$$out(x, y, z) = \int \int \int i(x, y, z)t(x-u, y-v, z-w) \, du \, dv \, dw.$$  \hspace{1cm} (2.5)

Hence, it would be desirable to reverse this process by applying the inverse transfer function on the CT image (deconvolution). However, this deconvolution is mathematically unstable. So instead of deconvolving, ACCURATUM convolves ideal boundaries be-
Figure 2.2: The intensity profile is computed for each node along its surface normal direction $s$. The position of the node is updated to the boundary point (filled circle) obtained by fitting a boundary model (dotted line) to the measured intensity values (solid line) in the intensity profile.

between two materials $A$ and $B$ with the transfer function (step 3) and compares them with the extracted intensity profile (step 4). The ideal boundary with the minimum squared error to the intensity profile is taken, and the corresponding node $n_i$ is repositioned to the location of the ideal boundary (step 5). In more detail, the five steps of ACCURATUM are explained in Algorithm 1 on page 32.

2.4 Experimental Setup

A commercially available cardiac CT phantom (QRM, Möhrendorf, Germany, www.qrm.de) mimicking the X-ray attenuation of real body tissues was taken for a comprehensive evaluation of both the state-of-the-art calcium volume score and our proposed method. This phantom contained well-defined calcifications and therefore allowed a detailed analysis with varying CT parameters and positions on the CT table. As ACCURATUM has parameters to be optimized, a common approach from the machine learning community is chosen in splitting up the data into training data sets - solely used for the parameter optimization – and into evaluation data sets on which the calcium volume score and ACCURATUM are evaluated.

2.4.1 Phantom

The phantom, described in detail in [Hong et al. 2002, Hong et al. 2003, McCollough et al. 2007, Mühlenbruch et al. 2005, Ulzheimer and Kalender 2003], consists of an
Algorithm 1 ACCURATUM

1. An iso-mesh representation of the calcified plaque using a marching cube algorithm [Lorensen and Cline 1987] is computed. The mesh is initialized with an iso-value defined by the mean intensity of the plaque according to the 130 HU threshold criterion of the Agatston score. If the mean intensity is below a threshold $t_m$ and the 75%-quantile intensity is below a threshold $t_q$, ACCURATUM is not applied and the calcium scoring volume is taken.

2. The intensity profile of each node $n_i$ along its surface normal direction in the $xyz$-coordinate system is extracted.

3. A set of ideal boundaries is convolved with the transfer function $t(x, y, z)$. According to Prevrhal et al. [1999], the spatial resolution of a CT system can be characterized by its 2D point spread function (PSF). As we assumed in correspondence with other studies [Prevrhal et al. 1999, Rollano-Hijarrubia et al. 2006b], a symmetric PSF, an iso-tropic line spread function (LSF) has been used to describe $t(x, y, z)$. The ideal boundaries are varied in the intensities for both materials $A$ and $B$ as well as in the position $C$ of the boundary. Based on previous research results [Boone 2001], a $[\sin(x)/x]^2$ function was chosen for the approximation of the LSF instead of using a Gaussian LSF as done by Rollano-Hijarrubia et al. [2006b].

4. The sum of absolute differences (SAD) is calculated between each node’s intensity profile and the set of convolved ideal boundaries. The ideal boundary with the minimum SAD is chosen.

5. Each node $n_i$ is repositioned to the location of its ideal boundary. After processing all nodes, the volume of the final mesh is computed.

2.4.2 CT Parameters

All CT examinations were performed on a dual-source CT system (Somatom Definition, Siemens Medical Solutions, Forchheim, Germany) with a detector collimation of $2 \times 32 \times 0.6$ mm and a slice acquisition of $2 \times 64 \times 0.6$ mm by means of a z-flying focal spot [Flohr et al. 2006]. A reconstruction increment equal to the slice thickness was chosen for all CT data acquisitions. Following a standard calcium scoring protocol, a pitch of 0.2 and a tube current-time product of 80 mAs was selected. A typical field of view of
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Figure 2.3: Antropomorphic phantom with three sets of calcified cylinders.

**Table 2.1:** Density, length, diameter, volume and mass for each of the nine plaque equivalents made of hydroxyapatite (HA) that were contained in the cardiac CT phantom.

<table>
<thead>
<tr>
<th>label</th>
<th>density [mg/cm$^3$]</th>
<th>length [mm]</th>
<th>diameter [mm]</th>
<th>volume [mm$^3$]</th>
<th>mass [mg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>200</td>
<td>5.0</td>
<td>5.0</td>
<td>98.2</td>
<td>19.6</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>3.0</td>
<td>3.0</td>
<td>21.2</td>
<td>4.2</td>
</tr>
<tr>
<td>-</td>
<td>200</td>
<td>1.0</td>
<td>1.0</td>
<td>0.8</td>
<td>0.2</td>
</tr>
<tr>
<td>3</td>
<td>400</td>
<td>5.0</td>
<td>5.0</td>
<td>98.2</td>
<td>39.3</td>
</tr>
<tr>
<td>4</td>
<td>400</td>
<td>3.0</td>
<td>3.0</td>
<td>21.2</td>
<td>8.5</td>
</tr>
<tr>
<td>-</td>
<td>400</td>
<td>1.0</td>
<td>1.0</td>
<td>0.8</td>
<td>0.3</td>
</tr>
<tr>
<td>5</td>
<td>800</td>
<td>5.0</td>
<td>5.0</td>
<td>98.2</td>
<td>78.5</td>
</tr>
<tr>
<td>6</td>
<td>800</td>
<td>3.0</td>
<td>3.0</td>
<td>21.2</td>
<td>17.0</td>
</tr>
<tr>
<td>-</td>
<td>800</td>
<td>1.0</td>
<td>1.0</td>
<td>0.8</td>
<td>0.6</td>
</tr>
</tbody>
</table>
170 mm lead to an in-plane pixel size of 0.332 mm. The CT system was calibrated with room-temperature air immediately before the phantom measurements.

2.4.3 Training Data Sets

A first series of data sets (referred to as set $A_t$) was acquired by scanning the phantom with four different tube voltages (i.e., 80 kV, 100 kV, 120 kV, and 140 kV) without changing its position on the CT table between the examinations. Each acquisition was reconstructed with an effective slice thickness of 3 mm using four different reconstruction kernels (B30f, B35f, B46f, B50f), resulting in a total of 16 data sets. This series was used to assess the accuracy of the volume measurement and its dependency on scanning parameters.

A second series of data sets was acquired to assess the variability of the measurements between examinations. The phantom was examined 10 times with constant parameters (i.e., 120 kV, B35f) at arbitrarily chosen positions along the $z$-axis of the CT table. The images were reconstructed with an effective slice thickness of 3 mm (denoted as set $B_t$) and 1 mm (denoted as set $C_t$).

2.4.4 Evaluation Data Sets

All CT examinations for the training data sets were repeated on the same day. These resulting evaluation data sets ($A_e$, $B_e$, $C_e$) were used for the evaluation of the developed algorithm. Additional evaluation data sets were acquired by varying the orientation of the phantom on the CT table with constant CT parameters (i.e., 120 kV, B35f). For one fixed position, the phantom was rotated around the $y$-axis of the CT system in $10^\circ$ steps starting from $0^\circ$ (i.e., the phantom’s longitudinal axis was parallel to the CT table’s $z$-axis) to $90^\circ$. The resulting 10 examinations were reconstructed again with an effective slice thickness of 3 mm (denoted as set $D_e$) and 1 mm (denoted as set $E_e$).

2.4.5 Statistical Analysis

Quantitative variables were expressed as mean ($\pm$ standard deviation) and categorical variables as percentages. The volume score and ACCURATUM were compared regarding the accuracy of the measurements. Accuracy was defined as the ratio between measured volume and the ground-truth volume. An accuracy $>1$ represented an overestimation, whereas an accuracy $<1$ indicated an underestimation of the plaque volume. Variability was defined as the standard deviation of a measurement. Variability in scores for a single plaque between examinations was defined as the standard deviation of its accuracy. The variability in scores of a group of plaques was defined as the mean of the variabilities
from the individual plaques. Set $A_e$ was taken to evaluate the dependency of both volume measures on the tube voltage and the reconstruction kernel. The variability of both volume measures was determined using data set $B_e - E_e$. Analysis of variance (ANOVA) was used on set $A_e - E_e$ to statistically compare the accuracy of ACCURATUM with the volume score. A multivariate analysis of variance (MANOVA) was used on set $A_e$ to evaluate the dependency of both volume measures on the plaque density, reconstruction kernel, and tube voltage. On set $B_e - E_e$, a paired Student’s $t$-test was used to compare the mean accuracy and the variabilities of the different plaques between examination.

### 2.5 Results

Similar to other phantom studies [Hong et al. 2003, Hong et al. 2002, Mühlenbruch et al. 2005], the plaque equivalent cylinders with a diameter of 1 mm were not clearly discernible in most of the data sets. Only the highest calcified plaques in the 1-mm reconstruction could be consistently analyzed.

#### 2.5.1 Training Data Sets

For all 3-mm training data sets (sets $A_t$ and $B_t$), the parameters for ACCURATUM were heuristically tuned and set to $t_m = 200$ HU and $t_q = 300$ HU, whereas for all 1-mm data sets (set $C_t$), the parameters were selected correspondingly as $t_m = 220$ HU and $t_q = 300$ HU. These values were then used for the measurements in the evaluation data sets. It has been observed that an individual parameter set for each slice thickness allows a more precise optimization, although one set of global parameters would be desirable. This step is justified because, in general, only a small number of possible slice thicknesses occur for which ACCURATUM has to be calibrated.

#### 2.5.2 Evaluation Data Sets

In the following, both volume measures, ACCURATUM and the volume score, are evaluated with regard to their dependency on the CT parameters, namely tube voltage and reconstruction kernel, and for their variability between examinations.

**Scan parameters.** Set $A_e$ was used to investigate the dependency of the volume measures on the CT parameters. Averaging over all plaques of this set showed a significant decrease ($p = 0.001$) in the accuracy for the volume score with decreasing tube voltages (80 kV: $3.060 \pm 2.674$, 140 kV: $1.839 \pm 0.888$). The tube voltage, however, had no impact ($p = 0.27$) on the accuracy of ACCURATUM (80 kV: $1.407 \pm 1.223$, 140 kV: $1.750 \pm 1.201$).
1.168 ± 0.315). A significant decrease \((p < 0.001)\) in the accuracy could be observed for the volume score when changing from a soft (B30f) to a sharp (B50f) reconstruction kernel. ACCURATUM proved to be more robust \((p = 0.19)\) against the different reconstruction kernels. The volume score significantly depended on the plaque density \((p < 0.0001)\) whereas ACCURATUM showed no significant dependency on plaque density \((p=0.84)\).

**Figure 2.4:** For each tube voltage (a) and reconstruction kernel (b), the mean accuracy for the volume score (dashed line) and ACCURATUM (solid line) was computed. The volume score showed a significant decrease \((p < 0.001)\) in accuracy particularly at lower tube voltages, whereas varying tube voltages had no impact \((p = 0.55)\) on ACCURATUM. In comparison to the volume score, ACCURATUM proved to be more robust \((p = 0.18)\) against varying reconstruction kernels. For better illustration, the plaques are grouped by their hydroxyapatite (HA) density: \((\triangle)\) for 200 mgHA/cm\(^3\), \((\Box)\) for 400 mgHA/cm\(^3\), and \((\circ)\) for 800 mgHA/cm\(^3\).

**Variability between examinations.** The variability was evaluated with constant scan parameters by translating the phantom along the \(z\)-axis of the CT system (set \(B_e\) and \(C_e\)) and by rotating it around the \(y\)-axis of the CT table (set \(D_e\) and \(E_e\)) for a fixed position.

**Variability between examinations – translation.** For the 3-mm data sets (set \(B_e\)), ACCURATUM \((1.330 \pm 0.544)\) was significantly \((p < 0.0001)\) more accurate than the volume score \((1.862 \pm 0.925)\) in terms of the mean accuracy over all plaques. Over the 10 scans for the plaques in set \(B_e\), ACCURATUM had a variability of \(\pm 0.261\), whereas the volume score had a variability of \(\pm 0.121\), with significant differences between the methods \((p = 0.036)\).

For the 1-mm data sets (set \(C_e\)), ACCURATUM \((1.082\pm0.121)\) was also significantly \((p < 0.0001)\) more accurate than the volume score \((1.651 \pm 0.558)\) for the mean accuracy over
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all plaques. ACCURATUM (±0.051) had a variability similar (p = 0.192) to the volume score (±0.081).

**Variability between examinations – rotation.** Similar results were obtained while rotating the phantom. For the 3-mm data sets (set $D_e$), ACCURATUM (1.361 ± 0.571) was significantly ($p < 0.0001$) more accurate than the volume score (1.847 ± 0.973) over all plaques. Over the 10 scans for the plaques in set $D_e$, ACCURATUM had a variability of ±0.179, whereas the volume score had a variability of ±0.080, with non-significant differences between the methods ($p = 0.143$).

For the 1-mm data sets (set $E_e$), ACCURATUM (1.095±0.138) was also significantly ($p < 0.0001$) more accurate than the volume score (1.651 ± 0.557) for the mean accuracy over all plaques. ACCURATUM (±0.051) had a variability similar ($p = 0.157$) to the volume score (±0.061).

**Slice thickness.** A reduction in the effective slice thickness from 3 mm (set $B_e, D_e$) to 1 mm (set $C_e, E_e$) led to a significant improvement in the accuracy ($p < 0.0001$) and variability ($p < 0.0001$) for both volume scores.

![Figure 2.5](image)

*(a) 3 mm.*

*(b) 1 mm.*

**Figure 2.5:** For each plaque, the mean accuracy was computed. ACCURATUM (solid line) was less dependent on the plaque density for 3-mm slices (a) than the volume score (dashed line). Better results for both methods could be achieved by using a slice thickness of 1 mm (b).

The dependency of both measures on the plaque density (set $B_e$ - set $E_e$) is shown in Fig. 2.5. For the 3-mm data sets, medium and highly calcified plaques (plaques 3-6) were heavily overestimated by the volume score whereas ACCURATUM was less dependent on the plaque density. For an effective slice thickness of 1 mm, the proposed method was even more robust ($p = 0.32$) towards differing plaque densities.
2.6 Discussion and Conclusion

In this chapter, we have presented calcium scores that are used as a general risk assessment for cardiovascular diseases. It has been shown that the clinically used volume score has high variabilities in its application, especially through its dependency on the reconstruction kernel, the tube voltage, the variability between examinations and the slice thickness. In accordance with the literature, these impacts could be reproduced and confirmed by our phantom study.

In order to overcome these limiting factors, ACCURATUM, a new method for measuring calcified plaque volume, has been introduced. ACCURATUM overcame the limitations of the volume score by being more accurate and less dependent on the scanner parametrization measures, such as the tube voltage. Therefore, ACCURATUM is theoretically suitable for the low-dose 80 kV protocol proposed by Thomas et al. [2006]. In contrast to the calcium scoring algorithm by these authors, which required an adaptation of the threshold, ACCURATUM can be applied without any algorithm and parameter changes.

ACCURATUM was also robust against variations in the reconstruction kernel and did not show the typical decrease in the accuracy with the use of sharper reconstruction kernels as observed by Cademartiri et al. [2007]. The evaluation using the standard scanning protocol showed an enormous overestimation for the volumes of highly calcified plaques with the volume score, whereas ACCURATUM was less dependent on the plaque density.

The use of an effective slice thickness of 1 mm led to a significant improvement in accuracy and variability for both ACCURATUM and for the volume score. This effect has already been reported for the volume score [Mühlenbruch et al. 2007]. As for state-of-the-art CT systems, 1-mm slices can be reconstructed from the same raw data as 3-mm slices, no additional X-ray exposure is caused. Thus, the use of 1-mm slices for measurements of plaque volumes is recommended.

Especially for 1-mm slices, ACCURATUM was very robust to plaques with different densities which allowed a reliable measurement of their volume. Generally, a low variability and therefore a high robustness is more important for a score than its absolute accuracy. Measures with low variability but a constant offset to their ground truth can be compensated with a calibration factor whereas highly variable scores are hard to compare. ACCURATUM has two parameters. For their determination, a set of training data has been used. As only phantom scans from a single CT system were available, no conclusion can be drawn whether the obtained parameters are directly transferable to other CT systems or if the proposed algorithm has to be calibrated once on each CT system. The proposed method is initialized by a single click into a calcified plaque. Its volume is then automatically computed within 1 – 2 s on average (C++, Pentium 4, 3 GHz, 2 GB RAM). A plaque may be surrounded by different tissues as the optimal boundary transition between plaque and its surroundings is computed for each mesh node separately.
We also applied ACCURATUM to a highly calcified 1-mm plaque that was only visible in the 1-mm reconstructions. ACCURATUM, however, did not perform ($4.530 \pm 1.557$) better than the volume score ($4.003 \pm 1.155$) as the convolution approach requires a minimum object size such that opposite boundaries do not influence each other. Extracting only the mesh (step 1 of ACCURATUM) and taking the resulting volume led to an accuracy of $1.501 \pm 0.373$. So future work should concentrate on defining criteria to automatically determine when the convolution approach is likely to fail and therefore only the mesh extraction should be applied.
Extraction of Anatomical Structures

Anatomical structures such as the heart, the aorta or the coronary arteries are used in the diagnosis process of coronary heart diseases to measure for example the ejection fraction, geometrical extensions or the amount of atherosclerosis, respectively. For this purpose, those anatomical structures have to be localized in the data sets and in some cases they even have to be delineated – in medical imaging known as segmenting. The segmentation task – when performed manually – is time-consuming. Therefore, a wide range of (semi-)automatic algorithms have been proposed to speed up the process.

The aim of this work was to define and develop algorithms for anatomical feature extraction. In particular, algorithms for the detection of the ascending aorta and the tracking, segmentation, and labeling of the coronary arteries will be developed, as these structures will later on be used for the assessment of atherosclerosis.

This chapter will first introduce an automatic detection of the ascending aorta. Afterwards, a semi-automatic tracking and subsequent segmentation of the coronary arteries will be presented. Finally, an automatic labeling of the coronary artery tree will be proposed.

3.1 Ascending Aorta Detection

The ascending aorta is an important anatomical landmark because it is the starting point for both physicians and computer aided diagnosis (CAD) tools for the assessment of coronary heart diseases. Physicians first navigate to the ascending aorta to detect the outlets of the coronary arteries. Then, they follow the course of the coronary arteries to their distal ends. CAD tools used in clinical workstations mimic the same approach, i.e. they also need the location of the ascending aorta as part of their assessment. This can be done either by user interaction or by automatic extraction. As the ascending aorta has a large cross-sectional area, it is also used to extract statistical information about the contrast agent distribution. In some algorithms, these values are used as an initial estimation for adaptive thresholds for coronary artery segmentation.
3.1.1 Related Work

Three different algorithmic approaches for the automatic detection of the aorta have been proposed so far: (1) Hough transform based approaches, (2) approaches using morphological operators, and (3) ray cast approaches. Within all approaches, anatomical knowledge about the aorta is incorporated, namely its approximately circular shape in axial CT slices.

(1) The Hough transform, originally introduced for straight lines [Hough 1962] and later extended for circular structures [Kimme et al. 1975] is a feature extraction technique widely used in image analysis. With this technique, imperfect instances of objects can be detected. This is done through a parametrization of an object by its features, like the slope and interception for lines or the radius and center-point for circles. For object detection, a voting in the so-called Hough space – the space spanned by the parameters – is performed. Each point in the original image space exceeding a certain threshold value is regarded as candidate belonging to an object. In general, a unique allocation of this point to an object is not possible. In the case for circles, for example, a single point may lie on the circumference of various circles with different radii or different center-points. Therefore, each possible parameter combination leading to this point in the image space is voted in the Hough space. In theory, this is no problem, but for practical implementations, the parameter range must be limited and discretized for computational reasons. After traversing the whole image space, the point with the maximum number of votes in the Hough space is finally taken as the object. If more than one object is expected in the image space, the results in the Hough space can be further processed by non-maximum-suppression or clustering techniques to extract multiple objects.

Kovacs et al. [2006] used the Hough transform in CTCA data sets to detect both the ascending and descending aorta to enable the automatic analysis of aortic dissections. Fritz et al. [2008] combined the Hough transform and a cylindrical model matching approach to automatically locate the ascending aorta within CTCA data sets. For non-contrast CT images, Kurkure et al. [2008a] proposed a method for aorta localization using the Hough space as a medialness feature space. Dynamic programming is applied on that space to find the points corresponding to the center of the aorta in subsequent axial slices.

(2) Mathematical morphology is a theory for the analysis of spacial structures which was initiated by Matheron and Serra [1982]. It is a set-theoretic method of image analysis providing a quantitative description of geometrical structures. For its application, a structuring element, i.e. a shape, has to be defined which is then used to probe or interact with an image, with the purpose of drawing conclusions on how this shape fits or misses the shapes in the image. Depending on the definition of the structuring element and the selected set operation, morphology can provide boundaries of objects, their skeletons, or their convex hulls. It is also useful for many pre- and post-processing techniques, especially in edge thinning and pruning. For the automatic detection of the ascending aorta in CTCA images, Bouraoui et al. [2008] used a morphological grayscale hit-or-miss trans-
form. Anatomical knowledge about the ascending aorta was used for the definition of the morphological structuring element.

(3) An iterative ray casting method was proposed by Lorenz et al. [2005] to detect a broad range of anatomical objects, like the descending aorta in CTCA data sets [Lorenz et al. 2004a]. Following this approach, various one-dimensional search rays are propagated through the image data and the intensities are sampled and analyzed along each search ray. The results of such an analysis – defined through anatomical constraints like extension and intensity values – are used to set up a subsequent search in order to probe the image data in other directions to either confirm or discard the results of the previous search. Details about ray casting can be found in the next section as this approach is the basis for our proposed algorithm for the automatic detection of the ascending aorta.

3.1.2 Methods

Although the Hough Transform is a standard approach that is widely used, it has some disadvantages like limited computational efficiency and its sensitivity to noise and to deviations of the model shape. Therefore, we choose the ray casting approach presented for the descending aorta [Lorenz et al. 2004a] as the basis and adapted it for the automatic detection of the ascending aorta.

Figure 3.1: Within a fixed volume of interest in a data set, a search ray traverses the voxels to search for candidate points of the ascending aorta.

A typical axial cardiac CT slice set contains – besides the ascending aorta – several other elliptical structures. Therefore, to exclude some possible false candidates in advance, it is desirable to limit the search for the ascending aorta to a certain volume of interest (VOI). However, to avoid user interaction, the VOI should either be fixed for all data sets or it should be computed automatically based on the given data set. We followed the approach by Lorenz et al. [2004a] and defined a fixed VOI defined relative to the extension of the data set.
Given this VOI, a search ray passes its voxels in the positive $x$-direction (left to right), line by line (in the positive $y$-direction), for each axial slice (Fig. 3.1). For voxels above a predefined intensity threshold, several geometric criteria that a candidate point for the ascending aorta must fulfill are evaluated. In contrast to the descending aorta, the VOI around the ascending aorta contains more elliptical structures (e.g. right atrium, right ventricle) that fulfill the criteria used by Lorenz et al. [2004a]. Therefore, additional constraints were introduced to validate circularity – as the ascending aorta is the most circular structure within the VOI. The complete detection algorithm that extracts a list $\mathcal{L}$ of candidate points for the ascending aorta is described in Algorithm 2.

**Algorithm 2** Ascending Aorta Detection

1. Trace search ray in $x$-direction while gray values stay below a given primary threshold $th_p$ (Fig. 3.2(a)).
2. If primary threshold is met, continue with search ray and look for an intensity transition that falls below a secondary threshold $th_s$ (Fig. 3.2(a)).
3. If transition is reached, search backwards for transition to above $th_p$ (Fig. 3.2(a)).
4. If the distance $d_x$ of the found structure is within $d_{min}$ and $d_{max}$, compute center $p_x$ between both transition points and search from this center with the procedure as described above for the extension $d_y$ in $y$-direction. Compute center point $p_y$ in $y$-direction and search for extension $d_{+\pi/4}$ and $d_{-\pi/4}$ in direction of the two angle bisectors in the $xy$-plane (Fig. 3.2(b)).
5. Compute ratio $a = |d_y/d_x - 1|$.
6. If $d_{min} < d_i < d_{max}$ $\forall d_i, d_i \in \{d_x, d_y, d_{+\pi/4}, d_{-\pi/4}\}$ and ratio $a$ is below threshold $th_a$, add $p_y$ to the candidate list $\mathcal{L}$.
7. Set search ray to the next line or slice, respectively, and continue with step 1 until whole VOI is processed.

After the extraction of candidate points, neighborhood clusters are computed out of the list $\mathcal{L}$ (Fig. 3.3(a)). An initial cluster is defined with the first candidate point of $\mathcal{L}$. For each remaining point $p_i$ of $\mathcal{L}$, it is checked if a cluster already contains an element that is less than a given euclidian distance $d_{clust}$ away from $p_i$. If yes, the candidate point $p_i$ is added to this cluster. Otherwise, a new cluster is initiated. The cluster containing the most elements is taken as the representant of the ascending aorta (Fig. 3.3(b)).

In addition to Lorenz et al. [2004a] we introduce the ratio $a$ and the distances $d_{+\pi/4}$ and $d_{-\pi/4}$ along the direction of the two angle bisectors as extra constraints for the candidates. To speed up the detection process, the search ray is not propagated voxel by voxel, but is incremented by $\Delta_x$, $\Delta_y$, and $\Delta_z$ in $x$-, $y$-, and $z$-direction, respectively. A priori anatomical knowledge about the expected position of the ascending aorta is used to define the VOI.
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Figure 3.2: Detection of the ascending aorta. Within a predefined volume of interest (VOI), search rays are propagated following a two-level threshold approach to compute the extension in $x$-direction (a) and afterwards in $y$-direction as well as in direction of the two angle bisectors (b). If geometric constraints are fulfilled, the point $p_y$ is added to the list of ascending aorta candidates.

Figure 3.3: Neighborhood clusters are computed out of the list of candidate points (a) and the cluster with most elements is finally taken to represent the ascending aorta (b).
We used 100 CTCA data sets (standard cardiac protocol, Siemens Definition) to fix a set of parameters (see Table 3.1) minimizing the number of false detections.

**Table 3.1:** Based on 100 data sets, a set of parameters is determined and fixed for an evaluation on a larger number of data sets. The volume of interest (VOI) is given as a percentage of the total data set extension in the corresponding direction, whereby the z-direction is defined in the cranial direction.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
<th>unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta x$</td>
<td>1.0</td>
<td>mm</td>
</tr>
<tr>
<td>$\Delta y$</td>
<td>5.0</td>
<td>mm</td>
</tr>
<tr>
<td>$\Delta z$</td>
<td>1.0</td>
<td>mm</td>
</tr>
<tr>
<td>$th_p$</td>
<td>180</td>
<td>HU</td>
</tr>
<tr>
<td>$th_s$</td>
<td>100</td>
<td>HU</td>
</tr>
<tr>
<td>$d_{min}$</td>
<td>20</td>
<td>mm</td>
</tr>
<tr>
<td>$d_{max}$</td>
<td>70</td>
<td>mm</td>
</tr>
<tr>
<td>$d_{clus}$ (iso-tropic)</td>
<td>5.0</td>
<td>mm</td>
</tr>
<tr>
<td>$th_a$</td>
<td>0.25</td>
<td>-</td>
</tr>
<tr>
<td>$VOI_x$</td>
<td>0-0.75</td>
<td>-</td>
</tr>
<tr>
<td>$VOI_y$</td>
<td>0.25-0.70</td>
<td>-</td>
</tr>
<tr>
<td>$VOI_z$</td>
<td>0.5-1.0</td>
<td>-</td>
</tr>
</tbody>
</table>

### 3.1.3 Experimental Setup and Results

We evaluated the proposed ascending aorta detection algorithm on 297 CTCA data sets from different CT scanners (Siemens Definition, Siemens Sensation 64, Siemens Sensation Cardiac 64, Siemens Sensation 16). Data sets used for parameter optimization were not included in the evaluation. The in-plane resolution ranged from $0.236 - 0.512$ mm, the slice spacing varied between $0.3 - 0.8$ mm and the slice thickness varied between $0.6 - 1.0$ mm. Each slice contained $512 \times 512$ voxels and the number of slices varied between 150 and 591.

A point within the ascending aorta was correctly detected in 288 (97.0%) data sets. For nine data sets, the aorta could not be detected. Instead, a point within the right ventricle (eight times) or the descending aorta (once) was chosen by the algorithm. In these cases, the second largest cluster represented the ascending aorta. The mean detection time for the ascending aorta was $0.30$ s and ranged from $0.13 - 0.77$ s on a Pentium 4 with 3 GHz and 2 GB RAM.
3.2 Coronary Artery Tracking

For the assessment of atherosclerosis in coronary arteries, it is essential to locate the coronary arteries themselves in a data set and follow their course, starting from the outlet in the ascending aorta till the distal ends of the various branches of the coronary artery tree. This process is referred to as vessel tracking – or more precisely in our case – coronary artery tracking. The goal of the tracking is to extract a path, i.e. a series of points, describing the course of the coronary arteries. The only restriction existing for the path is that it runs somewhere within the vessel lumen. For centerline extraction, however, the path is constrained to run in the geometrical center of the vessel lumen. Hence, to define the center, the vessel lumen has to be known. Therefore, centerline extraction is closely related to vessel segmentation where the vessel lumen is delineated from the surrounding tissue.

In general, there is no problem for a human expert to manually track coronary arteries within a data set. The reader can intuitively overcome discontinuities in the vessel path like stenoses (Fig. 3.4(a)) or a changing intensity distribution of the injected contrast agent. Further, the reader easily distinguishes between the targeted vessels and structures touching the vessel like the left ventricle having similar intensity characteristics as the coronary arteries (Fig. 3.4(b)) or crossing vessels (Fig. 3.4(c)). However, these discontinuities present significant challenges for vessel tracking algorithms.

Figure 3.4: Although a reader can intuitively overcome discontinuities in the vessel path caused by stenoses (a) and although the reader can distinguish between the targeted vessel and structures touching the vessel like the left ventricle (b) or crossing vessels (c), those anomalies are a challenging task for vessel tracking algorithms.
3.2.1 Related Work

Although various vessel tracking algorithms have been proposed over the past years, the task of tracking is still challenging and not yet solved in a convenient manner which reflects the high number of publications dealing with this topic. Felkel et al. [2001] reviewed existing vessel tracking algorithms for angiographic CT data sets in 2001. Since then, many other vessel tracking algorithms have been proposed [van Andel et al. 2004, Frangi et al. 2000, Friman et al. 2008a, Goel et al. 2008, Li and Yezzi 2007, Maddah et al. 2002, Poon et al. 2007]. These vessel tracking algorithms were proposed for vascular structures in general and may be applied – with some adaptations – for the specific purpose of coronary artery tracking.

Besides these general vessel tracking approaches, specialized algorithms for the tracking of coronary arteries in CT data sets have been proposed. In general, a grouping of these algorithms into their basic approaches is difficult because they comprise a mixture of different feature extraction techniques. Therefore, we will follow the classification of the Rotterdam Coronary Artery Algorithm Evaluation Framework (http://coronary.bigr.nl) and group the algorithms by their degree of needed user interaction. Automatic methods track the coronary arteries without any user interaction. Approaches with minimal user interaction require up to one manually placed seed point per coronary artery, whereas interactive tracking approaches have no limit on the degree of user interaction.

**Automatic tracking.** Zambal et al. [2008] used a 3D model of the heart to detect its approximate position. Based on this information, candidates for coronary artery seeds were calculated. Afterwards cylindrical sampling patterns were fitted to track the coronary arteries. Tek et al. [2008] first detected the aorta which was then used as an initial mask for ostia detection. Afterwards, the ostia locations were detected via a vessel centerline extraction method which tracked the center axis of the coronaries starting from the aorta surface. The full centerline tree of the coronary arteries was finally computed via a multiscale medialness-based vessel tree extraction algorithm [Gülsün and Tek 2008] which started a tracking process from the ostia locations until all the branches were reached. Kitslaar et al. [2008] first detected the aorta and the entire heart region. Afterwards, candidate coronary artery components were detected in the heart region after a masking of the cardiac blood pools. Based on their location and geometrical properties the structures representing the right and left arteries were selected from a candidate list. Finally, starting from the aorta, connections between theses structures were made resulting in a final tracking of the whole coronary artery tree. Wang and Smedby [Wang and Smedby 2008] proposed an automatic algorithm based on competing fuzzy connectedness theory [Wang and Smedby 2007] for the tracking of the coronary arteries. For its initialization, the ascending aorta was detected in a pre-processing step to extract seed points for the coronary arteries.
Minimal user interaction. Krissian et al. [2008] estimated for each voxel the probability of belonging to a coronary vessel and afterwards applied a vesselness measure on the resulting probability map to obtain a cost for each voxel. The vessel starting point was then obtained automatically, while the end point had to be provided by the user. Finally, the path with the minimal cost between both points was regarded as the tracked coronary vessel. Dikici et al. [2008] first isolated the aorta and computed its surface. Then, they applied a two-stage Hough-like election scheme to the image volume to detect points which exhibit axial symmetry. From the axial symmetry image a graph was constructed. Finally, this graph was searched for the optimal path from the user supplied distal end points to any point on the surface of the aorta. Merges et al. [2006] tracked the coronary arteries by a simulated wave propagation method. This approach allowed the extraction of anatomical spatial relations that were used to bridge tracking gaps caused by stenoses or image artifacts. This method had to be initialized by a click into the ascending aorta. Carrillo et al. [2007] recursively tracked the branches of the coronary artery tree and simultaneously detected bifurcations by analyzing the binary connected components on the surface of a sphere that moves along the vessels. The segmentation within the sphere was performed using a clustering algorithm based on both geometric and intensity information.

Interactive tracking. Lesage et al. [2008] proposed a Bayesian, stochastic tracking algorithm for the tracking of coronary arteries. Based on techniques from particle filtering, this algorithm relied on a constrained, medial-based geometric model and on an original sampling scheme for the selection of tracking hypotheses. Metz et al. [2007] applied region growing to track the coronary arteries in a semi-automatic manner and to automatically extract bifurcation information. Friman et al. [2008b] used a multiple hypothesis tracking methodology which was complemented with a standard minimal path search for the interactive tracking of coronary arteries. Tournoulin et al. [2003] tracked the coronary arteries with a geometrical moment-based method and used a level set approach for a refinement of the results. Szymczak [Szymczak 2008] tracked the coronary arteries by first determining core points that tended to concentrate along the centerlines of vessels. Then, with given seeds by the user, a weighted core graph was built by connecting nearby core points until both user placed seed points were connected. Bauer and Bischof [2008] applied an edge based tube detection on the Gradient Vector Flow and an analysis of the resulting vector field. After identification of tubular structures, their centerlines were extracted and grouped into complete tree structures. Hoyos et al. [2008] used region growing with an interactively defined intensity range from manually placed seed points to track the coronary arteries. Castro et al. [2008] tracked the coronary arteries with morphological grayscale local reconstruction operators.
3.2.2 Methods

For the tracking of coronary arteries in CTCA data sets, we address several prerequisites to the algorithm. First of all, it must be able to deal with atherosclerosis which is reflected by intensity changes within the coronary arteries caused by stenoses or different types of plaques. Further, it should be able to handle motion artifacts. Although the latest CT system generation provides good temporal resolution, motion artifacts still cannot be excluded which result in spatial offsets of the coronary arteries between slices in a CT data set such that an automatic tracking stops in general, and has to be manually re-initialized. Finally, the coronary artery tracking algorithm should be fast and robust.

Besides the tracking of the coronary arteries, we further want to extract the coronary artery tree, \( i.e. \) the hierarchical branching information between the tracked vessels. This information allows – in a next step – a labeling of the extracted branches according to the AHA scheme and therefore simplifies the automatic annotation of detected lesions within the tracked coronary tree.

To deal with all the aforementioned requirements, we propose a semi-automatic coronary artery tracking based on the live-wire approach. This approach allows user-interaction to overcome motion artifacts or to bridge stenoses and it is further flexible in its design such that it can be easily extended with additional cost functions.

The live-wire algorithm is based on Dijkstra’s algorithm \[ \text{Dijkstra 1959} \], a graph search algorithm that – given a source vertex in the graph – finds the path with lowest costs – defined as the shortest path – between the source vertex and every other vertex. Dijkstra’s algorithm works by keeping for each vertex \( v \), the cost \( \text{dist}(v) \) of the shortest path found so far between the start vertex \( \text{source} \) and \( v \). The algorithm is initialized with the distance 0 at the start vertex and a set \( Q \) containing all vertices of the graph. In each step, one vertex \( u \) is expanded, \( i.e. \) it is removed from \( Q \). This vertex \( u \) is chosen to be the vertex in the set \( Q \) with the least \( \text{dist}(u) \) value. When \( u \) is expanded, the algorithm calculates if \( u \) can improve the shortest path of any of its neighboring vertices \( v \). In detail, it is evaluated if the shortest path between \( \text{source} \) and \( v \) can be improved by first following the shortest path to \( u \) and then traversing the edge connecting \( u \) and \( v \). If this new path is better, the algorithm updates the shortest cost path to the neighbor with the new smaller value. When the algorithm terminates, it has computed for each vertex \( v \) its distance \( \text{dist}(v) \) to the start point as well as its predecessor vertex \( \text{previous}[v] \) in the shortest path.

Algorithm 3 on page 51 shows Dijkstra’s algorithm in pseudo code.

Dijkstra’s algorithm has been adapted to image processing by Barrett and Mortensen \[ \text{Barrett and Mortensen 1997, Barrett and Mortensen 1996, Mortensen and Barrett 1995} \] who used this algorithm for their live-wire method to interactively extract object boundaries. As costs, they used a Laplacian zero-crossing feature, a gradient magnitude feature and a gradient direction feature. Live-wire algorithms are applied in medical image processing for the extraction of anatomical features, in particular for the extrac-
Algorithm 3 Dijkstra algorithm

for all vertices v in Graph do
    \(\text{dist}[v] \leftarrow \infty\)
    \(\text{previous}[v] \leftarrow \text{NULL}\)
end for

\(\text{dist[source]} \leftarrow 0\) \{distance from source to source\}

\(Q \leftarrow \) the set of all vertices in Graph

while \(Q \neq \emptyset\) do
    \(u \leftarrow \) node in \(Q\) with smallest \(\text{dist}[]\)
    remove \(u\) from \(Q\)
    for all neighbors \(v\) of \(u\) do
        \(\text{alt} \leftarrow \text{dist}[u] + d(u, v)\) \{\(d(u, v)\) distance between two nodes\}
        if \(\text{alt} < \text{dist}[v]\) then
            \(\text{dist}[v] \leftarrow \text{alt}\)
            \(\text{previous}[v] \leftarrow u\)
        end if
    end for
end while

Cost functions

In the live-wire algorithm proposed by Barrett and Mortensen \(\cite{1997}\) the distance \(d(u, v)\) between two vertices \(u\) and \(v\) is composed of three different costs, namely a gradient magnitude cost, a Laplacian zero-crossing cost and a gradient direction cost. Since then, other features have been suggested for live-wire like a length cost or a vesselness cost \(\cite{2007}\).

For our purpose, an intensity and a gradient cost revealed to be sufficient to provide a good optimum between needed user interaction, robustness and the performance of the algorithm. In general, cost functions are defined to penalize voxels not belonging to the targeted anatomy. Hence, costs should be low for voxels lying within the contrast-enhanced coronary arteries and high for voxels lying elsewhere.

For the intensity cost, we achieve this with a four-step cost function (Fig. 3.5(a)) based on an intensity cost function proposed by Kanitsar \(\cite{2001}\). The four steps have shown to perform well with the various different observed intensity distributions within coronary
arteries. In general, the distribution of the contrast agent is not homogenous such that the intensities vary along the course of the coronary arteries. Lower intensity values, for example, can be observed in the side branches of the coronary artery tree.

The aim of the gradient feature is to assign a higher cost to voxels located in the boundaries of the vessel, based on the assumption that in the direction of the central axis of the vessel the intensity of the voxels is more uniform than towards the direction of its boundary. Therefore, we selected a linear gradient cost function as shown in Figure 3.5(b).

A detailed description of the cost functions as well as the selected thresholds and parameters of the proposed live-wire algorithm for the purpose of vessel tracking can be found in [Quirante Ruiz 2007].

![Intensity cost function. Gradient cost function.](image)

**Figure 3.5**: The proposed coronary artery tracking algorithm is based on a live-wire approach for which two different cost functions are defined.

**Seed point placement**

Two sorts of seed points are distinguished for our vessel tracking, namely start seed points and end seed points. The former ones are starting points for the live-wire algorithm whereas the latter ones represent termination points for the path search. For each start seed point, a separate path search is initialized.

Start seed points have to be manually placed in the distal segments of the coronary artery tree. Further, an end seed point has to be placed at the orifice for each the left and right coronary branch. A common end point for both branches in the ascending aorta would be feasible but would simultaneously increase the running time of the live-wire algorithm as too many points within the ascending aorta will be proceeded during the search for the termination point.

The live-wire algorithm normally terminates for a start seed point when Dijkstra’s path search reaches one of the end seed points. Due to motion artifacts or stenoses, it might
happen that a path between a start seed point and an end seed point cannot be found within a reasonable time. Therefore, an additional termination criterion has been introduced, namely the maximum number of allowed iterations for a path search. If no path can be found, the user can manually insert paths into the coronary tree to bridge critical areas like stenoses or motion artifacts (Fig. 3.6). A manually drawn path consists of a start seed point at its proximal beginning and an end seed point at its most distal extension. Between these two seed points, an arbitrary number of supporting points forming the path can be inserted. So, the path search terminates at the distal end of the manually inserted path and is afterwards re-initialized at its proximal beginning.

![Diagram](image)

**Figure 3.6:** Problematic regions in coronary artery tracking such as stenoses (a) can be bridged by manually inserting a path (b) with an additional start and end seed point such that the complete artery can be finally tracked (c).

**Coronary Tree extraction**

Besides the tracking of the coronary arteries, a further step is to automatically extract branching information of the coronary artery tree. For this purpose, the path starting at the currently processed (start) seed point may terminate either in one of the end seed points or in an existing tracked path generated by previously processed seed points. If a path terminates in another path, the termination point is regarded as a branching point. The extracted branches and their hierarchical information are stored in a special data structure (Fig. 3.7) which will subsequently be used for coronary artery segmentation (Section 3.3) or for labeling the coronary artery tree (Section 3.4). Its basic concept is therefore briefly described. For each branch, the corresponding tracked vessel path is stored. Furthermore, a branch is linked either to its parent branch from where it originates, or it is linked to a root node, when it directly outlets from the ascending aorta. Each branch can have an arbitrary number of children, which are also branches. Speaking from children branches of branch \(i\), we refer to its direct children, *i.e.* branches whose parent is branch \(i\). With the term sub-branches of branch \(i\), we refer to all branches which have – directly or indirectly
via other parents – branch \( i \) as parent. For the example in Figure 3.7, sub-branches from branch \( i \) are branches \( j \) through \( m \) whereas children from branch \( i \) are only branch \( j \) and branch \( k \).

![Diagram of a coronary artery tree](image)

**Figure 3.7:** Data structure used to store the hierarchical branching information of the coronary artery tree.

### 3.2.3 Experimental Setup and Results

We successfully applied the described coronary artery tracking method on over 250 CTCA data sets. A detailed performance evaluation was not feasible because no manual tracking of the coronary arteries was available as ground-truth. Figure 3.8 exemplarily shows the tracked coronary artery trees together with the placed seed points for two CTCA data sets.

### 3.3 Vessel Lumen Segmentation

Besides knowing a path through the coronary arteries, it is also important to segment their whole lumen from the surrounding tissue. This information is vital for the assessment of atherosclerosis. First of all, the lumen can be used as a mask to limit the plaque detection within a CT data set to a certain region. Furthermore, the morphology of the lumen itself can be analyzed. In general, plaques cause a change of the vessel wall, either an outward expansion referred to as *positive remodeling* [Glagov et al. 1987, McPherson et al. 1991] or a vessel lumen shrinkage, also called *negative remodeling* [Mintz et al. 1997, Nishioka et al. 1996, Pasterkamp et al. 1995].
3.3. VESSEL LUMEN SEGMENTATION

Figure 3.8: Exemplary results for tracked coronary arteries with the proposed algorithm. Manually placed seed points are illustrated as spheres.

The challenges for coronary artery segmentation are comparable to those for the tracking of coronary arteries (Fig. 3.4). Stenoses or motion artifacts may lead to a premature termination of the segmentation process whereas crossing of adjacent structures with similar intensity characteristics may lead to a leakage of the segmentation process into these undesired regions. Therefore, constraints about the tubular anatomical shape of the coronary arteries are often included in the segmentation process.

3.3.1 Related Work

Various segmentation algorithms for vascular structures have been proposed so far. A review of existing approaches was given in 2000 by Pham et al. [2000], in 2003 by Bühler et al. [2003], and by Kirbas and Quek [2004] in 2004. Since then, many other segmentation algorithms for vascular structures have been reported [Boskamp et al. 2004, Bruijns 2001, Florin et al. 2006, Friman et al. 2008a, Holtzman-Gazit et al. 2006, Law and Chung 2007, Li and Yezzi 2007, Peters et al. 2008, Socher et al. 2008, Wörz and Rohr 2007]. These algorithms are not particularly targeted for the segmentation of coronary arteries but are proposed as vessel segmentation approaches in general. Therefore, there might be a need for some adaptations for these approaches when applied for coronary artery segmentation in cardiac CT images.

Besides the aforementioned vessel segmentation approaches, specialized algorithms for the segmentation of coronary arteries in CT data sets have been proposed. As already
discussed, vessel tracking and vessel segmentation are closely linked to each other such that in most cases, results obtained by tracking algorithms also contain information about the vessel’s boundary. This is the case for all approaches presented in Section 3.2.1 for the tracking of coronary arteries. Hence, these approaches can also be regarded as vessel segmentation algorithms as they implicitly or explicitly compute the vessel boundary although their primary target is the tracking of the coronary arteries. In the following, only approaches with a special focus on coronary artery segmentation will be reviewed. Certainly, these approaches might also be applied for vessel tracking by post-processing the resulting segmentation mask with a skeletonization algorithm to obtain a path through the coronary arteries.

Bock et al. [2008] used a progressive region growing approach for the segmentation of the coronary arteries. The region growing was combined with a growth front monitoring technique to correct local leakage by retrospective detection and removal of leakage artifacts. While progressively reducing the region growing threshold for the whole image, the growing process was locally analyzed using criteria based on the assumption of tubular, gradually narrowing vessels. Bouraoui et al. [2008] segmented the coronary arteries based on mathematical morphology techniques guided by anatomical knowledge. In detail, a morphological hit-and-miss transform was applied to enhance the coronary arteries. A region growing, initialized at automatically detected seed points in the orifices of the coronary arteries, was then run on the morphologically processed image. Van Velsen et al. [2007] developed VAMPIRE (Vascular Analysis using Multiscale Paths Inferred from Ridges and Edges) for the segmentation of coronary arteries. VAMPIRE was based on the detection of vessel-like structures by analyzing first-order and second-order image derivatives combined with a minimal cost path algorithm. The image derivatives were obtained using Canny edge detection and an improved ridge filter for detecting elongated structures. Wesarg and Firle [2004] applied their corkscrew algorithm, a skeleton-based approach, for the segmentation of coronary arteries. This semi-automatic extraction techniques required the definition of a start and an end seed point within the vessel. A first estimate of a path through the vessel was then used to compute the boundary, orthogonal to the direction of the course of the coronary arteries. Yang et al. [2007] proposed a hybrid approach for the automatic segmentation of coronary arteries using multi-scale vessel filtering and a Bayesian probabilistic approach in a level set image segmentation framework. The initial surface of the coronaries was obtained from the multiscale vessel filter response, and the surface then evolved to capture the exact boundary of the coronaries according to an improved evolution model of implicit surfaces.

### 3.3.2 Methods

For the segmentation of the coronary arteries, we decided to use a graph-cut approach, because graph-cuts have shown to be robust and only few parameters are needed for their adaption to specific problems.
From the vessel tracking algorithm (Section 3.2), we obtain a path through the coronary arteries as well as branching information, i.e., the path of the coronary artery tree is composed of several branches, each representing either a vessel or a part of it. We apply the graph-cut segmentation for each branch individually. For this, we first reformat and straighten the branch along its path into a stack of axial 2D slices. The first slice in the stack represents the most proximal part of the branch. Segmentation with graph-cuts is performed slice-wise in the axial slices, starting from the first to the last slice of the stack. After the segmentation is performed, the result is reformatted back into the original 3D space of the CT data set. The proposed segmentation process will subsequently be discussed in more detail.

Graph-cut

Graph-cuts belong to the graph-based approaches which interpret the given image as a directed or undirected graph $G(V,E)$. Voxels are converted to vertices of $V$ and edges $(u,v)$ contained in $E$ are defined between neighboring voxels $u,v$ according to the given neighborhood relationships in the image. This transform offers the possibility to apply well-established algorithms from graph theory for the extraction of anatomical features.

For graph-cuts, a flow network is defined by assigning weights, or capacities, $c(u,v)$ to the graph edges. Such a flow network usually contains additional nodes that are called sources and sinks, or terminals. Let $s$ be a source that produces flow and $t$ a sink that consumes flow. A flow in $G$ is a real valued function $f$ with the following properties [Cormen et al. 2001]:

1. The amount of flow along an edge must not exceed its capacity.
2. The flow from a vertex $u$ to a vertex $v$ is the negative flow in reverse direction.
3. The amount of flow into a node equals the amount of flow out of it.

The dual to the problem of finding the maximum flow in $G$ is to find the cut of $G$ with minimal capacity. The minimum cut of $G$ is a partition of $V$ into two subsets $S$ and $T = V - S$ such that $s \in S$ and $t \in T$ while minimizing the capacity of the cut edges ($u \in S, v \in T$). Several polynomial time algorithms exist to solve the problem of finding the minimum cut of a graph [Kolmogorov and Zabin 2004, Cormen et al. 2001]. Graph-cuts have been adapted for anatomical segmentation problems [Boykov and Jolly 2001, Boykov et al. 2001] and since then have been commonly used for the segmentation of anatomies [Ali et al. 2007, Boykov and Funka-Lea 2006, Fürnstahl et al. 2008].

In order to apply graph-cuts for segmentation tasks, the segmentation step is formulated in terms of energy minimization by describing it as a voxel-labeling problem: the input is a set of voxels and a set of labels. The goal is to find a labeling $f$ (i.e., a mapping from the voxels to the labels) which minimizes some energy function $E(f)$. A standard form of such an energy function [Kolmogorov and Zabin 2004] is
\[ E(f) = \sum_{v \in P} D_v(l_v) + \sum_{v, w \in N; \mathit{lv} \neq \mathit{lw}} V_{v,w}(l_v, l_w), \tag{3.1} \]

where \( N \) is the set of pairs of adjacent voxel. \( D_v(l_v) \) is the data cost function that measures the costs for assigning voxel \( v \) to label \( l_v \). \( V_{v,w}(l_v, l_w) \) measures the costs for assigning voxel \( v \) to label \( l_v \) and neighbor \( w \) to \( l_w \) (smoothness costs).

For solving this labeling problem, we used the graph-cut algorithm as proposed by Kolmogorov and Zabih [2004] and implemented by Boykov et al. [2001, 2004]. In order to minimize \( E \), they create a specialized graph such that the minimum cut on the graph also – either globally or locally – minimizes \( E(f) \).

**Costs**

For our segmentation task, one of two possible labels has to be assigned to each voxel, namely \( \text{obj} \) when the voxel belongs to the object or \( \text{bkg} \) when it is part of the background.

**Data cost.** The data term \( D_v(l_v) \) evaluates the penalty for assigning a particular voxel \( v \) to a certain label \( l_v \). To determine the cost \( D_v(\text{obj}) \) for labeling a voxel \( v \) as object, we compute the difference between the mean intensity value \( I_{\text{obs}} \) measured in a \( 7 \times 7 \times 7 \) neighborhood around a point automatically detected in the ascending aorta (Section 3.1) and the intensity value \( I_v \) of \( v \). Hence, the data term will be negative for all voxels with intensity values above \( I_{\text{obs}} \) and therefore favors their labeling as object. In return, we define the cost \( D_v(\text{bkg}) \) for the label background as the negative value of \( D_v(\text{obj}) \).

The mean intensity value in the ascending aorta can be regarded as a good approximation for the expected mean in the coronary arteries. Stolzmann et al. [2008b] have shown no significant difference between the mean intensity in the ascending aorta and the mean intensity in the proximal parts of RCA and LM, respectively. As more distal branches might have lower intensity values than the proximal portion of the coronary arteries, we multiplied \( I_{\text{obs}} \) with a tolerance factor \( \alpha \) which was empirically set to \( \alpha = 0.17 \). So far, the data costs can be described as

\[
D_v(\text{obj}) = \left[ (1 - \alpha) I_{\text{obs}} - I_v \right] \tag{3.2}
\]

\[
D_v(\text{bkg}) = -D_v(\text{obj}) \tag{3.3}
\]

Similar to Slabaugh and Unal [2005], we further introduce a shape prior into the data term. Hence, circular structures are favored as vessels in their cross sections are assumed to be circular. For this, the data cost is scaled by the squared ratio between the distance \( d \)
of the voxel to the vessel center \( \vec{c} \) at the current processed slice and the expected vessel radius \( r \) given as a parameter.

This results in an updated expression for the data cost terms

\[
D_v(obj) = \left[ (1 - \alpha)I_{obs} - I_v \right] \left( \frac{d}{r} \right)^2 \\
D_v(bkg) = -D_v(obj)
\]

Finally, negative costs are set to zero as negative cost values caused some instabilities in the used graph-cut algorithm:

\[
D_v(obj) = \max(D_v(obj), 0) \\
D_v(bkg) = \max(D_v(bkg), 0).
\]

**Smoothness cost.** The smoothness term \( V_{v,w}(l_v, l_w) \) evaluates the penalty for assigning neighboring voxels to different labels. In 3D for example, the labeling of a voxel’s 26 neighborhood is regarded for the computation of the smoothness term. Using the smoothness term, boundary discontinuities or holes in the segmentation should be avoided. For example, if all of its neighbors are labeled as object voxels, there is a high probability that the regarded voxel also belongs to the object such that a labeling as background should be penalized. However, at the border of objects, adjacent voxels often have very different labels. Therefore, it is important that the selected smoothness cost does not overpenalize such labelings.

For our segmentation, we selected the following smoothness cost which provided a good trade-off between smoothness within the object and reasonable boundaries between object and background.

\[
V_{v,w} = \begin{cases} 
0 & v = w \\
10 & v \neq w.
\end{cases}
\]

**Implementation details**

In order to apply the shape prior, the vessel’s center point \( \vec{c}_n \) at the currently processed slice \( n \) has to be known. However, the chosen vessel tracking method only delivers a path through the vessel and not its centerline. Therefore, we include segmentation results from previous slices to obtain an estimate of \( \vec{c}_n \) for the currently processed slice.
For the first slice, the center \( \vec{c}_0 \) of the vessel is defined as the point obtained by the tracking algorithm in this slice. For subsequent slices, the center of the vessel for slice \( n \) is defined as

\[
\vec{c}_n = \frac{1}{2} \vec{c}_{n-1} + \frac{1}{2} \vec{c}_{\text{seg}}
\]

where \( \vec{c}_{n-1} \) is the center estimate used in the previous slice and \( \vec{c}_{\text{seg}} \) is the barycenter of the segmented voxels from slice \( n - 1 \).

To adapt for local intensity changes in the branch that might occur through stenoses or other discontinuities, we allow the algorithm to locally adapt \( I_{\text{obs}} \) if otherwise no voxels could be segmented. If this is the case for a current slice, we temporally set \( I_{\text{obs}} \) to the mean intensity of segmented voxels measured in a neighborhood of slices around the current regarded slice. If empty slices occur in a segmentation, the whole segmentation process is re-initialized for a smaller value of the expected radius \( r \). Based on reported anatomical studies for the coronary arteries [Dodge et al. 1988, Dodge et al. 1992] we initially set \( r = 5 \) mm. If no segmentation result can be obtained for a slice, \( r \) is lowered to 4 mm for a next try and if again no segmentation can be achieved, it is finally lowered to 3 mm.

Besides the shape prior used in the data term, we further apply a hard constraint shape prior, \textit{i.e.} all voxels with a distance \( d > r \) away from the center of the vessel at the current regarded slice are regarded as background voxels, independent from their intensity.

**Pruning**

We observed that the segmentation sometimes includes small side branches or other small structures that do not belong to the regarded branch itself. In order to remove those small structures, we added a pruning post-processing step to the segmentation. The pruning consists of a slice-wise connectivity check on the segmented voxels with the prior that segmented voxels must be connected either to segmented voxels within the current slice (4-neighborhood) or to segmented voxels of the preceding slice. The idea is to apply this connectivity check twice. In the first run, it is started from the first slice of the stack and is applied slice-by-slice until the last slice is reached. Afterwards, the resulting connected and segmented voxels are taken as input and the procedure is repeated, this time, however, from the last to the first slice. Doing so, all small structures will be discarded as they are supposed to be connected from only one direction to the segmentation result (Fig. 3.9).
3.4 Coronary Artery Tree Labeling

Vessel labeling is the process of assigning an anatomical notation to tracked vessels according to some standardized model. For coronary artery tree labeling, the 16-segment model of the American Heart Association (Section 1.1.3) is commonly used as reference model. The labeling of the coronary arteries according to a standardized model is essential for the reporting of coronary diseases. Without such a labeling, the location of plaques, stenoses or other anomalies cannot be precisely documented. The challenges for automatic algorithms for the labeling of the coronary artery tree are manifold. First, they have to be flexible enough to cover anatomical variations like different dominance patterns (Section 1.1.2) or the anatomical availability of segments as not each segment might
be present in a patient [Cademartiri et al. 2008]. Second, coronary tracking algorithms are not always able to track the whole coronary tree such that parts might be missing. Finally, coronary tracking algorithms can additionally introduce noise to the coronary tree in the form of false branches.

3.4.1 Related Work

Automatic labeling algorithms are not limited to the coronary arteries but were also proposed for other tree-like structures as a geometric tree matching for the labeling of lung structures [Pisupati et al. 1996], a machine learning approach for the labeling of bronchial branches [Ota et al. 2008] or a model based approach for cerebral vasculature labeling [Hall et al. 1997].

For the automatic labeling of coronary arteries, most algorithms have been proposed for classical 2D coronary angiography (CA) images. Similarities in the approaches can be observed namely the definition of an anatomical model graph on which the tracked coronary arteries, the data graph, are mapped for the labeling by using graph matching techniques. Dumay et al. [1994] created a 2D model graph and matched it against the data graph on the basis of a global minimal dissimilarity of features and relationships. Smets et al. [1990] proposed a constraint satisfaction approach for the labeling of the left coronary artery.

Other approaches define a 3D model graph and select in a first step a 2D projection of it that best fits to the acquired CA image. This 2D projection is then mapped against
the data graph. Haris et al. [1999] used for this purpose a weighted maximal clique on the association graph corresponding to the model graph and data graph. Ezquerra et al. [1998] applied a branch-and-bound algorithm – a top-down approach, starting from the root node – for the mapping between model graph and data graph. Chalopin et al. [1998, 2001] also proposed a hierarchical approach by first mapping the main artery followed by its sub-branches between the model and data graph using graph matching techniques.

When bi-plane CA is performed, i.e. when two images in different image planes are required from the targeted anatomy, additional information arises that can be used for labeling or for a 3D reconstruction of the coronary arteries. Garreau et al. [1991] used this information in a knowledge-based approach for the simultaneous 3D reconstruction and labeling of the coronary arteries.

Only a few approaches have been reported so far for the labeling of coronary arteries based on CT data sets.

Lorenz et al. [2004b] used a model approach for the automatic labeling of LAD, CX and RCA in CT data sets by automatically mapping tracked coronary centerlines to a manually established model. This mapping was performed in three steps, each adding successively additional degrees of freedom (DOF) to the transformation of the 3D point coordinates of the tracked centerline. In the first step, only translation and rotation was allowed whereas in the second step, an overall scaling was added. Finally, the third step allowed translation, rotation, scaling, and shear. In each step, the parameters were simultaneously optimized in a down-hill simplex optimization procedure. This model approach was successfully tested on 33 CTCA data sets.

Fritz et al. [2008] automatically labeled the three main branches (LAD, CX, RCA) in CTCA data sets based on the knowledge of the pose of the aorta and the left ventricle. They used a hierarchical approach and first divided the coronary tree into its left and right branch before the left branch is further sub-divided into the LAD and CX. For each division, a main branching node was searched, i.e. a node which cut the tree better into two equally sized sub trees than every other node. Anatomical knowledge was then used to assign the correct label to each branch. The labeling was successfully tested on 10 CTCA data sets.

3.4.2 Methods

In contrast to the aforementioned labeling algorithms for CTCA data that labeled only the coronary artery tree at the vessel level (RCA, LM, LAD, and CX), we propose an automatic labeling of the coronary arteries that additionally labels the RCA into its four possible segments.

Our approach can be regarded as a knowledge-based hierarchical approach. By analyzing coronary artery trees in a small number of CT data sets, we derive anatomical knowledge
like specific branching characteristics and their locations and express this knowledge in the form of algorithmic rules. Although Dodge et al. [1988, 1992] have developed a model for the coronary artery tree based on bi-plane CA acquisitions that also included the expected positions of the segments of the coronary tree, we could not benefit from it as the expected positions did not match the observed positions in our available CT data sets.

With the hierarchical approach, we first divide the coronary artery tree into its left and right branch and then successively refine the labeling for each branch separately by labeling more specific vessels or segments following the course of the coronary arteries from their proximal start till their distal end.

Left or right branch of coronary artery tree

For the available CTCA data sets which were acquired following a standard cardiac CT protocol, we observed that – starting from the ostia in the ascending aorta – the right branch of the coronary artery tree develops into negative $x$-axis direction whereas the left branch develops into positive $x$-axis direction. We therefore used this obvious finding as a main criterion for the differentiation between left and right branch of the coronary artery tree by regarding the direction of the extracted branches from the coronary artery tracking step.

Thus, for each branch $i$ whose parent is the root element, the barycenter $\vec{b}_i$ of the tracked path (including all its sub-branches) is calculated as well as the direction $\vec{d}_i$ which is defined as $\vec{d}_i = \vec{b}_i - \vec{r}_i$, where $\vec{r}_i$ represents the most proximal path point of branch $i$. The $x$-axis component of $\vec{d}_i$ will be denoted as $x_{\vec{d}_i}$ in the following.

Depending on the number of available branches, different criterions are applied for the labeling. If only one branch is present, the labeling decision is made on $x_{\vec{d}_i}$. If it is positive, the branch will be assigned as left and otherwise as right. When two branches $i$ and $j$ are present, the labeling is only applied if one branch directs into the positive $x$-axis ($x_{\vec{d}_i} > 0$), whereas the other branch points into the direction of the negative $x$-axis ($x_{\vec{d}_j} < 0$). If more than two branches are present, which might be the case in the presence of bypasses, the length $l = ||\vec{d}_i||$ is added as a criterion. If multiple branches have either a negative or positive $x_{\vec{d}_i}$, the one with maximum $l$ is taken as right or left branch, respectively.

After the labeling of the left and/or right branch of the coronary tree, each branch is further processed independently.
3.4. CORONARY ARTERY TREE LABELING

Right branch

An important landmark in the right branch is the point where the first marginal branch originates from the RCA. Knowing this point, both segment 1 and 2 as well as the beginning of segment 3 are defined (Section 1.1.3). The first marginal branch has the observed property that, from the branching point, it goes anterior (i.e., in negative $y$-direction) and its course is close to the surface of the heart. We further observed, while measuring the difference between the $z$-coordinates of the branching point and the point at the orifice of the right branch, that this difference was always within a certain range. A sub-branch $i$ of the right branch is therefore regarded as candidate for the first marginal branch if

- it’s $y$-direction is negative. The direction is computed by taking the difference between the last and first path point of branch $i$.
- the difference between the $z$-coordinates of the point at the orifice of the RCA and the first path point of branch $i$ is smaller than 30 mm.

For each candidate, a score $s = n_{\text{branch}}d_{\text{min,heart}}$ is computed where $n_{\text{branch}}$ is the number of its sub-branches and $d_{\text{min,heart}}$ is the minimum distance of its path to the boundary of the heart. To determine the minimum distance to the heart, a ray is casted for each point of the path in negative $x$-direction until it reaches the boundary of the heart, defined as a measured intensity value below $-400$ HU. The length of the casted ray is then interpreted as the distance to the right heart boundary. With the score $s$, vessels close to the heart surface with few sub-branches should be favored as the first marginal branch is a small side branch. Therefore, the candidates with the lowest and second lowest scores are determined. If the second smallest measured score is at least 1.5 times larger than the smallest score, the candidate with the smallest score can be clearly defined as the first marginal branch. Otherwise, if two similar candidates are present, the candidate with the smallest path length to the root node of the right branch is taken under the constraint that this path length must be at least 20 mm to avoid false labelings through other small proximal side branches of the RCA.

After the extraction of the first marginal branch and its branching point, the branches belonging to segment 1 and segment 2 as well as the beginning of segment 3 can be appropriately labeled according to the AHA scheme.

The next important landmark for the labeling of the right branch is the origin of segment 4, the posterior descending artery. If present, the posterior descending artery originates when the course of the RCA is approximately parallel to the $xy$-plane in the CT data set. After the branching, the posterior descending artery runs towards the apex of the heart (Fig. 3.11(b)).

If the first marginal branch could be detected in the preceding step, we limit the search for segment 4 to sub-branches of segment 3. Otherwise, we search all sub-branches of the right branch. According to the anatomical observations, we define the following three criteria for a branch candidate $i$
– Branch $i$ must branch towards the apex of the heart in an axial slice, i.e. it must originate towards the left when regarding the direction of its parent branch. We therefore compute the normalized cross-product between the direction of branch $i$ at its proximal start and the direction of its parent at its distal end (Fig. 3.11(c)). A minimum $z$-coordinate value for the cross-product of 0.25 is required.
– The normalized direction of the parent branch at its distal end has to point in positive $x$-direction with an $x$-component value of at least 0.30.
– The difference between the $z$-coordinate of the point at the orifice of the RCA and the first path point of branch $i$ must be larger than 30 mm.

If more than one candidate fits to these criteria, the most proximal one is taken and labeled as segment 4.
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**Figure 3.11**: Landmarks needed for the labeling of the right branch, namely the origin of the first marginal branch (a) and the origin of segment 4 (b). The cross-product between the direction of the parent branch at its distal end (black arrow) and the direction of a branch candidate at its proximal beginning (white arrow) is computed to determine the branching direction (c).

**Left branch**

The left branch with its origin in the ascending aorta is labeled as the LM artery. The first important landmark in the left branch of the coronary artery tree is the bifurcation of the LM artery into the LAD and CX. In some patients, segment 16 also originates from this branching. For the detection of this landmark, we assume – like [Chalopin et al. 2001] – that the LM does not contain any side branches between its root and the origins of LAD and CX. Hence, we have to label the children of the left branch either as LAD or CX and have to deal with the possible presence of segment 16.

The name left anterior descending artery (LAD) already includes information about its geometrical course. It first runs anterior (i.e., in negative $y$-direction) before it descends
along the surface towards the apex of the heart. On the contrary, the CX runs posterior (i.e., in positive y-direction). This anatomical knowledge is used for the labeling of LAD and CX. In a first step, we compute the barycenter $\vec{b}_{left}$ for the tracked path of the left branch (including all its sub-branches) and compare $\vec{b}_{left}$ with the barycenters of the paths (including sub-branches) from the left branch’s children.

The child branch $i$ with the most posterior barycenter $\vec{b}_i$ is labeled as the beginning of the CX, if $\vec{b}_i$ is simultaneously more posterior than $\vec{b}_{left}$. Accordingly, the child branch $j$ with the most anterior barycenter $\vec{b}_j$ – under the constraint that $\vec{b}_j$ is more anterior than $\vec{b}_{left}$ – is labeled as the beginning of LAD. If the left branch has three children, the branch neither labeled as CX nor labeled as LAD is assigned the label segment 16.

Although a further subdivision of the CX and LAD into their segments would be desired, we could not observe clear anatomical branching characteristics that could be transferred into algorithmic rules.

### 3.4.3 Experimental Setup and Results

We used 10 CTCA data sets for tuning the parameters of the proposed coronary artery labeling algorithm. The performance of the algorithm was then evaluated on 40 additional CTCA data sets. For the evaluation, we first determined if the needed landmarks were anatomically available in the data sets. In a subsequent step, we evaluated if these landmarks have been tracked by the coronary artery tracking algorithm (Section 3.2). Finally, the number of cases where a landmark was available throughout the 40 data sets – i.e. it was anatomically present and tracked – was regarded as the achievable optimum (100.0%) for the proposed algorithm.

Throughout all the data sets, the left and right branch were correctly identified (100.0%). In the right branch, the first marginal branch was not observed in three and was not tracked in two data sets, respectively. Out of the possible 35 cases, the labeling algorithm successfully detected the first marginal branch in 34 (97.1%) data sets and could accordingly label segment 1 and segment 2 as well as the beginning of segment 3. Only one false positive labeling (2.9%) was observed for the identification of the first marginal branch.

The next landmark, the bifurcation where segment 4 originates, was anatomically missing in 11 and could not be tracked in two data sets, respectively. Out of the possible 27 cases where this landmark could have been detected, the proposed algorithm correctly labeled it in 17 (63.0%) cases whereas in three (11.1%) data sets no label was assigned and in seven (25.9%) data sets the wrong bifurcation was labeled.

In 38 out of the 40 cases (95.0%), the left branch could be correctly split up into the LM, LAD, and CX artery, respectively.
3.5 Discussion and Conclusion

In this chapter, we have discussed algorithms for the (semi-)automatic extraction of anatomical structures in data sets. Further, we have proposed specific algorithms for the automatic detection of the ascending aorta, the tracking and segmentation of the coronary arteries as well as the automatic labeling of the coronary artery tree. These proposed approaches will be used in the next chapter for the extraction of anatomical structures needed for an assessment of atherosclerosis.

First, we presented a fast and robust algorithm for the automatic detection of the ascending aorta in CTCA data sets by using a two-level threshold ray propagation approach. The method has been successfully evaluated on 297 data sets from different CT devices. A detection rate of 97.0% confirmed the robustness of the presented method. Only 9 false positives were counted where the largest candidate cluster – assumed to be the ascending aorta – did not represent the ascending aorta. In these cases, the second largest cluster would have been the correct choice. Hence, future work should concentrate on the definition of additional features for the two largest clusters to further improve the detection rate. We see two possible application areas for the proposed automatic ascending aorta detection. First of all, the method can be used to automate coronary artery tracking and segmentation algorithms that still need an initialization through a seed point within the ascending aorta like the approaches presented by Bock et al. [2008], Hennemuth et al. [2005], and Merges et al. [2006]. Further, the algorithm can be used to automatically extract intensity information from the ascending aorta which is a good estimate for the intensity characteristics in the proximal parts of the coronary arteries [Stolzmann et al. 2008b].

The proposed approaches for coronary artery tracking and segmentation performed well. However, at this point, it must be stated that the focus of this thesis is not the development and research of coronary artery tracking or segmentation algorithms, respectively. Therefore, a detailed evaluation of these proposed methods against ground-truth data is missing and their correctness was only assessed by visual assessment. Further, the proposed methods still show potential for optimization and further improvements.

The automatic labeling of the coronary arteries was evaluated on 40 CTCA data sets where an excellent performance on the vessel level could be achieved – similar to the results from Lorenz et al. [2004b] and Fritz et al. [2008]. By using a knowledge-based hierarchical approach, we were further able to label the RCA according to its four segments. The first three segments could be assigned in a robust way whereas segment 4 could not be reliably labeled. A reason for this might be the small number of 10 training data sets from which the anatomical knowledge was extracted. Hence, some anatomical variations that predominantly occur in the distal parts of the coronary artery tree could not be covered. Although desired, a segment-wise labeling of the CX and LAD was not possible as no meaningful anatomical criterions could be derived from the training data.
Nevertheless, the proposed algorithm is a further step towards a fully automatic labeling of the coronary artery tree. Several applications might benefit from a labeled coronary artery tree. First of all, a labeling allows the automatic creation of reports about detected locations of atherosclerosis. Further, segment or vessel specific knowledge – like spatial distribution patterns of plaques – can be incorporated into the process for the assessment of atherosclerosis.
Automatic Detection of Calcified Coronary Plaques

Besides calcium scoring, which is done on non-enhanced images for a first risk assessment of coronary diseases, the plaques are also assessed in contrast-enhanced images to diagnose stenoses or other anomalies. To date, no commercial software package exists to perform automated plaque segmentation and plaque diagnosing [Cademartiri et al. 2006]. Although semi-automatic software tools have been developed to support the detection of coronary plaques, the process is still time-consuming, error-prone and shows inter- and intra-observer variabilities [Hoffmann et al. 2008].

The aim of this work was to develop a framework for the automatic detection of calcified coronary plaques. This is achieved by incorporating both the contrast-enhanced and non-enhanced examinations such that more information for each plaque is available – for its detection and potential subsequent assessment.

After a motivation of the proposed approach and a review of existing methods for plaque detection, the framework for the automatic detection of calcified coronary plaques will be presented. Finally, the chapter closes with an evaluation and discussion of the proposed framework for automatic detection of calcified coronary plaques.

4.1 Introduction

In general, both a native (i.e., non-enhanced) and angio (i.e., contrast-enhanced) examination are performed for the assessment of coronary artery diseases [Schwarz et al. 2008]. The native examination is used in calcium scoring for a first risk assessment. The angio examination, however, nicely visualizes the vessel lumen and as such allows to assess the degree of a stenosis.

Previously reported approaches for calcified coronary plaque detection, presented in the subsequent section, only use one of the two available examinations for their assessment
of plaques, although an additional examination would be available without any extra radiation exposure for the patient.

The key idea of the framework presented herein is to use both the angio and the native examination for an automatic detection of calcified coronary plaques. For this, plaque candidates are extracted from both examinations. The candidates are then used to co-register the two data sets. Hence, more information is available for each plaque to suppress false positives and to enhance the detection rate.

4.1.1 Related Work

For the detection of coronary plaques, it is helpful to delineate the coronary arteries, i.e. determining the centerline or a segmentation of the vessel lumen as presented in the preceding chapter. With the various branches of the coronary artery tree tracked and segmented, it is possible to analyze each branch for the presence of plaques.

Toumoulin et al. [2003] used a level set approach to detect both the inner and outer wall of a vessel in CT data sets and were therefore able to identify calcified plaques. Rinck et al. [2006] also computed the inner and outer vessel wall to assess atherosclerotic plaques in coronary arteries using shape-based segmentation. Their algorithm, however, had to be manually initialized with a seed point before and after each plaque. A Plaque Map for CT images that uses color-based isometric lines and a bird’s eye view to support the plaque detection was introduced by Komatsu et al. [2005]. This method is only a visual aid for the manual detection of plaques. A model-based approach to semi-automatically measure the degree of stenosis in carotid arteries was developed by Frangi et al. [2000] for MR images. Adame et al. [2004] combined model-based segmentation and fuzzy clustering to detect the vessel wall, lumen and lipid core boundaries in MR images. Also for MR images, Sun et al. [2008a] used a Fuzzy C-Means based clustering algorithm to characterize plaque constituents. Wesarg et al. [2006] presented preliminary results on 10 patients for the automatic detection of calcified plaques by combining diameter information from the segmented vessel with an intensity value analysis within the coronary arteries. Teßmann et al. [2008] recently proposed a framework for reliable automatic detection of stenotic lesions in CTCA data by using a learning-based detection approach. By applying a specialized feature extraction method based on a sampling pattern that approximates the vessel shape, a classifier could be trained with the AdaBoost algorithm [Freund and Schapire 1995], that finally detected 45 out of 57 (78.9%) calcifications.

With two exceptions, all aforementioned methods require substantial user intervention. Only the approaches from Wesarg and Teßmann detected calcified plaques automatically when the tracked coronary tree was given as input.

All aforementioned approaches aimed for the plaque detection in angio data sets. Besides these works, some fully automatic detection algorithms for the detection of calcified
coronary plaques in native examinations have been proposed for the purpose of calcium scoring.

Ukai et al. [1995] first proposed a method for coronary calcification detection in native CT examinations using diagnostic rules. Later on, they improved their method by applying a neural network based classification method to discriminate between coronary calcifications and artifacts [Ukai et al. 1998]. Išgum et al. proposed a k-NN classifier for the automatic detection of calcified plaques in native CT examinations. Originally, the method was developed for the aorta in abdominal CT examinations [Išgum et al. 2003] before it was adapted for calcified plaque detection in coronary arteries [Išgum et al. 2004, Išgum et al. 2005, Išgum et al. 2007]. For coronary plaques, an automatic heart and aorta segmentation was applied before specific features were computed and used to automatically detect coronary calcifications using a two-stage classification system with a k-NN classifier and a feature selection scheme. With this approach, Išgum et al. could detect 73.8% of the calcified plaques at an expense of an average of 0.1 false positives per data set. Brunner et al. [2008] use unsupervised classification to discriminate arterial calcified plaques from non-arterial lesions. The proposed method first mines the characteristics of calcified lesions using an optimization criterion and then identifies a subset of lesion features which is optimal for classification. Second, a two stage clustering is deployed to discriminate between arterial and non-arterial lesions. Experimental results indicated an average accuracy of approximately 80% on 205 non-enhanced EBCT data sets. By using a supervised hierarchical classification, Kurkure et al. [2008b] achieved an accuracy of 98.0 % on the same data sets used by Brunner et al. [2008]. At each level of the hierarchy, their approach learns an ensemble of classifiers where each classifier is a cost-sensitive learner trained on a distinct asymmetrically sampled data subset.

4.2 Methods

This section presents our framework for the automatic detection of coronary calcified plaques. Plaques are detected in an angio data set while incorporating knowledge from the corresponding native data set. As in general both the angio and native CT examinations are acquired for the assessment of atherosclerosis [Schwarz et al. 2008], no additional scan is required for the application of the proposed method. The basic concept, illustrated in Figure 4.1, can be summarized as follows. In the pre-processing steps (A)+(B) the aorta is detected, its intensity statistics are calculated and used to segment the coronary tree using the algorithms presented in the preceding chapter. The third step (C) extracts putative plaque candidates using an intensity-based threshold. This may result in many false positives (FP) due to noise, inhomogeneous contrast agent distribution and CT artifacts. In step (D) the plaques in the angio data set are rigidly registered to the native plaques. The last two steps (E)+(F) use a rule based approach to maximize the number of detected plaques while minimizing FP by introducing a distance and intensity check,
respectively. Throughout the processing pipeline, four sets are used to represent the actual state of the detection process: (1) $A$ contains the unverified angio plaque candidates, (2) $N_{130}$ the unverified native plaque candidates, (3) $N_{200} \subset N_{130}$ is a subset of $N_{130}$ and contains the highly calcified but still unverified plaques only and (4) the initially empty set $V$ contains the verified plaques.

**Figure 4.1: Workflow of the plaque detection framework.**
4.2. METHODS

(A) Aorta detection.

A point $\vec{p}_{\text{aorta}}$ in the ascending aorta is automatically detected in the angio data set (Section 3.1) and the voxels in a $7 \times 7 \times 7$ neighborhood around $\vec{p}_{\text{aorta}}$ are used to compute the mean Hounsfield intensity $\mu$ and standard deviation $\sigma$ of the contrast enhanced blood. These parameters are then later used to automatically select the threshold for the plaque candidate extraction in the angio data set. The measured $\mu$ in the ascending aorta can be regarded as a good approximation for the expected mean intensity in the coronary arteries, as Stolzmann et al. [2008b] have shown no significant difference between the mean intensity in the ascending aorta and the mean intensity in the proximal parts of RCA and LM, respectively.

(B) Coronary artery tree.

The coronary artery tree is tracked by the live-wire approach with its intensity and gradient features as presented in Section 3.2. Afterwards, the vessel lumen is segmented by applying a graph-cut with a shape-prior as proposed in Section 3.3. The resulting coronary artery segmentation will then be used as a mask for the candidate extraction step.

(C) Candidate extraction.

Plaque candidates are extracted using an intensity threshold from both the angio and the native data set.

Angio data set. The coronary artery segmentation of the previous step is used as a mask to restrict the plaque candidates to only those within the coronary arteries. The subsequent marching cube algorithm [Lorensen and Cline 1987] then generates meshes of all putative plaques. The iso-surface value $(\mu + 5\sigma)$ is adaptively chosen according to the contrast agent density observed in the aorta (step (A)). Each connected mesh is regarded as an angio plaque candidate $a_i$ which is stored in list $\mathcal{A}$. Each candidate $a_i$ is additionally assigned an intensity score $s$ depending on its 90%-quantile intensity $I$ of its voxels and defined by

$$s = \begin{cases} \log_{10} \left( 9 \frac{I - (\mu + 2\sigma)}{500 \text{ HU} - (\mu + 2\sigma)} + 1 \right) & : I < \mu + 2\sigma \\ 0 & : \mu + 2\sigma \leq I < 500 \text{ HU} \\ 1 & : I \geq 500 \text{ HU} \end{cases}$$

The 90%-quantile for the intensity $I$ was chosen to avoid outliers stemming from CT artifacts. The intensity score is defined for values $I \geq \mu + 2\sigma$ to potentially include extremely weak calcified plaques. However, those are currently not extracted and processed in the proposed framework.
Native data set. A radiation absorption intensity threshold of \( \text{th}_i = 130 \) HU – the standard threshold for calcium scoring (see Chapter 2) – is applied to the native data set. To remove most of the bones, connected components larger than 5000 \( \text{mm}^3 \) are discarded. The resulting binary image is used as a mask for the native data set and the meshes of all plaques with an iso-surface value of 130 HU are then extracted using again the marching cube algorithm. Each connected mesh is regarded as a native plaque candidate \( n_i \) and is stored in the list \( \mathcal{N}_{130} \). The same procedure is repeated but with \( \text{th}_i = 200 \) HU, to generate a set of higher calcified native candidates called \( \mathcal{N}_{200} \).

(D) Plaque registration.

Although the native and angio data sets are acquired consecutively, they are generally not well registered due to the beating heart, breathing and minor patient movement. It is therefore the aim of the rigid plaque registration to determine the rotation \( \tilde{R} \) and translation \( \tilde{T} \) between both data sets. This registration allows to take over the coronary segmentation results from the angio to the native data set such that the native candidates can also be limited to the segmented vessel regions. Furthermore, it enables us to compare plaque features from both data sets with each other. To avoid misregistrations, only the very high calcified native plaques of \( \mathcal{N}_{200} \) as well as the angio plaques with a score \( s > 0.95 \) and a volume \( v > 5 \) voxels are considered for registration. Due to the different scan resolutions the shape between corresponding angio and native candidates may differ, only the barycenters of their meshes are used during the two stage registration process. These barycenters are stored in the list \( \mathcal{R}_N \) for the native and \( \mathcal{R}_A \) for the angio candidates, respectively. Misregistrations might occur if a large plaque in the low resolution native data set in fact consists of multiple smaller plaques in the angio data set. To resolve this ambiguity, additional points are added to \( \mathcal{R}_N \) by sampling all native plaques with an extension greater than 4 mm. Starting from the barycenter, additional points are placed with a step width of \( \Delta = 2 \) mm in both directions along the plaque’s main axis as long as they are situated within the plaque (Fig. 4.2a).

In the first stage of the rigid registration, an optimal translation \( \tilde{t} \) is searched. The rotation is disregarded in this phase as according to our experience it has only a minor impact on the final registration. The optimal translation \( \tilde{t} \) is obtained by first choosing an arbitrary point from \( \mathcal{R}_A \) as a reference \( a_{\text{ref}} \). Then, for each point \( p_n \in \mathcal{R}_N \), the translation \( \tilde{t} = \tilde{p}_n - a_{\text{ref}} \) is computed (Fig. 4.2b) and applied to \( \mathcal{R}_A \) resulting in \( \mathcal{R}_A' \) (Fig. 4.2c). Correspondences between angio and native candidates are established by mapping each transformed \( p_{a'_n} \in \mathcal{R}_{A'} \) to the point \( p_{n_i} \in \mathcal{R}_N \) with the smallest euclidean distance (Fig. 4.2c). Afterwards, the energy \( E_{p_n} = E_1 + E_2 + E_3 \) is computed. The first energy term \( E_1 = \| \tilde{t} \| \) accounts for the length of \( \tilde{t} \) which should be minimal as only a small heart motion between the angio and native data set is expected. The second term \( E_2 = \sum_i \| \tilde{p}_{a'_n} - \tilde{p}_{n_i} \| \) considers the remaining distance between the angio and native barycenters of corresponding candidate pairs. The third energy term \( E_3 \) compares how
similar the spatial distribution of the angio candidates is with the spatial distribution of the mapped native candidates. For this, the distance $e_{a_{ij}} = \|\vec{p}_{a_i} - \vec{p}_{a_j}\|$ of any possible combination of two different points $p_{a_i}, p_{a_j} \in \mathcal{R}_A, i \neq j$ is compared with the distance $e_{n_{ij}} = \|\vec{p}_{n_i} - \vec{p}_{n_j}\|$ of the corresponding mapped native candidates. The energy $E_3$ is then defined as $E_3 = \frac{1}{n} \sum |e_{a_{ij}} - e_{n_{ij}}|$ where $n$ is the total number of possible combinations.

In the second stage, the known mapping of angio-native pairs with the minimum energy $E_{p_n}$ is taken to compute the final registration parameters $\vec{R}$ and $\vec{T}$, using the algorithm from Horn [1987] which requires at least three point pairs. For fewer pairs, $\vec{R}$ is assumed to be the unity matrix. $\vec{T}$ is set to $\frac{1}{2} ((\vec{p}_{a_1} - \vec{p}_{n_1}) + (\vec{p}_{a_2} - \vec{p}_{n_2}))$ for two, to $\vec{p}_{a_1} - \vec{p}_{n_1}$ for one, and to the null vector if no plaque pair is present. The rotation $\vec{R}$ and translation $\vec{T}$ are then applied to all native candidates from $\mathcal{N}_{130}$. Those falling outside of the vessel boundaries after the registration are discarded. All matched angio-native candidate pairs are added to $\mathcal{V}$ and removed from $\mathcal{A}$ and $\mathcal{N}_{130}$, respectively.

(E) Distance rule.

Several distance checks are applied to confirm the verified candidates resulting from the registration process and to search for additional pairs that were not considered by the registration process due to their low intensity. Outliers in the registration can occur if a plaque is visible in the angio data set but not in the native acquisition. Then, the corresponding plaque is mapped to a wrong – in general more distant – candidate. Therefore, all previously verified angio-native candidate pairs in $\mathcal{V}$ are re-evaluated. If the distance between the angio and native plaque is larger than 0.5 mm, the candidate pair is removed from $\mathcal{V}$ and put back to $\mathcal{A}$ or $\mathcal{N}_{130}$, respectively. Additional angio-native candidate pairs are detected by iterating through $\mathcal{A}$ and checking for each angio candidate $a_i$ if there is a native plaque $n_i$ within a distance of 0.5 mm. If yes, this pair is added to $\mathcal{V}$ and removed from $\mathcal{A}$ and $\mathcal{N}_{130}$.

(F) Intensity score rule.

This rule considers the fact that large angio plaque candidates with high intensity values are very likely to be plaques even though a corresponding native candidate is missing. An angio candidate is added to $\mathcal{V}$ and removed from $\mathcal{A}$ if its volume is larger than $1 \text{ mm}^3$ and $s \geq 0.75$.

4.3 Experimental Setup and Results

The proposed framework was evaluated on 127 patients (81 males, 46 females, mean age 63.8±12.0, range 35-88). To guarantee robustness, only the first 20 patients were
used for development and parameter selection. Both angio and native examinations were acquired on a Dual-Source CT scanner (Somatom Definition, Siemens Medical Solutions, Forchheim, Germany) with standard protocols (as discussed in Table 1.2). The in-plane resolution ranged from 0.25 – 0.73 mm (512 × 512 voxels). The slice thickness/slice spacing was 0.75 – 1 mm/0.4 – 1 mm for the angio and 3 mm/1.5 – 3 mm for the native data sets. The number of slices varied between 115 and 392 for the angio and between 26 and 101 for the native acquisitions, respectively.

The ground truth was obtained by manual plaque segmentation by an experienced radiologist. The type of plaque (calcified or mixed), the degree of stenosis and the proximal and distal end position of each plaque were determined. A plaque with a stenosis greater than 50% was regarded as obstructive which was observed for 54 plaques (41 calcified, 13 mixed). In total 649 calcified and 102 mixed plaques were labeled in the 127 patients. Figure 4.3(a) shows the allocation of these plaques over the patients. Besides the 33 cases with no plaques, most patients had between one and eight plaques.

The verified plaque candidates from $V$ were compared with the ground truth data to determine the number of true (TP) and false positives (FP). The number of detected labeled plaques as well as the positive predictive value $PPV = TP/(FP + TP)$ after each processing step are summarized in Table 4.1. The framework detected 86.3% of the calcified and 80.4% of the mixed plaques which leads to a total detection rate of 85.5% with a PPV of 87.8%. In total 109 (89 calcified, 20 mixed) plaques were missed. The mean extension $\bar{d}_e$ of the missed calcified and mixed plaques was 1.3 mm and 4.9 mm, respectively. One small obstructive calcified ($d_e = 1.2$ mm) and one obstructive mixed plaque ($d_e = 3.4$ mm) were not detected, resulting in a detection rate of 96% for the hazardous obstructive plaques. The extent of mixed plaques includes both the lipid and calcified part. Therefore, those missed plaques appear larger although only the small calcified part could not be detected. Figure 4.4 shows the plaque candidates at selected stages of the proposed framework for a patient.

Figure 4.2: Plaque registration. Additional points are added for large native plaque candidates (a). Reference point $a_{\text{ref}}$ and translation vector $\vec{t}$ (b). Translation and mapping of angio candidates $p_{a'i}$ to closest native candidates $p_{n_i}$ (c).
4.4 Discussion and Conclusion

We presented a framework for the automatic detection of calcified coronary plaques. Through the proposed novel integration of both the native and the angio data sets into the detection process, we were able to achieve a good detection rate of 85.5%. Although our detection rate was better than the rate of 78.9% achieved by Teßmann et al. [2008] for the detection of calcified coronary plaques in angio data sets, we must state, that our approach had a higher average number of 0.79 FP per patient. We assume that the detection rate from Teßmann et al. [2008] would therefore improve if a comparable number of FP would be allowed. On only 10 patients, Wesarg et al. [2006] achieved a detection rate of 98% for coronary calcifications. However, due to the very small number of patients and missing information if these data sets were also used for the development of the algorithm, the achieved detection ratio thus has to be considered as a preliminary result, that still has to be verified on a larger data set.

The existing automatic algorithms [Brunner et al. 2008, Işgum et al. 2007, Kurkure et al. 2008b, Ukai et al. 1995] that solely detect calcified coronary plaques in native images have a detection rate between 73.8% and 98.0%. However, a direct comparison of our results to these methods would not be feasible because they only detect the calcified coronary plaques in native examinations for the purpose of calcium scoring, whereas our presented framework identifies the plaques in both the native and angio data set by establishing correspondences among them. Through this it is possible to provide detailed information, i.e. both the calcium score and the degree of stenosis for each plaque individually.

Figure 4.3: Histogram showing the distribution of the number of plaques per patient (a) and the distribution of false positives (b).
Figure 4.4: For the proposed automatic detection of calcified coronary plaques, plaque candidates are extracted both from the native (a) and angio (b) examination. After the registration of highly calcified plaque candidates (c), information from both examinations can be used to detect coronary plaques in the angio examination (d).
Table 4.1: Number (percentage) of detected calcified and mixed plaques as well as the number of true (TP) and false (FP) positives, and the positive predictive value (PPV) for the candidates of the detection framework after each processing step. Some larger plaques are represented by multiple smaller candidates such that the number of TP and detected plaques is not identical.

<table>
<thead>
<tr>
<th></th>
<th>candidate extraction</th>
<th>plaque registration</th>
<th>distance rule</th>
<th>intensity score rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>plaques calcified</td>
<td>649 (91.5%)</td>
<td>436 (76.6%)</td>
<td>497 (86.3%)</td>
<td>560 (87.8%)</td>
</tr>
<tr>
<td>plaques mixed</td>
<td>102 (83.3%)</td>
<td>85 (64.7%)</td>
<td>75 (73.5%)</td>
<td>82 (80.4%)</td>
</tr>
<tr>
<td>candidates TP</td>
<td>751 (100.0%)</td>
<td>544 (91.6%)</td>
<td>644 (91.6%)</td>
<td>723 (87.8%)</td>
</tr>
<tr>
<td>candidates FP</td>
<td>0 699</td>
<td>50</td>
<td>59</td>
<td>100</td>
</tr>
<tr>
<td>PPV</td>
<td>100.0% 52.1%</td>
<td>91.6% 91.6%</td>
<td>87.8%</td>
<td></td>
</tr>
</tbody>
</table>

An analysis of the FP has shown that they accumulate only in a small number of 37 patients (Fig 4.3(b)) where they mostly arose due to an inhomogeneous contrast agent distribution within the distal part of the right coronary artery. The missed plaques were generally small and with two exceptions non-obstructive. In general, those small plaques did not have a major impact on the diagnoses as a physician mainly looks for stenotic or large plaques.

Although, many plaques could be detected by applying an intensity-based threshold, this would result in a high number of FP. Therefore, we added additional steps to verify the extracted plaque candidates. The registration step alone significantly reduced the number of FP. This is obvious as for this step, only highly calcified plaques were considered and the weakly calcified ones were only included in a later stage of the framework. This also explains the decreased detection rate of the registration step as compared to the previous step. Additional criterions for the evaluation of the remaining weaker calcified plaque candidates could considerably improve the detection rate, nevertheless eventually at the expense of an increased FP rate.

The good performance of the proposed approach can be mainly attributed to the fusion of the native and angio data set. This allowed us to carry over the segmented vessels into the native data set and therefore to reduce the FP rate. Moreover, weakly calcified plaques, hardly discriminable from the contrast agent in the angio data set, could be detected. The approach still offers a wide range of possible improvements that can be easily integrated due to its modular design. For example, it might be thinkable to replace the intensity-based plaque detection method by using the classification approach proposed by Teßmann et al. [2008]. Towards a computer aided diagnostic tool for the assessment of
atherosclerosis, lipid plaque components also have to be detected and assessed, *i.e.* detected calcified plaques must be classified as purely calcified (hard) plaques or as mixed plaques surrounded by lipid parts. Further, purely lipid (soft) plaques have to be detected by a suitable approach. Therefore, the subsequent chapter is devoted to the assessment of lipid constituents in coronary arteries.
Assessment of Lipid Plaque Constituents

Although computed tomography examinations are well suited for the automatic detection of calcified plaques, the same cannot be said for the assessment of lipid plaque constituents. A moderate contrast between lipid and surrounding tissues normally hinders even proper manual assessment. One reason for this poor contrast is that with commonly used single source computed tomography systems different materials can show very similar attenuation at any selected radiation energy. The recently introduced dual energy CT system, however, simultaneously measures attenuations at two energies and therefore shows promise to improve the differentiation of tissues to some extent.

The aim of this work was therefore to evaluate this dual energy CT technology with respect to its performance in improving the contrast between the tissues targeted for an assessment of lipid plaque constituents in particular and for an assessment of atherosclerosis in general, namely a vessel lumen filled with contrast agent, tissue, lipid, and calcium.

This chapter first discusses problems for the identification of lipid plaque constituents in CT data sets and furthermore introduces the dual energy technique with potential approaches for the processing of its data. Afterwards, a suitable approach will be selected, described and evaluated on clinical dual energy data sets for its feasibility to improve the assessment of lipid plaques. A final discussion of the results and of potential steps towards an automatic assessment of lipid plaque constituents concludes this chapter.

5.1 Introduction

CT acquisitions are well suited for the detection of calcified plaques [Achenbach et al. 2004, Leber et al. 2004, Leber et al. 2006, Motoyama et al. 2007b] which is expressed by both a good sensitivity and specificity. However, the same cannot be said for the detection of fibrous and lipid plaques.
The sensitivity expresses the proportion of true positives that are correctly identified as such whereas the specificity expresses the proportion of correctly identified true negatives [Altman and Bland 1994]. The two existing studies using a 16-slice CT system reported a sensitivity of 78% [Achenbach et al. 2004, Leber et al. 2004] to detect fibrous plaques, and a sensitivity of 53% [Achenbach et al. 2004] and 78% [Leber et al. 2004] to detect lipid plaques. For comparison, the sensitivity for calcified plaques was >90% in both studies. A better temporal and spatial resolution of recent 64-slice CT systems led to an improvement of the sensitivity to 100% and 94% for fibrous and 79% and 83% for lipid plaques, respectively [Motoyama et al. 2007b, Leber et al. 2006]. However, it must be noted that all aforementioned studies used IVUS as ground truth reference which itself has a limited sensitivity of 50-70% [Leber et al. 2006] for lipid pool detection. Hence, it has to be assumed that the true accuracy of 64-slice CT to detect lipid constituents is significantly lower than observed and reported in the studies.

Although several algorithms for the assessment of lipid tissues in MRI [Adame et al. 2004, Anderson et al. 2007, Auer et al. 2006, Kerwin et al. 2001, Sun et al. 2008c] and IVUS [Katouzian et al. 2008, Nair et al. 2001, Nair et al. 2004, Pujol et al. 2004] image data have been proposed, only two algorithmic approaches have been reported for CT images. Renard and Yang [2008] used geometrical measures on the coronary artery to indicate plaque locations. In a first step, they extracted the centerline as well as the vessel lumen and vessel wall. Thereafter, they assessed soft plaques by examining the difference between the effective cross-section area of the wall and the lumen. However, no clear criterion has been given to conclude the presence of a soft plaque out of the measured difference which, in some cases, showed a very similar characteristic both in healthy vessel areas and in diseased ones. Teßmann et al. [2008] applied a learning-based approach for the detection of stenotic lesions in coronary CT data. With this method, they achieved a good detection rate of 90.9% for stenotic soft plaques. Given the centerline of the coronary artery, various features are automatically extracted in a pre-defined surrounding of the centerline. Based on learned samples, a classifier then makes the decision for the presence of a stenotic soft plaque. Although this approach by Teßmann et al. [2008] looks promising, it has to be verified if it is also suitable for the detection of non-stenotic soft plaques.

One reason for the bad performance of CT for the detection of lipid tissues in the coronary arteries might be the limited differentiability of the targeted tissue from its surrounding in the image data. Although the measured X-ray attenuation coefficient depends both on the material and its density, it is represented by only one intensity value. Therefore, different materials might show very similar attenuation with possible overlapping intensity ranges. So far, no clear intensity threshold for separating lipid tissue from other tissues in CT data could be reported (see Table 1.3). This fact hampers an appropriate manual but also an automatic assessment of lipid plaque constituents. Hence, it would be desirable to enhance the contrast between the different tissues involved in a pre-processing step to make the subsequent assessment of lipid tissues more feasible.
As already mentioned, a drawback of the commonly used single source computed tomodraphy systems is that different materials might show very similar attenuation at any selected radiation energy. This shortcoming can be overcome by measuring the attenuation of a tissue at two different energy levels – a so called dual energy (DE) acquisition.

Although conventional single source CT systems can be used for dual energy acquisitions by scanning a patient twice in a row, this has not been established in clinical routine as the beating heart induces motion artifacts which would have to be compensated by proper registration algorithms. In 2005, the first commercial dual energy CT (DECT) system was introduced that allowed the simultaneous acquisition of attenuation values at two different energy levels [Flohr et al. 2006]. The novelty of this system is that two X-ray sources with an angular offset of $\pi/2$ are mounted within the gantry.

In this study, we researched this dual energy technology and leveraged its properties in an algorithm that simultaneously enhances the contrast between vessel lumen (filled with contrast agent), soft tissue, adipose tissue and calcium – the tissues needed for a proper assessment of atherosclerosis, and particularly lipid constituents, in coronary arteries.

### 5.1.1 Related Work

Dual energy X-ray acquisitions have been discussed and evaluated on basic phantoms since the late 1970s [Chiro et al. 1979, Genant and Boyd 1977, Lehmann et al. 1981, Marziani et al. 2002, Millner et al. 1979, Taibi et al. 2003]. However, the limitation of CT hardware and software technology hampered expansion to further clinical applications [Kelcz et al. 1979]. This lasted until 2005 when the first commercial dual energy CT system (DECT) was introduced [Flohr et al. 2006, Petersilka et al. 2008]. This system allows the simultaneous acquisition of two CT images at different energy levels. In order to benefit from the different attenuation characteristics at different energy levels, two most opposing energy levels, which are still justified in terms of noise and exposure, are selected for a dual energy acquisition. For the aforementioned DECT system, a tube voltage of 140 kV is normally selected for the high energy image whereas for the low energy image, a tube voltage of 80 kV or 100 kV – depending on the application – is selected [Graser et al. 2009].

Through a dual energy acquisition, two different intensity values can be assigned to a voxel, namely the one measured at the low energy level and one at the high energy level. Different approaches exist that make benefit of this additional information provided for each voxel as compared to conventional single source CT. Most apply directly on the original intensity space that is spanned by the intensities of the low and high energy image, respectively. Others, however, decompose the low and high energy image into other descriptors like characteristic tissues or into the density and atomic number.
Original intensity space

When remaining in the original intensity space, each voxel is represented by a point in the 2D space spanned by the intensity values of the low and high energy image, respectively. Through this additional dimension, materials can be better differentiated as each tissue has a specific attenuation characteristic at the selected energy levels and thus appears at specific locations within the intensity space. Boll et al. [2006] therefore proposed a subtraction of the high and low energy image for a better characterization of tissues. Stolzmann et al. [2008c] defined a 2D threshold – a line in the intensity space – to differentiate uric acid stones.

Besides the separation of tissues through 2D thresholds or clustering approaches, a so-called three material decomposition can be applied in the original intensity space [Johnson et al. 2007]. For this, three idealized materials (e.g. soft tissue, bone, iodine) are defined in the intensity space [Petersilka et al. 2008]. Hence, two ideal vectors originating from a common start point (e.g. at soft tissue) and ending at two different points (e.g. one vector from soft tissue to iodine, one vector from soft tissue to bone) can be defined. Based on these two vectors, a new coordinate system can be derived. With this new coordinate system, a given voxel can now be described by the proportions of each of the three idealized materials. Furthermore, a material separation and a subsequent segmentation can be performed for every voxel [Petersilka et al. 2008].


The dual energy CT technique dramatically increases the amount of data collected and therefore impacts the clinical workflow [Holmes III et al. 2008]. One way to simplify image review is to fuse the low and high energy image into a unique blended data set with desirable properties. Johnson et al. [2007] constructed a so-called virtual 120 kV image by mixing linearly the 80 kV (30% weighting) and the 140 kV (70% weighting) image, respectively. Behrendt et al. [2009] further evaluated this approach by varying the weighting factor. For evaluation, they measured the signal to noise ratio (SNR) as well as the intensity changes for different weighting factors and concluded best results with a weighting factor of 0.5 for the enhancement of the ascending aorta and paraaortal fat. Eusemann et al. [2008] developed and evaluated several non-linear blending functions including a binary blending function, a slope blending function, a gaussian function, and a modified sigmoid function. The latter one showed a promising performance on preliminary results such that Holmes et al. [2008] further evaluated this function both in a liver phantom and patient study. They concluded that this non-linear blending of dual
energy data can provide an improvement in the contrast-to-noise over linear blending and is accompanied by a visual preference for non-linear blended images by the reader.

**Basis decomposition**

In general, depending on the type of information which is retrieved, three different classes of basis decompositions can be distinguished [Walter et al. 2004]. In the first class, the high and low energy image are converted into two components representing the effective atomic number and density of the tissues. In the second class, the attenuation due to Compton scattering and due to electron density are chosen, whereas in the last class, the physical densities of two known components are selected as a basis.

Heisemann et al. [2003, 2006] followed the first basis decomposition approach by computing the effective atomic number and tissue density out of the acquired dual energy images. For body fluids in an ex-vivo setting, they could show an improved material differentiation with this method. However, our own results on clinical DECT data and phantoms have shown that this approach is very sensitive to noise – reflected by the fact that Heismann et al. [2003, 2006] chose a high tube current for their scans.

Lehmann et al. [1981] used a non-linear transformation on the high and low energy images to generate energy-independent images which are based on two selected basis materials. Thereafter, characteristic linear combinations of these two basis images are used to create a single so-called cancelation image. Depending on a single parameter, Lehmann’s algorithm canceled the contrast between two materials to enhance a third one, or it enhanced the contrast between materials – both demonstrated on experimental settings with a stationary X-ray source. Marziani et al. [2002] applied Lehmann’s cancelation algorithm in mammography with quasi-monochromatic X-rays. On a phantom, they could show the feasibility of minimizing or canceling the contrast between glandular and fat tissues while maximizing the low signal arising from pathologic tissues. Also for mammography, Chen et al. [2005] presented a dual-basis-material decomposition for cone-beam CT imaging. On a digital phantom, they showed the feasibility for image contrast enhancement with the proposed technique. Walter et al. [2004] proposed a basis decomposition of the raw sinogram data from flat-panel detectors into two chosen basis materials. On phantoms and simulations, they concluded that reconstructed density maps of the chosen basis functions could improve the differentiation of materials. This was true even in cases where different neighboring materials had the same linear attenuation value. Sengupta et al. [2005] applied the same approach on electron-beam CT to differentiate regions containing calcium and iodine in phantom images.

None of the aforementioned studies for dual energy basis decompositions have been applied on commercial DECT systems with clinical settings so far but were only evaluated on phantoms with non-clinical examination protocols. As the algorithm by Lehmann et
5.2 Methods

The principle of the tissue cancelation algorithm by Lehmann et al. [1981] is summarized in Figure 5.1 and described below in detail. First, the original low and high energy images are non-linearly decomposed into two basis material images to map the density distribution $\rho_A$ and $\rho_B$ of two arbitrarily chosen basis materials A and B. Thereafter, the two bases are combined in a cancelation step to a single projection or cancelation image to enhance or cancel the contrast between targeted tissues.

Figure 5.1: Workflow of the tissue cancelation algorithm proposed by Lehmann et al. [1981].

5.2.1 Basis Material Decomposition

Assuming energies above the K-edge – which is the case for the diagnostic range of CT acquisitions – the attenuation coefficient $\mu_{\Gamma}(E)$ of any material $\Gamma$ can be approximated by a combination of photoelectric absorption and Compton scattering [Lehmann et al. 1981]

$$\mu_{\Gamma}(E) = \alpha \mu_p(E) + \beta \mu_C(E)$$  \hspace{1cm} (5.1)

with $E$ the photon energy, $\mu_p(E)$ the attenuation due to photoelectric effect, $\mu_C(E)$ the attenuation due to Compton scattering, and $\alpha, \beta$ the tissue depending weights.
With dual energy acquisitions, the attenuation for each voxel is measured twice, namely at a high \((E_h)\) and a low energy level \((E_l)\), respectively, which yields in a set of two equations with two unknowns

\[
\begin{align*}
\mu(E_l) &= \alpha \mu_\rho(E_l) + \beta \mu_C(E_l) \\
\mu(E_h) &= \alpha \mu_\rho(E_h) + \beta \mu_C(E_h).
\end{align*}
\]  

(5.2)

This set of equations can now be solved for the two tissue specific constants \(\alpha\) and \(\beta\)

\[
\begin{align*}
\alpha &= \frac{\mu_C(E_h)\mu(E_l) - \mu_C(E_l)\mu(E_h)}{\mu_\rho(E_l)\mu_C(E_h) - \mu_\rho(E_h)\mu_C(E_l)} \\
\beta &= \frac{\mu_\rho(E_l)\mu(E_l) - \mu_\rho(E_h)\mu(E_h)}{\mu_\rho(E_l)\mu_C(E_h) - \mu_\rho(E_h)\mu_C(E_l)}.
\end{align*}
\]  

(5.3)

Lehmann et al. \[1981\] have further shown that the attenuation coefficient of any material \(\Gamma\) can be expressed as a linear combination of the attenuation coefficients of two suitably chosen basis materials \(A\) and \(B\) \((A \neq B)\)

\[
\mu_\Gamma(E) = \alpha \mu_\rho(E) + \beta \mu_C(E) = \rho_A \mu_A(E) + \rho_B \mu_B(E).
\]  

(5.4)

Solving for the material densities \(\rho_A\) and \(\rho_B\) of the two chosen basis materials \(A\) and \(B\) yields in

\[
\begin{align*}
\rho_A &= \frac{\mu_A(E_h)\mu(E_l) - \mu_A(E_l)\mu(E_h)}{\mu_B(E_l)\mu_A(E_h) - \mu_B(E_h)\mu_A(E_l)} \\
\rho_B &= \frac{\mu_B(E_l)\mu(E_l) - \mu_B(E_h)\mu(E_h)}{\mu_B(E_l)\mu_A(E_h) - \mu_B(E_h)\mu_A(E_l)}.
\end{align*}
\]  

(5.5)

In this set of equations, the attenuation coefficients of the two bases \(\mu_A\) and \(\mu_B\) at the selected energy levels must be known. These coefficients can either be obtained by scanning the selected basis materials or by simulations as applied and described in the following.

### 5.2.2 Basis Material Attenuation Coefficients

The attenuation coefficient of a tissue depends on its chemical composition [Heismann et al. \textit{2003}], which therefore has to be known for the basis materials. Table 5.1 lists the
### Table 5.1: Chemical Composition (percentages) of Selected Body Tissues as Reported in Literature

<table>
<thead>
<tr>
<th>Tissue</th>
<th>H</th>
<th>C</th>
<th>N</th>
<th>O</th>
<th>Na</th>
<th>Mg</th>
<th>Si</th>
<th>P</th>
<th>S</th>
<th>Cl</th>
<th>K</th>
<th>Ca</th>
<th>Fe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yellow marrow</td>
<td>8</td>
<td>7</td>
<td>1</td>
<td>2</td>
<td>22</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>22</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Spongiosa</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>10</td>
<td>0.3</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Cortical bone</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Cartilage</td>
<td>6</td>
<td>9</td>
<td>2</td>
<td>4</td>
<td>7</td>
<td>4</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>9</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skeletal</td>
<td>7</td>
<td>2</td>
<td>5</td>
<td>9</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>8</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Muscle</td>
<td>10</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>7</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>9</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Heart</td>
<td>10</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>7</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>9</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Blood</td>
<td>10</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>7</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>9</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Adipose</td>
<td>11</td>
<td>4</td>
<td>5</td>
<td>9</td>
<td>8</td>
<td>2</td>
<td>7</td>
<td>8</td>
<td>0</td>
<td>2</td>
<td>7</td>
<td>8</td>
<td></td>
</tr>
</tbody>
</table>

| Atomic Number       |  8  |  8  |  8  |  7  |  7  |  7  |  7  |  7  |

<table>
<thead>
<tr>
<th>Element</th>
<th>H</th>
<th>C</th>
<th>O</th>
<th>N</th>
<th>Mg</th>
<th>Si</th>
<th>P</th>
<th>S</th>
<th>Cl</th>
<th>K</th>
<th>Ca</th>
<th>Fe</th>
</tr>
</thead>
</table>
| Table 5.1: Chemical composition (percentages) of selected body tissues as reported in literature [International Commission on Radiological Protection]
chemical composition of typical body tissues as reported in literature. With this composition, the attenuation coefficient \( \mu(E) \) which is dependent of the incident photon energy \( E \) can be obtained with XCOM, a photon cross sections database [Berger and Hubbell 1987].

However, an X-ray tube as used in CT systems is not mono-energetic but emits photons within a certain range of energies. Hence, the attenuation of a tissue is composed of the various attenuations at the different energies. For this reason, the energy spectrum of an X-ray tube at the different possible tube voltages is needed. As these spectra are not published by the manufactures, we have used XOP [del Rio and Dejus 1998] to compute the photon energy distribution \( N_U(E) \) of a Tungsten X-ray tube at tube voltage \( U \), which is – according to discussions with manufactures – a good approximation. Figure 5.2 shows the resulting spectra for the four possible tube voltages of the available DECT system.

\[
\mu_i(U) = \frac{\int_0^\infty N_U(E)\mu_i(E)dE}{\int_0^\infty N_U(E)dE}
\]  

(5.6)

Figure 5.2: Photon energy distribution of a Tungsten X-ray tube at tube voltages of 80 kV, 100 kV, 120 kV, and 140 kV.

The attenuation coefficient \( \mu_i(U) \) of the basis material \( i \) at the tube voltage \( U \) is finally calculated by

where \( N_U(E) \) is the photon energy distribution at tube voltage \( U \) and \( \mu_i(E) \) is the attenuation for material \( i \) at the photon energy \( E \).
5.2.3 Cancelation Step

Based on the decomposition, a basis material plane or basis plane spanned by \( \rho_A \) and \( \rho_B \) can be defined. In this plane, each material \( \Gamma \) is represented by a vector \( \vec{r}_{P\Gamma} \). Lehmann et al. [1981] have shown that the position \( P_{\Gamma} \) of a material \( \Gamma \) in the basis plane only depends on characteristics constants of both material \( \Gamma \) and the basis materials A and B.

When the vector \( \vec{r}_{P\Gamma} \) is now projected onto a unit vector directed outwards from the basis plane origin at angle \( \varphi \), and the length of this projection \( C \) is displayed for every voxel, the resulting image is called a basis projection image or cancelation image

\[
C = \rho_A \sin(\varphi) + \rho_B \cos(\varphi) \tag{5.7}
\]

with \( \varphi \), the cancelation angle as a parameter. Depending on the selection of \( \varphi \), contrasts between materials in the projection image can be enhanced or canceled. Figure 5.3 exemplarily shows a cancelation of the contrasts between two materials \( \Psi \) and \( \Phi \) – with the selected cancelation angle \( \varphi \) – they are projected onto the same point \( P_C' = P_{\Psi}' = P_{\Phi}' \). Simultaneously, the contrast towards a third material \( \Gamma \) – i.e. the distance between \( P_C' \) and \( P_{\Gamma}' \) – remains.

![Figure 5.3: Basis plane spanned by \( \rho_A \) and \( \rho_B \). In the basis plane, the tissue cancelation algorithm proposed by Lehmann et al. [1981] can be interpreted as the projection of the point from a measured tissue onto a vector directed from the origin with the angle \( \varphi \). Depending on the selected cancelation angle \( \varphi \), contrasts between tissues can be enhanced or canceled.](image)
The concept of tissue cancelation allows a broad range of applications while being able to cancel or to enhance the contrast between tissues. For the following study, we have applied this method on clinical DE data sets to evaluate its suitability to support the assessment of atherosclerosis, namely to enhance the contrast among tissues involved in such an assessment.

5.3 Experimental Setup and Results

The presented method for contrast enhancement is evaluated on five abdominal contrast-enhanced delayed phase DE scans showing both lipid and calcified plaques in the descending aorta. Abdominal DE examinations are chosen because no cardiac DE examinations were available at the time of the experiments. The data sets were acquired on a Siemens Definition CT scanner (Siemens Medical Solutions, Forchheim, Germany). The study was approved by the local ethics committee. The examination protocol as described in [Stolzmann et al. 2008a] was used. The tube voltage for the high energy image was 140 kV with a tube current-time product of 95 mAs, and the tube voltage for the low energy image was 80 kV with a tube current-time product of 400 mAs. The in-plane resolution and slice spacing ranged between 0.68 – 0.87 mm with a slice thickness of 2 mm.

For the assessment of atherosclerosis, a good contrast between vessel lumen, soft tissue, adipose, and calcium is desired. Therefore, we manually select a region \( R_i \) within a data set for each material \( i \) (\( i = 1..4 \)), i.e. a region for the lumen and tissue (both \( 7 \times 7 \times 9 \) voxels), for adipose (\( 5 \times 5 \times 1 \) voxels), and for calcium (\( 3 \times 3 \times 1 \) voxels). The mean intensity \( \bar{I}_i \) and standard deviation \( \sigma_i \) are computed within each \( R_i \) for every data set. The cancelation angle \( \varphi \) is varied between \(-\pi\) and \(+\pi\) with a step of 0.01. For each selected \( \varphi \), the contrast enhancement factor (CEF) between material \( i \) and \( j \) is computed as

\[
CEF_{ij} = \frac{|\bar{I}_{ci} - \bar{I}_{cj}|}{\bar{I}_{ci} + \bar{I}_{cj}} / \frac{|\bar{I}_{hi} - \bar{I}_{hj}|}{\bar{I}_{hi} + \bar{I}_{hj}},
\]

where CEF represents the enhancement ratio of the contrast in the cancelation image (index \( c \)) and the original high energy image (index \( h \)). Hence, a CEF > 1 should be achieved. Further, the signal to noise ratio SNR\(_i = \bar{I}_i / \sigma_i \) is measured for each material \( i \) in the low and high energy, and cancelation image, respectively. The cancelation angle is only dependent on the materials to be enhanced [Lehmann et al. 1981] such that we expected different optimal cancelation angles for the various targeted tissues which, however, should be universally applicable for all patient images. We evaluated this by measuring the CEF and SNR subject to the cancelation angle \( \varphi \). Further, we determined the optimal angles maximizing the contrast between two targeted tissues.

Among all considered basis material pair combinations between iodine, calcium, water (\( H_2O \)), polymethyl methacrylate (\( C_5O_2H_8 \)), adipose, and blood, the pair calcium-
adipose showed the best results in terms of magnitude and robustness for the intended contrast enhancement such that this basis pair is used for this study.

Figure 5.4 exemplarily shows the CEF between adipose and calcium as well as the SNR for adipose in dependence of $\varphi$ for all data sets. Our initial expectation regarding patient independent characteristics could be justified. The mean CEF and mean SNR over all data sets are computed and for each possible tissue combination, we determined an optimal cancelation angle $\varphi_{\text{max}}$ that maximized CEF (Table 5.2).

Table 5.2: For each possible material combination of lumen, tissue, adipose, and calcium, we determined the cancelation angle $\varphi_{\text{max}}$ that maximized the mean contrast enhancement factor (CEF) measured between the cancelation image and the 140 kV acquisition over all data sets.

<table>
<thead>
<tr>
<th>CEF ($\varphi_{\text{max}}$)</th>
<th>CEF ($\varphi_{\text{max}}$)</th>
<th>CEF ($\varphi_{\text{max}}$)</th>
<th>CEF ($\varphi_{\text{max}}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>lumen</td>
<td>-</td>
<td>1.58 (0.81)</td>
<td>2.82 (0.84)</td>
</tr>
<tr>
<td>tissue</td>
<td>1.58 (0.81)</td>
<td>-</td>
<td>1.16 (0.80)</td>
</tr>
<tr>
<td>adipose</td>
<td>2.82 (0.84)</td>
<td>1.16 (0.80)</td>
<td>-</td>
</tr>
<tr>
<td>calcium</td>
<td>1.30 (0.81)</td>
<td>1.38 (0.81)</td>
<td>1.48 (0.81)</td>
</tr>
</tbody>
</table>

As all $\varphi_{\text{max}}$ are very similar, we decided to determine one single optimal angle $\varphi^*$. Based on one data set, we chose the optimal angle $\varphi^* = 0.79$ that maximized the CEF among all
tissue combinations and simultaneously showed a good SNR for each material. A higher CEF would be possible with a slightly larger $\phi$ but resulting in a worse SNR. The optimal angle $\phi^*$ is then fixed and applied on all data sets. The contrast between all targeted tissues could be simultaneously enhanced between 8% and 67% (Table 5.3). Except for calcium, the SNR in the cancelation image was also higher than the SNR measured in the 80 kV and 140 kV data sets, respectively.

Table 5.3: We measured the mean (± std) contrast enhancement factor (CEF) for the cancelation image ($\phi = 0.79$) against the high energy 140 kV acquisition for each possible material combination. Further, the mean (± std) signal to noise ratio (SNR) in the cancelation, the 80 kV and the 140 kV images was measured.

<table>
<thead>
<tr>
<th></th>
<th>lumen</th>
<th>tissue</th>
<th>adipose</th>
<th>calcium</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR cancelation</td>
<td>61.6 (±28.2)</td>
<td>39.6 (±17.8)</td>
<td>60.9 (±23.5)</td>
<td>11.3 (±1.6)</td>
</tr>
<tr>
<td>SNR 140kV</td>
<td>51.4 (±11.7)</td>
<td>37.8 (±10.9)</td>
<td>56.7 (±15.5)</td>
<td>14.7 (±6.3)</td>
</tr>
<tr>
<td>SNR 80kV</td>
<td>42.9 (±22.2)</td>
<td>27.3 (±14.2)</td>
<td>40.4 (±18.3)</td>
<td>9.5 (±0.7)</td>
</tr>
<tr>
<td>CEF lumen</td>
<td>-</td>
<td>1.27 (±0.06)</td>
<td>1.67 (±0.34)</td>
<td>1.16 (±0.03)</td>
</tr>
<tr>
<td>CEF tissue</td>
<td>1.27 (±0.06)</td>
<td>-</td>
<td>1.08 (±0.08)</td>
<td>1.19 (±0.03)</td>
</tr>
<tr>
<td>CEF adipose</td>
<td>1.67 (±0.34)</td>
<td>1.08 (±0.08)</td>
<td>-</td>
<td>1.23 (±0.04)</td>
</tr>
<tr>
<td>CEF calcium</td>
<td>1.16 (±0.03)</td>
<td>1.19 (±0.03)</td>
<td>1.23 (±0.04)</td>
<td>-</td>
</tr>
</tbody>
</table>

Before DE examinations became feasible, a standard tube voltage of 120 kV was usually chosen for single energy scans as this tube voltage results in a good trade-off between noise and contrast in an image [Holmes III et al. 2008]. For this reason, the commercial reconstruction software of Siemens also creates a virtual 120 kV – or mixed – data set by mixing linearly the intensity information of each voxel $v(x,y,z)$ from the 80 kV and 140 kV data set, respectively, according to [Johnson et al. 2007]

$$v_{mixed}(x,y,z) = 0.3 \cdot v_{80\text{ kV}}(x,y,z) + 0.7 \cdot v_{140\text{ kV}}(x,y,z).$$ (5.9)

We therefore also compared the CEF and SNR arising from the cancelation image with the measured values in the mixed image. Figure 5.5 exemplarily depicts a CT slice showing all four regarded tissues in the 80 kV, 140 kV, mixed, and cancelation image, respectively.

When comparing the contrast enhancement for all possible tissue combinations (Fig. 5.6), the cancelation image still shows an average CEF of 1.08 (±0.05) towards the mixed image. However, the advantage of having an improved SNR in the cancelation image dissolves when taking the mixed image as a reference (Fig. 5.7). No significant differences in the SNRs for the four tissues could be observed (paired Student’s $t$-test, $p=$ {0.99, 0.26, 0.40, 0.15} for {lumen, tissue, adipose, calcium}).
Figure 5.5: CT slice showing the contrasts among the four regarded tissue types (adipose, calcium, lumen, tissue) in one axial slice in both the 80 kV (a), 140 kV (b), mixed (c) and cancelation image (d), respectively.
### Figure 5.6: Measured contrast enhancement (CEF) for various tissue combinations between the proposed method and the 140 kV (gray) or mixture image (white), respectively.

#### 5.4 Discussion and Conclusion

In this work, the performance of a tissue cancelation algorithm for contrast enhancement was evaluated for the first time on real DECT patient data. We could show that there is one fixed, patient-independent optimal angle for the assessment of atherosclerosis by measuring the contrast enhancement between targeted tissues. In choosing this angle, we achieved a contrast enhancement among all targeted tissues when comparing the results to the 140 kV image and to the mixed image that is currently applied in commercial software. In the first case, even the SNR could be improved in the cancelation image whereas in the latter one, a similar SNR as compared to the mixed image was measured. We therefore regard the proposed procedure as a potential pre-processing step for the
5. Assessment of Lipid Plaque Constituents

Figure 5.7: Measured range for the signal to noise ratio (SNR) for the four different tissue types in the cancelation, mixture, 140 kV, and 80 kV image, respectively.

assessment of atherosclerosis. Both the studies by Eusemann et al. [2008], Behrendt et al. [2009], and our study show the benefit of DE acquisitions for contrast enhancement in CT images. Unfortunately, as all these studies targeted different organs and tissues, a direct performance comparison is not justified at this point.

Contrast enhancement between tissues increases the robustness of both manual and automatic object segmentation as the range for a decision threshold is enlarged. However, even with this contrast enhancement, the assessment of lipid plaque constituents in coronary arteries still remains challenging due to several reasons. First of all, the examination in the dual energy mode hampers the usage of the second X-ray tube in the CT scanner for an improved temporal resolution as it is normally done in cardiac acquisitions. Hence, more motion artifacts are induced and it has to be verified if these artifacts still justify the usage of a contrast enhancement algorithm. Second, plaque volumes in the coronary arteries are smaller than those observed in the ascending aorta as done for this study. So, even with a contrast improvement of around 10%, the detection still remains difficult when a plaque has a volume of only a few voxels. Lastly, it is difficult to establish well-suited ground truth data for the evaluation and training of algorithms as both CT and IVUS have a moderate sensitivity in the detection of lipid plaques.

These limitations might be the reason why only the two aforementioned algorithmic approaches have been proposed so far for the assessment of coronary soft plaques in single energy CT images. The method by Renard and Yang [2008] relied on the effective cross-section area of the wall and the lumen. However, Leber et al. [2006] concluded in their study that a current limitation of 64-slice CT is the exact separation of lumen, plaque,
and vessel wall. Hence, it has to be questioned on how sensitive the method is towards a correct detection of the vessel wall. This cannot be answered at this point as their method was only tested on two coronary arteries. The learning approach by Teßmann et al. [2008] looks more promising, but it has to be verified if it is also suitable for the detection of non-stenotic soft plaques. None of the presented studies mentioned if they are also applicable on bifurcations – the preferred location for the development of atherosclerosis [Asakura and Karino 1990, Medina et al. 2006].

In general, plaques might be stenotic or non-stenotic and they can appear either at bifurcations or within the course of a vessel. Calcified plaques can be assessed a lot easier by using their characteristic intensity value as criterion. Unfortunately, this is not that easily transferable for noncalcified plaques. Therefore, we will briefly analyze additional features that might be used for an automatic assessment of lipid plaques in future applications. Stenotic soft plaques cause a narrowing of the vessel lumen. This property can be used in various ways. Either one can evaluate the change in the lumen as done by Renard and Yang et al. [2008], or one can analyze the intensities within a fixed area as proposed by Teßmann et al. [2008]. A more severe problem is the assessment of non-stenotic soft plaques as they do not narrow the vessel lumen. For their assessment, the outer vessel wall has to be reliably determined such that the space between vessel lumen and outer vessel wall can be analyzed for lipid tissue. Knowledge about the outer vessel wall is therefore the key issue for an automatic assessment of non-stenotic soft plaques. Renard et al. [2008] propose an adaptive region growing on a voxel basis for this task. However, we think that more accurate approaches have to be considered that determine the vessel wall at sub-voxel accuracy as the wall thickness of a healthy coronary artery ranges between 30 and 100 µm and is thus smaller than the in-plane resolution of a CT scanner.

Besides the differences between stenotic and non-stenotic lesions, the location of these lesions within the coronary arteries is also an important factor that influences an assessment. At bifurcations, it is difficult to reliably extract geometrical features as the branching causes a natural variation in the vessel area and diameter. This complicates a decision whether the observed change is solely based on the branching or if a plaque causes an additional change at this location. Hence, detailed knowledge about the vessel morphology, i.e. both its lumen and wall boundary would be of great advantage. Therefore, a precise segmentation of the vessel lumen and the vessel wall – including all plaques – is needed in general, and especially in the case for bifurcations. However, known vessel segmentation approaches only cover the vessel lumen and calcified tissue and therefore exclude lipid tissues and information about the vessel wall. To our opinion, the key elements towards an automatic assessment of lipid tissues in coronary arteries are an accurate segmentation of the vessel lumen and the outer vessel wall with sub-voxel precision. Taking advantage of this information, subsequent algorithms – which may be based on the approaches proposed for MRI and IVUS image data – can analyze the vessel wall and lumen for the presence of lipid tissues. Thereby, the algorithms can benefit from an en-
hanced contrast between the tissues as proposed within this work. Other approaches to further support the assessment of atherosclerosis, and in particular the assessment of lipid tissues, could be the incorporation of results from computational fluid dynamics simulations [Olgac et al. 2008] or the usage of contrast agents that enhance lipid tissues [Hyafil et al. 2007]. Further, an analysis of spatial plaque distribution patterns can also create additional evidence for the assessment of atherosclerosis which will be shown and discussed in the subsequent chapter.
Spatial Distribution Patterns of Atherosclerosis

In the preceding chapters, methods for the automatic and semi-automatic assessment of atherosclerosis have been described and developed. All these methods base their decision on the available intensity information in the CT data sets. However, due to noise or artifacts, this intensity information might be ambiguous. In these cases an automatic or manual assessment becomes difficult and a clear distinction between atherosclerosis and the surrounding tissue will be hardly possible. So it would be desirable to support the assessment with additional – non-intensity based – information to make it more robust. A possible source of information are spatial distribution patterns of atherosclerosis. When learned on a large population, knowledge about frequently observed patterns in the spatial distribution might be helpful to support the decision whether a plaque is present in a specific segment or not – both for an automatic assessment but also for a manual detection.

The aim of this work was to assess the spatial distribution patterns of atherosclerosis in coronary arteries and to research and evaluate the possibilities that arise with the knowledge of distribution patterns. As a first application that benefits from spatial distribution patterns, a guided review to support manual plaque detection will be introduced.

After the motivation of the proposed approach and a review of already observed plaque distributions, a framework for the extraction of spatial plaque distribution patterns will be introduced and evaluated. Besides an analysis of observed distribution patterns, the guided review process to support the manual assessment of atherosclerosis will be introduced and intensively evaluated. A final discussion of the results concludes this chapter.

6.1 Introduction

Although automatic and semi-automatic algorithms exist to support plaque detection, an ambiguity in the measured intensity values due to noise or artifacts may arise such that
a distinct differentiation between plaque and surrounding tissue becomes difficult – both for an algorithm and a human observer.

In such cases, algorithms might fail or produce false positives, whereas for an observer, her uncertainty and therefore the variability in the decision increases: so when asked to repeatedly label plaques for a patient, the results may vary (i.e., intra-observer variability). But also the decisions between observers may not be in consensus (i.e., inter-observer variability).

Hence, it is the objective to increase the robustness of atherosclerotic plaque detection by incorporating intensity independent information that further supports the decision for the presence of plaques. The spatial distribution patterns of atherosclerosis are a possible additional source of such information. Therefore, we have investigated the spatial distribution patterns with frequent itemset mining – an algorithm commonly used to derive relations among observed items. As a first application that benefits from the knowledge about spatial distribution patterns, we have developed guided review to support manual plaque detection. This guided review takes advantage of learned patterns and suggests segments for review showing high probability of having plaques that may be initially missed by an observer.

### 6.1.1 Related Work

The amount of available and applied methods for pattern recognition and data mining tasks is too comprehensive to be summarized as these techniques are researched and applied in a wide range of domains. We will therefore only focus on the frequent itemset mining technique and its usage in medical applications.

Frequent itemset mining is a method to derive relations among observed items. Originally, it was used for market basket analyses [Agrawal et al. 1993]. In such analyses, patterns of products frequently bought together are searched. Nowadays, frequent itemset mining is applied in many domains to search for patterns among items, like in computer vision [Quack 2009] or in medical applications. Chen and Chen [2006] identified potential correlations among the states of proteins using frequent itemset mining. Huang et al. [2007] used frequent itemset mining for a systematic discovery of functional modules and context-specific functional annotation of the human genome. Wright and Sittig [2006] used frequent itemset mining to create an ambulatory computerized physician order entry system. Several algorithms exist for the application of frequent itemset mining. Besides the original Apriori-based approach [Agrawal et al. 1993], other scalable frequent itemset mining methods have been proposed as alternatives [Grahne and Zhu 2003, Han et al. 2000, Liu et al. 2002, Pei et al. 2001]. The difference between these algorithms are both the approaches and the computational complexity for the extraction of frequent itemsets.
6.2 Methods

Frequent itemset mining [Agrawal et al. 1993] is used to determine rules that describe spatial correlations between plaques. The method was introduced by Agrawal et al. [1993] and was driven by market basket analysis. In such an analysis, the items in customers’ baskets are analyzed to find sets of products that are frequently bought together. After the observation of a number of baskets, so-called association rules can be derived to express the probability that – given a set of items (itemset) in a basket – certain other items are also present. These association rules represent statistical correlations which can be used to research the dependencies among items and to predict the content of new baskets if only some items are given.

For the research of spatial distribution patterns of atherosclerosis, we adapted the market basket analysis by frequent itemset mining to our special purpose. Hence, a patient corre-
sponds to a basket and existing plaques are described as items. Multiple items are defined and assigned to each plaque as described in the following.

### 6.2.1 Itemset

For pattern analysis with frequent itemset mining, the observed plaque distribution has to be described meaningfully by items. Therefore, we developed an itemset \( I = \{i_1 \ldots i_n\} \) that represents the set of all \( n \) possible items \( i \) available to describe spatial plaque distribution within the coronary artery tree. For each patient \( j (j = 1 \ldots m) \), a transaction or observation \( o_j \) is then created by determining a subset \( A \) of \( I \) containing the items that describe the observed plaque distribution. In general, such a subset \( A \) of \( I \) with \( l \) items, \( i.e. \ A \subseteq I, |A| = l \) is called a \( l \)-itemset.

For the plaque position, a multi-scale approach in form of an itemset tree was developed to assign several items per plaque position. This allows the statistical analysis within and between different levels, \( i.e. \) it is possible to extract correlations between various segments but also between segments and certain areas (left, right, proximal, distal, \ldots) of the coronary tree.

The proposed itemset tree (Fig. 6.1 and 6.2) consists of six hierarchical levels - based on the 16-segment AHA coronary artery scheme as described in Section 1.1.3. In addition to the 16 segments, the 9 bifurcations of the model are also included as position, as bifurcations are preferred locations for the development of plaques [Asakura and Karino 1990, Medina et al. 2006].

1. It is distinguished whether a plaque is in the left or right coronary artery tree.
2. The position is further specified as right coronary artery (RCA), left main artery (LM), left anterior descending artery (LAD), left circumflex artery (CX), or segment 16 (EXTRA) which is not present in each patient’s anatomy.
3. The relative position within one of the main coronary arteries is determined. A plaque is either proximal, mid, or distal.
4. The actual position \( \text{seg}_x \) in one of the segments of the coronary artery tree is regarded.
5. The plaque type is distinguished, namely hard, mixed, or soft.
6. The plaque is either obstructive or non-obstructive.

Some items like the relative positions proximal, mid, or distal are not unique as they appear in different branches of the itemset tree. Therefore, those items – indicated by an elliptical shape in Figure 6.1 and 6.2 – are combined with all unique items found while going up the itemset tree from the corresponding item to the root of the tree. Hence, the non unique item proximal in the right coronary artery tree, for example, is specified
by the unique items $RCA_{proximal}$ and $right_{proximal}$. The items for an observation are created by computing the union set of the items created for the various labeled plaques of a patient. The items for a labeled plaque are obtained by starting from the leaf in the itemset tree that describes the plaque and taking all items found while going from the leaf to the root. The patient’s gender is considered by assigning either the item $gender_{male}$ or $gender_{female}$ to an observation. A soft plaque in segment 1 of a male patient will therefore get the following labels: $gender_{male}$, $right$, $rca$, $rca_{proximal}$, $right_{proximal}$, $seg_1$, $seg_1_{soft}$, $rca_{soft}$, $right_{soft}$.

For the subsequent analysis of spatial plaque distribution patterns in the form of association rules, the set $O = \{o_1 \ldots o_m\}$ of observations, also referred to as the observation database $D$, will be used.

### 6.2.2 Association Rules

An association rule is an implication of the form $A \rightarrow B$ where $A$ and $B$ are itemsets and $A \cap B = \emptyset$. In general, the itemsets $A$ and $B$ can have arbitrary lengths, but we restricted their length to $|A| = 4$ and $|B| = 1$ to get more meaningful rules. The implication of an association rule can therefore be interpreted as conditions $\rightarrow$ conclusion (support, confidence) and expresses a relation of one or more items – the conditions – and one item as the conclusion. The quality of an association rule is expressed by its support and confidence measure.

The support [Borgelt and Kruse 2002] of an association rule is the percentage of cases in which it applies in the training set. The confidence [Agrawal et al. 1993] of an association rule is the percentage of cases in which the rule is correct relative to the number of cases in which it is applicable, i.e. the conditions are met. An example association rule might be $seg_2$, $seg_3 \rightarrow seg_1$ (40%, 95%). So with the knowledge that plaques are present in $seg_2$ and $seg_3$ – which was true in 40% of all observations in the training data set – there is a probability of 95% that also a plaque in $seg_1$ is present.

To select interesting rules from the set of all possible rules, constraints in form of a user-specified minimum support $min_{supp}$ and minimum confidence $min_{conf}$ value are used. Association rules that do not fulfill these constraints are discarded. To achieve this, the association rule generation is a two-step process. First, $min_{supp}$ is applied to find all corresponding itemsets in the database $D$. In a second step, these frequent itemsets (i.e., itemsets that have a support $s \geq min_{supp}$) and the minimum confidence constraint $min_{conf}$ are used to form the association rules. Finding all frequent itemsets in $D$ in the first step is difficult since it involves searching all possible itemsets (i.e., item combinations). The set of possible itemsets is the power set over $I$ and has the size $2^n - 1$ with $n$ the number of items in $I$. Although the size of the power set grows exponentially with $n$, an efficient search is possible using the downward-closure property of support [Agrawal et al. 1993]. This property guarantees that for a frequent itemset also all its subsets are frequent.
Figure 6.1: Each plaque is described by a set of items. The items are derived from a developed itemset tree. The multi-scale approach in form of a tree allowed the statistical analysis of the plaque distribution within and between different levels. The itemset tree consists of six levels: level one (left/right), level two (RCA/LM/LAD/CX/EXTRA), level three (proximal/mid/distal), and level four (segment within the coronary artery tree) are illustrated in this figure.
and thus for an infrequent itemset, all its supersets must be infrequent. The apriori algorithm by Agrawal et al. [1993] as shown in Algorithm 4 [Quack 2009] uses this efficient approach. It performs a breadth-first search through the search space of all itemsets by iteratively generating candidate itemsets \( C_{l+1} \) of size \( l + 1 \). The algorithm alternates between two phases: (1) the database pass phase, where the support of the itemsets in \( C_l \) is calculated and checked if it surpasses the frequency threshold \( \text{min\_supp} \) and (2) the phase of candidate formation for \( l + 1 \) itemsets. A more detailed description and analysis of this algorithm can be found in [Quack 2009].

**Algorithm 4 apriori**

\[
\begin{align*}
    & l \leftarrow 1, \mathcal{L} \leftarrow \emptyset \\
    & C_l \leftarrow \left\{ \{A\} \text{ item of size } 1, A \in D \right\} \\
    \text{while } & C_l \neq \emptyset \text{ do} \\
    & \quad \mathcal{L}_l \leftarrow \emptyset \\
    & \quad \text{database pass:} \\
    & \quad \quad \text{for } A \in C_l \text{ do} \\
    & \quad \quad \quad \text{if } A \text{ is frequent then} \\
    & \quad \quad \quad \quad \mathcal{L}_l \leftarrow \mathcal{L}_l \cup A \\
    & \quad \quad \quad \text{end if} \\
    & \quad \text{end for} \\
    & \quad \text{candidate formation:} \\
    & \quad \quad \mathcal{C}_{l+1} \leftarrow \text{sets of size } l + 1 \text{ whose all subsets are frequent} \\
    & \quad \quad \mathcal{C}_l \leftarrow \mathcal{C}_{l+1} \\
    & \quad \quad \mathcal{L} \leftarrow \mathcal{L} \cup \mathcal{L}_l \\
    \text{end while} \\
\end{align*}
\]

return \( \mathcal{L} \)

We used the apriori implementation of the frequent itemset mining tool apriori (http://www.borgelt.net/apriori.html) [Borgelt and Kruse 2002] to determine as-
association rules. The computed association rules were then filtered to only keep non trivial rules. Trivial rules are defined as those rules where the condition items are within the sub-tree of the itemset tree given with the conclusion item as root. An example of a discarded trivial rule would be $LAD \rightarrow \text{left}$ as it is obvious that the LAD is per definition in the left coronary artery tree.

When applied on plaque data that are labeled according to the aforementioned itemset, spatial plaque distribution patterns can be obtained with the association rules which then can be analyzed for clinically relevant dependencies. Besides this analysis, we further propose to use the spatial dependencies to support the manual detection of plaques by a guided review that will be introduced in the next paragraph.

### 6.2.3 Guided Review

The idea of guided review is to use the extracted spatial distribution patterns expressed by association rules to guide a reader to specific segments that were not labeled as having plaques but that show a high probability of containing plaques. So, guided review is intended to support the detection of initially missed plaques and hence to increase the robustness of plaque detection.

For this, a set of association rules has to be learned in advance from an appropriate population. Afterwards, these association rules can be used to search for initially missed plaques. To this end, the current plaque labeling of a patient is taken and the items are computed according to the defined itemset. These items are then regarded as possible conditions and the set of association rules is searched if – with the given condition items – association rules exist with a segment as conclusion that has so far not been labeled as having plaques. To assure a certain generality and quality, a required minimum support $min_{supp}$ and confidence $min_{conf}$ value for the association rules can be selected such that rules having lower values are discarded. All possible segments showing evidence of having unlabeled plaques are extracted and presented for review.

Guided review can be realized either as an online- or an offline-tool. In the first case, the current labeling of a reader – or the results of a detection algorithm – would be automatically analyzed and segments of potential plaque locations would be highlighted while the reader is still detecting plaques. In the latter case, the guided review would be manually triggered after the labeling and the list of segments with potentially missed plaques would then be shown to the reader.

Figure 6.3 shows a development prototype of guided review as a web application. The reader can select her labeled plaques in a schematic coronary artery tree and as a result, the web application highlights segments of potentially missed plaques.
6.3 Experimental Setup and Results

For the evaluation of guided review by frequent itemset mining, labeled plaque distribution patterns from a large number of patients are used. Besides an analysis of the association rules for clinically interesting distribution patterns, guided review is applied during several simulations. First, the impact of the two parameters of frequent itemset mining, namely the minimum confidence \( \min_{\text{conf}} \) and support \( \min_{\text{supp}} \) value is investigated. Afterwards, with an optimal parameter setting, guided review is performed both in simulations and in clinical praxis to test its suitability to predict initially missed plaques. The performance of the method is compared with a weighted random approach.

**Figure 6.3:** Prototype of guided review as a web application. The reader can select her labeled plaques in a schematic coronary artery tree and as a result, the web application highlights segments of potentially missed plaques.

To introduce guided review by frequent itemset mining and to show its benefit in making manual plaque detection more robust, we performed several simulations and clinical studies as described in the following section.
6.3.1 Data Acquisition

The basis for the subsequent experiments are plaques observed in 252 consecutive patients (166 male, 86 female) who underwent CTCA for clinical indications. Demographic data and clinical characteristics of the patients are summarized in Table 6.1.

**Table 6.1: Patient demographics and clinical characteristics of the study population.**

<table>
<thead>
<tr>
<th></th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of patients</td>
<td>252 (100%)</td>
</tr>
<tr>
<td>age (years)</td>
<td>64.5±11.6 (28-88)</td>
</tr>
<tr>
<td>male/female</td>
<td>166/86 (65.9%/34.1%)</td>
</tr>
<tr>
<td>body mass index ( kg/m²)</td>
<td>25.7±4.0 (19.1-34.1)</td>
</tr>
<tr>
<td>heart rate (bpm)</td>
<td>67.3±6.8 (51-88)</td>
</tr>
<tr>
<td><strong>risk factors</strong></td>
<td></td>
</tr>
<tr>
<td>smoker</td>
<td>121 (48.0%)</td>
</tr>
<tr>
<td>diabetes</td>
<td>29 (11.5%)</td>
</tr>
<tr>
<td>high serum cholesterol</td>
<td>110 (43.7%)</td>
</tr>
<tr>
<td>arterial hypertension</td>
<td>160 (63.5%)</td>
</tr>
<tr>
<td>positive family history</td>
<td>101 (40.1%)</td>
</tr>
<tr>
<td><strong>reason for referral</strong></td>
<td></td>
</tr>
<tr>
<td>typical angina</td>
<td>40 (15.9%)</td>
</tr>
<tr>
<td>atypical angina</td>
<td>66 (26.6%)</td>
</tr>
<tr>
<td>non anginal chest pain</td>
<td>145 (57.5%)</td>
</tr>
</tbody>
</table>

All patients had a low- to intermediate pre-test probability of having CAD and suffered from typical angina (15.9%), atypical angina (26.6%), or non-anginal chest pain (57.5%). None of the patients suffered from unstable angina. All patients were referred for ruling-out significant coronary stenoses. They were scanned on a Dual-Source CT scanner (Somatom Definition, Siemens Medical Solutions, Forchheim, Germany) following a standard CTCA protocol. The scanning parameters were selected as listed in Table 1.2. The CT scans were performed from the level of the tracheal bifurcation to the diaphragm in a cranio-caudal direction. CTCA scans were reconstructed with a slice thickness of 0.75 mm, a reconstruction increment of 0.4 mm, and using a soft-tissue convolution kernel (B26f).

A graphical user interface has been developed with the MeVisLab software (MeVis Medical Solutions AG, Bremen, Germany) for the manual labeling of the coronary plaques. Patient information from all data sets was removed prior to the data analysis in order to allow for an anonymized read-out. A radiologist with 7 years of experience in cardiovascular imaging determined type, position, and the degree of stenosis for each plaque and
associated them with one of the aforementioned 25 possible positions. A plaque is assigned to a bifurcation when it is centered in this location and does not extend more than 2 mm into adjacent coronary segments. If a plaque extends over more than one segment, it is labeled according to its most proximal position. For clarity, the term *segment* will be equivalently used to refer to a segment or bifurcation in the following. Three different types of plaques are differentiated, namely hard, mixed, and soft plaques as defined in Section 1.3.4. The plaques are further characterized as being *obstructive*, indicating a vessel diameter narrowing greater than 50%, or as *non-obstructive*, indicating a luminal narrowing below 50%, based on CTCA.

In total 1229 plaques (990 hard, 80.6%; 227 mixed, 18.5%; 12 soft, 1%) distributed over 916 coronary segments and 507 vessels were manually labeled (Table 6.2). In 200/252 (79.4%) of the patients, at least one coronary plaque (range 1-22 plaques) was found. The average number of plaques for patients having at least one plaque was 6.1 (median 5). Male patients had on average 6.9 plaques (5.6 hard, 1.3 mixed, and 0.05 soft plaques), being significantly ($p < 0.001$, Mann-Whitney U test) more than the average in female patients (average 4.0, 3.3 hard, 0.6 mixed, and 0.05 soft plaques). Hard and mixed plaques were most often found in segment 6 (132x hard, 48x mixed), segment 1 (126x hard, 34x mixed), and segment 7 (112x hard, 25x mixed). Due to the low number of soft plaques, no preferred location for those plaques could be identified. A total of 129 (10.5%) obstructive plaques (95 hard, 31 mixed, 3 soft) and 1100 (89.5%) non-obstructive plaques were detected in the 200 patients having plaques, as determined by CTCA. Obstructive plaques were most often located in segment 7 (23x), segment 6 (22x), and in segment 1 (18x) (see Table 6.2).

### 6.3.2 Spatial Plaque Distribution Patterns

In a first step, we evaluated the spatial plaque distribution patterns being present in the study population. Based on the labeled plaques, frequent itemset mining extracted a total of 70,796 association rules with a minimum confidence value of 80% and a minimum support of 15% – the values of the selected parameters are discussed in the subsequent section. In general, several rules exist showing evidence for a plaque at one and the same position. The differences between those rules are the amount of conditions but also the conditions themselves. Simple patterns are characterized by association rules with only one condition item (e.g. seg.3 $\rightarrow$ seg.6 (24.6, 88.7)) whereas more specific patterns had multiple condition items (e.g. seg.3 & CX $\rightarrow$ seg.6 (18.3, 91.3)). These specific patterns have higher confidence values. However, the support values decrease for more complex rules because their underlying plaque distribution patterns are less frequently observed in the patients.

Four special plaque distribution patterns could be identified in the 252 patients. Fifty-two of the 252 patients (20.6%) had no plaques at all; 80 of the 252 patients (31.7%) had
Table 6.2: Plaque distribution in the study population at 25 possible locations (segments and bifurcations) of the coronary artery tree as determined by CTCA.

<table>
<thead>
<tr>
<th>segment/bifurcation</th>
<th>all palques</th>
<th>obstructive plaques</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>hard</td>
<td>mixed</td>
</tr>
<tr>
<td>1</td>
<td>126</td>
<td>34</td>
</tr>
<tr>
<td>1,2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>73</td>
<td>11</td>
</tr>
<tr>
<td>2,3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>80</td>
<td>20</td>
</tr>
<tr>
<td>3,4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>45</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>70</td>
<td>21</td>
</tr>
<tr>
<td>5,1,11</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>132</td>
<td>48</td>
</tr>
<tr>
<td>6,9</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>112</td>
<td>25</td>
</tr>
<tr>
<td>7,10</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>78</td>
<td>11</td>
</tr>
<tr>
<td>9</td>
<td>27</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>78</td>
<td>15</td>
</tr>
<tr>
<td>11,12</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>25</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>54</td>
<td>9</td>
</tr>
<tr>
<td>13,14</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13,15</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>19</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>28</td>
<td>7</td>
</tr>
</tbody>
</table>
plaques only in the left coronary artery tree; 117 of the 252 patients (46.4%) had plaques both in the left and the right coronary artery tree; and 3 of the 252 patients (1.2%) had plaques solely in the right coronary tree (Fig. 6.4).

**Figure 6.4**: Schematic representation of the coronary artery tree (annotated according to the AHA scheme) illustrating the spatial plaque distribution patterns in the 200 patients with coronary plaques. The figure shows the average number of plaques encountered in each segment of the coronary artery tree for each group separately. In 31.7% of the patients, plaques were found only in the left coronary artery tree; in 46.4% of the patients, plaques were found both in the left and the right coronary artery tree, whereas in 1.2% of the patients, plaques were located solely in the right coronary tree.

The assignment of multiple items for each plaque allows for a pattern analysis at (i.e., vessel to vessel, segment to segment) and between different hierarchical levels (i.e., segment to vessel and vice versa). As we can only give an overview of the extracted association rules, we focus on plaque distribution patterns with association rules having one condition item in the following. If multiple association rules fulfilled this criterion, the one with the highest confidence value is chosen.

**Vessel to vessel.** Strong rules having a high support and confidence value were found indicating the existence of a plaque in the left anterior descending (LAD) given a plaque
in any of the segments of the RCA. Furthermore, strong rules supporting the existence of a plaque in the LAD were found, given a plaque in the left main artery (LM) or the CX (see Table 6.3).

**Segment to segment.** On this hierarchical level, a plaque in segment 3, 4, 5, 11 or 13 predicted a plaque in segment 6 with a high confidence (80.5% to 90.9%). Similarly, a plaque in segment 2 predicted a plaque in segment 1 with a high confidence of 84.8% (see Table 6.3).

**Segment to vessel.** Various rules were found predicting plaques in other vessels giving the existence of a plaque in certain segments: for example a plaque in segment 1, 2, 3, 5, 11 or 13 predicted a plaque in the LAD with high confidence (see Table 6.3).

**Vessel to segment.** Rules predicting plaques in certain vessels were found based on existing plaques in other segments. For example, having a plaque in the CX, there was a confidence of 86.7% that also a plaque in segment 6 is present. A plaque in the LM predicted a plaque in segment 6 with a confidence of 80.5% (see Table 6.3).

**Mixed and soft plaques.** The aforementioned patterns do not predict a certain type of plaque within a specific segment or vessel, but only give evidence for a plaque in general. However, as mixed and soft plaques are more difficult to assess (see Chapter 5), it would be desirable to have association rules that indicate the presence of mixed and soft plaques. For mixed plaques, no association rules were found using the minimum confidence value of 80% and one single condition item such that we lowered the confidence threshold to 65% and allowed for up to two condition items. Then, several prediction rules were found to predict the existence of mixed plaques at the vessel level – i.e. either within the right coronary tree or within the left coronary tree (Table 6.4). No rules were found predicting mixed plaques in specific segments. As only 12 soft plaques were labeled in the patients of this study (representing 1% of all plaques), no relevant patterns could be discerned with regard to this plaque type.

### 6.3.3 Validation of Guided Review

We first studied the impact of the two parameters for frequent itemset mining, namely $\minsup$ and $\minconf$. Afterwards, guided review by frequent itemset mining is validated by simulating various settings of initially missed plaques. The quality of segment selection by frequent itemset mining is compared to a weighted random approach.
Table 6.3: Association rules including all coronary plaque types given an existing plaque as condition and a predicted plaque at certain locations as a conclusion.

<table>
<thead>
<tr>
<th>hierarchical level</th>
<th>condition</th>
<th>conclusion</th>
<th>support [%]</th>
<th>confidence [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>vessel→vessel</td>
<td>RCA</td>
<td>LAD</td>
<td>47.6</td>
<td>92.5</td>
</tr>
<tr>
<td></td>
<td>LM</td>
<td>LAD</td>
<td>32.5</td>
<td>90.2</td>
</tr>
<tr>
<td></td>
<td>CX</td>
<td>LAD</td>
<td>38.9</td>
<td>95.9</td>
</tr>
<tr>
<td>segment→segment</td>
<td>segment 2</td>
<td>segment 1</td>
<td>26.2</td>
<td>84.8</td>
</tr>
<tr>
<td></td>
<td>segment 3</td>
<td>segment 6</td>
<td>24.6</td>
<td>88.7</td>
</tr>
<tr>
<td></td>
<td>segment 4</td>
<td>segment 6</td>
<td>15.1</td>
<td>86.8</td>
</tr>
<tr>
<td></td>
<td>segment 5</td>
<td>segment 6</td>
<td>32.5</td>
<td>80.5</td>
</tr>
<tr>
<td></td>
<td>segment 11</td>
<td>segment 6</td>
<td>28.6</td>
<td>87.5</td>
</tr>
<tr>
<td></td>
<td>segment 13</td>
<td>segment 6</td>
<td>17.5</td>
<td>90.9</td>
</tr>
<tr>
<td>segment→vessel</td>
<td>segment 1</td>
<td>LAD</td>
<td>40.1</td>
<td>93.1</td>
</tr>
<tr>
<td></td>
<td>segment 2</td>
<td>LAD</td>
<td>26.2</td>
<td>90.9</td>
</tr>
<tr>
<td></td>
<td>segment 3</td>
<td>LAD</td>
<td>24.6</td>
<td>95.2</td>
</tr>
<tr>
<td></td>
<td>segment 4</td>
<td>LAD</td>
<td>15.1</td>
<td>92.1</td>
</tr>
<tr>
<td></td>
<td>segment 5</td>
<td>LAD</td>
<td>32.5</td>
<td>90.2</td>
</tr>
<tr>
<td></td>
<td>segment 11</td>
<td>LAD</td>
<td>28.6</td>
<td>95.8</td>
</tr>
<tr>
<td></td>
<td>segment 13</td>
<td>LAD</td>
<td>17.5</td>
<td>100.0</td>
</tr>
<tr>
<td>vessel→segment</td>
<td>LM</td>
<td>segment 6</td>
<td>32.5</td>
<td>80.5</td>
</tr>
<tr>
<td></td>
<td>CX</td>
<td>segment 6</td>
<td>38.9</td>
<td>86.7</td>
</tr>
</tbody>
</table>

Table 6.4: Association rules for mixed plaques as conclusion either in the left or right coronary tree, respectively, given the existence of plaques (hard, mixed, or soft) at certain locations as conditions.

<table>
<thead>
<tr>
<th>hierarchical level</th>
<th>condition</th>
<th>conclusion</th>
<th>support [%]</th>
<th>confidence [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>segments→branch</td>
<td>segment 2 &amp; 3</td>
<td>right</td>
<td>17.9</td>
<td>68.9</td>
</tr>
<tr>
<td></td>
<td>segment 6 &amp; 8</td>
<td>left</td>
<td>19.4</td>
<td>65.3</td>
</tr>
<tr>
<td>segment &amp; vessel</td>
<td>segment 3 &amp; LM</td>
<td>right</td>
<td>15.9</td>
<td>65.0</td>
</tr>
<tr>
<td>→branch</td>
<td>RCA mixed &amp; segment 6</td>
<td>left</td>
<td>16.3</td>
<td>68.3</td>
</tr>
</tbody>
</table>
Segment selection by frequent itemset mining. The plaque distribution of each patient is considered separately: given the observed items of each patient as possible values for the condition items, it is tested if there are association rules indicating the presence of additional plaques in segments not yet labeled. All segments where association rules match the form any combination of observed items → seg $\times$ are then stored in a list $L_{\text{review}}$ of segments to be reviewed.

Segment selection by weighted random approach. For comparison, a weighted random approach to select segments of potentially missed plaques is chosen as a benchmark as it represents the most intuitive way to select segments for review: those segments where in general many plaques occur have a higher probability of containing missed plaques. So, given the plaques of the current labeling for all patients, the probability

$$p_i = \frac{\text{# of plaques in segment } i}{\text{total # of plaques}}$$  \hspace{1cm} (6.1)

is computed that a plaque occurs in segment $i$. Then $n_{\text{review}}$ segments having no labeled plaques are chosen by a random number generator weighted with the probability $p_i$ for each segment.

Simulation design. For each measurement, the study population of the 252 patients is randomly divided into a training set (70%, or 176 patients) and a testing set (30%, or 76 patients). The association rules are computed based on the observations from the training set. In order to get an incomplete labeling, $p_{\text{segments}}$ percent of the plaques in the testing set are randomly removed. This parameter is introduced to simulate radiologists who initially missed a number of plaques. The incomplete labeling of the testing set is then taken to compute the list $L_{\text{review}}$ containing $n_{\text{review}}$ segments with potentially missed plaques. All segments in $L_{\text{review}}$ are evaluated if plaques were initially present in the ground truth labeling. The number $n_{\text{found}}$ finally represents the number of segments where initially removed plaques are re-found through the guided review. For comparison, the same number of segments proposed by frequent itemset mining is also chosen using the weighted random approach and evaluated for the presence of initially missed plaques. Simulations are done with varying values for $p_{\text{segments}}$, $\text{min}_\text{conf}$ and $\text{min}_\text{supp}$. Each experiment is repeated 100 times to get statistically more reliable results.

Parameter study. The impact of the frequent itemset mining parameters $\text{min}_\text{conf}$ and $\text{min}_\text{supp}$ on the outcome of the guided review is evaluated by varying the corresponding parameter while keeping the remaining setting fixed.

The confidence expresses a probability that an association rule is valid when its conditions are met. It can thus be expected that while using association rules with low confidence
values, more segments have to be reviewed until a missed plaque is detected. To evaluate the impact of the confidence value, $\text{min}_\text{conf}$ is varied between 60% and 95% in steps of 5% whereas the remaining parameters are kept constant, i.e. $p_{\text{segments}} = 15\%$ and $\text{min}_\text{supp} = 15\%$. Figure 6.5(a) shows – subject to the selected confidence level – the detection ratio $r = n_{\text{found}}/n_{\text{segment}}$ which is defined as the quotient between the number $n_{\text{found}}$ of found plaques and the number $n_{\text{segment}}$ of removed plaques.

![Graphs showing detection ratio, number of reviewed segments, and average number of found plaques per reviewed segment](image)

**Figure 6.5**: Impact of the minimum confidence parameter $\text{min}_\text{conf}$ on the detection ratio $r$ (a) the number of segments $n_{\text{review}}$ to be reviewed (b) and on the average number of found plaques per reviewed segment (c). Less plaques were detected with higher values for $\text{min}_\text{conf}$. The number of segments to be reviewed declined with an increasing value for $\text{min}_\text{conf}$.

In general, a lower bound for the confidence value led to a higher percentage of detected plaques as with a small confidence value more rules and therefore more segments for review are created. A drawback of this higher detection ratio is, however, the higher number of segments to be reviewed (Fig. 6.5(b)). Figure 6.5(c) finally confirms the initial expectation that with higher confidence values less segments had to be reviewed to detect an initially missed plaque.

The support of a rule is a measure of its generality. A small value indicates that the rule was created from observations in only a small number of cases and therefore might depend more on the selection of the study population than a rule with a high support value. To evaluate the impact of the support value, $\text{min}_\text{supp}$ is varied between 5% and 25% in steps of 5%, whereas the remaining parameters are kept constant, i.e. $p_{\text{segments}} = 15\%$ and $\text{min}_\text{conf} = 80\%$. Figure 6.6(a) shows the detection ratio $r$ subject to the selected minimum support value. A lower bound for the support value led to a higher percentage of de-
ected plaques but also required a higher number of segments to be reviewed (Fig. 6.6(b)). Figure 6.6(c) finally shows the average number of detected, initially missed plaques per reviewed segment.

![Graphs showing detection ratio, number of reviewed segments, and average number of found plaques per reviewed segment.](image)

**Figure 6.6:** Impact of the minimum support parameter $\text{min}_\text{supp}$ on the detection ratio $r$ (a) the number of segments $n\text{review}$ to be reviewed (b) and on the average number of found plaques per reviewed segment (c). Less plaques were detected with higher values for $\text{min}_\text{supp}$. The number of segments to be reviewed declined with an increasing value for $\text{min}_\text{supp}$.

Considering the investigation above, the joint distribution of $\text{min}_\text{supp}$ and $\text{min}_\text{conf}$ does not contain one distinct optimum. Hence, for the guided review the parameters $\text{min}_\text{supp} = 15\%$ and $\text{min}_\text{conf} = 80\%$ are chosen as a good trade-off between the detection ratio and the number of segments to review.

**Performance Validation.** For performance validation of guided review, the parameter setting as concluded in the preceding paragraph is chosen for the selection of association rules. In doing so, guided review by frequent itemset mining clearly outperformed ($p < 0.001$, paired Student’s t-test) the weighted random selection approach in terms of the detection ratio $r$. Up-to 47% of the initially removed plaques could be re-found with the guidance of frequent itemset mining by reviewing only 4.4% of all possible segments.

As it is generally not known how many plaques have been missed, $p\text{segments}$ is varied between 5% and 95% in steps of 5%. Figure 6.7 shows boxplots of the detection ratio $r$ for the guided review by both the frequent itemset mining and the weighted random approach. The number of reviewed segments resulting from the chosen $p\text{segments}$ are shown...
6.3. Experimental Setup and Results

![Figure 6.7: Performance comparison between guided review by frequent itemset mining (orange) and guided review by random selection (blue) for different values of \( p_{\text{segments}} \). Frequent itemset mining clearly outperformed the random selection. Up-to 47% of the missed plaques could be detected if less than 20% of the initially labeled plaques were removed.](image)

in Figure 6.8. On average 84 segments – or 1.1 segments per patient – had to be reviewed, if less then 50\% of the initial labeled plaques are removed. For larger values of \( p_{\text{segments}} \), the performance of guided review by frequent itemset mining dropped which is predicable as in these cases, the available labeling is really sparse. So only a few association rules are valid from which segments to be reviewed could be determined.

**Iterative guided review.** A thinkable extension of guided review is to apply it iteratively as with each additional detected plaque, a refined distribution pattern arises that may trigger further association rules which may then predict additional segments to be reviewed. This iterative guided review is simulated by repeating the segment selection by the frequent itemset mining step until \( L_{\text{review}_i} - L_{\text{review}_{i-1}} = \emptyset \), where \( i \) indicates the current and \( i - 1 \) the preceding iteration step, respectively. After each iteration, the labeling used as input is updated with the re-found plaques from the preceding step.

Figure 6.9 shows the change \( \Delta r = r_{\text{iterative}} - r \) in the detection ratio \( r \) that was measured for the iterative guided review in comparison to the standard guided review. For the validation of iterative guided review, the same parameter setting as for the validation of the standard guided review was used. In clinical praxis, it is expected that only a moderate
Figure 6.8: Number of segments $n_{\text{review}}$ proposed by frequent itemset mining for guided review. Above a certain percentage $p_{\text{segments}}$ of initially removed plaques, the labeling was too sparse such that only a small number of segments to be reviewed were proposed.

number of plaques is missed by a radiologist. So, the expected additional benefit of iterative guided review is limited in this case.

Figure 6.9: Through the iterative application of guided review by frequent itemset mining, an increase $\Delta r$ in the detection ratio could be observed which is shown in this figure in dependence on $p_{\text{segments}}$, the percentage of omitted plaques.
Although with iterative guided review a slightly higher performance can be achieved, we evaluated the standard guided review approach in its clinical application because this approach allowed a more consistent statistical analysis of its performance.

### 6.3.4 Clinical Application of Guided Review

For a first clinical evaluation that uses plaque distribution patterns to improve the manual detection of plaques, we applied guided review by frequent itemset mining on the labeled 252 patients of this study to search for initially missed plaques.

Therefore, association rules \( \min_{\text{supp}} = 15\% , \min_{\text{conf}} = 80\% \) learned from the initial labeling of all patients were applied on each of the 252 data sets to search for additional plaques, \textit{i.e.} association rules with segments as their conclusion given the current labeling of each data set as possible condition items. In this way, guided review by frequent itemset mining created a list of segments to be reviewed. For comparison, the same number of segments was determined by the weighted random approach as aforementioned. The reader from the initial labeling was then asked to review the selected segments from frequent itemset mining and the weighted random approach for the presence of missed plaques. For this second reading, the reader was blinded to the approach that selected the segment. To ascertain the presence of the initially missed plaques that were detected in the second reading, a second radiologist (also with 7 years of experience in cardiovascular imaging) was consulted for consensus. This guided review was performed three months after the initial labeling.

Based on the prediction rules extracted by frequent itemset mining, 193 segments in 133 patients were selected for the guided review. In these, an initially missed plaque was detected in 59 (30.6\%) segments of 49 (36.8\%) patients. From these 59 segments, 11 segments contained plaques extending over more than one segment such that those plaques were already labeled in the first reading with their most proximal segment position. Hence, in total 48 (24.9\%) additionally detected plaques (32 hard, 13 mixed, 3 soft) in 41 (30.8\%) patients were counted as true positives. In comparison, the weighted random approach revealed only 22 (14 hard, 5 mixed, 3 soft) initially missed plaques in the 193 segments in 131 patients selected by this approach. Guided review by frequent itemset mining performed significantly better \( p < 0.001 \), Fisher’s exact test) than the weighted random approach. The distribution of additionally detected plaques over the various segments is illustrated in Figure 6.10. The weighted random approach revealed 17 (77.3\%) initially missed plaques in the left coronary tree and 5 (22.7\%) in the right coronary tree. The results from frequent itemset mining were more balanced with 28 (58.4\%) initially missed plaques in the left and 20 (41.6\%) initially missed plaques in the right coronary tree, respectively.
6. Spatial Distribution Patterns of Atherosclerosis

Figure 6.10: Schematic representation of the coronary artery tree indicating the number of plaques that were detected in the guided review by frequent itemset mining (red) and in the weighted random approach (blue). Guided review by frequent itemset mining performed significantly better \((p < 0.001)\) than the random approach.

6.4 Discussion and Conclusion

It has been well documented through a number of human epidemiological studies that atherosclerosis shows a non-uniform distribution in the coronary vasculature, not only among different coronary arteries, but also along different segments of the same vessel [Ehara et al. 2004, Zhu et al. 2008]. In this work we described spatial distribution patterns of coronary plaques while including the entire coronary artery tree into the analysis. The spatial plaque distribution patterns showed a predominance of plaques involving primarily the left coronary artery tree, whereas only 1% of the patients had plaques solely in the right coronary artery system. The observed patterns allowed for the extraction of association rules indicating the presence of plaques in certain positions, when plaques in other locations of the coronary artery tree were present. In patients with chronic CAD, the association rules mainly involved plaques being entirely calcified and – to a lesser degree – plaques being of mixed composition. Use of these association rules significantly improved the manual detection of coronary plaques.
The frequent itemset mining algorithm extracted relationships between existing plaques and those plaques that can be predicted with a certain confidence. Various general rules with a confidence above 90% were found, predicting plaques in the LAD given plaques in the segments of the other coronary arteries. At the segment level, rules existed with a confidence between 80-90%, that predicted plaques in the proximal LAD (segment 6) when plaques in different segments of the RCA, LM, or CX were present. The other way round, plaques in these patients involving any artery but not the LAD represents a very rare finding. This altogether indicates, that when a patient with chronic CAD shows plaques, these will primarily develop in the LAD. However, this theory has still to be verified by corresponding studies that track the progress of plaque development and its pattern over time. A possible reason for the observed spatial plaque distribution patterns would be that the geometry of the left coronary artery tree influencing hemodynamic features such as wall shear stress would predispose the development of plaques more than does the geometry of the right coronary artery [Friedman et al. 1983]. Another explanation could be a temporal evolution of plaque development, with plaques occurring first in the left coronary tree before developing later also in the right coronary artery system. The lower rate of plaques found in the RCA may also be attributable to the lower image quality in this vessel. As the RCA has larger motion within a cardiac cycle than the left coronary tree [Husmann et al. 2007], more blurring might be introduced that lowers the image quality and therefore interferes with the detection of plaques. In this study, prediction rules for mixed plaques were only found with a lower confidence (ranging between 60-70%), and no prediction rules could be defined for soft plaques. This is most probably related to the selected patient population which is known to have a low prevalence for mixed and soft plaques as compared to patients with unstable angina, acute coronary syndromes, or myocardial infarction.

Guided review was introduced as a tool to assist the manual detection of coronary plaques by guiding the reader to specific segments of potentially missed plaques. The method is thereby independent of the underlying applied imaging modality because it only uses knowledge about the segments where plaques have been detected. The plaque detection itself as well as a subsequent classification and quantification of plaques is up to the reader who might get support for this task by additional existing tools and measures for the assessment of plaques. This study investigated the correlation of the spatial plaque distribution with frequent itemset mining expressed in association rules. Those association rules were used for the guided review by indicating segments with possibly missed plaques. The validation by various simulations showed that up to 47% of the removed plaques could be re-found by reviewing 84 segments, corresponding to only 4.4% of all segments. With the same number of reviewed segments, the weighted random approach revealed only 16% of the removed plaques. As no clear optimum could be determined, a parameter pair for frequent itemset mining was empirically chosen that showed a good trade-off between the number of detected plaques and the number of segments that had to be reviewed for their detection. This parameter pair was then used for the clinical evalu-
ations. In general, it would be preferable to select association rules with higher support values, as a high support value denotes that the association rule was applicable for a large number of observations. Thus, such rules could be regarded as universally valid.

As plaques have a prognostic value being independent of the presence or absence of luminal obstruction [Pundziute et al. 2007] they should be consistently detected in each CTCA examination. Atherosclerotic disease is a process that involves various coronary segments [Ehara et al. 2004]. The likelihood of co-existing additional segments with potentially symptomatic atherosclerosis has raised the question whether an interventional procedure directed to only one lesion should not tackle others as well. With regard to CTCA, it appears therefore mandatory to identify not only one, presumably obstructing plaque, but all plaques throughout the entire coronary artery tree. This, however, can be difficult because of the lower performance of CT in comparison with the reference standard IVUS. Our study results giving rise to association rules help the interpreting radiologist through directing his review – once a plaque was found – to other coronary segments which are known to have a high probability to contain additional plaques. As shown in the guided review, the association rules that encode observed spatial distribution patterns improve the plaque detection rate for manual labeling.

The association rules as determined in this study may also be implemented in plaque detection software packages for improving their detection rate. Although automatic algorithms for plaque detection have been proposed (see Chapter 4), their detection rates of 74%-85% are still not sufficient for routine clinical applications. In general, these algorithms use intensity-based criteria such that the detection of highly calcified plaques usually poses no problem. On the other hand, weakly calcified and soft plaques are more challenging to detect. Thus, uncertainties may arise whether a slight intensity anomaly might be a plaque or not. When combined with automatic segment labeling of the coronary artery tree (see Chapter 3), the detection algorithms may create additional evidence for the presence or absence of plaques in the uncertain segments by using the prediction rules in combination with the already detected plaques.

In this study, plaque distribution patterns from 252 patients have been learned and applied for the guided review. Considering the number of included patients, it is difficult to estimate an appropriate minimum number of patients for extending the study results to a broader population. At this point, variations in the spatial distribution patterns are not known, such that a power analysis or other approaches are not feasible. As different populations with different clinical presentations show variable plaque type and distribution patterns, corresponding items for the populations and presentations should be created and assigned such that association rules from the respective subgroup can be chosen in the guided review process. The larger number of training data would also allow to investigate possible correlations between cardiovascular risk factors and specific spatial plaque distribution patterns.
Summary and Outlook

In the preceding chapters we have discussed various aspects of atherosclerosis assessment. Due to the different nature of these aspects, nearly each chapter was self-contained and provided separate discussions about the achievements and the open issues as well as the possibilities for future research. This chapter will briefly summarize all results and provides a more general discussion and outlook for the assessment of atherosclerosis in coronary arteries.

We started by investigating calcium scoring as it is performed as an initial risk assessment for assessing coronary heart diseases by measuring the amount and volume of calcified plaques in non-enhanced CT images. It is known, that existing calcium scores are subject to high inter-scan variabilities and that they furthermore extremely depend on the selected examination parameters. In general, the main requirements that must be claimed from a calcium score are its robustness and reproducibility against changes in the underlying CT system, the selected examination parameters, and also against variabilities between examinations. Its accuracy in terms of the deviation from the ground truth volume is in our point of view rather of minor importance because with a robust and reproducible score, reliable statistical tables could be established to capture the risk between the score and cardiovascular diseases. Furthermore, a reproducible score would also allow an accurate temporal follow-up of plaque progression or regression, respectively. In Chapter 2 we have therefore proposed an algorithm that is more robust and reproducible by being independent of the selected examination parameters. However, the algorithm has only been evaluated on a cardiac CT phantom such that in a next step, its performance will have to be evaluated on in-vivo studies. Furthermore, potential differences among CT systems from different manufactures were also not considered so far.

After studying calcium scoring which is done on non-enhanced CT images, we moved the focus to the assessment of atherosclerosis in contrast-enhanced CT images in the remaining of the thesis. We first discussed methods for the extraction of anatomical structures in Chapter 3 which were then used for the automatic detection of calcified coronary plaques as discussed in Chapter 4.
Nowadays, plaque assessment is done manually which is error-prone due to inter- and intra-observer variabilities. Therefore, a (semi-)automatic detection is desirable to reduce those variabilities. Previously published methods either focused on the detection of calcified plaques in non-enhanced or in contrast-enhanced images. However, for the latter case in which stenoses are better visible, the injection of contrast agent may cause similar intensities between the vessel lumen and the plaque such that a proper differentiation becomes difficult although the same plaque might be clearly visible in the corresponding non-enhanced CT image. Although non-enhanced CT images are mostly acquired in combination with the contrast-enhanced CT images, existing approaches did not combine the information contained in both data sets for plaque detection. With our proposed framework for the automatic detection of calcified coronary plaques, we considered both the contrast-enhanced and the non-enhanced CT images for the detection and could achieve promising results. In general, besides the detection of plaques and the measurement of their stenotic characteristics, a separation of those plaques into stable and unstable ones is a very important issue of great clinical interest. In order to achieve this separation, characteristics of stable and unstable plaques have to be defined in advance by physicians. Furthermore, it has to be evaluated if CT data provide enough information for this separation or if other techniques have to be incorporated into this process. A potential source for additional information would be computational fluid dynamics (CFD) simulations to model and simulate the development of atherosclerosis based on a given patient’s geometry. However, for this, the exact geometry of the coronary tree has to be obtained which in turn requires a good image quality from the CT acquisition for an appropriate segmentation of the coronary arteries. With the latest available CT systems, this is already possible and future developments from CT manufactures will even tend to further decrease the scanning time by either increasing the number of detectors, the table feed, or the rotation speed of the gantry, such that motion artifacts should be further reduced.

Another aspect that should be followed for the assessment of atherosclerosis is the usage of dual energy CT scans for tissue differentiation. In Chapter 5 we have shown the potential of this technique to improve the contrast among tissues targeted for an assessment of atherosclerosis. In general, the achieved contrast enhancement was not extraordinary high which may be caused by the fact that the source spectra of the two selected energy levels were heavily overlapping. It would thus be desirable to use separated spectra such that the varying tissue attenuation characteristics at different energy levels are more pronounced and therefore a better contrast enhancement could be achieved. This can be realized with the newly announced dual energy CT system (SOMATOM Definition Flash, Siemens Healthcare, Germany) where an additional filter truncates part of the spectrum from one X-ray source. Furthermore, this CT systems improves temporal resolution and thus should reduce motion artifacts. However, as this scanner was not yet accessible during the course of this thesis, future work must evaluate the improvements for contrast enhancement with better separated source spectra.
The assessment of atherosclerosis is difficult due to the different types and characteristics of plaques as well as the varying nature of the anatomy. Therefore, each piece of valuable information has to be considered for the diagnosis. Besides an intensity based interpretation of CT data sets as mentioned above, we have investigated spatial plaque distribution patterns in Chapter 6. With our studies, we investigated for the first time dependencies among the distribution of plaques. Based on the learned patterns, a guided review of segments was proposed to support a reader to find potentially missed plaques. For a single reader we showed that guided review made plaque detection more robust. However, we did not apply guided review on the readings of different readers and thus could not evaluate its assumed potential to reduce intra- and inter-observer variability in clinical praxis. Although being developed and evaluated to support the detection of coronary plaques, guided review by frequent itemset mining can also be applied to other arterial beds, for example the carotids. For this, only the definition of the itemset has to be adopted. For guided review, the basis of the itemset was the 16-segment coronary tree of the American Heart Association. In general, there is no restriction on the selection for the items. However, it would be desirable to choose the items for a specific arterial bed according to some recognized model. In doing so, labelings from various centers might be used to learn statistical patterns from a larger set of patients. For an intensive pattern analysis and a widespread application of the learned patterns, a future goal should be the creation of a large database.

To conclude this thesis, we can say that the assessment of atherosclerosis in coronary arteries encompasses many aspects – both medical and technical. In this thesis, we have proposed algorithms and tools to support the manual assessment of atherosclerosis by making it more robust and reproducible. Furthermore, we have developed methods towards an automatic assessment of atherosclerosis. However, there is still a big gap towards the realization of a fully automatic assessment and it has to be considered if this step will ever be feasible due to the manifold of the human anatomy and its possible diseases. Future works should definitively focus on the assessment of noncalcified and mixed plaques as they are more likely to rupture. A possible detection of vulnerable plaques would provide a high prognostic value to physicians for increasingly reliable risk assessment.
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