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Abstract—We investigate the application of Hopfield neural networks (HNN) for vector precoding in wireless multiple-output multiple-input (MIMO) systems. We apply the HNN to vector precoding with $N$ transmit and $K$ receive antennas, and obtain simulation results for the average transmit energy optimization as a function of the system load $\alpha = K/N$. We compare these results with lattice search based precoding performances, and show that the proposed method for nonlinear vector precoding with complexity $O(K^3)$ achieves competitive performances in the range $0 < \alpha \leq 0.9$ in comparison to lattice search based precoders. The proposed method is of a polynomial complexity and therefore, it is an attractive suboptimal approach for vector precoding.

I. INTRODUCTION

In a broadcast MIMO system a transmitter, typically a base station, communicates with a number of receivers. We assume that the receivers cannot cooperate with each other, and that the channel state information is known at the transmitter side. In this scenario, our aim is to delegate most of the signal processing work to the transmitter side. The signal processing at the transmitter includes precoding techniques for predistortion of the transmitted symbols. In this way the transmit energy is reduced and signal detection at the receivers is simplified.

The capacity region of Gaussian broadcast MIMO channels can be achieved by dirty paper coding (DPC) [3]. Since DPC has high complexity demands for implementation, research in the area of precoding techniques has been focused on different linear and nonlinear sub-optimal methods. In linear precoding (e.g. [4]) the transmitted symbols are premultiplied by the pseudo-inverse $H^\dagger (HH^\dagger)^{-1}$ of the channel matrix $H$ and the receiver applies simple symbol-by-symbol detection. This method is known as zero-forcing precoding (ZF) (e.g. [5]) and the main advantage of this method is its low complexity.

A drawback occurs when the channel matrix has small singular values, such that an inversion operation causes severe transmit power amplification. One method proposed to control power amplification due to ill-conditioned channel matrices is channel regularization [6]. However, this approach does not cancel all the interference at the receiver.

A nonlinear precoding approach employs nonlinear predistortion of the transmitted symbols before the linear operation. In a nonlinear predistortion step the alphabet of transmitted symbols is increased to a larger redundant set, such that the symbols to be sent are subject to optimization. A vector perturbation method [7], for example, modifies the idea of THP.

The vector-space search for the closest point in the lattice set that minimizes the energy is performed by an exhaustive search [7]. Often search is performed by a sphere encoder (SE), which is known to reduce the complexity, but still keeping it exponential [8].

Lattice-basis reduction algorithms have been proposed for further reduction of the SE complexity. Lower complexity can be achieved by searching for the approximately closest point in the lattice. There are implementations of vector precoding algorithms based on lattice-basis reduction [9], for example the LLL (Lenstra, Lenstra, and Lovasz) algorithm [10], that provide good performance.

Another approach to nonlinear predistortion is to apply a convex relaxation of the input symbol alphabet. A novel vector precoding method that applies a convex relaxed symbol alphabet instead of a discrete set is presented in [11]. In [12] it is shown that with a convex precoding approach, spectral efficiency can be higher then with lattice precoding at low to moderate signal-to-noise ratios.

The field of artificial neural networks (ANN) has been an active research area with periods of both dynamic and stagnation phases, from the early 1940s. Research has resulted in a great number of publications e.g., [13], and ANNs have been applied to the realization of, for example: content-addressable memory, pattern classifiers, pattern recognition, vector optimization, multiuser detection. ANNs have also been applied for solving optimization problems in different areas.

In this paper we will apply the Hopfield Neural Network (HNN) [13] which belongs to the class of recurrent ANNs as the algorithm for optimization in vector precoding. The structure of extensive parallelism makes the computational capabilities of the HNN very powerful and attractive. We will provide numerical simulation results for loads within $0 < \alpha \leq 1$, for $K = 8$, $K = 16$, $K = 27$ and $K = 64$, and compare the results with the performances of the SE lattice precoding, where the number of redundant representations of each information bit is $L = 2$ and the number of receive antennas are $K = 27$ and $K = 64$. We also compare the HNN precoder performances with the analytical solution for the SE vector precoding [12] and to the performance of convex relaxation (CR) [11] of the input symbol alphabet.

Our simulation results show that for loads $\alpha \leq 0.7$, the performance of the HNN vector precoding is very close to the SE performance. Up to $\alpha \approx 0.9$ there is a controlled increase in the transmit energy of the HNN algorithm compared with...
the SE vector precoding performances. For loads $\alpha \approx 0.9$ and greater there is a substantial increase in the transmit energy of the HNN solution. Comparing the HNN performances with the analytical result for CR we show that up to $\alpha \approx 0.9$ the HNN precoding outperforms CR, which for loads $0.9 \leq \alpha < 1$ the energies provided by the HNN start to increase considerably.

It is known that the expected complexity of the SE algorithm is exponential [8]. Therefore, due to the fast computational capabilities and robustness of the HNN, our approach is an efficient suboptimal way for vector precoding within a wide load range at low complexity.

II. SYSTEM MODEL

A narrowband multi-user MIMO system is modeled by

$$r = Ht + n$$ (1)

where $t = [t_1, t_2, \ldots, t_N]^T$ and $r = [r_1, r_2, \ldots, r_K]^T$ denote the transmit and receive signal vectors, respectively, the $K \times N$ channel matrix $H$ is assumed to have independent and identically distributed (i.i.d.) Gaussian random variables with zero mean and unit variance, and $n$ is the white Gaussian noise. We consider (1) as a MIMO system with a single transmitter with $N$ antennas, and $K$ receivers, each with a single antenna, that cannot cooperate with each other.

Now, assume that the number of transmit antennas is greater or equal to the number of receive antennas ($K \leq N$). The $K \times 1$ data symbol vector is denoted by $s$, and for binary phase-shift keying (BPSK), the elements of the vector $s = [s_1, s_2, \ldots, s_K]^T$ belong to the set $S = \{-1, +1\}$. Let the union of the sets $B_{-1} = \{-1, +3\}$ and $B_{+1} = \{+1, -3\}$ be the relaxed alphabet. In a nonlinear predistortion step the data vector $s$ is mapped onto a vector $x = [x_1, x_2, \ldots, x_K]^T$, with the vector elements chosen to minimize the transmit energy, where $x_k \in B_{\pm k}$, for $k = 1, 2, \ldots, K$. The following linear predistortion matrix $T$ is assumed to be

$$T = H^+ = H^\dagger (HH^\dagger)^{-1}$$ (2)

The optimization problem can now be formulated as follows:

$$x^* = \min_{x \in B_{s_1} \times \cdots \times B_{s_K}} \|Tx\| = \min_{x \in B_{s_1} \times \cdots \times B_{s_K}} x^\dagger (HH^\dagger)^{-1} x$$ (3)

This problem is difficult to solve since it is a nonconvex optimization problem in a high dimensional space, and we therefore investigate the application of the HNN for solving (3).

III. QUADRATIC OPTIMIZATION USING HOPFIELD NEURAL NETWORKS

Hopfield [13] proposed the application of ANNs for solving combinatorial optimization problems. A review of the HNN applications for solving mathematical programming problems is given in [14]. The optimization using the HNN is performed by constructing the energy function with the parameters that depend on a practical optimization problem. Hopfield [13] showed that the energy function constructed for an observed problem provides convergence of the system to stable states if the matrix in the objective function is symmetric, with zero diagonal elements. The main drawback of the HNN is that its computational properties do not necessarily provide the best solution by minimizing the appropriate energy function, but the optimization can result in a local minimum. Various modifications of the HNN, for example the combination with stochastic algorithms [15] have been proposed for avoiding said local minima.

The HNN works as follows: the sum of an external threshold value $\theta$, and the weighted sum of input states are transformed by a nonlinear function called an activation function to become the output of the system. The HNN supports different activation functions, for example: hard limiter (threshold) transfer function, hyperbolic tangent (tanh), sigmoid and other functions. A weight matrix $W$ can be used to model various effects in an observed system, and depends on the particular problem that is solved by the HNN.

We apply the HNN model with an activation function $f(\cdot)$ described by

$$v_j^{(l+1)} = f\left(\sum_{i=1}^{K} w_{ij} v_i^{(l)} + \theta_j\right)$$ (4)

where $l = 0, 1, 2 \ldots ,\text{denotes the number of iterations run by the}$

$\text{HNN, } i = 1, 2 \ldots, K, j = 1, 2 \ldots, K$, the network states$\text{are denoted by } v_j$, respectively, $w_{ij}$ are the assigned weights$\text{between neurons } j \text{ and } i$, and $\theta_j$ is the external input signal.

The HNN described by (4) minimizes the energy function

$$E = \frac{1}{2} \sum_{i=1}^{K} \sum_{j=1}^{K} w_{ij} v_i v_j + \sum_{i=1}^{K} v_i \theta_i$$ (5)

This HNN model can also be considered as an iterative algorithm that performs soft parallel interference cancellation [16], [17]. In our model the solution of the optimization problem defined in (3) corresponds to the minimization of the energy function in (5). The output vector $v$ of the HNN in (4) corresponds to the vector $x$ in (3), while the coefficients $w_{ij}$ in (4) correspond to the entries of the channel matrix $H$.

We assume that the start time of the iterations is $l = 1$, and that a soft decision $v_i^{(l)}$ is calculated in each step. This value is subtracted from the soft decision from the previous iteration and the hypothetical interference is cancelled in each iteration. The iterations can be performed until there is only a minor change between the soft decisions in successive iterations, i.e. until $\max_i |v_i^{(l)} - v_i^{(l-1)}| < \delta$ where $\delta$ is a sufficiently small value or the number of iterations exceeds the maximum number of iterations. In our simulations we have chosen the criterion that iterations are performed until the number of iterations exceeds the maximum number of iterations, denoted by $l_{\text{max}}$.

It has been shown that the expected complexity [7] of the SE algorithm depends on the number of dimensions $K$ and the signal-to-noise ratio (SNR). In [8] the expected complexity of the SE algorithm, as well as the asymptotic expression
for the complexity, were derived. The expected complexity is defined to represent the expected number of steps performed by the algorithm, and it is a function of the symbols $x$, and the realization of the channel matrix $H$. It has been shown that the expected complexity of the SE is exponential.

The optimization algorithm utilizing the HNN is shown in Table I.

### Table I

**Hopfield Neural Network (HNN) Algorithm.**

<table>
<thead>
<tr>
<th>Input: Set $H$, $v = s$, $l = 1$, $I_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set $W = -\text{diag}(HH^H)^{-1} + (HH^H)^{-1}$</td>
</tr>
<tr>
<td>Define: $f_j(y) = -s_j + 2 \tanh(2(y + s_j))$</td>
</tr>
<tr>
<td>while $l \leq I_{\text{max}}$</td>
</tr>
<tr>
<td>for $1 \leq j \leq K$</td>
</tr>
<tr>
<td>Calculate $v_j^{(l)} = f_j \left( -\sum_{i=1}^{K} w_{ij}v_i^{(l-1)} \right)$</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>for $1 \leq j \leq K$</td>
</tr>
<tr>
<td>$x_j = -s_j + 2 \cdot \text{sign}(v_j + s_j)$</td>
</tr>
<tr>
<td>Output: $x$</td>
</tr>
</tbody>
</table>

For convex precoding, the quadratic programming solver from the MATLAB optimization toolbox [18] is applied. This algorithm has computational complexity $O(K^{3.2})$. Given a fixed number of iterations, the algorithm in Table I contains one loop that is executed $K$ times and involves the summation of $K$ terms. Its complexity is therefore $O(K^2)$.

When we compare computational complexities of the HNN and CR vector precoding methods, we can observe that the dominant complexity is in the linear operation (2). Numerical computation of $(HH^H)^{-1}$ has complexity $O(K^3)$, and the additional complexity due to the application of the HNN is thus negligible in comparison with this pseudo-inverse operation.

### IV. NUMERICAL RESULTS

In the HNN vector precoding algorithm the channel matrix $H$ has been modeled with i.i.d. Gaussian entries. For each realization of the channel matrix $H$, the number of the iterations was set to be $I_{\text{max}} = 40$.

We simulated the performance for: $K = 8$, $K = 16$, $K = 27$ and $K = 64$. The number of different channel realizations for each system size was 1000. We plot the resulting average transmit energy as a function of the ratio $\alpha = K/N$ of the number of receive antennas $K$ to the number of transmit antennas $N$, where $0 < \alpha \leq 1$, as shown in Fig. 1. In the same figure we draw for comparison the following plots: the analytical solution for the SE lattice set [12] (the number of the redundant representations of each information bit is $L = 2$), simulation results for the SE lattice precoding ($L = 2$) with the number of receive antennas $K = 27$ and $K = 64$, and the analytical solution for CR [11].

The simulation results show that precoding using the HNN provides performances very close to the SE-based precoding performances for the load $0 < \alpha \leq 0.8$. For example, for $K = 27$ and $\alpha = 0.5$ the performance of the SE is $4.88$ dB and the HNN performance is $4.99$ dB, while for $\alpha = 0.8$ the HNN shows performance penalty of less than $1$ dB.

Almost similar results were obtained for $K = 64$; for $\alpha = 0.5$ the SE performance enhancement is $0.11$ dB, while for $\alpha = 0.8$ the energy differs by $1$ dB. For loads within $0.8 \leq \alpha \leq 0.9$ the average transmit energy by the HNN precoding gradually increases and for $\alpha = 0.9$, the SE outperforms the HNN by $1.5$ dB and $1.69$ dB for $K=27$ and $K = 64$, respectively. For loads greater then $\alpha \geq 0.9$, performance of the HNN degrades severely.

In comparison with the analytical results obtained for CR [12] we notice that up to $0 < \alpha \leq 0.9$ the HNN precoding outperforms CR for all simulated values of $K$, except for $K = 8$, in which case CR is outperformed up to $\alpha \leq 0.8$. The HNN performance enhancement is greatest in the range of $0.5 \leq \alpha \leq 0.8$ and increases when $K$ gets larger. For example, for $\alpha \leq 0.7$, the HNN outperforms CR by $1.21$ dB.

We have thus demonstrated that the HNN-based precoding outperforms the CR theoretical results within $0 < \alpha \leq 0.8$, achieves performances very tight to the SE in the range of $0 < \alpha \leq 0.7$, and has competitive performance in comparison to the SE for $0 < \alpha < 0.9$. It is known that lattice precoding is a problem that at loads close to 1 exhibits strong replica symmetry breaking (RSB) [12], RSB problems are well-known to not being well-approximated by HNNs unlike to those that do not exhibit RSB.

### V. COMPUTATIONAL COMPLEXITY

The advantages, limits and computational power of neural networks (for example: [19], [20]) and, in particular, the HNN...
have been studied over years. There are various realizations of HNN, for example: continuous or discrete time, feedforward or recurrent model, with discrete or analog activation function, finite or infinite network size, asynchronous or synchronous network. The HNN computational complexity has been analyzed depending on the network model and its applications. Some of the results on the computational complexity have been generalized. We will consider a symmetric HNN applied to the energy minimization problems.

The computational complexity can be considered in terms of the memory and time resources required for a particular application. The highest computational cost in terms of the memory resources is due to the allocation of the memory space for storing the weight matrix $W$. The number of the steps performed by the algorithm before the algorithm converges is convergence time and its trivial upper bound is $2^K$. The HNN convergence time may be exponential in the worst case, for both sequential and parallel networks. However, it has been shown that under some mild conditions, the binary HNN converges in only $O(\log \log K)$ parallel steps in the average case.

The property allows us to set the maximum number of iterations to a moderate value in practice.

VI. CONCLUSIONS

We have presented a method for vector precoding using a HNN as algorithm for combinatorial optimization, and shown that this method can be applied for precoding within a wide load range. We investigated the performance of this scheme by extensive simulations, and compared the results with the simulation results of SE precoding, where the number of redundant representations of each information bit is $L = 2$, with corresponding analytical results for the SE, and with the analytical result for the convex precoding performance. The HNN vector precoding method obtains performances close to the discrete lattice precoding for loads up to $\alpha \leq 0.8$, and for loads $0.8 \leq \alpha \leq 0.9$ there is a gradual increase in the transmit energy within $1.7 \, \text{dB}$ depending on the number of receiving antennas. When we compare the HNN performances and the CR analytical result we observe that up to $\alpha \approx 0.8$ the HNN precoding outperforms CR for $K = 16$, 27 and 64. For $\alpha \leq 0.7$ the HNN outperforms CR for all simulated values of $K$. Our simulations showed that this algorithm can be applied for system loads up to $\alpha \leq 0.9$. Therefore, the HNN is an attractive solution for vector precoding of polynomial complexity, with competitive performance within a wide load range in comparison with the SE of exponential complexity. Further modification of the algorithm will be addressed to control the energy penalty for the load up to $\alpha \leq 1$. Furthermore, due to its low complexity, the HNN precoding solution can serve as a starting solution for lattice-based searches with SEs. This allows a greatly improved starting radius for the SE and aid reduction of the SE’s complexity.

Finally, we would like to outline that the HNN based lattice precoding, similar to the SE, can be combined with lattice basis reduction. While lattice basis reduction helps to reduce the complexity of the SE, we conjecture that it will not reduce the complexity of the HNN, but improve its performance, particularly at high loads as it reduces the eigenvalue spread of the weight matrix $W$. This will be investigated in future research.
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