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Abstract

Understanding the Sun’s magnetic activity is important because of its impact on the Earth’s
environment. The sunspot record since 1610 shows irregular 11-year cycles of activity; they
are modulated on longer timescales and were interrupted by the Maunder minimum in the
17th century. Recent activity has been abnormally high for at least 8 cycles: is this grand
maximum likely to terminate soon or even to be followed by another (Maunder-like) grand
minimum? Cosmogenic radionuclides stored in natural archives such as 10Be in ice cores
and 14C in tree rings have proven to be very useful in reconstructing past solar activity,
and changes in the geomagnetic field intensity over many millennia. At present, this is
the only method to extend the records of solar activity proxies beyond the instrumental
period. To answer the previous questions we use, as a measure of the Sun’s open magnetic
field, a composite record of the solar modulation potential φ, reconstructed principally from
the record of cosmogenic 10Be abundances in the GRIP ice core from Greenland. However,
the cosmogenic radionuclide signal contains also a climate component introduced by the
transport of the radionuclides from the atmosphere to the archive where they are stored. In
order to employ cosmogenic radionuclides in astrophysical or climate studies, first these two
components must be separated. Fortunately, theory shows that the response of 10Be and 14C
systems to climate variations is very different. Thus comparing both radionuclides makes it
possible to distinguish between climate induced variations and solar/geomagnetic ones. In
this work, we apply PCA (Principal Component Analysis) to 10Be from ice cores as well
as to 14C from tree rings in order to isolate and remove the climate effects in the records.
In this way 10Be and 14C become much better tools for climate as well as for astrophysical
applications, for instance in form of solar modulation potential φ. The φ composite used
in this work extends back for almost 10,000 years, showing many grand maxima and grand
minima. We carry out a statistical analysis of this record and calculate the life expectancy
of the current grand maximum. We find that it is only expected to last for a further 15–
36 years1, and we therefore predict a decline in solar activity within the next two or three
cycles. In addition, we also estimate the probability that the current grand maximum will be
followed by a (Maunder-like) grand minimum. The spectral analysis of the solar modulation
potential φ reveals strong modulation at well defined periods, namely ∼ 2200, 980 and 200.
Comparison of the afore mentioned open-flux proxies with sunspots, points to the existence
of a magnetic threshold below which, the sunspots do not reach the solar surface. We suggest
two separate full dynamos operating in two separate layers. The possible decoupling between
both dynamos could be the explanation for activity minima such as the Maunder minimum.

1Starting in 2004, hence, 2019-2040 A.D.



Zusammenfassung

Die Sonnenaktivität zu verstehen ist wichtig, da sie ein wichtiger Antreiber für das Klima
der Erde ist. Die gemessene Anzahl der Sonneflecken seit 1610 weist einen unregelmässigen
11-Jahreszyklus auf. Dieser Zyklus variiert auch auf längeren Zeitskalen und war sogar im 17.
Jahrhundert während des Maunder-Minimums unterbrochen. Hingegen war die Sonnenak-
tivität während der letzten acht 11-Jahreszyklen aussergewöhnlich hoch. Es stellen sich also
die Fragen: Wann wird die momentane Phase hoher Aktivität zu Ende gehen? Was passiert
danach? Kommt im Anschluss ein Maunder Minimum?
Kosmogene Radionuklide, gespeichert in natürlichen Archiven wie, z.B., 10Be in Eisbohrk-
ernen und 14C in Baumringen, können verwendet werden, um einerseits die Vergangenheit
der letzten Jahrtausende der Sonnenaktivität und andererseits der Erdmagnetfeldstärke zu
rekonstruieren. Zur Zeit ist das die einzige verfügbare Methode, um direkte Proxydaten (wie
Sonnenflecken) der Sonnenaktivität vor der Beobachtungsperiode zu erweitern. Um die obi-
gen Fragen zu beantworten, wird in dieser Arbeit als Proxy für das offene solare Magnetfeld
ein Datensatz des solaren Modulationspotentials verwendet. Dieser Datensatz wurde aus
10Be Konzentrationen gemessen im GRIP Eisbohrkern ermittelt. Das im Eisbohkern enthal-
tene Signal besteht jedoch nicht nur aus einer solarer Komponente, sondern auch aus einer
klimatischen Komponente. Diese klimatische Komponente wird aufgrund des Transports der
Radionuklide von der Atmosphäre zum Archiv (z.B. Eisbohrkerne oder Baumringe) verur-
sacht. Um kosmogene Radionuklide in Astrophysik so wie in Klimauntersuchungen anwenden
zu können, müssen folglich zuerst diese zwei Komponenten voneinander getrennt werden.
Die Theorie zeigt, dass die durch Sonnenvariabilität verursachten Produktionsänderungen
sich auf 10Be und 14C gleich auswirken. Klimaänderungen (Systemeffekte) dagegen drücken
sich in den 10Be und 14C Daten verschieden aus. Der Vergleich beider Nuklide erlaubt es,
das Produktionssignal von den Systemeffekten zu trennen; diese Trennung erfolgt mit Hilfe
der “Hauptkomponentenanalyse”. Das abgetrennte Klimasignal ermöglicht, die systematis-
che Identifizierung der Klimaänderungen im Holozän. Ein detaillierter Vergleich des solaren
Signals wie auch des klimatischen Signals mit verfügbaren Klimadaten sollte es ermöglichen,
Rückschlüsse auf den Einfluss der Sonnenaktivität auf das Klima zu ziehen. Durch die Elim-
inierung der klimatischen Komponente, wird eine realistischere Rekonstruktion des solaren
Modulationspotentials ermöglicht, wobei ein wertvoller Proxy für die Sonnenaktivität zur
Verfügung steht. Der in dieser Arbeit verwendete Datensatz des solaren Modulationspo-
tentials geht mehrere Jahrtausende zurück. Deutlich zu sehen sind das Auftreten grosser
solarer Minima (wie das Maunder Minimum) und grosser solarer Maxima (wie die jetzige
Zeit). In dieser Arbeit wurde eine statistische Auswertung der Zeitreihe durchgeführt. Damit
konnte die Lebenserwartung des momentan grossen solaren Maximum abgeschätzt werden.
Es wird erwartet, dass es innerhalb von 15-36 Jahren zu Ende geht. Daraus wird gefol-
gert, dass Sonnenaktivität innerhalb der nächsten zwei Zyklen abnehmen wird. Eine weitere
Auswertung erlaubt eine Voraussage über das Auftreten des nächsten Maunder Minimum.
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Hier wird erwartet, dass rund um das Jahr 2100 ein grosses solares Minimum auftreten
wird. Der Vergleich von Daten von kosmogene Radionukliden und Sonneflecken deutet auf
zwei unterschiedliche Dynamos in der Sonne hin. Wir stellen die Hypothese auf, dass es die
Auskopplung zwischen diese zwei Dynamos, die Ursache für Grosse Minima ist.
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Chapter 1

Introduction

10Be stored in ice cores is the central object of study in the present work. It belongs to the
so called cosmogenic radioisotopes. As their name points out (from Greek kosmos, world,
universe and gen-, genēs, born of a specified kind), they are produced when high energetic
cosmic ray particles collide with the atoms of the Earth’s atmosphere. Shortly after produc-
tion, 10Be becomes attached to aerosols and after a residence time of 1-2 years it is removed
from the atmosphere by precipitation and some 10Be is finally stored in natural archives, for
instance, in polar caps. Its production depends on the level of solar activity as well as the ge-
omagnetic field intensity. As a consequence, 10Be in ice cores has the potential to provide us
with valuable information about past solar activity, and the history of the Earth’s magnetic
field. Because of its long half-life (1.5 million years), 10Be record extends thousands of years
back in time, which exceeds by far the time span covered by direct proxies of solar activity.
Direct observation of solar activity, in the form of sunspots, began with the invention of the
telescope in 1609. Before this date, we must rely on proxies data. In addition, 10Be abun-
dances preserved in ice cores, also contain a climatic component. This is due to the influence
of the climate on the transport from the place of production in the atmosphere to the ice
cores. Fortunately, the climate during the Holocene (last 10.000 years) has been relatively
stable, and therefore the climate component constitutes a minor contribution compared with
the production component. Nevertheless it is important to separate these components to cor-
rectly interpret them separately and therefore learn about the past solar activity, the climate
and the possible relationship between them, for instance the role played by the Sun in past
climate changes. This, of course, may help to understand the present climate change because
understanding the past may be the key to predict the future. The various manifestations of
the solar activity is an area of intensive research, not only because of its connection with the
Earth’s climate, but also because of its inherent importance for solar physics. Understanding
the processes taking place below the solar surface, for obvious reasons, are inferred mainly
from theoretical models1. The information derived from 10Be can, therefore help to constrain
that models. Chapter 2 gives an introduction to cosmogenic isotopes. Their production, their
transport through the Earth system are described. They are considered as a tool to study cli-
matic variability and solar activity. Chapter 3 gives an introduction to the problematic of ice
core dating. Since the 14C data were dendrochronologically dated, the 14C time scale is used
as the reference to calibrate the 10Be data set from GRIP ice core by Wiggle-Match Dating.

1Helioseismology, however represents an exception. This tool allows for monitoring the physical processes
taking place within the sun, in the same way that seismologists learn about the Earth’s interior by monitoring
waves caused by earthquakes

13



14 CHAPTER 1. INTRODUCTION

In chapter 4 two estimates of the accumulation rate from EDML are presented. It is found
that these values deviate very little from the average accumulation rate for EDML for the
last 6000 years BP provided by the EPICA project. Therefore, it is assumed in next chapters
that, as a first approximation, the accumulation rate for EDML during the Holocene can be
regarded as constant. In chapter 5 the method of Principal Component Analysis (PCA) will
be employed to decompose the 10Be from two ice cores (EDML and GRIP), as well as 14C
data from tree rings, into a production signal and a system signal. The production signal
represents the common production rate for both isotopes, 10Be and 14C, while the system
signal represents the environmental effect on each nuclide. Since cosmogenic radionuclides
are often used in solar activity reconstructions, it is crucial to eliminate the climate compo-
nent to allow a better interpretation of the reconstructed solar activity indices. In chapter
5 it is shown that PCA is an adequate tool to achieve that goal. Chapter 6 introduces the
force field parameter φ (also known as solar modulation potential). The concept of force
field parameter arises from a simplified version of the transport equation (Gleeson & Axford
1968) and describes the modulation of the galactic cosmic rays by the solar wind. Since in the
present work the force field parameter is used as a proxy for solar activity, chapter 6 provides
the reader with some basic concepts to facilitate the comprehension of subsequent chapters.
Chapters 8 and 9 are devoted to applications. Recent solar activity has been abnormally high
for at least 8 cycles. In chapter 8 a statistical analysis of a 10000 years φ record is carried
out that enables us to estimate the duration of the current grand maximum in solar activity.
It is expected to last for further 15–36 years. In chapter 9 we follow a similar approach to
predict the likelihood of a subsequent grand minimum. It is found that the solar activity will
reach a minimum within the next 80–100 years. In this chapter we interpret our data in the
framework of dynamo theory and hypothesize about the possible origin of grand minima.



Chapter 2

10Be and 14C as a tool to study
climatic variability and solar activity

In order to make the text more readable, the following basic concepts are defined at the
beginning:

• The solar constant, S; is the power collected at the top of the atmosphere at an
average distance of 1 AU1 by a surface of unit area perpendicular to the energy flow.
Historically it was assumed to be a constant.

• The spectral solar irradiance, I(λ); is the electromagnetic energy flux across a
surface of unit area at the top of the Earth’s atmosphere at an average distance of
1 AU at a given wavelength per unit wavelength (λ is the wave length).

• The total solar irradiance, ITS; is the spectral solar irradiance integrated over all
wavelengths.

Since it was found that the solar constant is not a“constant” 2, the question of how solar vari-
ability is related to climatic variability has become an important issue in climatic research.
In this work, cosmogenic radionuclides are used as a tool to find a possible connection be-
tween climatic changes and changes in solar activity. In this chapter a brief explanation is
given of what cosmogenic radionuclides are, how they are produced and how they can be
used to learn about the Earth’s climate and the Sun’s variability. When modelling a complex
system such as the climate system, one important parameter to be taken into account is the
energy input. In the case of the present Earth, the Sun is by far the most important source
of energy which drives the climate system. Useful concepts related to the solar constant are
the spectral solar irradiance and the total solar irradiance. The total solar irradiance
was assumed to be constant, but when radiometers outside of the atmosphere (i.e., satellite
based) began to monitor the solar constant, small changes of about 0.1 % from the minimum
of solar activity to the maximum were discovered (Fröhlich & Lean 2004). Is, however, such
a small change enough to affect the climate noticeably? In order to address this question
let us introduce first the concept of feedback. The climate is constantly adjusting to forcing
perturbations, and while it adjusts, the climate varies. The climate system can be considered
as consisting of different interlinked subsystems. A change in any part of the climate system

1Astronomical Unit, equal to the mean distance between Earth and Sun; i.e., 149.596 109m.
2Reliable and continuous measurements of the total solar irradiance started in 1978 (Willson et al. 1981).
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will have an effect on the other parts. As the effect is transferred from one sub-component of
the system to another, the effect will be modified. In some cases it may be amplified (positive
feedback), while in others, it may be reduced (negative feedback). A short introduction to
climatic feedback concepts can be found in Peixoto & Oort (1992). The following example
illustrates how a small change in the radiative forcing can perceptibly affect the climate.
One source of variation of the total energy entering the Earth system is the change in the
eccentricity of the Earth’s orbit, which occurs with a periodicity of approximately 100 kyr
(Hays et al. 1976). This forcing can be accurately calculated because it is based on celestial
mechanics. In order to work out the change in the solar constant due to this forcing, we take
into account that:

1. The Earth’s orbit is described by

r(ν) = a
1− e2

1 + e cos ν
, (2.1)

where r is the distance between the Sun and the Earth, e is the eccentricity of the
Earth’s orbit, ν is the angle between the vector Sun-Perihelion and vector Sun-Earth
and a is the mean distance between Sun and the Earth.

2. We estimate the solar constant at the point r of the orbit as

S(e, ν) = S(0)

[
a

r(ν)

]2

, (2.2)

where S(0) (= 1365 Wm−2) is the estimated value of the solar constant for today’s
eccentricity.

3. We take into account Kepler’s Second Law, viz.

r2(ν)
dν

dt
= const. (2.3)

4. We calculate the average of the solar constant over all angles ν, keeping e constant, as
follows:

< S(e) >=

∫ 2π

0

S(0)

(
a

r(ν)

)2

r2(ν) dν∫ 2π

0

r2(ν) dν

=
S(0)

(1− e2) 1
2

. (2.4)

In Fig. 2.1 we see our reconstruction of the changes of the solar constant relative to today’s
value3. As can be seen in Fig. 2.1, the relative change remains smaller than 0.16 % (in Fig. 2.1
we plotted only the interval 0 to 2000 kyr BP), which can also be seen in Fig. 2.2, where
the corresponding histogram of relative frequencies is displayed. The histogram shows that
most of the time the solar constant was smaller than 0.16 % because most of the time the
orbit was almost circular.

3This estimation is based on the reconstruction of the eccentricity by Berger & Loutre (1991) for the last
5 Myr BP.
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Although this forcing seems to be very small, we see that the 100 kyr frequency can be
observed during the last 600 kyr in most paleoclimate records (Fig. 2.3). In Fig. 2.3 it is
apparent how the δ18O 4 data set displays a dominant periodicity of 100 kyr. This may
indicate that small changes in the energy input must be amplified by feedback processes.

Therefore, through such feedback processes, a change of 0.1% in the solar constant can be
amplified and may induce large changes in climate. In addition, studies of historical data
show that solar forcing indeed has played an important role in past and present climate
change (Beer et al. 2000). For example, there is growing evidence that periods of low solar
activity such as the Maunder minimum (1645 to 1715 A.D.) coincide with relatively cool
periods, and therefore point to a causal relationship between solar variability and climate.
On the other hand, satellite based measurements of the solar irradiance for the last 20 years
have shown that the solar constant varies in phase with the sunspots record (see Fig. 2.4
and 2.5). Since the primary energy source of the Earth is of solar origin and this energy
input is almost exclusively in form of electromagnetic radiation, solar effects on the climate
are usually thought to be connected with changes in the solar irradiance. Moreover, one
has to take into account that while changes in the total solar irradiance within one solar
cycle amount to approximately 0.1%, measurements of the spectral composition of the solar
radiation show that the amplitude of the change in the ultraviolet part of the spectrum
between the minimum and maximum of the solar cycle is much larger than the change in
the total irradiance. Using data sets from the Solar Mesosphere Explorer (SME) and the
Upper Atmosphere Research (UARS), Fröhlich & Lean (2004) show that the UV radiation
in the band from 160 nm to 208 nm varies by an order of magnitude more than the total
solar irradiance. In this context, a two-dimensional radiative-chemical-transport model was
developed by Haigh (1994) in order to find the relationship between solar activity and the
Earth’s climate. This model shows that a highly non-linear relationship exists between the
extraterrestrial and cross-tropopause solar radiative flux. It was found that an increase of 1 %
in UV radiation at the peak of a solar activity cycle leads to strengthened stratospheric winds,
to a poleward displacement of the tropospheric westerly jet streams, and to a relocation of
the mid-latitude storm tracks. Therefore, we have to reconstruct solar irradiance as far back
as possible and compare this data with paleoclimate records in order to study the connection
between solar activity and climate. However, since there are no direct observational data to
study the solar irradiance over such long periods of time, we have to rely on proxy data such
as cosmogenic radionuclides.

2.1 The production of cosmogenic radionuclides

Cosmic rays are composed mainly of ionized nuclei, roughly 91 % protons, 8 % helium nuclei,
and 1 % made up of heavier nuclei. When the highly energetic particles of galactic cosmic
rays interact with N and O in the atmosphere, they generate a cascade of secondary particles.

4δ18O is the ratio of the stable isotopes 18O/16O.
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Figure 2.1: Change of the solar constant relative to today’s value expressed in percent. In order
to produce this figure we used formula 2.4 along with Berger’s reconstruction of the Earth’s past
eccentricity (Berger & Loutre 1991).

Figure 2.2: Histogram of the relative change of the solar constant to today’s value. The relative
change of the solar constant takes values in the interval [0, 0.16] in the last 5 Myr. This interval
was divided into 100 subintervals before the frequency of each subinterval was calculated.
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Figure 2.3: Comparison of the calculated eccentricity by Berger & Loutre (1991) with the
SPECMAP δ18O record (Imbrie 1993).

The following spallation reactions are responsible for the production of 10Be and 14C:

14N + n =⇒ 10Be + 3p + 2n
14N + p =⇒ 10Be + 4p + 1n
16O + n =⇒ 10Be + 4p + 3n
16O + p =⇒ 10Be + 5p + 2n

14C is produced in the atmosphere by the interaction of thermal neutrons (i.e., neutrons
with energies less than 0.025 eV) with nitrogen, viz.

14N + n =⇒ 14C + p

There are several processes which can change the production rate of cosmogenic radionuclides
in the atmosphere i.e., changes in the galactic cosmic ray flux, changes in solar activity
and changes in the Earth’s magnetic field (Masarik & Beer 2009). However, the analysis of
meteorites shows that the intensity of the galactic cosmic rays has been constant ±10% (Vogt
et al. 1990) on time scales of millions of years and therefore the main sources of variations
are oscillations in solar activity and the Earth’s magnetic field. Therefore, the records of
cosmogenic radionuclides measured in natural archives can be interpreted in terms of solar
activity, the Earth’s magnetic field and, as will be shown in the next section, the climate
system.
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Figure 2.4: Composite of the evolution of the total solar irradiance for the period 1979–2000, as
measured by radiometers on board of different satellites (Fröhlich 2000).
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Figure 2.5: Average monthly Sunspots Number since 1750 (e.g., http://sidc.oma.be/sunspot-
data/)

2.2 10Be and 14C

In Table 2.2 some basic properties of the main cosmogenic radionuclides produced in the
atmosphere are listed. The production rates are given as estimated mean global values. Based
on these values, the global inventory can be estimated assuming steady state conditions.
14C is optimal for dating organic material: it has a high production rate, a suitable half-life, it
oxidizes to 14CO2 and gets therefore involved in exchange processes among the atmosphere,
the biosphere and the ocean, and has a long enough atmospheric residence time to be globally
well mixed (the atmospheric residence time of 14C is about 10 years). Due to these properties,
the dating method based on 14C can be uniformly applied throughout the world. In contrast,
10Be has a very short atmospheric residence time (1 to 2 years) and it is stored in the
geosphere. Therefore, the atmospheric 10Be concentration reflects changes in production rate
more directly than atmospheric 14C concentrations; this is illustrated by means of a simple
model of the atmosphere in appendix B.

All these properties make the two cosmogenic radionuclides a powerful tool to distinguish
between production and system effects. By virtue of the similarities in the production rate
of both radionuclides and of the different geochemical behaviours, 10Be and 14C records are
composed of a production signal, which is common to both radionuclides, and a system
signal, which in general is not a common signal (see Fig. 2.6).
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Isotope Target Half-life Production Rate Inventory

[cm−2s−1]
3H N, O 12.4 y 0.28 4 kg
7Be N, O 53 d 0.035 0.0137 kg
10Be N, O 1.5 106 y 0.018 104 tons
14C N 5730 y 2.02 62 tons
26Al Ar 7.3 105 y 0.00014 1 tons
32Si Ar 145 y 0.00016 0.28 kg

Table 2.1: Cosmogenic radionuclides which are produced in the atmosphere along with main
target elements, the half-life, the estimated mean global production rates and the total global
inventories (from Masarik & Beer 1999). The corresponding inventories were calculated from this
data assuming steady state conditions.

This can be represented as follows:

10Be signal = Production effects + System effects 1

14C signal = Production effects + System effects 2

This system is very complicated to solve due to the difficulties in evaluating the second
terms on the right. Therefore global models showing how the climate system influences the
10Be distribution around the world are needed in order to distinguish between the changes in
10Be concentration caused by a change in the production rate, on the one hand, and changes
caused by the climate system, on the other (e.g., Heikkilä et al. 2008).
In Chapter 6 the method of Principal Component Analysis (PCA) was employed to separate
the 10Be data set from two ice cores as well as 14C data set from tree rings, into a production
signal and a system signal. The production signal represents the common production rate for
both isotopes, 10Be and 14C, while the system signal represents the climate/environmental
effects on each nuclide. Of course, in order to solve the system, there is always the possibil-
ity of using simplified equations instead of the original set by making certain assumptions
about the behaviour of the two cosmogenic isotopes 14C and 10Be (an example is shown in
Chapter 3).

2.3 Natural archives

In order to reconstruct the history of changes in production and system effects, archives
providing the necessary information are needed . Fortunately, ice sheets and glaciers, on the
one hand, and tree rings, on the other, turn out to be excellent natural archives for 10Be and
14C respectively. A very important aspect of all archives is dating: while tree rings can be
dated accurate using dendrochronology, dating of ice cores is less straightforward. Since the
accuracy of the dating is crucial for the discussion in the next section, we give here a brief
description of the 14C dating method.

Ice cores

Ice cores are extracted from ice sheets and glaciers. These are continuously formed by the
snow accumulated yearly. While the thickness of the annual layers is reduced under the
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Figure 2.6: 10Be and 14C radionuclides in the Earth’s system. This picture depicts the similarities
and differences between 14C and 10Be systems. Similarities: Both radionuclides are produced in
the same way, modulated by the Sun and Earth’s magnetic fields. Differences: As a consequence
of different geochemical behaviours, after production 10Be becomes attached to aerosols and is
removed from the atmosphere after a mean residence time of 1 to 2 yeas, while 14C enters the
carbon cycle. Therefore, climate changes influence the two radionuclides differently.
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pressure of previous snow layers, the density of the aggregate of firn grains increases and,
finally, snow is transformed into ice. Through this process, atmospheric constituents are
stored in each layer of ice. Not only solid, but also gaseous constituents are stored in tiny air
bubbles which get captured in the ice. Polar ice sheets are the only archive that potentially
store information about all climate forcing factors (greenhouse gases, aerosols, dust, solar
activity), as well as information about the corresponding climatic responses (temperature,
wind speed and precipitation). However, one difficulty in using this natural archive is that
ice flows slowly. As a consequence of the horizontal movement, annual layers become thinner
with increasing depth and, therefore, the use of ice flow models is needed to account for the
non linear relationship between depth and age.

Dendrochronology and Radiocarbon dating

In mid- to upper latitudes, trees are sensitive to seasonal environmental conditions. During
the growing season, some environmental climatic conditions are recorded as variations in the
width and the density of the annual rings. Dendrochronology is the science or technique of
dating events, environmental change, and archaeological artifacts by using the characteristic
patterns of annual growth rings in timber and tree trunks. Regional trees are influenced by
similar climatic conditions, therefore the pattern of ring widths are also similar from tree to
tree. This allows the construction of a dendrochronology by matching older tree ring patterns
with newer ones for overlapping periods (see Fig. 2.7).
The important role that tree rings play in climatology can be better understood within the

context of radiocarbon dating. Radiocarbon dating is the technique which assigns radiocar-
bon years to samples. There are three principal isotopes of carbon which occur naturally:
12C, 13C (both stable) and 14C (unstable). The radiocarbon method is based on the study of
the decay rate of the radioactive carbon isotope 14C. Once a 14C atom is formed, it rapidly
oxidises to 14CO2 and enters the carbon cycle. Plants and animals take up 14C in the bio-
logical food chain during their lifetimes. Their 14C content is in equilibrium with the 14C of
the atmosphere so that the 14C/12C ratio in the organism is equal to that of the atmosphere
except for fractionation. As soon as a plant or an animal dies, the replenishment of radioac-
tive carbon ceases and the only cause of changes in the 14C concentration is the decay. The
14C decays as follows

14C =⇒ 14N + β−.

In order to date a material containing carbon we make use of the law of radioactive decay,
viz.

S(t) = S(t0)e
−λ(t0−t), (2.5)

where:

1. S(t) is the measured specific activity5 of the sample at time t, which is the number of
decays per unit time and unit mass.

2. t0 is the time when the 14C exchange with the atmosphere is interrupted.

5i.e., the activity of 14C per unit mass of total carbon. In this sense, the term “concentration” is used to
refer to mass of 14C per unit mass of total carbon.
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Figure 2.7: Ring widths of trees growing in the same area display common patterns. By match-
ing these patterns from different trees, a dendrochronology can be constructed. Figure from:
http://www.ncdc.noaa.gov/paleo/treering.html.
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3. λ is the decay constant which is related to the half-life as ln(2)/λ = T1/2, where T1/2

is the time for which S(T1/2) = S(t0)/2.

4. S(t0) is the specific activity of the sample at time t0 and therefore equal to the atmo-
spheric specific activity of 14C at that time.

5. If we denote the specific activity of 14C in the atmosphere (i.e.,
14C
12C

(t)) as A(t) we

have A(t0) = S(t0).

Therefore, if we know S(t), S(t0) and λ, we can calculate the time t0 and therefore date the
sample. Radiocarbon measurements are always reported in terms of 14C years BP, radio-
carbon years BP or simply BP 6 denoted as tr. This time tr is calculated by means of the
expression

S(0) = A(0)e−λ1tr , (2.6)

on the assumptions that:

1. The specific activity of atmospheric 14C has always been the same as it was in 1950
(i.e., the value A(0)). S(0) is the actual specific activity of the sample at the time 0
BP.

2. The half-life T
(1)
1/2 (λ1 is the corresponding decay constant) of 14C is 5568 years.

It is important to note that tr is a fixed number and is independent of the time of mea-
surement (see Fig. 2.8). When the measurement takes place at a time7 t < 0, in order to
calculate tr, first S(0) must be calculated. In this case the following formula is employed

S(0) = S(t)eλ2t, (2.7)

where in this case the true half-life T
(2)
1/2 = 5730 ± 40 years (λ2 is the corresponding decay

constant) is used. In other words, the 14C sample content S(t) has to be corrected for
decaying between 0 and time t. On the other hand, it is known that the atmospheric 14C has
varied with time and that the actual half-life of 14C is 5730 y and not the 5568 y as initially
measured (Godwin 1962). Hence the radiocarbon age provided by a radiocarbon laboratory
is different from the true age of the sample and for this reason we need a relationship between
radiocarbon age and true age. Tree rings allow to solve this problem by providing us with the
temporal evolution of the atmospheric 14C concentration, A(t). Figure 2.9 shows the 414C
curve (Reimer et al. 2004) which is defined as

∆14C(t) =

[
A(t)

A(0)
− 1

]
× 1000 0/00. (2.8)

Therefore, the quantity 414C reflects the relative deviation of the atmospheric ratio A(t)
from a reference value A(0) expressed in per mil (Stuiver & Polach 1977). Usually the age
provided by tree rings is called true age, dendro age or calendar age. We refer to it as td.
Hence, making use again of the exponential law,

6In a radiocarbon context, BP is a symbol meaning conventional radiocarbon years before 1950 AD
(Stuiver & Polach 1977).

7I have defined the time previous to 1950 as negative.
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Figure 2.8: Vertical axis shows 14C activities. Horizontal axis shows time in years BP (where 1950
is taken as origin of times). A(t) is the specific activity of 14C in the atmosphere (green line).
The black horizontal line corresponds to A(0). td is the so-called true age, that is the actual age
of the sample. tr is the radiocarbon age and represents the age that a sample would have if the
atmospheric 14C content had always been A(0) and T

(1)
1/2 5568 years. S1(t) = A(tr)e−λ1(tr−t) is the

law of radioactive decay assumed by the dating laboratories. S2(t) = A(td)e−λ2(td−t) represents the
true decaying law with the true half-life equal to T (2)

1/2 equal to 5730 years. Note that formula 2.7 is
a particular case for S1(t) with t = 0.

S2(t) = A(td)e
−λ2(td−t), t ≥ 0 (2.9)

where:

1. A(td) is the true 14C activity of the atmosphere at the moment when the 14C exchange
with of the atmosphere was interrupted.

2. S2(t) represents the actual temporal evolution of the sample’s activity.

We are now in a position to derive the desired relationship between td and tr. From Eqs. (2.6),
(2.8) and (2.9), and taking into account that S2(0) = S(0) (see geometrical interpretation
displayed in Fig. 2.8), it follows that

414C(td) =
[
eλ2td−λ1tr − 1

]
× 1000 0/00. (2.10)

If we use the value of 414C obtained from tree rings as an input in equation 2.10 we fi-
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nally obtain the relationship between radiocarbon and calendar years8. This is displayed in
Fig. 2.10. At this point it is worth remarking that one should always keep in mind the differ-
ence between 414C and 14C production rate. 414C shows the time evolution of atmospheric
14C concentration. It can change if the production rate change or/and if there is a transfer
of 14C concentration between the different reservoirs of the carbon cycle. According to Peri-
stykh & Damon (2003) the physical relationship between 414C and 14C can be represented
as a convolution integral:

414C (t) =

∫ t

−∞
hA[t− τ,K(t− τ)] P[τ, φ(τ),M(τ)] (2.11)

where hA(t) is a kernel time function of system response of the Earth’s distributive system
of carbon; P[τ, φ(τ),M(τ)] is the production rate of 14C, which is a function of the level
of solar activity φ and the intensity of geomagnetic field M(t) (see chapter 6); K(t) is a
time function of representing the climate of the Earth which could influence the transport
processes from the location of production to the natural archives. The dependence of P on
M is the dominant factor causing the long-term trend in 414C Fig. (2.9).

8In this work the adjectives calendar and calibrated are used in the following way: A calendar age is an
absolute date while a calibrated age is an estimate date based on statistical probability, and is expressed as
a range of calendar years, therefore, once we get the radiocarbon age of a sample, the obtained relationship
(equation 2.10) is used in order to get the corresponding calibrated age of the sample. In addition, the symbol
cal is used meaning calibrated age. See http://www.radiocarbon.org.
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Figure 2.9: Atmospheric 414C against calendar years (errors indicated by vertical red lines) from
tree rings (Hughen et al. 2004).

Figure 2.10: Relationship between radiocarbon age and true age (also dendro age or calendar ages).
This curve consists mainly of decadal tree ring measurements (Hughen et al. 2004). The green line
depicts the relationship between radiocarbon and calendar years if the concentration of 14C had
remained constant in the past and equal to the standard value of 1950.
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Chapter 3

Timescale of EDML Ice Core

The cosmogenic radionuclides 10Be from ice cores and 14C from tree rings are the basis
for this work. This chapter presents the 10Be data of the EDML ice core from Antarctica.
Additionally, 10Be data of the GRIP ice core from Greenland and 14C from tree rings are
used to establish a precise time scale and to distinguish between production and system
effects.

3.1 EDML Ice Core

During the period 2001-2005, a 2882 m long ice core was drilled in the Atlantic sector
of Antarctica EDML (Dronning Maud Land 75o00′06”S; 00o04′04”E) within the European
Project for Ice Coring in Antarctica (EPICA) covering more than a complete glacial cycle.

3.2 Synchronization by means of tree rings

The two main aims of this work are (i) to separate production and system effects and (ii)
to find relationships between solar activity and past climate changes by comparing 10Be and
14C cosmogenic radionuclides. However, the 10Be and 14C raw data sets used in this work
are not directly comparable for the following two reasons:

• The 14C set used in this work was derived from measurements in tree rings; a carbon cy-
cle model was used in order to calculate the corresponding production rate (Muscheler
2000). On the other hand, the 10Be data set shows the 10Be concentration in ice cores.

• The two data sets display different time scales.

In this chapter we solve the second problem by synchronizing both data sets. The reasons for
the difference in the time scales are due to the different nature of the natural archives. The
atmospheric 14C data set was measured in tree rings and was dated by dendrochronology.
Since dendrochronology is a very accurate technique, the time scale of the 14C data set is
taken as reference in order to calibrate the 10Be data set. As a consequence of the ice-flow
and variations in the accumulation rate, a non-linear relationship between depth and age
exist for the 10Be data set. While the tree rings can be relatively easily identified, in an ice
core it is impossible to distinguish among annual layers and therefore to count them (layers
are not visible at first sight). Thus, the assignment of dates to a depth can not be made

31
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Figure 3.1: 10Be (raw data) concentration and 14C production rate normalized. A binomial filter
of grade 31 was applied.

directly, and the dating of an ice core relies on ice flow models. However, the ice flow models
are based on the accumulation rate, which is not known in detail.
An alternative approach of dating ice cores is based on the matching of the production signals
of 10Be and 14C. The peaks in both time series correspond to solar events and, because of
the similar production processes, both sets must show the same events at the same time.
That means that in a graph, maxima and minima have to occur at the same time and that
both graphs should have the same slope at each point. In reality, the two curves often appear
slightly displaced (Fig. 3.1). Hence, the synchronization was carried out by shifting the 10Be
data in order to obtain an optimal match between the two records; this is the so-called
Wiggle-Match Dating (WMD) method.
The data were normalized by dividing the data set by the mean value and the following
assumptions were assumed that during the Holocene (approximately the past 11,500 years):

• the atmosphere was well mixed. That means that ρBe(~x, t) = ρBe(t) (No spatial de-

pendence) then grad(ρBe) = ~0 and therefore div( ~JBe) = ρ · div(~v) that is, flux is
proportional to the concentration.

• the accumulation rate remained constant.

• owing to its very short atmospheric residence time (1-2 years), all the 10Be which is
produced in the atmosphere is rapidly removed from it. Since we are interested in
processes which take place on time scales greater than 10 years, it can be assumed
that the variation of the atmospheric 10Be content is negligible.
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In virtue of these assumptions changes in the production rate are equivalent to changes in
concentrations. Hence, the 10Be concentration was used instead of the production rate. In
addition, the 10Be data set was interpolated to produce a time series with the same time
resolution as the 14C set (10 years). Subsequently, both sets where filtered using a binomial
filter of degree 31 and normalized in order to eliminate the noise and to allow for a better
synchronization. Figure 3.2 shows both data sets after the records were matched as described
above. As can be seen, although both curves are similar, there are some differences. On the
one hand, the differences between the two graphs are due to the fact that ice flows and
therefore the 14C scale is more precise than the 10Be scale. In addition, these differences are
also a consequence of the assumptions made in the carbon cycle model used to obtain the
14C production rate as well as the 10Be system. Of course, this method is not perfect:

• for well structured time intervals, the error is smaller than for intervals with less clear
features. For example, the peaks in Fig. 3.2 located around 2750 BP in 10Be and 14C
data sets correspond unequivocally to the same solar event. Such peaks correspond to
solar minima and cannot be due to measurement errors since the errors in the 10Be set
are in the order of 5 to 10%. With respect to the 14C set, it can be shown by means
of Monte Carlo simulations that, taking into account the errors in the measured 414C
and using the carbon cycle model, the errors in the corresponding 14C production rate
are smaller than the amplitudes of each of the peaks in question. However, in the
interval between 2750 and 3250 there is no clear structure in either of the records; the
matching in this interval is therefore ambiguous. This is illustrated with an example in
Fig. 3.3 and 3.4. Figure 3.3 shows the same 10Be data set synchronized by two different
persons by means of the WMD method. The data set displayed in red was produced
by displacing the points corresponding to the 10Be set so that a good visual agreement
between 10Be and 14C curves was achieved. The set displayed in blue was obtained in
the following way: the points corresponding to the 10Be set were shifted to maximize the
correlation coefficient between 10Be and 14C curves. Figure 3.4 displays the comparison
between the two time scales. It can be seen that the differences remain smaller than
50 years. However, these differences may play an important role, for example, when
calculating the accumulation rate (this issue will be discussed in the next chapter.)

• It is very difficult to quantify the errors made by this method.
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Figure 3.2: The 10Be and 14C data after applying the wiggle matching dating method (time scale
1).
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Figure 3.3: The same 10Be data set synchronized by two different persons for the interval 2500-3000
BP.

Figure 3.4: This plot represents the difference between the two times scales against time scale 1.
The choice of time scale 1, rather than time scale 2 as a reference was arbitrary. For most points
the differences are smaller than 40 years.
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Chapter 4

The EDML Accumulation rate

In this section, an attempt to calculate the accumulation rate for the EDML ice core is
presented.

4.1 Introduction

In order to compare 10Be data with the 14C production rate, we first need to calculate the
corresponding 10Be flux from the radionuclide concentrations, since as it was shown in the
previous chapter, variations in 10Be production rate can be assumed to be proportional to
variations of the 10Be flux. We shall make use of the expression

FRadionuclide = ρice ? Acc ? CRadionuclide, where (4.1)

FRadionuclide : Flux of radionuclide (atom cm−2 y).
ρice : Density (g cm−3).
Acc : Accumulation rate (cm y−1).
CRadionuclide : Concentration of radionuclide (atom g−1

ice ).

It is clear that the only unknown variables are the concentration of radionuclide and the ac-
cumulation rate; the density of ice is assumed to be constant. However, the determination of
the past accumulation rate is not an easy task. The most simple method, from a conceptual
point of view, is counting the annual layers1. This procedure is hampered by the thinning
effect, that is, the fact that annual layers become thinner with increasing depth and, there-
fore, flow models are needed to take this effect into account. In this work, a steady-state
model is combined with 10Be concentrations in EDML ice core.

4.2 Accumulation

In order to calculate the accumulation rate of the EDML ice core, the EDML time scale
was first synchronized with the 14C time scale as described in the previous chapter. The

1This method is based on looking for parameters that vary with the season in a consistent manner (because
the annual layers are not visible at all and therefore they cannot be counted). For example, parameters that
depend on the temperature (colder in winter and warmer in summer). An example of a temperature proxy
is the ratio 18O/16O. The water molecules composed of H2

18O evaporate less rapidly and condense more
readily than water molecules composed of H2

16O . As the water vapour travels towards inland, it becomes
increasingly poorer in H2

18O since the heavier molecules tend to precipitate first.
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synchronized data set was then spline-interpolated in order to have annual resolution. Figure
4.1 represents the calculated accumulation rate. A simple visual inspection of this figure
makes clear that this time series shows a trend. This trend is at least partly due to the
thinning effect; another possibility could be that the actual accumulation rate has changed
with time. In order to eliminate the component caused by the thinning effect the so-called
Dansgaard-Johnsen (1969) model was used. This model makes the following assumptions:

1. the flow is in steady-state.

2. the flow is 2-dimensional.

3. the accumulation rate and the total ice thickness (H) are independent of time.

4. the vertical strain-rate is constant down to some distance h above the bed and from
there decreases linearly to zero at the bed (the strain-rate is the strain per unit time).

Under steady-state conditions, the distance an ice particle moves downwards in a year must
be equal to the thickness of an annual layer. If ω denotes the vertical velocity of an ice
particle and z the vertical coordinate, the age t at distance z above the bed is thus

t =

∫ z

H

ω−1dξ , (4.2)

where H is the ice-equivalent thickness. With α being a positive constant and λH the annual
accumulation rate at the surface, we obtain the following system

∂ω

∂z
= αh if h ≤ z ≤ H, (4.3)

∂ω

∂z
= αz if 0 ≤ z ≤ h, (4.4)

with the boundary conditions ω(H) = λH and ω(0) = 0.
After solving the above system, we obtain the relationship between ω and z which allows us
to integrate (4.3) and (4.4) to derive the desired time scale, that is

t(z) =


2H − h

2λH
ln

(
2H − h
2z − h

)
if h ≤ z ≤ H

2H − h
2λH

[
ln

(
2H

h
− 1

)
+ 2

(
h

z
− 1

)]
if 0 < z ≤ h.

In this model H and h are taken as free parameters. In our case, however, we used H =
2750± 50 m which is the measured thickness for EDML ice core, where h is of the order of
H/3, and took h and λH as free parameters (Hammer et al. 1978). The regression curve of
the time series was calculated and, finally, an estimate for h and the λH rate was obtained by
comparing the model with the regression curve. Note that since the data employed correspond
to the upper part of the core, a linear trend is obtained, as predicted by the model. From
this comparison the accumulation value of 7, 585 cm/y (ice equivalent) was obtained, while
the official mean annual accumulation rate for the last 4000 years is 64.0 ± 0.5 kg m−2 y−1

(EPICA), i. e., a value of 6.959 cm/y (ice equivalent). The values obtained are in relatively
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Figure 4.1: Estimation of EDML accumulation rate based on the time scale 1.

good agreement (the relative error is ±8.9%) with the mean λH for EDML and, therefore, it
seems reasonable to assume that the main component of the trend, at least for this interval, is
the thinning effect. However, though the mean accumulation rate seems to be correct on long
time scales, the same conclusion is not valid for short time scales. In order to illustrate this
assertion, the same data set was synchronized by means of a computer program developed
by Beer (personal communication); the results are plotted in Fig. 4.2. There, the time scale
calculated by Beer is referred to as time scale 2, whereas time scale 1 refers to the time scale
used in this work. Figure 3.4 displays the difference between time scale 1 and 2 against time
scale 1, and shows that on long time scales both synchronizations agree quite well. From
the data set corresponding to the second time scale, the accumulation rate was calculated
in the same way as described previously (Fig. 4.2). From this new calculations the value of
7.614 cm/y was obtained (with a relative error of ±9.4%).

4.3 Conclusions

The analysis described above leads to the following conclusions:

1. the calculated accumulation on time scales of years to centuries depends strongly on
the dating (as was already shown in chapter 3). Thus, a better flow model is needed
in order to properly take the thinning effect into account.

2. we should learn to interpret the changes in the 10Be concentration in terms of climatic
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Figure 4.2: Estimation of EDML accumulation rate based on the time scale obtained by Beer.

effects; that is, to predict changes in the concentration due to changes in the 10Be
deposition, resulting for example, from changes in the global circulation.

3. the fact that the mean accumulation rate agrees relatively well with the estimated
values for the last 6000 years BP seems to indicate that the average accumulation
rate in EDML has remained relatively constant during the Holocene. Thus, as a first
approximation we do not need to calculate the accumulation rate of the EDML data
set in order to compare the 10Be flux with the 14C production rate. Therefore, the
assumption that concentrations are proportional to flux should be adequate.
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Abstract

Cosmogenic radionuclides are more and more used in solar activity reconstructions. However, the
cosmogenic radionuclide signal also contains a climate component. It is therefore crucial to eliminate
the climate information to allow a better interpretation of the reconstructed solar activity indices.
In this paper the method of principal components is applied to 10Be data from two ice cores from
opposite hemispheres as well as to 14C data from tree rings. The analysis shows that these records
are dominated by a common signal which explains about 80% of the variance on multi decadal to
multi millennial time scales, reflecting their common production rate. The second and third compo-
nents are significantly different for 14C and 10Be. They are interpreted as system effects introduced
by the transport of 10Be and 14C from the atmosphere where they are produced to the respective
natural archives where they are stored. Principal component analysis improves significantly the
production signal which is more appropriate for astrophysical and terrestrial studies.

5.1 Introduction

Cosmogenic radionuclides stored in natural archives such as 10Be in ice cores and 14C in tree
rings have proven to be very useful in reconstructing past solar activity (Vonmoos et al. 2006)
and changes in the geomagnetic field intensity over many millennia (Muscheler et al. 2005).
At present, cosmogenic radionuclides are the only proxy to significantly extend the record
of solar activity which is restricted to the past 400 years of sunspot observations. They offer
the unique opportunity not only to study the long-term history of solar activity (Solanki

aETH Zürich, 8092 Zürich, Switzerland
bSwiss Federal Institute of Aquatic Science and Technology, Eawag, 8600 Dübendorf, Switzerland
cIon Beam Physics, ETH Zürich, Zürich, Switzerland
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et al. 2004; Vonmoos et al. 2006; Steinhilber et al. 2008) and solar forcing (Steinhilber et
al. 2009), but also to make predictions about future trends in solar variability (Abreu et
al. 2008). However, the cosmogenic radionuclide signal contains also a climate component
introduced by the transport of the radionuclides from the atmosphere where they are pro-
duced to the archive where they are stored. In order to make full use of the large potential
of cosmogenic radionuclides the climate signal must be removed. Fortunately, while both
nuclides are produced in a similar way, the response of the 10Be and the 14C systems to cli-
mate variations is very different by virtue of their different geochemical properties. 14C enters
the global carbon cycle, whereas 10Be is removed within 1-2 years from the atmosphere by
precipitation. Thus, comparing both radionuclides makes it possible to distinguish between
climate induced and production (solar/geomagnetic) variations. In this article, we propose
to apply principal component analysis (PCA) to 10Be from ice cores and 14C from tree rings
in order to decompose them into a production and a climate signal.

5.2 10Be and 14C systems

5.2.1 The production of cosmogenic radionuclides

Cosmic rays are composed roughly of 90 % protons, 9 % helium nuclei, and 1 % of heavier
nuclei. When these highly energetic primary particles of galactic cosmic rays interact with
atmospheric N and O, a chain of secondary particles is generated which is responsible for
the production of cosmogenic radionuclides. There are two main processes which modulate
the production rate of cosmogenic radionuclides in the atmosphere: changes in solar activity
and changes in the geomagnetic field intensity. Since 10Be and 14C are produced by similar
nuclear reactions their production signals are also very similar. However, this production
signal is modified by climate induced effects on the transport from the atmosphere into the
respective archives as discussed in the next section.

5.2.2 10Be and 14C in the climate system

Figure 2.6 illustrates the similarities and differences between 10Be and 14C radionuclides in
the Earth’s system. After production, 14C oxidizes to CO2 and enters in the carbon cycle.
Within the carbon cycle, 14C gets involved in exchange processes among the atmosphere, the
biosphere and the ocean. Its atmospheric residence time of about 8 years regarding exchange
with the ocean is long enough that it can be considered as globally well mixed (Siegenthaler
et al. 1980). In contrast, 10Be has an atmospheric residence time of 1 to 2 years. The fact
that 14C enters the carbon cycle constitutes a fundamental difference between the measured
signal in tree rings and the 10Be signal measured in ice cores. The carbon cycle acts like a
filter (Peristykh et al. 2003) changing the original amplitude and phase of the 14C production
signal. As a consequence, direct comparison between ∆14C measured in tree rings with 10Be
measured in ice cores is not possible. We must first remove the effect of the carbon cycle
on 14C. Figure 5.2a shows ∆14C as measured in tree rings (Reimer et al. 2004). Figure
5.2b shows the corresponding 14C production rate calculated after applying the carbon cycle
model by (Oeschger et al. 1975). Figure 5.2c shows the 10Be concentrations as measured
in ice cores whereas Fig. 5.2d shows the corresponding 10Be flux. Comparison of the four
panels shows clearly that 10Be reflects changes in production rate much more directly than
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14C. Furthermore, modelling shows that even a climate change from the present warm period
with high solar activity to the Maunder minimum period with very low solar activity has only
a small effect on the atmospheric transport and deposition processes of 10Be, confirming that
production is the dominant factor (Heikkilä et al. 2008). Our two main working hypotheses
are: (I) the 10Be and 14C records can be interpreted as being composed of a production signal,
which is common to both radionuclides, and (II) a system signal, which is, most likely, not
a common signal. Due to the different geochemical properties the combination of these two
cosmogenic radionuclides in a PCA study provides a powerful tool to disentangle production
and system effects.

5.2.3 The data

In the present work we use 10Be measured in EDML1 (Antarctica) and GRIP2 (Greenland)
ice cores and 14C production derived from tree rings3. The records employed in the analysis
cover a common period of 8180 years from 1210 BP to 9390 BP (740 AD to -7440 AD). The
averaged temporal resolution of the EDML time series is 4-5 years. The GRIP data have
an average temporal resolution of 2-7 years. The 10Be records were linearly interpolated to
1y, resampled to 10y, and 40y low-pass filtered. The 10Be fluxes were calculated from 10Be
concentrations and the corresponding accumulation rates. The 14C record has a constant
time resolution of 10 years and was 40y low-pass filtered.
Based on the previous discussion, we assume that the three data sets are composed of a
production signal P(t), as well as a system effect signal S(t). P(t) takes into account the
modulation effect of the sun and the geomagnetic field whereas S(t) represents the effect
that the climate exerts on the radionuclides including noise

10Begrip(t) = P(t) + S1(t),
10Beedml(t) = P(t) + S2(t),

14C(t) = P(t) + S3(t),

where the subscripts indicate that the radionuclides are influenced differently by the climate.
Additionally, the Si(t) terms may be written as

Si(t) = Si[K(t)],

where K(t) stands for climate, an idealized variable which takes into account the temporal
evolution of the climate. If the climate remains unchanged, then 14C changes must be equal
to 10Be changes. As can be seen in Fig. 5.2 (only the interval 4400 to 5800 BP is shown) the
three curves are over all very similar, but there are some differences, which must be due to
changes in the climate system. To separate the data into two components, we assume that
P(t) and Si(t) are uncorrelated. This assumption is supported by the following arguments:
(1) the production does not depend on the climate and (2) although the climate components
may correlate through solar modulation slightly with the production, climate change affects
the 14C and 10Be systems very differently due to their different geochemical behaviors.

1Ice core drilled in the framework of the European Project for Ice Coring in Antarctica (EPICA)
2Greenland Ice Core Project
3INTCAL04 (Reimer et al. 2004 )
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5.3 Separation of production and system effects using

PCA

PCA finds a new set of variables (time series) Cj, j = {1, 2, 3} which are uncorrelated. These
new variables are known as the principal components. This allows us to decompose Xi, the
original time series, into the desired form as

Xi(t) =
∑

j

αi,jCj(t) (5.1)

where

1. αi,j = σ(Xi)R(Cj,Xi)/λ
0.5
j with R(Cj,Xi) the correlation coefficient between component

j and nuclide i. σ is the standard deviation.

2. λj are the eigenvalues of the covariance corresponding to the data matrix. They give
the fraction of the total variance explained by the component j.

5.4 Results

Table 5.1 shows the calculated coefficients αi,j, i.e. the contribution of component j to nuclide
i as expressed by Eq. (5.1). Additionally, the squared correlation coefficients along with the
eigenvalues are shown. The eigenvalue corresponding to the first component explains 65 %
of the total variance whereas the second and third components are responsible for 22% and
14% of the total variance, respectively. Clearly, all the original data sets are well correlated
with the first principal component supporting our hypothesis (I) that production dominates
both radionuclides. Production changes are indeed responsible for most of the variance in
the data. We attribute it to solar activity as well as to geomagnetic field variations4. It
is remarkable that the α2 coefficient corresponding to 14C is significantly smaller than the
corresponding α2 of the two 10Be records. We note that

1. The variance not explained by the first principal component for 14C is explained only
by the third component.

2. The variance not explained by the first principal component for both 10Be records is
mainly explained by the second component.

This confirms our initial hypothesis (II) that climate affects the 14C and 10Be systems dif-
ferently. Hence, we attribute the second and third components to the climate effect on the
14C and 10Be systems, respectively.
The outcome of the PCA analysis depends critically on the accuracy of the time scales
of the involved cosmogenic radionuclide records. While the time scale of 14C is based on
dendrochronology and therefore accurate to one year, the uncertainty of the time scales of
the ice cores increases with age to a few decades. This is due to the fact that a perfect
annual marker as in the case of trees is missing. In addition ice is flowing which leads to
a decrease in the annual layer thickness with increasing depth. As a result of small time

4The effect of the Earth’s magnetic field, can be removed by taking into account paleorecords of the
geomagnetic field and production calculations (Masarik & Beer 2009)



5.4 Results 45

Table 5.1: αi,j, R(Cj,Xi)
2 and λi before synchronization

α1 α2 α3
10Begrip 0.54 0.79 0.29
10Beedml 0.57 -0.60 0.56

14C 0.62 -0.13 -0.77

R2 R2 R2

10Begrip 0.55 0.41 0.04
10Beedml 0.64 0.23 0.13

14C 0.74 0.01 0.24

λ1 λ2 λ3

65% 22% 14%

Table 5.2: αi,j, R(Cj,Xi)
2 and λi after synchronization.

α1 α2 α3
10Begrip 0.58 0.72 0.38
10Beedml 0.58 -0.70 0.42

14C 0.57 -0.02 -0.82

R2 R2 R2

10Begrip 0.77 0.18 0.06
10Beedml 0.77 0.16 0.07

14C 0.72 0.00 0.27

λ1 λ2 λ3

76% 11% 13%

shifts, PCA interprets part of the common production changes as a different signal and
assigns it to the second component. To test this effect, we slightly adjusted the two 10Be
time scales within the stated uncertainties to the 14C time scale using wiggle matching (Ruth
et al. 2007). The adjustments relative to the original time scales are smaller than 30 y for
EDML and smaller than 50 y for GRIP. Now the first principal component explains 76%
and the second component 11% of the total variance respectively (Table 5.2). However,
the structure of the data remains relatively unchanged. The α2 coefficient for 14C is one
order of magnitude smaller than the corresponding values for 10Be. The third component
is still the main non-production source of variability in 14C, whereas the second component
is the main non-production source of variability for both 10Be data sets. We notice that in
both calculations the sign of α2 for GRIP and EDML are different. This is a mathematical
consequence of the PCA method because of the limited number of 10Be proxies used.
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Figure 5.1: a: ∆14C (Per mil) as measured in tree rings. b: Standardized (i.e., subtracting
the mean, then dividing by the standard deviation) of 14C production rate calculated from
∆14C (Per mil) by using a carbon cycle model. c: Standardized 10Be concentrations (GRIP
ice core) after being linearly interpolated to 1 year and low-pass filtered with a cutoff 40
years. d: Standardized 10Be fluxes (GRIP ice core) after being linearly interpolated to 1 year
and low-pass filtered with cutoff 40 years.

5.5 Conclusions

The method of PCA confirms that 10Be and 14C records which were all low-pass filtered
with 40 years are dominated by a common signal which reflects the production rate and
explains 76% of the variance on multi decadal to multi millennial time scales. The second
and third components account for about 24% of the variance, which is significantly different
for 14C and 10Be. This can be explained as system effects introduced by the transport of
the respective radionuclides from the atmosphere where they are produced to the archive
where they are stored (tree rings in the case of 14C and ice cores in the case of 10Be).
The presence of such a high common variability is remarkable if we take into account that
the 10Be records are from different hemispheres, and that 10Be and 14C are characterized
by completely different geochemical systems (compare panels a and c in Fig. 5.2). We have
focused on the decomposition of cosmogenic radionuclides into production and system effects.
Since cosmogenic radionuclides are the only tool to reconstruct past solar activity indices
such as sunspots and total solar irradiance, it is crucial to eliminate the climate component.
PCA is an adequate tool to achieve this aim.
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Figure 5.2: Standardized time series of 10Be and 14C data after being linearly interpolated to
1 year, resampled with 10 years, and low-pass filtered with a cutoff 40 years. Here we only
depict the interval 4400 to 5800 BP to show the structure of the data.
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Chapter 6

From 10Be in ice to solar activity

The modulation of the galactic cosmic rays by the solar wind, can be described by a single
parameter known in the literature as force field parameter or solar modulation potential φ.
The concept of solar modulation potential arises from a simplified version of the transport
equation (Gleeson & Axford 1968). Several authors have calculated the atmospheric produc-
tion rate of cosmogenic radionuclides for different levels of solar activity (different values of
φ) and geomagnetic field intensities, thus providing the relationship between 10Be, φ and the
geomagnetic field (Masarik & Beer 1999, 2009). In this chapter a short introduction is given
to this subjects, in order to provide the reader with some basic concepts and facilitate the
comprehension of future sections.

6.1 The force field parameter φ and the modulation function

Φ

The evolution of cosmic rays within the heliosphere is described by the so-called transport
equation, initially given by Parker (1965). If f(t, r, p) is the omnidirectional part of the cosmic
ray distribution function with respect to particle momentum p, at time t and at position r,
its evolution is given by a continuity equation of the form (Caballero Lopez & Moraal 2004):

∂f

∂t
= − (V · ∇)f − div (κ̂grad f) +

1

3
div V

∂ f

∂ ln p
+Q , (6.1)

where

κ̂ : is the diffusion tensor

V : is the solar wind velocity

Q : is the local production of cosmic rays

Equation (6.1) tell us that the local time variation of cosmic rays is due to 1) advection
2) diffusion caused by irregularities in the background magnetic field 3) adiabatic energy
changes depending on the sign of the divergence of the solar wind, and 4) due to local
production of cosmic rays. Because the full solution of the transport equation is very complex,
various levels of approximations are used instead. Gleeson & Axford (1968) developed the
so called force field approximation showing that the level of modulation of galactic cosmic
rays can be described by just one parameter. This approximation assumes that

49
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1. There is no local production of galactic cosmic rays within the heliosphere: Q = 0

2. Steady state:
∂f

∂t
= 0

3. Adiabatic energy loss rate are negligible:
1

3
div V

∂ f

∂ ln p
= 0 .

If additionally spherical symmetry is assumed, i.e. κ̂ = κÎ, with Î the identity tensor, eq.
(6.1) becomes

∂f

∂r
+

V P

3κ

∂f

∂P
= 0, (6.2)

where the variable momentum p has been transformed to the variable rigidity, P ,with P =
pc

q
=

A

Z e

√
E2 − E2

0 , where E = T +E0 is kinetic energy plus rest energy per nucleon and A,

Z and e are mass number, charge number and elementary charge, respectively. The solution
of eq. (6.2) is

f(r, P ) = constant = f(rb, Pb), (6.3)

along the contours of the characteristic equation dP/dt = V P/3κ in (r,P) space. The sub-
script b refers to values on the outer boundary of the heliosphere. The name force field is
due to the term V P

3κ
, because it has the dimensions of an electric field. Equation 6.3 written

in terms of cosmic ray intensities reads

JZ(r, E) = JZ(rb, Erb)
(E2 − E2

0)

(E2
b − E2

0)
, (6.4)

where E was taken as independent variable instead P 1.
With the additional hypothesis that the diffusion coefficient is separable in the form κ =
βκ1(r)κ2(P ), integration of the characteristic equation reads∫ Pb

P

β(P ′)κ2(P
′)

P ′
dP ′ =

∫ rb

r

V (r′)

3κ1(r′)
dr′ ≡ φ(r), (6.5)

where φ is called the force field parameter. In addition to φ, Gleeson & Axford (1968),
introduced the concept of modulation function, which is written with the greek capital letter
Φ. I first introduce the auxiliary function ζ as follows

ζ(E,Z) ≡
∫ E

E0

β(E ′, Z)κ2(E
′)

E ′
dE ′, (6.6)

so that ζ−1 ≡ ψ, and such as E = ψ(ζ, Z). Then Φ is given by

Φ(r, E, Z) = ψ[ζ(E,Z) + φ(r)]− ψ[ζ(E,Z)], (6.7)

From eq. (6.5), we see that ζ(Eb, Z) = ζ(E,Z) + φ(r) and therefore

Φ(r, Eb, Z) = Eb − E, (6.8)

1I have introduced the following notation JZ(r, E) ≡ J [r, P (Z,E)]
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we also see that Φ has dimensions of energy per nucleon and, physically, it can be identified
with the mean energy loss experienced in coming from rb to r. We also see that Φ is completely
determined by E, Z, E0 and φ. Therefore, Φ is a function of both energy and species, whereas
φ and κ2 are independent of the species of cosmic ray particles. The functional form of Φ
requires the determination of κ2 and φ. Unfortunately, this involves an integral over the
region beyond the Earth’s orbit, which is not easy to evaluate. Therefore eq. (6.7) is the
more general form which can be given, relating Φ and φ. Fortunately, in the case of interest
regarding 10Be production, a simple relation between Φ and φ can be given. When κ2 = P
then eq. (6.6) can be integrated

Φ(r, E) =
Z e

A
φ(r), (6.9)

and this holds for relativistic as well as non-relativistic particles because no restriction on β
has been made yet. In this conditions eq. (6.4) reads

JZ(r, E) = JZ(rb, E +
Z e

A
φ)

E2 − E2
0

[Z e
A
φ+ E]2 − E2

0

, (6.10)

Gleeson & Axford (1968) noted the formal correspondence between eq. (6.10) and that
obtained for positively charged particles, assuming an heliocentric field E(r) = 1

3
V (r)/κ1(r)

with φ the electric potential. For this reason φ is also called the modulation potential. Note
that the spectrum of cosmic rays at rb is not know since no spacecraft has reached the end
of the heliosphere yet. Therefore, available J(rb, Erb) are based on theoretical considerations
and observations within the heliosphere (Steinhilber et al. 2008). If β = 1 then, integration
of eq. (6.5) reduces to φ = Pb − P and φ becomes a rigidity loss. It is worth noting that the
force field approximation, has been shown to provide a good empirical fit to the observed
modulation of cosmic ray spectrum for E ≥ 500 MeV/nucleon at 1 AU (McCracken et
al. 2004). Since the production rate of 10Be peaks around 1-2 GeV/nucleon, the force field
approximation provides a simple and straitghtforward description of the solar modulation of
10Be.

6.2 10Be Production rate as a function of geomagnetic

field and solar activity

The modulation function enables us to quantify the level of solar activity. However, galactic
cosmic rays are not only modulated by the solar wind, but also by the geomagnetic field. The
Earth’s magnetic field (M) deviates incoming cosmic rays particles depending on their mag-
netic rigidity and angle of incidence, so that only particles with energy above a cutoff energy
E0
k(M) can penetrate in the Earth’s atmosphere. The functional dependence of cosmogenic

production on the geomagetic field and solar activity has been calculated by several authors
(see Masarik & Beer 1999, 2009 and references therein). In this work I will refer only to the
calculations performed by Masarik and Beer. In that calculations, the Earth’s atmosphere
was modeled as a spherical shell with an inner radius of 6378 km and a thickness of 100
km. This shell was divided into 34 concentric subshells of equal thickness. Each shell was
divided into 9 latitudinal sections in steps of 10 degrees in magnetic latitude. The intensity
of the geomagnetic field was assumed to depend on latitude only. The production rate Pj of
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Figure 6.1: Global 10Be production rate against Earth’s magnetic field (relative to present value)
and solar modulation φ. We normalized the production rate by assuming the production rate = 1,
for the magnetic field = 1 and the solar activity φ = 550 MV.

nuclide j at latitude λ, depth z, solar modulation φ and geomagnetic field intensity M was
calculated as

Pj(λ, z, φ,M) =
∑
i,k

Ni

∫ ∞
0

σijk(Ek)Jk(Ek, λ, z, φ,M)dEk, (6.11)

where, Ni is the number of atoms for target element i per mass in the sample, and σijk is the
cross section for the production of nuclide j from the target element i by particle type k with
energy Ek. Jk(Ek, λ, z, φ,M) is the differential flux of particles of type k with energy Ek at
latitude λ, at depth z and geomagnetic field intensity M . Note that Jk(Ek, λ, z, φ,M) is the
differential flux within the Earth’s atmosphere, i.e., valid for z ≤ z0, z0 being the maximal
height of the atmosphere used in the calculations. The effect of the geomagnetic field was
taken into account by imposing boundary conditions to the particle flux at the top of the
atmosphere

Jk(Ek, λ, z0, φ,M) =

{
Jk(z0, Ek), if Ek ≥ E0

k [M(λ)]

0, if Ek < E0
k [M(λ)]

(6.12)

where Jk(z0, Ek) is the particle flux of primary radiation at 1 AU given by eq. (6.10). Figure
6.1 depicts Pj(λ, z, φ,M) after averaging in λ and z.
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Abstract

Understanding the Sun’s magnetic activity is important because of its impact on the Earth’s envi-
ronment. The sunspot record since 1610 shows irregular 11-year cycles of activity; they are mod-
ulated on longer timescales and were interrupted by the Maunder minimum in the 17th century.
Future behavior cannot easily be predicted – even in the short-term. Recent activity has been
abnormally high for at least 8 cycles: is this grand maximum likely to terminate soon or even to
be followed by another (Maunder-like) grand minimum? To answer these questions we use, as a
measure of the Sun’s open magnetic field, a composite record of the solar modulation potential
φ, reconstructed principally from the proxy record of cosmogenic 10Be abundances in the GRIP
ice core from Greenland. This φ record extends back for almost 10,000 years, showing many grand
maxima and grand minima (defined as intervals when φ is within the top or bottom 20% of a Gaus-
sian distribution). We carry out a statistical analysis of this record and calculate the life expectancy
of the current grand maximum. We find that it is only expected to last for a further 15–36 years,
with the more reliable methods yielding shorter expectancies, and we therefore predict a decline in
solar activity within the next two or three cycles. We are not able, however, to predict the level of
the ensuing minimum.

7.1 Introduction

Explosive events on the Sun, such as flares and coronal mass ejections, which are manifes-
tations of solar magnetic activity, have an important impact on the heliosphere. They are
the source of energetic particles, which are a hazard in space, and give rise to magnetic
storms that interfere with communications both in space and on the ground. It is therefore
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necessary to understand the origin of the Sun’s cyclic activity, and – if possible – to pre-
dict its future course. The solar cycle is driven by an oscillatory hydromagnetic dynamo in
the Sun’s interior (e.g., Tobias & Weiss 2007). As yet there is no realistic numerical model
of this nonlinear dynamo, and only parameterized mean-field models are available. Predic-
tions, even of the peak level of the next cycle, are notoriously controversial — see Schüssler
(2007) and the references therein. Attempts using plausible, yet poorly constrained, mean-
field dynamo models yield widely disparate forecasts (Dikpati et al. 2006; Choudhuri et al.
2007) demonstrating the sensitivity of such forecasts to details of the model and assumptions
(Bushby & Tobias 2007). An alternative approach is to use precursor methods, based for ex-
ample on measurements of the Sun’s polar field or the geomagnetic aa index (e.g., Schatten
2005; Hathaway & Wilson 2006), or else to rely on timeseries analysis, utilizing either neural
networks, attractor reconstruction or statistical methods (e.g., Sello 2001; Lundstedt 2006).
These difficulties in prediction are paralleled by those faced by meteorologists attempting to
predict the next day’s weather.

One can also examine the record of solar activity since the invention of the telescope, as
measured by the sunspot number R (e.g., http://sidc.oma.be/sunspot-data/). Quite what
one might then predict for the next cycle depends on the length of the past record that
one chooses to examine. If one takes into account only the last half dozen cycles then one
would predict an increase in the level of activity. If instead one takes the record back to
the beginning of the 18th century one recognises that the eleven year (Schwabe) cycle is
modulated on a longer ∼ 90 years (Gleissberg) timescale, and one would therefore forecast
a decrease in activity; indeed, there are suggestions, both from the activity record and
from measurements of total solar irradiance (Lockwood & Fröhlich 2007), that this decline
has already begun. However, the seventeenth century saw the occurrence of the Maunder
minimum, when sunspots virtually disappeared (Ribes & Nesme-Ribes 1993), and one is also
led to ask whether such a catastrophic drop in activity might recur in the immediate future.

Although there are no reliable records of sunspot activity prior to 1610, there are – fortu-
nately – alternative proxy records that extend back for tens of thousands of years into the
past. Galactic cosmic rays impinging on the Earth’s atmosphere give rise to the production
of cosmogenic radioisotopes such as 10Be and 14C. Cosmic rays are deflected by magnetic
fields in the heliosphere and their incidence and hence the production rates of these iso-
topes are modulated by changes in solar magnetic activity. Variations in production rates
of 14C and 10Be have been determined precisely for the last 10,000 years (Stuiver & Brazi-
unas 1988; Vonmoos et al. 2006). Recurrent grand minima interspersed with grand maxima
feature throughout both of these records.

Our aim in this paper is to carry out a statistical analysis of the 10Be record that enables us
to estimate the future duration of the current grand maximum and to predict the likelihood
of a subsequent grand minimum. A different approach, using the 14C record to reconstruct
sunspot numbers, has been followed by Solanki et al. (2004) and Usoskin et al. (2006, 2007).
In the next section we introduce the solar modulation potential φ as the relevant measure of
solar magnetic activity and describe the record derived from the GRIP ice-core in Greenland,
which extends over 9000 years with a mean temporal resolution of about 5 years. In section 7.3
we carry out a statistical analysis of the data and then summarise our conclusions in the
final section.
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Figure 7.1: Records of solar activity. (a) Timeseries for φ constructed from the GRIP ice-core
and filtered to eliminate the 11 year Schwabe cycle (Vonmoos et al. 2006). (b) Composite
timeseries showing the modulation potential φ, after compensating for the use of different
Local Interstellar Spectrum (LIS) models (Steinhilber et al. 2008). Shown are the smoothed
annual means of φ from the GRIP ice-core – red), from the South Pole (green), and the
annual means from direct measurement of cosmic rays.
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7.2 The Solar Modulation Function from the GRIP
10Be Record

The record that best represents the role of open solar magnetic fields in deflecting cosmic
rays is the solar modulation potential φ, which can be derived from either the 10Be or
the 14C production rates after correcting for variations in the geomagnetic field (see e.g.,
Vonmoos et al. 2006; Usoskin et al. 2007). Figure 7.1(a) shows the GRIP timeseries for φ
from 9313 to 305 BP (7363 BC to 1645 AD). This primary data-set has been subjected
to smoothing with a binomial filter over 61 points, which corresponds approximately to a
40-year low-pass filter and eliminates the basic Schwabe cycle. It is apparent that there are
many grand minima and maxima in this record. Frequency analysis reveals the presence of
a number of significant periodicities, namely around 200 years (de Vries) and 2300 years
(Hallstatt) (Tobias et al. 2004). In order to extend this record up to the present, we have
constructed a composite timeseries φ(t) by combining the GRIP record with the 10Be record
from the South Pole spanning the interval from 1600 to 1957 (which has itself been filtered
using a 22 year running mean) (McCracken et al. 2004) and the record derived from direct
measurements of cosmic rays by neutron monitors from 1950 to 2004 (Usoskin et al. 2005)
(see Fig. 7.1(b)). The latter records have been corrected to take account of the different Local
Interstellar Spectrum Models that had been adopted and to ensure compatibility with the
Local Interstellar Spectrum Model that was used to obtain the GRIP timeseries (Steinhilber
et al. 2008).

Inspection of Fig. 7.1(a) indicates a long period trend which may contain climatic and
geomagnetic components. This may be the cause of the slight divergence of the 10Be from
the 14C reconstructions in the early parts of the records (Vonmoos et al. 2006). We therefore
remove this linear trend from the composite data-set and add a constant offset so that
the time series matches the accurately determined value of φ for 2004. We then impose a
high-pass filter to remove periods longer than 3000 years, together with a 40 year low-pass
filter. The most recent part of the composite filtered data-set is shown in Fig. 7.2(a). This
record shows a marked double-hump structure which corresponds to the sunspot maxima
around 1960 and 1980-1990. It is worth noting that in this composite reconstruction of the
modulation potential the current grand maximum in activity (with φ ≈ 700 MV) is by no
means unique – it has been exceeded three times in the past thousand years (McCracken et
al. 2004)– in contrast to some reconstructions of R itself (Solanki et al. 2004; Usoskin et al.
2007). In this filtered record the variable φ is normally distributed, as shown by Fig. 7.2(b),
with a mean of 478 MV and a standard deviation of 174 MV. The definition of a grand
extremum is arbitrary, provided that the Maunder minimum appears as a grand minimum.
We choose to adopt the following criterion: the variable φ should spend 60% of the time
outside grand extrema, with 20% in grand maxima and 20% in grand minima. It follows
then that a grand minimum is an event with φ ≤ φmin = 340 MV, while a grand maximum
is an event with φ ≥ φmax = 616 MV. These levels are indicated as dashed lines in Fig. 7.2.
Note that the Dalton minimum (at 1810) just survives.

Inspecting the records in Fig. 7.1(a) and 7.2, we observe that grand maxima and grand
minima have a characteristic timespan of twenty to sixty years (cf. Steinhilber et al. 2008),
and so we might naively predict that the current grand maximum, which has already lasted
around eighty years, will terminate soon. The next section will contain a precise statistical
analysis of the distributions in order to obtain an expected lifetime for this grand maximum.
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7.3 Statistical Analysis

Figure 7.3(a) is a scatter-plot of the durations of the 66 grand maxima in the record, ordered
from the most recent to the earliest. We see immediately that all but two of these have a
duration of less than 80 years. The longest, with a duration of 95 years, occurred around
300 AD and is apparent in Fig. 7.2(a). The binned distribution for the lengths of maxima is
shown as the heavy line in Fig. 7.3(b). Since the current grand maximum has already lasted
for 80 years, it is not possible to make a very precise statement directly from the distribution,
owing to the paucity of data at its high end. However, if the current maximum lasted for two
more solar cycles then it would be the longest such event in the past 10,000 years. Is that
likely? We answer this question by fitting the data to appropriate statistical distributions and
calculating the life expectancy of the current grand maximum. Two statistical distributions
are good candidates for this purpose (Ryan and Sarson 2007), the gamma distribution and
the lognormal distribution. We estimate the parameters for the gamma distribution

f(x; a, b) =
xa−1 exp(−x/b)

baΓ(a)
, (7.1)

using the maximum likelihood method, to be a = 2.20, b = 13.13. Binned values for this
distribution are also shown in Fig. 7.3(b). We carry out a χ2 goodness of fit test on the
binned distributions and find that the fit is highly significant at the 5% level. From this
gamma distribution we find that the life expectancy of the current grand maximum, given
its present duration, is 95 years, i.e. it is expected to end in fifteen years. Note that such a
prediction is relative to given filtered data as well as to our arbitrary definition of a grand
extremum. If φmax is lowered (raised) then the life expectancy will be increased (decreased):
for instance, if we were to set φmin = 400 MV and lift φmax to 556 MV then the current
lifetime would be 87 years, with a remaining life expectancy of 14 years.
There are two sources of error1 in these predictions. Each of the original data points for φ
has an estimated error of 10% (Vonmoos et al. 2006) but these errors are dominated by those
introduced by fitting a gamma distribution. The 95% confidence intervals for a and b are
[1.60, 3.02] and [9.18, 18.79], respectively. Using a Monte Carlo technique, we estimate that
the resulting rms error in the life expectancy is 3 years (Fig. C.3). We have also confirmed
that the remaining life expectancy is not significantly altered if the 40-year low-pass filter
is replaced by a 60-year low-pass filter, or if the high-pass filter is omitted. Thus these
estimates, based on a gamma distribution, are apparently robust. We have carried out a
similar procedure for the lognormal distribution, which is also shown in Fig. 7.3(b). The
fit for this distribution is less satisfactory than for the gamma distribution, as is obvious
from the figure, and is barely significant at the 5% level. The corresponding life expectancy
for this poorly matched case is 116 years, with an estimated error of about 7 years. Thus
we have estimates of the remaining lifetime of the current grand maximum that range from
fifteen to thirty-six years, based on these statistical tests. Given the relatively short timescale
associated with the ending of the current grand maximum we may ask how deep the next
relative minimum is likely to be, and speculate whether it will be deep enough to qualify as
a grand minimum. Figure 7.3(c) shows a scatter-plot of the level of each grand maximum
in the filtered φ record versus that of the subsequent relative minimum. Clearly there is no
correlation between these variables and so it is impossible to make any precise predictions

1In Appendix C, I discuss the the procedure followed to estimate the errors
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Figure 7.2: (a) Section of the filtered composite timeseries for the modulation potential φ,
after imposing a 3000 year high pass filter and a 40 year low-pass filter. (b) Probability
distribution for the measured values of the modulation potential φ, compared with a nor-
mal distribution. The data are normally distributed about a mean 477.8 MV and standard
deviation 174 MV.

for the depth of the ensuing minimum. We can only infer that there is a 40% probability that
the current grand maximum will actually be succeeded by a grand minimum. Our treatment
here has focused on the history of the solar modulation function φ, as derived from the 10Be
record. While these results agree qualitatively with those of Solanki et al. (2004) and Usoskin
et al. (2007), direct comparison is not straightforward because of the different data-sets used,
different definitions of grand maxima and different filtering techniques applied. These authors
likewise find that the current grand maximum has lasted unusually long (65 years) and they
expect that it will terminate within the next half-century. They compare the distribution of
the sunspot number R with a normal distribution and fit both power law and exponential
distributions to the durations of grand maxima and grand minima, as well as to the intervals
between them. We consider that the gamma distribution is more appropriate and, unlike
them, we have gone on to predict the life expectancy of the current episode of extreme
activity.
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Figure 7.3: Distribution of the durations of grand maxima in activity. (a) Scatter plot for
durations of grand maxima, listed consecutively back in time. Note that there are only
two examples with durations longer than that of the current grand maximum. (b) Binned
distribution for durations of grand maxima. Superimposed are the fitted gamma (green) and
lognormal (red) distributions. (c) Scatter plot relating the level of a grand maximum in φ
(as ordinate) to that of the subsequent relative minimum. Grand minima lie to the left of
the heavy vertical line. No significant correlation is visible in the data
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7.4 Conclusion

We have attempted to estimate the future life expectancy of the current grand maximum
in solar magnetic activity using three methods: visual inspection of the data, comparison
with the duration of the longest maximum and, most reliably, estimation from two different
statistical distributions. Although there is some scatter in our estimates of the future life
expectancy, all three methods predict that this bout of enhanced activity will not last longer
than two or three cycles, with the more reliable methods giving shorter predictions. We
therefore expect that the current grand maximum will come to an end within the next
few solar cycles. If the next maximum of the Schwabe cycle (around 2012) continues the
downward trend of its predecessors then the message will be clear. Although it is possible
that the activity level will just cross the threshold for being considered a grand maximum,
to return almost immediately, we consider it more likely that the level of activity will either
regress to the mean or plunge into the next grand minimum. We await the outcome with
keen interest. If it turns out that there is a precipitate decline in solar magnetic activity, it
may be expected to have a slight cooling effect on the earth’s atmosphere; this will, however,
be insignificant compared with the global warming caused by greenhouse gases.
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Abstract

In a previous work we carried out a statistical analysis of the solar modulation potential φ as
reconstructed from the proxy record of cosmogenic 10Be abundances in the GRIP ice core; we
found that the current grand maximum in solar activity is only expected to last for a further
15–36 years. In the present paper, we have made use of the same run of φ in order to study the
likelihood of a subsequent grand minimum following the current grand maximum (such as the
Maunder minimum from 1645 to 1715). Here we have applied to the intervals between consecutive
minima of φ the same statistical procedure as in the previous paper. Our main result is that we
expect the current decline in solar activity to reach a minimum within the next 80-100 years. We
also hypothesize about the possible origin of grand minima in the framework of a dynamo model
consisting of two separate dynamos operating each in a separate layer; the decoupling between
both dynamos would be the explanation for the prolonged activity minima that have occasionally
appeared in the Sun’s magnetic history.

8.1 Introduction

The sunspot record since 1610 shows cycles of magnetic activity with an irregular distribution
of amplitudes and with a period around 11 years; they are modulated on longer timescales
and were interrupted by the Maunder minimum in the 17th century. Solar magnetic activity
is associated with the emergence of magnetic flux at the solar surface, giving rise to sunspots,
flares, coronal mass ejections and other magnetic manifestations; solar activity is also thought
to be responsible for changes in solar irradiance. Evidence based on paleoclimate records
points to a causal relationship between solar activity variations and climate changes (e.g.,
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Wanner et al. 2008). In order to understand how the Sun can affect the climate, there is
a number of questions which need to be answered first. The sensitivity of climate to solar
irradiance changes is not well understood, as it is not yet understood how physical processes
taking place inside the Sun lead to irradiance variations (e.g., Lean et al. 1995). The use of
proxy data for solar activity –such as cosmogenic radioisotopes– may shed some light.

The main aim of this paper is to estimate the likelihood that the current grand maximum
will be followed by a subsequent grand minimum. Predictions, even of the peak level of the
next cycle, are notoriously controversial (see, e.g., Schüssler 2007 and references therein).
The ultimate reason for the difficulty of tackling this problem is that up to date no realistic
model for the operation of the solar dynamo exists (actually, there is not even agreement
among solar physicists on where the dynamo process takes places; see e.g., Brandenburg
2005). Most studies of the dynamo problem rely on the so-called mean-field approach, which
is highly parameterized, cannot be derived from first principles and is not generally accepted.

Some recent attempts of predictions employing more or less plausible dynamo models (but,
in any case, based on the mean-field approach), yield widely disparate forecasts (e.g., Dikpati
et al. 2006; Choudhuri et al. 2007) demonstrating the sensitivity of such forecasts to details
of the model and to the assumptions involved (Bushby & Tobias 2007).

An alternative approach is to use precursor methods based, for example, on measurements
of the Sun’s polar field, or the geomagnetic aa index (e.g., Schatten 2005; Hathaway &
Wilson 2006), or else to rely on time series analysis, utilizing either neural networks, attractor
reconstruction or statistical methods (see e.g., Sello 2001; Lundstedt 2006). These difficulties
in prediction are similar to those faced by meteorologists attempting to predict weather for
the next few days. In contrast to the sunspot record, alternative proxies like cosmogenic
radionuclides extend back tens to thousands of years in the past. They show many grand
maxima and grand minima, hence providing us with valuable information about the history
of solar activity. This makes cosmogenic radionuclides optimal proxies to answer the question
of whether the next grand minimum in solar activity may be forecast.

The plan of the paper is as follows. In section 8.2 we present the solar modulation potential,
φ, which was reconstructed basically from 10Be abundances in the GRIP1 ice core, and discuss
the long-term modulation of solar activity. In section 8.3 we carry out a statistical analysis
of our data set. We shall not restrict ourselves to presenting a long-term prediction of solar
activity; in section 8.4 we hypothesize/speculate about the possible origin of grand minima in
solar magnetic activity and interpret our data within a specific dynamo framework based on
the assumption of two separate dynamo processes taking place inside the Sun, one responsible
for large-scale magnetic fields (sunspots) and another one responsible for the generation of
weak, irregular fields. The idea was first put forward by Schmitt et al. (1996) and further
developed by the authors. Our conclusions are presented and discussed in section 8.5.

8.2 Long-term modulation of solar solar activity

In the record of sunspot numbers one recognises that the eleven year (Schwabe) cycle is
modulated by a longer ∼ 90-year cycle (Gleissberg). Although it cannot be excluded that
there could be further modulations on longer time scales, the sunspot record is too short to see
them. Fortunately, alternative solar activity proxies can be reconstructed from cosmogenic

1Greenland Ice Core Project
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radionuclides expanding the history of solar activity for several thousand of years. In the
present work we used as a proxy for solar activity the so-called modulation potential φ,
which was first introduced by Gleeson and Axford (1968). The modulation potential φ is a
measure of the role of the open solar magnetic field in deflecting cosmic rays. Here we have
used the same composite of φ as we did in Abreu et al. (2008); the modulation potential
was constructed by combining the GRIP record (Vonmoos et al. 2006) with the 10Be record
from the South Pole, spanning the interval from 1619 to 1950 (which has itself been filtered
using a 22 year running mean, McCracken et al. 2004) and the record derived from direct
measurements of cosmic rays by neutron monitors from 1950 to 2004 (Usoskin et al. 2005).
The latter records have been corrected in order to account for the different Local Interstellar
Spectrum Models –i.e., for the cosmic ray flux outside the heliosphere– that had been used by
the various authors and in order to ensure compatibility with the specific Local Interstellar
Spectrum Model that was used to derive the GRIP time series (Steinhilber et al. 2008).

Shown in Fig. 8.1 are the run of φ (green curve) and of the 14C production rate (broken blue
line). Additionally we show the 10Be flux (red curve) as determined from a new record from
the Greenland NGRIP data (Berggren et al. 2009). We observe that all time series show ex-
cellent agreement with the sunspot numbers R (solid blue line; http://sidc.oma.be/sunspot-
data): They display the same increasing trend, starting from the end of the Maunder mini-
mum until present. The Dalton minimum around 1800, as well as the small minimum around
1900, are both well represented in our data. Note that the relative amplitudes are also in
good agreement. A spectral analysis of the time series of the reconstructed potential modu-
lation φ shows three prominent periodicities, viz. at 2200 (Hallstatt cycle), at 205 years (de
Vries cycle) and at 980 years, respectively; see Table 8.1. These three periods are the main
contributors to the long-term oscillation in the time series of φ. The red curve in Figs. 8.3
and 8.4 describes this oscillation. It was obtained by fitting a sum of harmonic functions at
those periods to the original data. The amplitudes and phases were estimated by applying
Bayesian probability theory (Bretthorst 1988a,b). The time series of φ shows that the solar
activity has increased since the end of Spörer’s minimum (1420 to 1570 A.D.) till present.
Looking at the whole set of φ data we see not only many maxima and minima, but also
notice that the minima tend to form clusters which are separated approximately by intervals
of 2300 years.

8.3 Statistical analysis

An extrapolation of the fitted long-term trend into the future, as illustrated in Fig. 8.5,
shows that the mean-level activity will reach values similar to those of the little ice age
(1250 to 1850 A.D.) around the year 3500. However, we also observe in Table 8.1, that the
level of solar activity is also modulated at higher frequencies, such as the Gleisberg cycle. In
order to account for these higher frequencies we have employed the same method that we
used in Abreu et al. (2008) to predict the end of the current ‘grand maximum’. We use the
same definition of a ‘grand extremum’ as in Abreu et al. (2008), viz. the variable φ should
spend 60% of the time outside grand extrema, with 20% in a grand maxima and 20% in
a grand minima. Therefore, a ‘grand minimum’ is an event with φ < φmin = 340, while a
‘grand maximum’ is an event with φ > φmax = 616. Next we consider the distribution of
the waiting times between consecutive ‘grand minima’ of the function φ and fit a gamma
distribution to the waiting times distribution in order to calculate the life expectancy of the
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current time span between today (whereby today means the year 2004) and the end of the
last minimum.
The gamma distribution is given by

f(x; a, b) =
xa−1 exp(−x/b)

baΓ(a)
, (8.1)

By employing the maximum likelihood method we estimate the parameters a and b to be
a = 1.24 and b = 96.86 . Binned values for this distribution are shown in Fig. 8.6. We
carry out a χ2 goodness of fit test on the binned distributions and find that the fit is highly
significant at the 5% level. From this gamma distribution we find that the life expectancy of
the random variable ‘waiting time between grand minima’ is 286 years (taking into account
that the last grand minimum ended in 1821 A.D.). Thus we expect the next ‘grand minimum’
to happen around the year 2100. Note that such a prediction is relative to the given filtered
data as well as to our arbitrary definition of a grand extremum (see, Abreu et al. 2008).
We note that this result is in good agreement with the prediction presented by Clilverd et
al. (2003), whose calculations are based on different proxies such as 14C, the geomagnetic
aa index and sunspots. As can be seen in Fig. 8.5, the long-term curve (in red) shows a
minimum at the predicted year too.

8.4 A solar dynamo model: Data interpretation in the

framework of dynamo theory.

Theoretical considerations suggest that the toroidal magnetic flux tubes which erupt at the
solar surface in form of sunspots are stored, prior to eruption, in a thin layer of overshooting
convection at the boundary between the convection zone proper and the radiative region (see
e.g., Spiegel & Weiss 1980; Galloway & Weiss 1981; van Ballegooijen 1982; Schüssler 1983).
The most relevant among the theoretical arguments in favour of this idea is probably the
role of magnetic buoyancy. Since a magnetic field gives rise to an effective magnetic pressure,
a flux tube surrounded by almost field-free plasma becomes buoyant. Parker (1955a) and
Jensen (1955) suggested that magnetic flux is brought to the solar surface through the action
of magnetic buoyancy. Buoyancy can be a very efficient mechanism in expelling magnetic
flux to the solar surface and this was pointed out by Parker (1975), who showed by means
of a simple model that a flux tube with an initial field strength of 100 G (and in thermal
equilibrium with the surroundings) would leave the convection zone within 1 or 2 years.
Many solar physicists think that the field strength of the stored magnetic field prior to
eruption is close to 105 G, a value which is much larger than the equilibrium value between
the kinetic energy density of turbulent convective and the magnetic energy density (the
equipartition value is roughly 104 G for the conditions at the bottom of the solar convection
zone). There are, at least, three independent arguments leading to this value of 105 G: (i)
Flux tubes with weaker fields would erupt at too high latitudes due to the action of the
Coriolis force (see e.g., Choudhuri & Gilman 1987). (ii) Large fields are required to account
for the observed tilt angles of active regions (e.g. Caligari et al. 1995), to avoid excessive
weakening of rising flux tubes and also to give account of the coherence of sunspots (e.g.,
Moreno-Insertis et al. 1995). (iii) This value consistently comes out from the linear stability
analysis of flux tube equilibria (Ferriz-Mas & Schüssler 1993, 1995). If the toroidal flux
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system that eventually produces active regions is located at the bottom of the convection
zone, how does it move to the surface to originate sunspots? The answer is that this magnetic
field must first become unstable. The onset of instability occurs for a critical value of the
magnetic field strength, the precise value depends on the exact depth within the overshoot
layer (through the properties of the stratification, whereby the superadiabaticity is the most
relevant parameter), on the angular velocity distribution and on latitude. For conditions in
the solar overshoot layer, the stability analysis of toroidal flux tubes yields that this critical
value is close to 105 G. A linear stability analysis provides the proper initial conditions
for numerical simulations of the emergence of magnetic flux loops through the convection
zone. Once an unstable loop has entered the superadiabatic part of the convection zone,
the subsequent evolution becomes nonlinear and very fast, so that numerical simulations
are necessary to follow its rise towards the surface. It is generally accepted that the solar
activity cycle is the result of a hydromagnetic dynamo and that sunspots are the result of
the emergence at photospheric levels of large bundles of toroidal magnetic flux, but here the
consensus among solar physicists end. Even on the apparently simple question of ‘where the
solar dynamo process is located’ there is no agreement (Brandenburg 2005).

The conventional approach is the so-called ‘mean-field dynamo theory.’ In this approach,
the two basic ingredients are differential rotation plus turbulent convection in the presence
of rotation. Differential rotation regenerates the toroidal field from the poloidal field (this
is the so-called Ω–effect), while cyclonic convection regenerates the poloidal field from the
toroidal field (α–effect). Since Parker (1955b) first put forward the idea of the inductive
effect of cyclonic convection, the dynamo mechanism has been typically located in the bulk
of the solar convection zone, but since the beginning of the eighties the seat of the dynamo
is a permanent topic of discussion. Given the arguments presented above in favour of very
strong (i.e., ‘super-equipartition’) fields prior to eruption, it seems clear that the dynamo
mechanism responsible for the flux ropes which emerge to originate bipolar active regions
cannot be located in the bulk of the solar convection zone. The concentration of magnetic flux
into filamentary structures has important consequences for understanding the solar dynamo,
since dynamical aspects such as buoyancy and drag force must be taken into account. Does
this mean that the solar dynamo is located in the overshoot region? Of course, first of all
we must make clear what we understand by ‘solar dynamo.’ Sunspots are possibly the most
prominent manifestation of solar activity, but they are not the only one. Although the small-
scale magnetic fields associated with bright X-ray points and ephemeral active regions do
not show polarity preferences (Golub et al. 1981), sunpots obey Hale’s polarity rules. The
weak, irregular field observed at the surface may be due to dynamo action in subphotospheric
layers (Cattaneo 1999.)

On the base of these facts, the following picture for the solar dynamo was tentatively sketched
by Schmitt et al. (1996) and Schmitt et al. (1998) (see also Ferriz-Mas et al. 1994 and the
review paper by Schüssler & Ferriz-Mas 2003):

(A) A boundary layer, strong-field dynamo (i.e., with B > 105 G) is located in the overshoot
region (with a depth of the order of 104 km) and operates with super-equipartition fields
concentrated into flux tubes. Ferriz-Mas et al. (1994) showed on the basis of the stability
analysis how buoyancy-driven instabilities of toroidal flux tubes may yield a ‘dynamic α-
effect’. (B) A turbulent week-field dynamo (i.e., with B < 104 G) operates in the convection
zone. This turbulent dynamo can probably be described in its essentials by means of the
classical mean-field approach, with an α−effect due to the combination of Coriolis force
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and turbulent convection. Each dynamo would be responsible for different aspects of the
solar activity cycle: The ‘strong-field dynamo’ is responsible for the magnetic activity in
the form of sunspots, while the ‘weak-field dynamo’ generates a more irregular field. Such
weak fields would not disappear during a grand minimum and would maintain a reduced
level of activity, as can be seen in the 10Be records (Beer et al. 1998) and confirmed by the
analysis of the NGRIP data (Berggren et al. 2009). Both dynamos are somehow coupled
with each other and interchange magnetic flux: the convection zone feeds the overshoot
layer with the weak magnetic field (B < 104 G) dragged downwards by convective cells
and possibly by meridional circulation too, while the overshoot region expels magnetic flux
tubes into the convection zone in the form of rising, buoyantly unstable tubes. In this model,
the intermittency arises as a consequence of the threshold property of a dynamo driven
by flux tube instabilities. The data plotted in Fig. 8.1 support the hypothesis of magnetic
threshold. We see in the figure that whenever the open magnetic field (as represented by the
cosmogenic radioisotopes) becomes too weak, sunspots disappear and a grand minimum takes
place. Additionally, visual inspection of the data depicted in Fig. 8.4 and spectral analysis,
show that the grand minima tend to form clusters, which are separated approximately by
intervals of 2200 years. This could be explained if we admit that the critical value of the
magnetic field is modulated at such time scales. Note that the minimum levels of the yearly
averaged sunspot numbers also show a long term modulation (Werner Schmutz, personal
communication).

8.5 Conclusion

We have performed an statistical analysis of a composite record of the solar modulation
potential φ, reconstructed principally from the proxy record of cosmogenic 10Be abundances
in the GRIP ice core from Greenland. This is a measure of the open solar magnetic field,
and extends back for almost 10,000 years, showing many grand maxima and grand minima.
We find that the next grand minimum in solar activity will probably occur around the year
2100. This is consistent with the results presented in Abreu et al. (2008), namely that the
current grand maximum will end in 15-36 years. It is also consistent with the analysis of
the long-term modulation displayed by the φ record, and it is in good agreement with the
prediction given by Clilverd et al. (2003). We predict therefore a decrease in solar activity
reaching its minimum within aprox. 100 years. Indeed, there are suggestions, both from the
activity record and from measurements of total solar irradiance (Fröhlich 2009), that this
decline has already begun.

On the basis of these results we find observational support for the idea of (at least) two
different dynamo mechanisms operating in the solar interior, as suggested by Schmitt et al.
(1996) (see also Schmitt & Ferriz-Mas 2003; Schüssler & Ferriz-Mas 2003). The idea is that
two distinct (but coupled) dynamos may be operating in two separate regions: a strong-
field dynamo operating in the overshoot layer at the bottom of the solar convection zone
would be responsible for the large scale toroidal flux system which eventually emerges at the
solar surface to form bipolar active regions, while a weak-field dynamo located throughout
the convection zone would account for more irregular, weak fields. The possible decoupling
between both dynamos could be the explanation for activity minima such as the Maunder
minimum from 1645 to 1715. The observed fact that grand minima tend to form clusters is
interpreted as an indication for a time variation in the stability of the flux tubes.
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We would like to conclude by stressing that the long term behaviour shown in the φ composite
is an intrinsic part of the solar variability, which should be considered in future solar dynamo
models.

Table 8.1: First nine most dominant spectral lines obtained from the spectral analysis of φ.
The period, phase and amplitudes where estimated by using Bayesian probability theory as
described in Bretthorst (1988b).This table illustrates that the solar activity is modulated on
longer time scales than the eleven year cycle. The three first lines are the main contributors
to the long-term oscillation in the φ time series. They were used to generate the red curve in
Fig. 8.4 and Fig. 8.5. The last line is the Gleissberg cycle which is also seen in the sunspots
record.

Period (yeas) Phase (rad) Amplitude (MV)
2204 0.89 70.7
207 1.49 62.2
986 0.75 59.9
350 1.94 -44.6
707 0.89 -39.0
500 1.94 -38.8
105 1.64 38.6
130 2.99 37.9
86 1.79 -37.1



68
CHAPTER 8. CAN WE FORECAST THE NEXT GRAND MINIMUM IN

SOLAR ACTIVITY?

Figure 8.1: Records of solar activity. The green curve shows the composite of the solar
modulation potential φ (Steinhilber et al. 2008). Shown in red is the NGRIP data (Berggren
et al. 2009) after being linear interpolated to 0.4 y and smoothed with binomial filter over
61 points. The dash-dotted blue curve shows the 14C production rates, while the solid blue
curve depicts the sunspot numbers.
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Figure 8.2: Band-pass filtered 10Be fluxes form NGRIP ice core (Berggren et al. 2009 ). The
solid blue curve depicts the sunspot numbers.
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Figure 8.3: The red curve shows the time evolution of the long-term in solar modulation
potential φ and is given by the superposition of the three most significant frequencies found in
the spectral analysis (Table 8.1) (standardized data). The blue curve shows the φ composite.
The two horizontal green lines correspond to the maximum/minimum levels used to define
a grand maximum/minimum as explained in the text.
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Figure 8.4: Same as Fig. 8.3 but covering the entire time span of φ to show the long-term
modulation.
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Figure 8.5: An extrapolation into the future of the fitted long-term curve. It shows that mean
level activity will reach levels similar to the Little ice age around 3500. Note the decrease in
recent dates around 2107.
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Figure 8.6: Binned distribution for waiting times between grand minima. Superimposed is
the fitted gamma (green) distribution.
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Chapter 9

Conclusion and Outlook

9.1 Conclusion

In this study we showed by means of the method of principal components (PCA) that its
possible to distinguish between climate induced variations and solar/geomagnetic ones by
comparing both radionuclides 14C and 10Be. We also confirmed, based on this mathematical
technique the results found by (Heikkilä et al. 2008). They applied a GCM to study the rela-
tionship between production and meteorology induced changes of cosmogenic radionuclides
concentrations in ice cores and found that the production signal is indeed the dominant fac-
tor. The φ composite used in this work extends back for almost 10,000 years, hence providing
us with valuable information about the history of the solar activity. We carry out a statistical
analysis of this record and calculate the life expectancy of the current grand maximum. We
find that it is only expected to last for a further 15–36 years. We also estimate the probability
that the current grand maximum will be follow by a (Maunder-like) grand minimum, hence
we expect the next grand minimum occurring around 2100. We therefore predict a decrease
in the mean solar activity level reaching a minimum around the year 2100. Our results are
consistent with the results both from the activity record (sunspot numbers) and from mea-
surements of total solar irradiance (Fröhlich 2009), that this decline has already begun. This
may represent a good example which illustrates the potential of cosmogenic radionuclides
for astrophysical applications. Beryllium data form Dye3 ice core, and recently data form
NGRIP ice core, show that the mechanism responsible for the solar magnetic activity was
still at working during the Mauder minimum, whereas the sunspots disappeared (Beer et al.
1998; Berggren et al. 2009).
Based on these “observed” facts we suggests two separate full dynamos operating in two
separate layers. The possible decoupling between both dynamos could be the explanation
for activity minima such as the Maunder minimum from 1645 to 1715.

9.2 Outlook

Next I would like to mention some issues which worth being investigated in the future.

• A spectral analysis of φ shows prominent periodicities like 2200 (Hallsttat cycle), 205
(De Vries), 90 (Gleisberg) and 980 years which are also found in 14C record. We believe
that they are of solar origin, therefore dynamo theories should be able to explain why
these numbers, exactly as the “eleven” year cycle must be explained as well.
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• From the distribution of duration of grand maxima as well as intervals between grand
minima. They follow certain distributions, namely, gamma/lognormal distributions.
This is telling us something about the physical processes which have generated the
data. It should be investigated the reasons why these distributions.

• Some dynamo models are able to reproduce grand minima (Brandenburg & Spiegel
2008). Although this is of course good indication that the models are able to mimic
the basic physics involved, we believe, however, that this is not enough because, as
pointed above, the grand minima follow certain distributions. This is an important
and valuable constrain for that dynamo models.

• The application of PCA to separate production and system effects will help to improve
the reconstructions of past solar variability and/or changes in the geomagnetic field.
Using an inverse approach, it has the potential to detect large changes in the carbon
cycle in general and in the thermohaline circulation in particular.

To conclude, I would like to make some comments on the implications of the solar contribu-
tion to climate change. The term “solar activity” is a not well defined term, and its meaning
is easily misinterpreted. The Sun manifests its magnetic activity in many different processes
and time scales. In 1848 Rudolph Wölf introduced the relative sunspot numbers as a measure
of solar activity. Therefore “solar activity” is often used as a synonym of solar activity. How-
ever when this term is employed, we should make clear which proxy for magnetic activity
we are considering. Therefore if we are using, say the modulation potential, the results can
not be interpreted directly in terms of sunspots, because these two indices, although related,
their relationship is not known yet. We also must bare in mind that the solar irradiance
is related to the solar modulation potential and although we are making improvements on
their relationship (Steinhilber et al. 2009), this relation is not yet well understood. There are
evidences found in paleoclimate records which point to a causal relationship between solar
irradiance variations and climate changes. However the internal variability of the climate
system has played an important role too, for instance, volcanic eruptions can impact the
Earth’s surface (Rind & Overpeck 1993). To understand how the sun can affect the climate,
there are many questions which need to be answered first. The sensitivity of climate to solar
irradiance changes is not well understood, as it is not yet understood the physical processes
within the Sun leading to irradiance variations (Lean et al. 1995). Hence the results pre-
sented in this work, namely, that we expect a decrease in the solar activity within the next
decades cannot direct interpreted in climatological terms, that is to expect a global cooling
as a consequence of decrease in solar activity.



Appendix A

Influence of the residence time on the
amplitude and the phase of the
production signal

In this appendix a simple model of the atmosphere is used in order to show the influence of
the residence time on the measured nuclide concentrations. We apply the continuity equation
to the atmosphere.

∂ρBe
∂t

∣∣∣
x

= Q(x, t)− div JBe(x, t), (A.1)

where:
ρ(x, t)≡ atmospheric concentration in the position x at the time t.
Q(x, t)≡ production rate in the position x at the time t.
J(x, t)≡ mass flux density ρ(x, t)~v(x, t), where v is the velocity of the

radionucliedes in the position x at the time t.
∂

∂t

∣∣∣
x
≡ spatial time derivate at x.

div≡ divergence operator.

We make the following simplifications and assumptions:

• The atmosphere is well mixed and thus the atmospheric concentration is independent
of the spatial variable: ρ(x, t) = ρ(t).

• The divergence of the velocity field remains constant and positive (there is only depo-
sition). Let us define div(v) = 1

τ
, where τ represents the mean residence time of the

nuclide in the atmosphere. We assume τ to be between 1 and 2 years for 10Be.

• The production rate is assumed to be sinusoidal

Q(t) = Q0 · [1 + α · sin(ω t)] , (A.2)

where ω is the angular frequency of the production rate and α is a constant. Note that
since the production rate must be a positive number, α must satisfy 0 ≤ α < 1.

• Decay is neglected (10Be is removed from the atmosphere by deposition only).
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On these assumptions the equation A.1 transforms into the following equation to be solved:

ρ̇(t) = Q(t)− ρ

τ
. (A.3)

We impose a restriction on the solution such that |ρ| ≤ ∞ when t→ +∞. Then the solution
is

ρ(t) = ρ0 ·

[
1 +

α√
1 + (ω τ)2

sin(ω t− φ)

]
, (A.4)

ρ0 = Q0 τ , (A.5)

φ = arctan(ω τ), (A.6)

where ρ0 is the mean atmospheric radionuclide concentration. In the next step we analyze
and compare the amplitudes of the relative production rate and relative atmospheric con-
centration, namely

Q(t)−Q0

Q0

= α sin(ω t), (A.7)

ρ(t)− ρ0

ρ0

=
α√

1 + (ω τ)2
sin(ω t− φ). (A.8)

These equations show that the atmosphere acts as a filter. Since ω, τ ≥ 0, we can deduce
from equations A.7 and A.8 that:

1. φ = arctan(ω τ) ≥ 0 ⇒ The measured signal has the same frequency as the original
but is delayed by φ.

2. αa ≡
α

1 + (ω τ)2
⇒ αa < α. The atmospheric concentration displays an amplitude

smaller than the amplitude of the original signal. In addition, it can be seen that for
a constant frequency ω the atmospheric amplitude decreases with the mean residence
time τ . The larger the τ , the smaller the αa.

Finally, we apply equations A.7 and A.8 to two specific particular cases of sinusoidal 10Be
production rate, oscillating with periodicities of 10 and 300 years. In addition, we use the
same 14C production rate and use a carbon cycle model (Muscheler 2000) in order to calculate
the corresponding 414C. The results are depicted in figures A.1, A.2, A.3 and A.4. These
figures illustrate the fact that 10Be shows changes in the production rate more directly than
14C.
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Figure A.1: Relative change of 14C production rate and 414C against time. The red line depicts a
sinusoidal production rate with a periodicity of 300 years. The blue line represents the corresponding
atmospheric 414C, which was calculated using a carbon cycle model. The original amplitude is
very strongly attenuated. In addition, the 414C curve is delayed by ∼ 25 years.

Figure A.2: Relative change of 14C production rate and 414C against time. The red line depicts a
sinusoidal production rate with a periodicity of 10 years. The blue line represents the corresponding
atmospheric 414C, which was calculated using a carbon cycle model. The atmospheric amplitude
is even more strongly attenuated than in the previous figure. The 414C curve is delayed ∼ 3 years.
Note the different scales.
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Figure A.3: Relative change of 10Be production rate and atmospheric 10Be concentration against
time. The red line depicts a sinusoidal production rate with a periodicity of 10 years. An atmo-
spheric residence time of 2 years for 10Be was assumed. The blue line represents the corresponding
atmospheric 10Be concentrations. It can be observed how the amplitude of the atmospheric 10Be
concentration is attenuated and delayed by ∼ 2 years. However, these two effects for 10Be concen-
trations are less important than for the 14C concentrations.

Figure A.4: Relative change of 10Be production rate and atmospheric 10Be concentration against
time. The red line depicts a sinusoidal 10Be production rate with a periodicity of 300 years. The
blue line represents the corresponding atmospheric 10Be concentration. There are no significant
differences between the amplitudes.



Appendix B

Basics on Principal Component Analysis
(PCA), definitions and notation

On chapter (6) we made use of the method of Principal Components to rewrite three given
time series, which were non independent, as linear combination of new set of uncorrelated
time series. In this Appendix we briefly explain the PCA method. Each time series represents
a set of measurements of a variable Xi on a set of n time points {tj}. We may denote by xij
the real value taken by the variable Xi at time tj. The time series in matrix form is shown
in Table (B.1).

Table B.1: Matrix of data

Xi t1 t2 ... tn
X1 x11 x12 x1n

X2 x21 x22 x2n
...

...
... ...

...
Xp xp1 xp2 xpn

We represent the matrix of data in tensorial form as

X̂ = xij|ei >< bj| (B.1)

where |ei > ∈ Rp and |bj > ∈ Rn are the canonical basis of the euclidean vectorial
spaces Rp and Rp, respectively. We represent by | > column vectors and by < | their
transpose. By | >< | we denote the tensorial product.

We will assume that the time series are centered, i.e., they have zero mean1.

The corresponding covariance Matrix is given by

Γ̂ =
1

n
X̂ X̂t = Γij |ei >< ej| (B.2)

with Γij =
1

n

n∑
k=1

xik xjk = Cov[Xi,Xj]

1Otherwise, the must be centered Xc
i = Xi − E[Xi]/E[Xi] = 1

n

∑n
j=1 xij
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point-space: For a given time tk, the set of p points {xik} can be considered as vectors in
the euclidean vectorial space Rp. We associate to each time tk a p-dimensional vector

|tk >≡ X̂t|bk >= xij(|ei >< bj|)|bk >= xij(< bj|bk >)|ei > (B.3)

= xik|ei >

where {xik} represents the coordinate of the vector |tj > on the canonical basis {|ej >}
of Rp, and the scalar product is the ordinary in Rp. We will refer to this space as point-
space.

Time-series-space: The set of p time series Xi can be regarded as a non-orthogonal basis of
the vectorial subspace V of the vectorial space of the random variables L2. Since Xi

is, in general, a non-orthogonal basis, its dimension is given by the rank of the system
{Xi}, and is ≤ p. Therefore every vector of V can be written as:

∀|U >∈ V |U >=

p∑
i=1

ui|Xi > (B.4)

The vectorial subspace V will be referred as time-series space. The scalar product in
the time-series space is given by:

∀(|U >, |V >) ∈ V < U |V >= E [U,V] (B.5)

The point-space and the time-series-space are linked by:

1. A linear map F from the point-space to the time-series space as

Rp F−−−→ V

∀|u >∈ Rp, F (|u >) ≡ X̂t|u >= |U >=

p∑
i=1

ui|Xi >

F associate to every vector of the point-space a vector in the time-series space, i.e, a
time-series

2. A bilinear form G

Rp × Rp G−−−→ R

∀(|u >, |v >) ∈ Rp × Rp, G(|u >, |v >) ≡< u|Γ̂|v > (B.6)

by definiton of scalar product in V (and if the variables are centered) < u|Γ̂|v >=
E [U,V] = Cov [U,V]. Thus, for every two vectors of the point-space, the bilinear form
G give us the covariance between their associated time-series-vectors (by F).

Now we are ready to precisely state the PCA problem. We present the problem under two
equivalent approaches. The first one is an statistical approach, since the time-series space is
indeed the space of time series
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1. We desire to find an orthogonal basis of time-series space {|Ci >}, i.e. the correspond-
ing time series are uncorrelated.

2. the variance of each Ci is maximal.

This will allow us to decompose |Xi> in the desired form as:

|Xi>=
∑
j

αij|Cj> (B.7)

the new time-series vectors are known as the Principal Components. By F and G the condi-
tions (1)-(2) can be interpreted in geometrical terms in the point-space. This is the geomet-
rical approach.

1. We desired to find a new basis of Rp, say {|ci >}, so that that basis is orthogonal

2. and the projection of point-vectors {|ti >} in this new basis is maximal.

This is an optimization problem, which can be solved by the method of Lagrange Multipliers.
We note that in order to avoid that the optimization becomes trivial, we impose that the
basis {|ci >} must be orthonormal. Thus the problem reduces to find the maximum of the
function f(cm) =< cm|Γ̂|cm > under the constraint < cm|cm >= 1.

f(cm) =< cm|Γ̂|cm > −λ(< cm|cm > −1) (B.8)

∂f

∂|cm >
= 0⇒ Γ̂|cm >= λ|cm > (B.9)

We see that the lagrange multipliers λ are indeed, the eigenvalues of the the covariance
matrix! Since Γ̂ is symmetric, all eigenvalues are real and there exist p eigenvalues with their
corresponding eigenvectors, which are an orthonormal basis of Rp. It is easy to show that
the corresponding vectors of the time-series space satisfy the required conditions (1)-(2).

B.1 Properties of the Principal Components

Let us summarize some important properties of the principal components

• the new set of variables Ci explain the same amount variance as the original variables
Xi.

tr(Γ̂) =
∑

i

λi =
∑

i

Var[Xi]

Var[Ci] =< Ci|Ci >=< ci|Γ̂|ci >= λi∑
i

Var[Ci] =
∑

i

Var[Xi] (B.10)

• The percent of the total of variance explained by component k is given by

V ar[Ck]∑
j Var[Cj]

=
λk∑
j λj

(B.11)
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• The αij in eq. (B.7) are given by

αi,j = σ(Xj)Corr(Ci, Xj)/λ
0.5
j (B.12)

with Corr(Ci, Xj) coefficient correlation between Component i and original variable j



Appendix C

Error estimation for Paper: Grand
maxima in solar activity

There are two sources of error in the prediction presented in chapter (7). Measurement errors
on the one hand, and those introduced by fitting a gamma/lognormal distribution on the
other. In chapter (7) we took into account only the fit error. We argued that the errors
introduced by fitting a gamma/lognormal distribution are dominant. This is illustrated in
Fig. (C.1). The broken green curve depicts the observed distribution of durations. To produce
this curve, we fitted a gamma distribution and obtained parameters a = 2.2 and b = 13.1
and corresponding confident intervals [1.6, 3], [9, 18.8]. The red curves A and B represents
the corresponding pdf distributions of the extreme intervals, respectively. Then by Monte
Carlo technique we simulated 1000 φ curves assuming that the measurement errors are
normal distributed, so that the solid green curve represents the mean duration (of 1000
runs) in each class interval and the black error bars depict the corresponding 1-σ deviations.
However, a more accurate result can be obtained by taking into account both errors. This is
the topic of the next section.

C.1 Measurement error & fit error

The next 1 to 8 steps were repeated 1000 times. They explain the procedure to estimate the
error corresponding to the gamma distribution.

1. We started with the tree φ reconstructions (Usoskin, McCracken, Vonmoos) say φ0
1,

φ0
2, φ

0
3 and their corresponding measurement errors ∆φ0

1, ∆φ0
2, ∆φ0

3 (60, 40 and 80 MV
respectively).

2. Then, by assuming that measurement errors are normal distributed, we generated a
new set of time series so that φi(t) = N(φ0

i (t),∆φ
0
i ).

3. The previous set of three time series were merged to generate a φ(t) composite.

4. The composite was linearly interpolated to 1y, linearly detrended and band-pass filtered
(40-3000)y.

5. Since we found each φ ∈ N(σ, µ) we defined boundaries φmax = 0.85σ + µ φmin =
−0.85σ + µ. so that the Sun (or φ) spent 20% of the time in grand maximum and 20
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Figure C.1: Blue points represents the best gamma fit with parameters (a,b). Red curves
A and B represents the corresponding gamma distributions by taking as parameters the
extreme values (1.6, 9) and (3, 18.8) respectively. The solid green curve, was obtained by
assuming that the φ(t) measurement errors are normal distributed. The black error bars
depict the 1-σ deviations (see explanation in text)
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in a grand minimum (in case of the published paper φmin = 340 MV). Based on these
boundaries we calculate the number of grand maxima, their durations (I will refer to
this random variable as M), as well as the “duration of current maximum”= t0

1.

6. In doing so, we got a distribution of durations of grand maxima, i.e. M. Next we
proceeded to the fit of a gamma distribution to M and consider the corresponding fit
error.

(a) We fitted a gamma distribution to M. This distribution depends on two param-
eters gamma (α, β). The fit was made by the maximum likely hood method. Let
be a and b the maximum likely hood values for α, β respectively2. In addition we
get the corresponding 95% confidence intervals i.e. α ∈ [a0, a1], β ∈ [b0, b1] I will
refer to this in what follows as “fit error”.

(b) The gamma fitted distribution was used to estimate the life“life expectancy of the
current maximum ex(t0)” as explained in (7.3). Then we estimate the “remaining
time” as r(t0) = ex(t0)− t0. Because our prediction depends on the parameters α
and β, we must estimate the influence of fit error on our prediction, i.e., ∆r(t0)
(∆r(t0) follows a new distribution)

(c) Estimation of the fit errors: Assuming that the parameters are lognormal dis-
tributed, in their confidence intervals, i.e. α ∈ Lognormal(µa, σa) and β ∈
Lognormal(µb, σb) with,

µa = Ln(a), σa = Ln(
a1

a
)0.5 = −Ln(

a0

a
)0.5, (C.1)

µb = Ln(b), σb = Ln(
b1

b
)0.5 = −Ln(

b0

b
)0.5, (C.2)

we let the parameters to vary randomly in their confidence intervals and then
we calculate the corresponding “remaining time” r(t0). We repeated this process
thousand times.

(d) This provides us with a distribution of r(t0)’s. We found that in 98% r(t0) is
Lognormal distributed. Therefore we choosed as a measure of the error ∆r(t0)
the standard deviation of that distribution, and as a measure of r(t0) its mean
value, say r̄(t0).

7. As an output of previous calculations we get thousand distributions for r(t0), as well
as their corresponding r̄(t0) and ∆r(t0).

8. Figure (C.2) depicts the pairs {r̄(t0), ∆r(t0)} for each of the thousand runs.

C.2 conclusions

We see from Fig. (C.2) that r̄(t0) as well ∆r(t0) seems to be stationary oscillating around
13 years and 3 years respectively. Note that errors given in chapter (7), which are based
on fit errors only, correspond to just 1 run of the 1-8 steps with ∆φ0

i = 0. The resulting

1Note that the value of = t0 changes with φ
2We use the Matlab function gamfit().
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distribution of remaining times is depicted in Fig. (C.3). This shows that result given in
chapter (7) corresponds to an upper limit and indicates that both errors must be taken into
account. Therefore, according to this procedure, we expect that the current maximum will
end in ≈ 13, i.e. around 2017, with rms error of about 3 years.

Figure C.2: Blue points depict r̄(t0) and red error bars depict ∆r(t0) for each run



C.2 conclusions 89

Figure C.3: Distribution of remaining times corresponding to the gamma distribution. The
parameters of gamma distribution a ∈ [1.60, 3.02] and b ∈ [9.18, 18.79] were assumed to be
lognormal distributed in their respective intervals. Here we took into account the fit errors
only
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