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Abstract

Quantum cascade lasers are unipolar semiconductor lasers based on intersubband transi-
tions in quantum wells. The frequency of the optical transition is designed through the layer
sequence of the heterostructure. Quantum cascade lasers have shown laser operation from
above 100 THz down to the terahertz region. They are promising sources for the terahertz
region (0.3 – 10 THz) which is lacking of efficient narrowband radiation sources.

A low frequency quantum cascade laser design is developed that faces the emerging challenges
when the photon energy (5 – 8 meV) approaches the broadening of the energy levels (1 – 2
meV). A record lowest operation frequency of 1.2 THz is demonstrated. Based on magneto-
transport studies, ionized impurity scattering is identified as the most severe limitation for
low frequency lasers leading to a strong current channel prior to alignment.

A hybrid laser-oscillator for the terahertz is developed in the second part of this work,
consisting of an optical gain medium and an electronic resonator. The resonator is an
inductor-capacitor resonant circuit. The so called circuit based laser has the property of
being a deep sub-wavelength sized microcavity laser. The effective mode volume is among
the smallest for electrically pumped lasers. From the emission characteristics of the circuit
based laser a strong Purcell effect in the resonator is deduced. The circuit based resonator
in combination with an active region could lead to a class of new devices to generate and
manipulate terahertz radiation that exploit cavity quantum electrodynamic effects.
Zusammenfassung


Im Rahmen dieser Arbeit wurde ein Tieffrequenz Quantenkaskaden-Laser Design entwickelt, das auf die Herausforderungen und Schwierigkeiten einer Photonenenergie (5 – 8 meV) nahe jener der Linienbreite der Quantenzustände (1 – 2 meV) zugeschnitten ist. Es wurde ein Rekord für die tiefste Frequenz eines Quantenkaskaden-Lasers von nur 1.2 THz aufgestellt. Durch Magneto-Transport Studien wurde die Elektronen Streuung an ionisierten Dotierungsatomen, die zu einem grossen Leckstrom in der Halbleiterstruktur führt, als ernsthafte Limitierung für Tieffrequenz Laser identifiziert.

einer neuen Art von Halbleiterkomponenten führen, die Terahertz Strahlung erzeugen und manipulieren indem sie quantenelektrodynamische Effekte ausnützen.
Acknowledgments

I would like to thank Jérôme Faist for giving me the opportunity to work as a PhD student in his research group. In particular I appreciated the strong research leadership and guidance of Jérôme Faist. He motivated me to perform high-standing research through inspiring ideas and far-reaching visions, encouragement and stimulation of my ambitions. I learned immensely from his systematic analysis and pragmatic solution-driven approach to problems and difficulties.

I would like to thank Giacomo Scalari who was my former supervisor during my master thesis and working colleague during my PhD. I can look back on many years of excellent collaboration and scientific discussions with him. I wish to acknowledge Mattias Beck and Milan Fischer who spent a lot of time and effort in the growth and provided my with high-quality samples. I would like to thank Maria Amanti for technical collaborations, Romain Terazzi for scientific discussions, Laurent Nevou for key contributions to the polariton measurement setup, Tobias Gresch and Yargo Bonetti for support in software related problems, Alfredo Bismuto for scientific discussions, and Markus Geiser for carrying on my research projects. Of course I wish to thank all the other, actual and former colleagues and members of the quantum optoelectronics research group, for their support and friendship during all the years. In particular, I will remember the non-scientific trips to Prague, Barcelona and Copenhagen with Andreas Hugi and Milan Fischer.

I wish to thank Anna Radi from the physics library for supporting my literature searches. I acknowledge the operation team of the cleanroom facility FIRST, Emilio Gini, Otte Homan and Silke Schön, and the FIRST technicians for their strong commitment and enthusiasm to run FIRST. Finally, I would like to point out the competence and high quality service
of the technical workshop, in particular Andreas Stuker, and the engineering office, in particular Walter Bachmann. Before 2007 the research group was in Neuchâtel. I wish to acknowledge the former technical staff for their excellent work and enthusiastic support, in particular Christian Hèche from the mechanical workshop, Daniel Varidel and Urs Bart from the electronics workshop and Thierry Delhove.

But above all I would like to thank Marianik Henry, my girlfriend who is now my fiancée, for believing in me, supporting me through all this time, and for understanding and accepting long working days. The uncountable quality times we spent together kept me sane and motivated for my work. I thank also my parents for supporting, encouraging and advising me in difficult situations. Finally I acknowledge all of my friends for keeping me motivated by the good times we had together.
## Contents

Abstract i  
Zusammenfassung iii  
Acknowledgments v  

1 Introduction  1  
  1.1 The terahertz range ....................................... 1  
  1.2 Terahertz applications .................................. 2  
    1.2.1 Astronomy ........................................ 2  
    1.2.2 Spectroscopy ..................................... 3  
    1.2.3 Imaging .......................................... 4  
  1.3 Terahertz sources ...................................... 4  
    1.3.1 Electronic sources ................................ 7  
    1.3.2 Optical sources .................................. 8  
  1.4 Bridging the gap ...................................... 11  

2 Theory  15  
  2.1 The QCL, a unipolar intersubband laser .................. 15  
  2.2 QCL modeling .......................................... 19  
    2.2.1 Energy states in heterostructures .................. 19  
    2.2.2 Spontaneous and stimulated emission ............... 21  
    2.2.3 Gain in QCLs ..................................... 22  
    2.2.4 Rate equations ................................... 25  
    2.2.5 Resonant tunneling ................................ 28  
  2.3 Transport models ...................................... 32  
  2.4 Scattering ............................................ 33  
    2.4.1 Optical phonon .................................... 34  
    2.4.2 Acoustical phonon .................................. 36  
    2.4.3 Interface roughness ................................ 37  
    2.4.4 Alloy disorder .................................... 39  
    2.4.5 Ionized impurity ................................... 40  
    2.4.6 Electron-electron .................................. 41  
    2.4.7 Screening models ................................... 42
# CONTENTS

3 Experimental methods 51
  3.1 Sample fabrication ........................................... 51
    3.1.1 Growth .................................................. 51
    3.1.2 Double metal ridge lasers ............................... 52
    3.1.3 LC laser ................................................ 54
  3.2 Characterization ............................................ 57
    3.2.1 Spectral characterization ................................ 57
    3.2.2 Laser power characterization ............................ 58
    3.2.3 LC laser power characterization .......................... 59
    3.2.4 Reflection measurement .................................. 60

4 Low frequency terahertz QCLs 63
  4.1 Terahertz active region design .............................. 63
    4.1.1 Active regions below 2 THz .............................. 67
  4.2 Design of low frequency terahertz QCLs ..................... 69
    4.2.1 Challenges below 2 THz ................................ 69
    4.2.2 Optical losses ......................................... 70
    4.2.3 Low frequency bandstructure ............................ 73
    4.2.4 Lifetimes ............................................. 76
    4.2.5 Terahertz waveguides .................................... 78
  4.3 QCL emitting from 1.6 to 1.8 THz ........................... 82
  4.4 QCLs emitting from 1.2 to 1.6 THz ......................... 88
    4.4.1 Bandstructure scaling .................................. 88
    4.4.2 Laser characterization .................................. 89
  4.5 Comparison of lasers from 2.1 - 1.2 THz ................... 96
    4.5.1 Frequency coverage ..................................... 96
    4.5.2 Emitted power .......................................... 98
    4.5.3 Temperature performance ................................. 99
    4.5.4 Waveguide losses ...................................... 102
    4.5.5 Lifetimes ............................................. 103
    4.5.6 Injection efficiency .................................... 105
  4.6 Application of a 1.5 THz QCL ............................... 108
  4.7 Conclusions ................................................ 110

5 Magneto-transport of low frequency QCLs 113
  5.1 Magneto-transport ........................................... 113
    5.1.1 The Hamiltonian ........................................ 114
    5.1.2 Transport in the magnetic field ........................ 116
    5.1.3 Elastic current ........................................ 119
    5.1.4 Injection efficiency of low frequency QCLs .......... 121
    5.1.5 Comparison of the 1.5 and 1.3 THz laser .............. 123
  5.2 Towards a 1 THz laser ...................................... 125
    5.2.1 Scaling to 1.1 THz .................................... 125
5.2.2 Scaling to 1.0 THz ............................................. 127
5.2.3 4 well laser at 1.2 THz .................................... 130
5.3 Conclusions ....................................................... 133

6 The lumped circuit Laser ........................................ 135
  6.1 Introduction ..................................................... 135
    6.1.1 Microcavity lasers ....................................... 135
    6.1.2 Metamaterials ........................................... 138
  6.2 LC resonator ................................................... 140
    6.2.1 From the ideal to the real device ...................... 140
    6.2.2 Simple model of the LC resonator ..................... 141
    6.2.3 Fullwave simulation ................................... 143
    6.2.4 Microwave model ....................................... 150
    6.2.5 Comparison of the 3 models ............................ 156
    6.2.6 Measurements ........................................... 158
  6.3 LC laser ........................................................ 160
    6.3.1 Device fabrication ...................................... 160
    6.3.2 Optical characterization ............................... 161
    6.3.3 Emission of circular LC lasers ....................... 171
  6.4 Purcell effect in the LC laser ............................... 174
    6.4.1 Light-matter interaction in the weak coupling regime .... 175
    6.4.2 Purcell factor in the LC resonator .................... 180
    6.4.3 QCL rate equations in a microcavity .................. 182
    6.4.4 Comparison with experiment ........................... 185
  6.5 Outlook ........................................................ 192
    6.5.1 Engineering of the LC resonator ..................... 192
    6.5.2 Lasers ................................................... 198
    6.5.3 Strong coupling ........................................ 199
    6.5.4 Detectors ............................................... 202
    6.5.5 Terahertz emitter ..................................... 203

7 Conclusions and perspectives .................................. 207

Appendix ......................................................... 211
  A Processing .................................................... 211
    A.1 Acid based etch solutions ............................... 211
    A.2 Resists .................................................... 212
    A.3 Plasma processing ....................................... 213
      A.3.1 Nitride deposition .................................. 213
      A.3.2 Nitride etching ..................................... 213
      A.3.3 GaAs etching ....................................... 214
Chapter 1

Introduction

1.1 The terahertz range

The creation and propagation of electromagnetic waves is described by the Maxwell equations. From a theoretical point of view, the frequency is ‘just’ a parameter that determines the photon energy of an electromagnetic wave. However the interaction of radiation with matter depends strongly on the frequency. The electromagnetic spectrum is divided into different regions corresponding to typical properties for the interaction with matter.

The frequency range from 0.3 to 10 THz is loosely defined as the terahertz range, corresponding to a wavelength of 30 - 1000 µm. In this frequency range dielectrics and dry materials such as paper, plastic, tissues and ceramics are fairly transparent to terahertz radiation, in contrast to conducting materials such as metals that are strong absorbers. Molecules in the gas phase, such as biomolecules, explosives, narcotics, and including water, have strong absorption lines in the terahertz range due to their rotational modes. The plasma
frequency of doped semiconductors, the gap energy of high-temperature superconductors, optical phonons and transitions between hole states lie in the terahertz range. Van der Waals bonding energies, such as in soft molecular crystals, molecular clusters, biomolecules and organic semiconductors also correspond to frequencies in the terahertz. The development of imaging and spectroscopy techniques in the terahertz range give rise to new applications and strongly stimulate the development of terahertz sources and technology.

1.2 Terahertz applications

1.2.1 Astronomy

The terahertz range is very important for astronomy [1]. The cosmic background radiation contains spectral and spatial information on very distant newly formed galaxies, and on the early stages of star formation within gas clouds of our own galaxy. Examination of the spectral energy distributions in observable galaxies indicate that approximately one-half of the total luminosity and 98 % of the photons emitted since the big-bang fall into the terahertz range. Interstellar dust clouds may emit some 40’000 individual spectral lines, only a few thousand of which have been resolved and many of these have not been identified [2]. Spectral lines from the early universe appear strongly in the terahertz where they are less obscured by dust that often hides our view of galactic centers. Individual emission lines such as C+ at 1.9 THz, the brightest line in the Milky Way terahertz spectrum, provide a detailed look at star forming regions. Many other abundant molecules, e.g., water, oxygen, carbon monoxide, nitrogen, and others can be probed in the terahertz regime. Since these signals are obscured
from most earth-based observations, except from a very few high-altitude observatories, aircraft, or balloon platforms, they provide strong motivation for a number of existing or upcoming space astrophysics instruments. For the high resolution detection of such emission lines, highly sensitive heterodyne receivers are developed. The signal coming from the sky is mixed with a local oscillator to get a signal in the gigahertz range. Requirements for terahertz local oscillators are cw operation, frequency stability, narrowband, tunability, a compact size and a low power consumption.

1.2.2 Spectroscopy

The advantage of terahertz spectroscopy is in the strength of the absorption lines of rotational and vibrational excitations of many molecules that peak in this frequency range [1]. Modern applications foreseen for terahertz spectroscopy require rapid scan and gas identification systems, and optical pulse terahertz time-domain spectroscopy. Many interesting molecules have unique spectral fingerprints in the terahertz range that allow their identification. Intermolecular vibrations in some chemicals and organic molecules appear in the terahertz and allow to study the dynamics of large biomolecules [3]. DNA identification and bio-sensing applications are investigated as well. Security applications are considered since illegal narcotic substances and several types of explosives have fingerprints in the terahertz region [4], whereas packaging and clothing are often transparent for terahertz radiation.
1.2.3 Imaging

Terahertz waves are transmitted through many materials that are opaque at optical frequencies and give much higher imaging resolution than microwaves. X-rays provide often very low contrast for such materials. Terahertz systems are ideal for imaging dry dielectric substances including paper, plastics, ceramics, and many others. These materials are relatively transparent in the terahertz range. Terahertz imaging is also an attractive tool for the medical community for noninvasive sampling and for nondestructive probing of biological materials, such as tissues. Other potential applications are security screening and manufacturing quality control. In coherent terahertz imaging [5], measurement of the transmitted or reflected terahertz energy incident on a sample is processed to reveal spectral content, signal strength and time of flight data. The latter can be used to determine the refractive index, amplitude and phase, and sample thickness. The principle of coherent terahertz imaging involves the generation and detection of terahertz electromagnetic transients that are produced in a photoconductor or a crystal by intense femtosecond optical laser pulses. Scanning either the terahertz generator or the sample itself allows a 2D image to be built up over time.

1.3 Terahertz sources

In terms of sources, the terahertz range is an underdeveloped part of the electromagnetic spectrum, which is related to the difficulty of generating terahertz radiation. Only thermal sources represent a simple but inefficient way to produce terahertz radiation. Since the development of the radar, especially during world war II and the cold war, there has been a
strong military interest for efficient radiation sources at high microwave frequencies or even terahertz frequencies. For years the scientific activity in the terahertz range was limited to molecular spectroscopy using thermal sources. Other frequency regions were in the focus of scientists, as a short historical review shows.

In 1865, Maxwell modified Ampère’s law to complete the set of four equations which bear since then his name. It was Maxwell’s prediction that light was an electromagnetic wave phenomenon, and that electromagnetic waves of all frequencies could be produced. Those predictions drew the attention of all physicists and stimulated much theoretical and experimental research into electromagnetism during the last part of the nineteenth century. Shortly after the demonstration of Maxwell’s equations, Hertz generated, propagated and detected radio waves in his laboratory as early as 1887, based on a spark gap generator. In 1912 Armstrong demonstrated the first electronic oscillator based on a triode vacuum tube, a very important achievement in the field of electronics. Einstein established the foundations of the laser and maser in 1916 by the formulation of the stimulated and spontaneous emission and their relationship to the radiation absorption process in atomic and molecular systems. It was only in 1954 that Townes invented the microwave maser, the first quantum electronic oscillator. In 1958 Schawlow and Towns, working at Bell Labs, filed a patent application for a proposed “optical maser” and published their theoretical calculations. Finally in 1960 the first optical oscillator was demonstrated with the ruby laser by Maiman. The field of modern optics was born. Since then, electronics and optics developed as two independent disciplines for the generation and manipulation of electromagnetic waves. While electronic sources were mainly developed in the low frequency range (< 100 GHz) of the electromagnetic spectrum,
optical sources were initially developed at high frequencies, such as 200 – 500 THz. Nowadays, wide parts of the electromagnetic spectrum ranging from radio waves to X-rays are covered with sources of coherent or narrowband radiation due to the technological progress and intense research in electronics and optics. The terahertz range remains as one of the last ‘frontiers’. While the efficiency of terahertz generation by high frequency electronics decreases with frequency, traditional optical sources such as III-V lasers or lead salt lasers have a low-frequency cutoff, shown in Fig. 1.1. New sources are promising in terms of powers but so far none of them is simultaneously compact, efficient, broadly tunable, and works at room temperature. A room temperature terahertz source comparable to an electronic oscillator or a laser diode is still inexistente and a remaining challenge. The main

Figure 1.1: (reprinted from Ref. [3]) Emission power of various terahertz sources. Solid lines are for conventional terahertz sources. Ovals denote recent terahertz sources.
terahertz sources are summarized in the following paragraphs. Excellent reviews on terahertz technology are found in [1, 3, 6].

1.3.1 Electronic sources

Microwave upconverters

Microwave oscillators are based on diodes with a region of negative differential resistance, that acts as a broadband amplifier medium, in combination with an optical resonator, required for feed-back. Gunn diodes, impact ionization avalanche transit-time (IMPATT), tunneling transit-time (TUNNETT) and resonant tunneling diodes (RTD) are some examples. RTDs have the highest oscillations frequencies among these diodes [7] and fundamental oscillations up to 712 GHz [8] have been demonstrated in 1991(!). The power gain cutoff frequency $f_{\text{max}}$ of InP heterojunction bipolar transistors is increased steadily through scaling of the lithographic feature size in fabrication. The highest value reported for $f_{\text{max}}$ is 755 GHz at 250 nm feature size [9]. Monolithic microwave integrated circuit (MMIC) power-amplifier chips have appeared and promise to extend baseband frequency coverage up to at least 200 GHz. Oscillations in in the terahertz range are generated by up-convertion of a fundamental microwave oscillator. The non-linearity of diodes is exploited to generate harmonics. The diode is mounted in a single-mode waveguide that filters the selected harmonics. The conversion efficiency of frequency multipliers decreases rapidly for higher order harmonics. Therefore a succession of frequency doublers and triplers are used, with a typical conversion efficiency of 5-10\% per stage. A high power fundamental oscillator is required to compen-
sate the conversion losses. Typically a few $\mu$W of coherent single mode power at 2 THz are generated after such a multiplier chain when starting with a base oscillator of 100 mW at 100 GHz. Multiplier chains are commercially available [10].

**Backward wave oscillator**

Backward wave oscillators (BWOs) are vacuum tubes developed for the generation of intense microwave power. Accelerated electrons are modulated in velocity by a periodic field along their trajectory to the anode and hence transform their energy to electromagnetic radiation that is highly monochromatic and coherent. An external magnetic field is required for the collimation of the electron beam. BWOs work in the spectral range of 30 GHz to 1.5 THz [11]. The output power strongly depends on the frequency. Typical powers are 10 mW, but it may exceed 100 mW [12]. By adjusting the acceleration voltage, the BWO can be tuned over a frequency range of about a factor of two. BWOs for frequencies below 180 GHz are compact and air-cooled. At higher frequency, the required magnetic field increases, and requires large magnets with a water-cooling system. The typical weight of a BWO working in the terahertz is more than 15 kg.

### 1.3.2 Optical sources

**Photomixing**

Two cw-lasers with slightly different frequencies are focussed onto a small area of an appropriate photoconductor with sub-picosecond lifetimes, such as low temperature grown Gallium Arsenide, to generate carriers between closely spaced and biased electrodes printed on the
1.3.2 Optical sources

semiconductor. The laser induced photocarriers short the gap, producing a photocurrent, which is modulated at the laser difference frequency. This current is coupled to an RF circuit or antenna that couples out or radiates the terahertz energy. Typical optical to terahertz conversion efficiencies are below $10^{-5}$. Among various types of long-wavelength photodiode technologies, a uni-traveling-carrier photodiode (UTC-PD) has exhibited the highest output power at frequencies from 100 GHz to 1 THz. Maximum cw output powers of 20 mW, respectively 10 $\mu$W, have been achieved at 100 GHz, respectively 1 THz, using laser diodes operating at 1.55 $\mu$m [13].

**Femtosecond pulse terahertz generation**

A similar setup is used for the generation of broadband terahertz energy. Instead of two cw lasers, a short pulse femtosecond optical laser, such as a Ti:Sapphire laser is used to illuminate the gap between closely spaced electrodes on a photoconductor generating carriers which are then accelerated in an applied field [1]. The resulting current pulse, which is coupled to an RF antenna, has frequency components that reflect the pulse duration. Typically the spectra has a frequency content from 0.2 – 2 THz. The average power level over the entire spectrum is nanowatts to microwatts.

**Nonlinear optics**

THz waves are generated by nonlinear optical effects such as optical rectification (limited to femtosecond laser excitation), difference-frequency generation (DFG) or optical parametric oscillation [3]. A terahertz parametric generator (TPG) consists of a high power laser
Terahertz sources

(Q-switched Nd:YAG) that is used to illuminate a crystal causing optical parametric oscillations via the crystal nonlinearity and the polariton mode scattering. The parametric process creates a near-IR photon (idler) close in wavelength to that of the pump and a terahertz difference photon. The spectrum contains a wide range of terahertz frequencies. Narrowband terahertz emission is obtained using an optical resonator for the idler to form a terahertz parametric oscillator (TPO), or by stimulating a specific frequency of the idler wave in a process called injection seeding (IS). An IS-TPG, that can produce a linewidth of less than 100 MHz and frequency tunable from 0.7 to 3 THz with terahertz peak powers exceeding 100 mW has been demonstrated [14].

Terahertz lasers

Gas lasers are used for terahertz generation at frequencies from 0.9 to 3 THz with cw output powers in the range of 1 – 30 mW. A gas laser consists of a low pressure flowing gas cavity containing a particular gas such as CH₄, N₂ and others. A carbon dioxide laser is used for optical pumping of the gas whose emission line dictates the lasing frequency. Gas lasers have no tunability and are very large, with dimensions exceeding 2.5 m in length. However, a miniaturized version of a gas laser was recently reported, which delivers 30 mW at 2.5 THz, its dimensions are 75 x 30 x 10 cm and the weight is 20 kg [15].

In p-Germanium semiconductor lasers are used for generation of terahertz radiation. A population inversion between light hole (LH) and heavy hole (HH) bands of a p-doped Germanium crystal is induced by perpendicular electric and magnetic fields. The electric and magnetic
fields accelerate the HHs above the optical phonon energy; part of them are scattered in the LH band where LHs are accumulated on closed paths just below optical phonon energy. A key feature of the pe-Ge laser is the large continuous tuning range of up to $1 - 4$ THz by tuning the magnetic field. The p-Ge laser has a low efficiency, measured efficiencies range from $10^{-6}$ to $10^{-4}$ [16], works only in pulsed mode operation with a maximum duty cycle of a few percents, and is cryogenically cooled to 4 K. Recently, peak output powers of 40 W in the 1.5 – 4.2 THz range have been demonstrated [17].

Terahertz quantum cascade lasers (QCLs) are compact solid state sources of coherent radiation. Power levels of tens of milliwatts are commonly achieved, the highest reported peak power being 248 mW in pulsed mode and 138 mW in continuous mode operation at 4.4 THz [18]. Continuous tuning over 3.6% of the center frequency is achieved on a terahertz wire laser at 3.8 THz [19]. So far, terahertz QCLs are limited to cryogenic operation temperatures, the highest operation temperature being 186 K [20].

1.4 Bridging the gap

In conventional gas lasers, respectively semiconductor interband lasers, the lasing frequency is fixed by the atomic or molecular transition, respectively the bandgap. QCLs are unipolar semiconductor heterostructure lasers based on intersubband transitions in quantum wells. The frequency of the optical transition is not fixed by the material properties but is designed through the layer sequence of the heterostructure. A priori any frequency can be engineered. The frequency range of QCLs spans impressive two orders of magnitudes, ranging from the
Figure 1.2: The scope of the thesis is to bridge the terahertz gap. In the first part an optical gain medium is pushed as far as possible towards electronic frequencies. In the second part an electronic resonator is brought to the optical regime and combined with an optical active region to form a hybrid laser-oscillator.

near infrared (above 100 THz) to the terahertz region. The first part of this thesis focusses on the development of low frequency terahertz QCLs below 2 THz. A design scheme is
developed that faces the challenges of the low transition frequency. The main result are a
series of QCLs that cover the frequency range below 2 THz and set a record for the lowest
operation frequency of 1.2 THz (without strong magnetic field). Through the comparison
of different lasers and magneto-transport measurements, the limiting mechanism for lasing
operation at low frequency is discussed. From a conceptional point of view, an optical gain
medium, the QCL active region, is pushed as far as possible to the electronic regime of the
electromagnetic spectrum.

In the second part of this thesis, the opposite is pursued, as shown in Fig. 1.2. An electronic
concept, e.g. a circuit based resonator comprising an inductor and a capacitor is taken to
the optical regime. It is combined with an optical active gain medium to form a hybrid laser-
oscillator, that consists of an optical amplifier through stimulated emission of radiation, but an electronic resonator for feedback. The optical field is not a standing wave that results from bouncing back and forth in an optical cavity, but its energy is oscillating between the electric field energy in the capacitor and magnetic field energy in the inductor. The circuit based laser has the property of being a deep sub-wavelength sized microcavity laser. The effective mode volume is among the smallest for electrically pumped lasers. The large electric field generated by vacuum fluctuations in the circuit based resonator enables the observation of cavity quantum electrodynamics effects such as the strong-coupling regime of the light-matter interaction or the enhancement of spontaneous emission, the so called Purcell effect. From the emission characteristics of the circuit based laser a strong Purcell effect is deduced. Intersubband polaritons are demonstrated using an appropriate active region in the circuit based resonator. The circuit based resonator in combination with an active region could lead to a class of new devices to generate and manipulate terahertz radiation that exploit cavity quantum electrodynamic effects.
Chapter 2

Theory

2.1 The QCL, a unipolar intersubband laser

The QCL is based on intersubband transitions in contrast to other semiconductor lasers that are based on interband transitions. Fig. 2.1 shows a comparison of an interband and intersubband transition in a quantum well. In lasers based on interband transitions, conduction band electrons and valance band holes radiatively recombine across the bandgap. The bandgap essentially determines the emission wavelength. The width of the gain spectrum has a strong temperature dependence through the hole and electron distribution according to Fermi’s statistic. In contrast, the QCL is a unipolar intersubband laser. It relies on only one type of carriers making electronic transitions between conduction band states (subbands) arising from size quantization in a semiconductor heterostructure. These transitions are denoted as intersubband transitions. The initial and final subband has the same curvature and therefore the joint density of states is atomic like, leading to narrow gain
The QCL, a unipolar intersubband laser

\[ E_{21} \]
\[ \text{Fv} \]
\[ \tau \sim 1 \text{ ns} \]
\[ \tau \sim 1 \text{ ps} \]

Figure 2.1: (Figure reprinted from [21]). (a): Interband transition between the conduction and valence band in a quantum well leads to a flat gain curve. (b): Intersubband transitions in the conduction band have an atomic like joint density of states; the gain curve has a Lorentzian shape.

[22] without a direct temperature dependance of the linewidth. The transition energy is no longer fixed by the bandgap of the material, but can be engineered by the quantum design of the heterostructure. The lifetimes of intersubband transitions are typically three orders of magnitude shorter than those of interband transitions.

The idea of a unipolar laser based on transitions between states belonging to the same band can be traced to the original proposal of B. Lax in 1960 of a laser based on an inversion between magnetic Landau levels in a solid [23]. The advent of molecular beam epitaxy in the late 1960’s enabled for the first time the fabrication of heterostructures based on III-V compounds with very sharp interfaces and excellent compositional control [24]. The seminal work of Kazarinov and Suris in 1971 represents the first proposal to use intersubband transitions in quantum wells for light amplification [25]. Esaki and Tsu investigated the transport
in multi-quantum well structures and observed resonant tunneling on a double barrier diode in 1974 [26]. The first observation of intersubband absorption in a GaAs/AlGaAs multi-quantum well dates from 1985 by West and Eglash [27], followed by the observation of intersubband luminescence by resonant tunneling in 1989 by Helm [28]. A large number of proposals for intersubband lasers came up in the 1980’s and early 1990’s. The first QCL was demonstrated in 1994 by Faist [29].

A QCL consists of a cascaded repetition (typically tens to hundreds) of an active region sequence. Fig. 2.2 shows the bandstructure of the first QCL. Electrons are injected through a thick barrier into the $n = 3$ energy subband of the active region by resonant tunneling. The reduced spatial overlap between the $n = 3$ and $n = 2$ subbands and the strong coupling
of the latter to the $n = 1$ subband of the adjacent well ensure a population inversion between subbands 3 and 2. The energy difference $E_2 - E_1$ is close to the optical phonon energy and results in a short extraction time from the $n = 2$ subband. In the relaxation region, the electrons thermalize through scattering with other electrons and emission of optical phonons. From the injector electrons get re-injected into the upper subband of the following period. Assuming a unity injection efficiency (all the electrons are injected from the injector into the upper subband), the condition for a population inversion is $\tau_{32} > \tau_2$. Conduction electrons are provided through doping of the active region. Since scattering with ionized dopants broadens the optical transition [30], the injection/relaxation region is modulation doped.

After the demonstration of the first QCL, the active region design, waveguide losses and thermal management have shown an impressive improvement and led to the technologically important continuous wave operation of a mid-infrared QCL at room temperature in 2002 [31]. In the same year the first terahertz QCL, operating at 4.4 THz, has been demonstrated [32]. Nowadays, QCLs are sold commercially [33, 34, 35] and reach high performance at room temperature in the 3 to 20 $\mu$m range. At 4.6 $\mu$m Watt levels in continuous wave operation have been demonstrated at room temperature with wall plug efficiencies higher than 10% [36, 37]. The wavelength coverage of QCLs spans two decades from the near telecom range at 2.63 $\mu$m (114 THz) to 250 $\mu$m (1.2 THz) in the terahertz region [38, 39]. The restrahlen band at $\sim$34 $\mu$m ($\sim$9 THz) (in GaAs and InP) is characterized by very high losses due to longitudinal optical phonons. QCL lasers operating above the restrahlen band are called mid-infrared QCLs, and those operating below are called far-infrared or terahertz QCLs.
2.2 QCL modeling

2.2.1 Energy states in heterostructures

The active region of a quantum cascade laser consists of a complex multi-quantum well heterostructure. The quantum wells are formed by the conduction band offset of an alternation of thin layers of two semiconductor materials. For the computation of the bandstructure, the envelope function formalism in the Kane approximation is used as described in [40]. The latter gives a good description of the bulk crystal close to the high-symmetry points in the Brillouin zone. The electronic wavefunctions of a III-V heterostructure are written as the product of a slowly varying envelope function by a rapidly varying (atomic-like) function. The latter can be assumed to be identical in the different III-V materials. Therefore the analysis of the heterostructure eigenstates $\psi(r)$ is carried out in terms of the products of atomic-like functions that are identical in both host materials and slowly varying functions at the scale of the host elementary cells that will alone experience the difference between the bandstructures of the host material.

$$\psi(r) = \sum_l f_l^{(A,B)}(r) u_{l,k_0}(r)$$

(2.2.1)

where the summation $l$ is over the band edges. $f_l^{(A,B)}(r)$ is the envelope function, and $u_{l,k_0}(r)$ the periodic part of the Bloch functions.

The whole bandstructure of the bulk material should be considered in order to obtain exact
results within the envelope function approximation. However it has been shown that the 4-band Kane model which takes into account the full valence- and conduction-bandstructure works well in the cases of interest [41]. It is assumed that the in-plane momentum vanishes, so that the heavy-hole state is decoupled, and the remaining 3-band Hamiltonian takes into account the conduction, light-hole and split-off position dependent band edges. The 3-band model can be further simplified through a unitary transformation which allows to replace light-hole and split-off bands with an “effective” valence band $v$.

For the computation of the energy levels above the edge of the conduction band, the problem can be transformed to the solution of a Schroedinger-like equation with an energy and position-dependent effective mass

$$ p_z \frac{1}{2m(E,z)} p_z \phi_c + E_c(z) \phi_c = E \phi_c \quad (2.2.2) $$

where the energy-dependent effective mass is simply given by

$$ m(E,z) = m_0 \frac{E - E_v(z)}{E_p} \quad (2.2.3) $$

The parameters $E_c - E_v$ and $E_p$ are determined from measured values of $m^* = m(E_c)$ of the constituent materials and from the knowledge of their nonparabolicity coefficient, defined as $\gamma^{-1} = 2m^*|E_c - E_v|/\hbar^2$ [42]. The experimental values of $m^*$ and $\gamma$ are in principle determined by the whole band structure, and they could therefore introduce phenomenologically the effect of remote bands in the Kane formulation.
The solutions of equation 2.2.2 don’t form an orthogonal set of functions, so that dipole matrix elements between them are ill-defined. The solution to this problem is to go back to the two-band model and compute the matrix element including the valence band part. The dipole matrix element now reads

\[ z_{ij} = \frac{\hbar}{2(E_j - E_i)} \left\langle \phi_i \left| p_z \frac{m_0}{m(E_i, z)} + \frac{m_0}{m(E_j, z)} p_z \right| \phi_j \right\rangle \]  

(2.2.4)

where the momentum operator is defined as \( p_z = -i\hbar(\partial/\partial z) \). This the heart of the \( k \cdot p \) approximation: the same matrix element \( (p) \) defines both the gap and the interaction with the optical wave.

### 2.2.2 Spontaneous and stimulated emission

The interaction of a quantum system with radiation is extensively described in Ref. [43, 44]. Spontaneous and stimulated emission rates can be derived for an ensemble of atomic two level systems that weakly interacts with a radiation field using Fermi’s golden rule. The spontaneous emission rate \( W_{sp}^{21} \) in free space or in a homogenous material with refractive index \( n_{op} \) is obtained considering the coupling of the 2 level systems to all vacuum modes

\[ W_{sp}^{21} = \frac{q^2 r_{12}^2 \omega_0^3 n_{op}}{3\pi c^3 \hbar \varepsilon_0} = \frac{1}{\tau_{sp}} \]  

(2.2.5)

where \( \hbar \omega_0 = E_2 - E_1 \) is the photon energy, and \( r_{12} \) the dipole matrix element between the excited state 2 and the ground state 1 of the two level system. The stimulated emission rate
$W_{st}^{21}$ due to the interaction of a monochromatic traveling wave with an ensemble of two level systems is

$$W_{st}^{21}(\nu) = \frac{2\pi^2 q^2 I_\nu}{\epsilon h^2 n_{ap} \varepsilon_0} \langle |\hat{e} \cdot r_{12}|^2 \rangle_{\text{atoms}} L(\nu - \nu_0)$$

(2.2.6)

where $\langle |\hat{e} \cdot r_{12}|^2 \rangle_{\text{atoms}}$ takes into account the orientation of the dipole matrix element $r_{12}$ of the atoms with respect to the polarization of the monochromatic wave, given by the unit vector $\hat{e}$. $I_\nu$ is the electromagnetic wave intensity. To account for the broadening of the $2 \rightarrow 1$ transition the normalized lineshape function $L(\nu - \nu_{21}) = (\Delta \nu/2\pi)/[(\nu - \nu_{21})^2 + (\Delta \nu/2)^2]$ is used, where $\Delta \nu$ is the full width at half maximum.

### 2.2.3 Gain in QCLs

The gain of an optical mode in a QCL active region is deduced using the result of the previous section. Gain is provided by an electronic population inversion between two subbands. For now the upper subband is 2 and the lower subband 1, and $z_{12}$ is the dipole matrix element of the $2 \rightarrow 1$ transition. The coupling of the mode to the intersubband transition is described by the confinement factor $\Gamma$ that is defined as the fraction of the electric field energy that couples to the intersubband transition.

$$\Gamma = \frac{\int_{V_{\text{gain}}} \varepsilon(r) |E_z(r)|^2 d^3r}{\int_{V_{\text{space}}} \varepsilon(r) |E(r)|^2 d^3r}$$

(2.2.7)
where $E_z$ is the component of the electric field that couples to the intersubband transition (TM polarization). First, the maximal gain in the material is deduced, corresponding to $\Gamma = 1$. The stimulated emitted power per unit volume is related to the gain coefficient by considering the increase of the intensity of the traveling wave that crosses the gain medium

$$W^{21}_{st}(\nu) \Delta N \hbar \nu = \frac{dI_{\nu}(z)}{dz} = g(\nu) I_{\nu}(z) \tag{2.2.8}$$

where $\Delta N = N_2 - N_1$ and $N_2$ respectively $N_1$, is the volume electronic density in the upper, respectively lower subband. The gain is identified as

$$g(\nu) = \frac{2\pi^2 q^2 z_{12}^2}{n_{op} \varepsilon_0 \lambda h} \mathcal{L}(\nu - \nu_0) \Delta N \tag{2.2.9}$$

where $\langle |\hat{e} \cdot \mathbf{r}_{12}|^2 \rangle_{\text{atoms}} = z_{12}^2$. Unlike in atomic systems, the dipoles in a QCL have all the same orientation. The peak material gain $g_p = g(\nu_0)$ is the maximal available gain in the material. The peak material gain writes:

$$g_p = \frac{4\pi q^2 z_{12}^2}{\varepsilon_0 n_{op} \lambda 2\gamma_{12} L_p} (n_2 - n_1) \tag{2.2.10}$$

Where $2\gamma_{12}$ is the full width at half maximum of the $2 \rightarrow 1$ transition in energy units, $L_p$ the length of one period and $n_2 = N_2 L_p$, $n_1 = N_1 L_p$ are the sheet densities of the upper and lower subband. The maximal gain that a propagating mode experiences (e.g. in a laser cavity) is called modal gain defined by $g_m = \Gamma g_p = g_c \Delta n$, where $g_c$ is the gain cross section
and $\Delta n = n_2 - n_1$ is the sheet inversion density. The gain cross section is given by

$$g_e = \frac{\Gamma 4\pi q^2 z_{12}^2}{\varepsilon_0 n_{op} \lambda 2 \gamma_{12} L_p}$$  \hspace{1cm} (2.2.11)

The oscillator strength is commonly used to characterize the strength of an optical transition. It is defined by

$$f_{21} = \frac{2m_0 \hbar E_{21} z_{12}^2}{\lambda^2}$$  \hspace{1cm} (2.2.12)

$m_0$ is the electron mass. If non-parabolicity can be neglected, the oscillator strength satisfies a sum rule that is stated as

$$\sum_{j \neq i} f_{ji} = \frac{m_0}{m^*}$$  \hspace{1cm} (2.2.13)

where $m^*$ is the effective mass (for GaAs $m^* = 0.067m_0$). The modification to the sum rule for a spatial dependent effective mass and non-parabolicity is discussed in Ref. [41]. For low transition energies, as it will be the case of low frequency terahertz QCLs, the non-parabolicity can be neglected. The oscillator strength is proportional to the gain and allows for a simple comparison of the optical intersubband transition of different QCL designs. A consequence of the sum rule is that the oscillator strength from higher states may be significantly larger than from the ground state, since the oscillator strength of downward transitions is negative.
2.2.4 Rate equations

A rate equation model that takes one optical mode into account is used to derive the principle characteristics of the transport through the active region [22]. For simplicity the 3 state active region shown in Fig. 2.3 is considered for modeling. The upper and lower state of the laser transition and the ground state of the injector \( n_g \) are used for the modeling. Rate equations are formulated for the sheet densities \( n_3 \) and \( n_2 \). The units of the sheet density are \( 1/m^2 \). The photon flux per period per stripe width is defined as \( S = cp_{lp}/(n_{op}V) \) and has \( 1/ms \) units, where \( p \) is the photon number in the lasing mode. The number of periods \( N_p \) is contained implicitly in this expression since \( V/L_p = AN_p \), where \( A \) is the laser surface. The rate equations for the upper laser state 3, lower laser state 2 and the photon density \( S \) are given by

\[
\frac{dn_3}{dt} = \frac{J}{q} \eta - \frac{n_3}{\tau_3} - S g_c (n_3 - n_2) \tag{2.2.14}
\]

\[
\frac{dn_2}{dt} = \frac{J}{q} (1 - \eta) + \frac{n_3}{\tau_{g2}} + S g_c (n_3 - n_2) - \frac{n_2 - n_2^{\text{therm}}}{\tau_2} \tag{2.2.15}
\]

\[
\frac{dS}{dt} = \left( \frac{c}{n} \right) \left\{ \left[ g_c (n_3 - n_2) - \alpha \right] S + \beta \frac{n_3}{\tau_{sp}} \right\} \tag{2.2.16}
\]

where \( n_2^{\text{therm}} \) is the thermally backfilled electrons from the injector state. The sheet density of the injector is \( n_g \gg n_3, n_2 \). \( \eta \) is the injection efficiency into the upper state, \( g_c \) is the gain cross section, \( c \) the velocity of light in vacuum, \( n \) the mode refractive index, \( \alpha \) are the total losses being the sum of mirror losses and waveguide losses. \( \beta \) is the spontaneous emission coupling factor, the ratio of spontaneously emitted photons in the lasing mode. While in a laser waveguide \( \beta \) is in the order of 0.001, it can get quite close to 1 in microcavities.
Figure 2.3: Schematic diagram of one period of a QCL active region. (3) is the upper state and (2) the lower state of the laser transition, and (g) is the lowest injector state. $E_F$ is the quasi-Fermi level in the injector.

Assuming for the moment unity injection efficiency ($\eta = 1$). The threshold current density is obtained, by neglecting the spontaneous emission and solving the steady state rate equations with the condition $S \to 0$. The threshold current density is expressed as

$$ J_{th} = q \frac{\alpha / g_e + n_{therm}^2}{\tau_3(1 - \tau_2/\tau_{32})} \quad (2.2.17) $$

The condition for a population inversion is $\tau_{32} > \tau_2$. At cryogenic temperature $< 100$ K, backfilling can be ignored. In a similar way, the slope efficiency per facet $dP/dI$ is deduced

$$ \frac{dP}{dI} = N_p \frac{\hbar \nu \alpha_m}{q \alpha_{tot} \tau_{eff} + \tau_2} \quad (2.2.18) $$

where $N_p$ is the number of periods, $\alpha_m$ the mirror losses, $\alpha_{tot}$ the total losses and the effective lifetime $\tau_{eff}$ is defined by $\tau_{eff} = \tau_3 (1 - \tau_2/\tau_{32})$. The internal quantum efficiency
2.2.4 Rate equations

for the photon generation above the threshold is defined as

\[
\eta_{\text{int}} = \frac{\tau_{\text{eff}}}{\tau_{\text{eff}} + \tau_2}
\]  

(2.2.19)

Due to the finite lower state lifetime \(\tau_2\), the internal quantum efficiency is below unity.

At the laser threshold and above, the population inversion is clamped at its threshold value, resulting in a reduction of the upper state lifetime due to stimulated emission. The reduction leads to a discontinuity of the differential resistance at threshold [45]. Under the assumption that the upper state population \(n_3\) is in a linear relationship with the applied voltage, the differential resistance \(dV/dJ\) is proportional to \(dn_3/dJ\). Solving the rate equations above and below threshold, following relation is derived for the ratio of the differential resistance above and below threshold

\[
\frac{R_{d,S>0}}{R_{d,S=0}} = \frac{\tau_2}{\tau_{\text{eff}} + \tau_2}
\]  

(2.2.20)

Eq. 2.2.20 is the topic of a controversy. The authors of Ref. [46] developed a three-level density-matrix model to describe the role of coherence in resonant tunneling transport of QCLs. They derived a different expression for the slope discontinuity at the lasing threshold. They claim that the discontinuity is a direct measure of the population inversion in contradiction of being indicative for the ratio of the laser level lifetimes. They argue that the subband populations cannot be assumed to be directly proportional to the bias. In Ref. [47] a similar four-level density-matrix model is developed, and in Fig. 5 of that reference
are shown the computed populations. The upper state population is clearly in a linear relationship with the electric field when the injector couples to the upper state, confirming the assumption that was used to derive Eq. 2.2.20.

For a non-unitary injection efficiency following formulas are obtained for the threshold current density, slope efficiency and the ratio of the differential resistance:

\[
J_{th} = \frac{q\alpha/g_c}{\tau_3(1 - \tau_2/\tau_{32})\eta - \tau_2(1 - \eta)} \quad (2.2.21)
\]

\[
\frac{dP}{dI} = N_p \frac{h\nu}{q} \frac{\alpha_m}{\alpha_{tot}} \left( \eta - \frac{\tau_2}{\tau_{eff} + \tau_2} \right) \quad (2.2.22)
\]

\[
\frac{R_{d,S>0}}{R_{d,S=0}} = \frac{1}{\eta} \frac{\tau_2}{\tau_{eff} + \tau_2} \quad (2.2.23)
\]

2.2.5 Resonant tunneling

The electron transport in QCLs is controlled by resonant tunneling from to injector state into the upper state of the optical transition. Resonant tunneling injection assures an high injection efficiency and at the same time a very fast injection process, where the maximum current is only limited by the upper state lifetime in a properly designed injector. The first description of resonant tunneling goes back to Kazarinov and Suris, describing resonant tunneling between quantum well subbands [48]. Resonant tunneling injection has been described in a QCL framework [45]. The resonant tunneling of electrons from the injector state \(g\) to the upper state 3 of the laser transition in the tight-binding approximation leads
to a current density

\[ J = e n_s \frac{2|\Omega|^2 \tau_\perp}{1 + \Delta^2 \tau_\perp^2 + 4|\Omega|^2 \tau_3 \tau_\perp} \]  \hspace{1cm} (2.2.24)

\[ \hbar \Delta = E_g - E_3 = qd(F - F_r), \quad d = |z_{gg} - z_{33}| \]  \hspace{1cm} (2.2.25)

where \( e \) is the electronic charge, \( n_s \) the sheet density in the injector, \( 2\hbar|\Omega| \) is the energy splitting at resonance between the ground state of the injector (\( g \)) and the \( n = 3 \) state, \( \hbar \Delta \) is the energy detuning from resonance, \( d \) is the spatial separation between the centroids of the two electron probability distributions, \( F \) the average electric field applied over the distance \( d \), and \( F_r \) is the electric field which brings the \( n = 3 \) and \( g \) states in resonance.

The time constant \( \tau_3 \) represents the lifetime of an electron in the \( n = 3 \) state and \( \tau_\perp \) is the relaxation time for the momentum in the plane of the layers, responsible for the loss of phase between the states involved in resonant tunneling. When \( \Delta = 0 \), the maximum current density is

\[ J_{max} = e n_s \frac{2|\Omega|^2 \tau_\perp}{1 + 4|\Omega|^2 \tau_3 \tau_\perp} \]  \hspace{1cm} (2.2.26)

The strong coupling regime for injection is if \( 4|\Omega|^2 \tau_3 \tau_\perp \gg 1 \). The maximum current is controlled by the upper state lifetime \( \tau_3 \) and reads \( J_{max} = e n_s / (2 \tau_3) \). This is the regime that ensures fast electron injection in the upper state without being limited by the tunneling rate.

QCL designs aim for the strong coupling regime. The upper state lifetime \( \tau_3 \) and the coupling \( \Omega \) are design parameters. The in plane dephasing time \( \tau_\perp \) depends on the wavefunctions and
growth parameters and cannot be calculated in a simple way. However it can be determined
\textit{a fortiori} by measuring the linewidth of the spontaneous emission.

If the applied voltage on the QCL is further increased after the injection resonance, a region
of electrical instability is usually observed, paired with the break-down of the lasing regime.
The electrical instability is called region of negative differential resistance (NDR) and occurs
when the injector state is not aligned anymore with the upper state. NDR is used in resonant
tunneling diodes [26, 7]. NDR in QCLs can be a small effect due to the presence of other
subbands which create an important parallel channel for the electron transport.

Eq. 2.2.24 is a first-order formula for resonant tunneling. More recently a second-order
mechanisms was developed [49]. It is found that resonant tunneling occurs with conservation
of the energy rather than the wave vector, contrarily to the first-order case [50]. The second-
order current between a pair of subbands coupled through a barrier in the particular case that
both subbands share the same electronic temperature, and that a same uniform scattering
potential is considered, is expressed as

\[
J = d \frac{2e\Omega^22\gamma}{\Delta^2 + (2\gamma)^2} \left[ \theta(\Delta)(n_2 - e^{-\beta\hbar|\Delta|}n_1) + \theta(-\Delta)(e^{-\beta\hbar|\Delta|}n_2 - n_1) \right]
\] (2.2.27)

where \(n_1\) and \(n_2\) are the electron densities in subbands 1 and 2, \(d\) is the difference between
the two centroids of the wave functions \(d = z_2 - z_1\), \(e\) is the elementary charge and \(\gamma\) is the
broadening of the subbands, \(\Delta\) is the detuning between the subband edges \(\Delta = \epsilon_2 - \epsilon_1\), \(\hbar\Omega\)
the coupling energy through the barrier, \(\theta(x)\) is the Heaviside function, and \(\beta = 1/k_BT\),
where \(k_B\) is the Boltzmann constant.
The current flow between two equally populated subbands is better described by the second order formalism. The first-order formalism predicts a zero net current for any detuning. In contrast, the second-order formalism predicts a dispersive shaped current density around the resonance. The current flow between two subbands, where one is empty, is no longer symmetric in respect to the detuning in the second-order formalism. However the first-order model is recovered as the thermal energy largely overcomes the detuning energy $k_B T \gg \hbar |\Delta|$. 
2.3 Transport models

The electron transport in QCLs has been studied theoretically and several models have been developed to predict the transport, electron distribution, gain and the relative importance of different scattering mechanisms. Among the different models there are three main categories: Monte Carlo simulations, density matrix models and non-equilibrium Green’s functions. Monte Carlo simulations constitute a semiclassical model for the transport in QCL [51, 52]. Scattering rates are computed between the different electronic states. However coherence phenomenons such as resonant tunneling and dephasing that are most important when describing the transport between two weakly coupled energy states are neglected. Simulations based on non-equilibrium Green’s functions represent a full quantum mechanical approach [53]. However the complexity and large computational burden of this method limit its utility in obtaining an intuitive picture of the electron transport. The density matrix model is hybrid in the sense that it takes into account coherence phenomenons between weakly coupled quantum states, but uses otherwise semiclassical scattering rates [54, 55]. Simplified density matrix models have been developed for terahertz QCLs [46, 47, 56]. They are based on fitting parameters, but are useful for the optimization of a particular design.

A common result of all this models is that the electron temperature is significantly higher than the lattice temperature ($\sim 100$ K), confirmed by experimental investigations on terahertz QCLs [57, 58]. The elastic scattering processes (alloy disorder, ionized impurity, interface roughness, electron-electron) contribute to the heating of the electron gas, whereas the inelastic scattering processes (optical and acoustical phonons) are responsible for energy
dissipation to the lattice. Electron-electron scattering is responsible for the thermalization of electrons in subbands through a redistribution of the kinetic energy between the electrons [59]. The electron transport and population inversion is dominated by intersubband scattering. Intrasubband scattering affects the coherence and therefore broadening of the subbands. Absorption linewidths depend on both, intersubband and intrasubband scattering. It is usually an excellent approximation to assume that intrasubband and/or intrawell relaxtions are faster than intersubband and interwell ones [60].

2.4 Scattering

Fermi’s golden rule is used to compute the total scattering rate \( W = 1/\tau_i \) of a heterostructure eigenstate \( \psi_i \) into all the final states \( \psi_f \) induced by a scattering potential \( V(\mathbf{r}) \) [61]

\[
W = \frac{2\pi}{\hbar} \sum_f |\langle \psi_i | V_{fi} | \psi_f \rangle|^2 \delta(\varepsilon_f - \varepsilon_i)
\] (2.4.28)

In the case of inelastic scattering, the energy conservation is adjusted accordingly. For example for the emission of a phonon it is replaced by \( \delta(\varepsilon_f + \hbar \omega - \varepsilon_i) \). Using the notation of Ref. [60], the envelope conduction band states take the form

\[
\psi_i(\mathbf{r}) = \frac{1}{\sqrt{S}} \exp(i\mathbf{k} \cdot \rho) \chi_i(z)
\] (2.4.29)
and have a corresponding energy

\[ \varepsilon_i(k_i) = E_i + \frac{\hbar^2 k_i^2}{2m^*} \]  

(2.4.30)

where \( S \) is the sample area, \( k_i \) is the in-plane component of the electron wave vector, \( E_i \) is the confinement energy of the \( i \)th subband, \( \chi_i(z) \) the associated envelope function and \( m^* \) is the electron effective mass.

### 2.4.1 Optical phonon

The optical phonon (LO-phonon) interaction with an electron is mediated by the Fröhlich term. The scattering rate of an electron from subband \( i \) to subband \( f \) by emission of an LO-phonon at \( T = 0 \) K is given by [60]

\[ W_{if}^{lo}(k_i) = \frac{m^*e^2\omega_{LO}}{2\hbar^2\varepsilon_0} \left( \frac{1}{\varepsilon_\infty} - \frac{1}{\varepsilon_r} \right) \int_0^{2\pi} d\theta \frac{I^{ij}(q_\perp)}{q_\perp} \]  

(2.4.31)

where \( \varepsilon_\infty \) and \( \varepsilon_r \) are the high frequency and static relative dielectric constants, \( \hbar\omega_{LO} \) is the LO-phonon energy (36 meV in GaAs) and \( q_\perp \) is

\[ q_\perp = (k_i^2 + k_f^2 - 2k_i k_f \cos \theta)^{1/2} \]  

(2.4.32)

\[ k_f^2 = k_i^2 + \frac{2m^*}{\hbar^2}(E_i - E_f - \hbar\omega_{LO}) \]  

(2.4.33)
\[ I^{if}(q) \text{ is defined by} \]
\[ I^{if}(q) = \int dz \int dz' \chi_i(z) \chi_f(z') e^{-q|z-z'|} \chi_i(z') \chi_f(z') \]  
(2.4.34)

which is equal to \( \delta_{if} \) if \( q = 0 \) and which decays like \( q^{-1} \) at large \( q \) values. The transition rate for LO-phonon emission at non-zero temperatures is obtained by multiplying the zero-temperature result (Eq. 2.4.31) by \( (1+n) \), where \( n = 1/(e^{\hbar \omega_{LO}/k_B T} - 1) \) is the thermal population of LO-phonons. Similarly, the transition rate for LO-phonon absorption is obtained by multiplying Eq. 2.4.31 by \( n \) and by changing \( -\hbar \omega_{LO} \) into \( \hbar \omega_{LO} \) in Eq. 2.4.33.

LO-phonon scattering is extremely fast, having typically sub-picosecond intrasubband and intersubband scattering lifetimes [60]. The depopulation of the lower laser subband in mid-infrared QCL designs is based on LO-phonon scattering [29]. In terahertz QCLs the subband spacing of the optical transition is lower than the LO-phonon energy. In this situation LO-phonon emission is still possible from hot electrons that have sufficient in-plane kinetic energy. An important mechanism for the degradation of the population inversion with temperature in terahertz QCLs is the thermal activation of LO-phonon emission from the upper laser subband [62]. LO-phonon emission has also been identified to be the main scattering mechanism at low lattice temperature (\( T_l = 25 \) K) that limits the upper state lifetime (\( \tau^{lo} = 2.8 \) ps) in terahertz QCLs based on the resonant phonon depopulation design [63].
2.4.2 Acoustical phonon

For acoustical phonons the scattering rate from subband $i$ to $f$ by emission of an acoustical phonon is given by [60]

$$W_{if}^{ac}(k_i) = \frac{D^2}{8\rho c_s^2 \pi^2 \hbar} \int_{-\infty}^{\infty} dq_\perp |f_{if}(q_\perp)|^2 \int_0^{2\pi} d\theta \times \left[ \int_0^{\infty} dk_f k_f \hbar \omega (n + 1) \delta \left( E_i - E_f - \hbar \omega + \frac{\hbar^2 (k_i^2 - k_f^2)}{2m^*} \right) \right] \tag{2.4.35}$$

(2.4.36)

where

$$\omega = c_s \left( q_\perp^2 + |k_i - k_f|^2 \right)^{1/2} \tag{2.4.37}$$

$$f_{if}(q) = \int dz \chi_i(z) e^{-iqz} \chi_f(z) \tag{2.4.38}$$

$D$ is the deformation potential for electrons, $\rho$ the density, and $c_s$ the longitudinal velocity of sound. The thermal population is given by $n = 1/(e^{\hbar \omega/k_B T} - 1)$. The scattering rate by absorption of an acoustical phonon is obtained by replacing $(n + 1)$ by $n$ and $-\hbar \omega$ by $\hbar \omega$ in the argument of the $\delta$ function.

Assuming high temperature compared to the typical acoustical phonon energy and linear phonon dispersion, the acoustical phonon scattering rate in the elastic scattering approximation is given by [64]

$$W_{if}^{ac} = k_B T \frac{m^* D^2}{\rho c_s^2 \hbar^3} \int dz [\chi_f(z) \chi_i(z)]^2 \tag{2.4.39}$$
where \( c_l = \rho c_s^2 \) is the longitudinal elastic constant.

The authors in Ref. [65] present calculations of the scattering lifetime for the emission of acoustical phonons in a GaAs quantum well for the \( 2 \rightarrow 1 \) transition. Characteristic for acoustical phonon scattering is its ineffectiveness at low temperatures. The scattering lifetime increases with decreasing \( \Delta E_{21} \) and strongly depends on the lattice temperature, particularly at small values of \( \Delta E_{21} \). At 4.2 K the computed \( \tau_{ac}^{21} > 400 \) ps and at 77 K \( \tau_{ac}^{21} > 40 \) ps for an intersubband separation in the terahertz \( (E_{21} < 18 \) meV). In Ref. [64] the transport in a terahertz QCL based on the resonant phonon depopulation design is studied with non-equilibrium Green’s functions. Based on the elastic scattering approximation, it is found that acoustical phonon scattering contributes less than 1% to the total elastic scattering at a lattice temperature of \( T = 100 \) K.

### 2.4.3 Interface roughness

Monolayer fluctuations result in not atomically sharp interfaces. Roughness is modeled by a gaussian correlation function

\[
\langle \Delta(r)\Delta(r') \rangle = \Delta^2 \exp \left( -\frac{|r - r'|^2}{\Lambda^2} \right) \tag{2.4.40}
\]

where \( \Delta \) is the mean height of roughness and \( \Lambda \) is the correlation length. The scattering rate \( W_{ifr} \) is [66, 67]

\[
W_{ifr}(k_i) = \frac{m^*\Lambda^2 V_0^2}{\hbar^3} \sum_m |\chi_i^*(z_m)\chi_f(z_m)|^2 \int_0^{\pi} d\theta e^{-q_i^2 \Lambda^2 / 4} \tag{2.4.41}
\]
where \( z_m \) is the position of the \( m \)th interface. The interfaces are assumed to be uncorrelated.

The scattering vector \( q_\perp \) is given by

\[
q_\perp^2 = 2k_i^2 + \frac{2m^*(E_i - E_f)}{\hbar^2} - 2k_i \sqrt{k_i^2 + \frac{2m^*(E_i - E_f)}{\hbar^2} \cos \theta} \tag{2.4.42}
\]

Interface roughness is equivalent to local fluctuations in the well width, it can be shown that \( W_{ifr} \propto L^{-6} \) for a square well in the limit of the infinite barrier approximation.

The absorption linewidth of quantum well structures and QCL’s at mid mid-infrared wavelengths (typically 100 - 350 meV) have been investigated theoretically and experimentally by several authors [68, 69, 70]. Interface roughness scattering is the dominant scattering mechanism for the absorption linewidth at cryogenic temperature and also at room temperature it is still dominating the LO-phonon scattering broadening.

The authors in Ref. [71] present an experimental and theoretical study of a GaAs/AlGaAs mid-infrared QCL under a strong magnetic field. They show that at low temperature, the interface roughness scattering is the most efficient elastic relaxation mechanism between the radiative levels whenever LO-phonon emission is inhibited. Their interface roughness model is based on a bimodal roughness: substantial roughness on length scales greater than the exciton diameter and micro-roughness on length scales shorter than the exciton diameter. The latter is the interface roughness described above and leads to homogenous broadening. The roughness on greater length scales is motivated by “terrace like interface defects” [72, 73] and leads to inhomogeneous broadening that is modeled with a gaussian distribution [74]. Similar results were obtained in a recent report on a bound-to-continuum terahertz QCL based on
In ternary layers composed of A\(_x\)B\(_{1-x}\)C, such as Al\(_x\)Ga\(_{1-x}\)As, electrons are scattered by conduction band disorder. The scattering rate \(W_{ij}^{ad}\) is [67]

\[
W_{ij}^{ad} = \frac{m^* a^3 (\delta E_c)^2 x(1 - x)}{\hbar^3} \int_{\text{alloy}} dz |\chi_i^*(z)\chi_i(z)|^2
\]  

(2.4.43)

where \(a\) is the lattice constant and \(\delta E_c\) is the difference in the conduction band minima of crystals AC and BC (AlAs and GaAs in the present case). \(W_{ij}^{ad}\) is independent on the in-plane wave vector \(k_i\). Alloy disorder scattering can be regarded as a kind of roughness scattering. If one substitutes \(V_0 = \delta E_c\), \(\Delta^2 = a^2 x(1 - x)/4\), and \(\Lambda^2 = a^2/2\pi\), one can recognize that the
alloy disorder scattering is expressed as the sum of the roughness scattering rates due to the alloy layer at position $z$.

For InGaAs/AlInAs based mid-infrared QCL’s alloy scattering has been identified to be the dominant elastic relaxation scattering mechanism that has a weight comparable to LO-phonon scattering [77]. Similar, in a terahertz QCL based on the InGaAs/AlInAs material system, alloy disorder scattering was shown to have a weight comparable to interface roughness scattering, and is one of the main scattering mechanisms for the upper state at low temperature [75]. Alloy disorder scattering is expected to be negligible for the GaAs/AlGaAs material system, since the well material is a binary compound. For this reason alloy disorder scattering is usually not included in Monte Carlo simulations and non-equilibrium Green function models of GaAs/AlGaAs based terahertz QCL’s.

### 2.4.5 Ionized impurity

When dopant donors of Si are ionized, electrons supplied to quantum wells suffer from scattering by the Coulomb potential of the donors. The scattering rate is [67, 78]

$$W_{if}^{ion}(k_i) = \frac{m^*}{\pi \hbar^3} \int dZ N(Z) \int_0^\pi d\theta \left| V_{ij}^n(q_{\perp}, Z) \right|^2$$  \hspace{1cm} (2.4.44)

where $N(Z)$ is the volume impurity concentration at position $Z$, $V_{ij}^n$ is the screened impurity scattering matrix element and the scattering vector $q_{\perp}$ is given by

$$q_{\perp}^2 = 2k_i^2 + \frac{2m^*(E_i - E_f)}{\hbar^2} - 2k_i \sqrt{k_i^2 + \frac{2m^*(E_i - E_f)}{\hbar^2}} \cos \theta$$  \hspace{1cm} (2.4.45)
The unscreened impurity scattering matrix element is

\[ V_{ij}(q, Z) = \frac{-e^2}{2\varepsilon_0\varepsilon_r q} \int dz \chi_i^*(z)\chi_j(z) e^{-q|z-Z|} \] (2.4.46)

Screening of the impurity potential by the conduction band electrons is an important effect. Screening will be discussed together with screening of the electron-electron interaction.

### 2.4.6 Electron-electron

The electron-electron scattering rate of an electron with wave vector \( k_i \) and spin \( \sigma \) in subband \( i \) and a second electron with wave vector \( k_j \) and opposite spin in subband \( j \) into the final states with wave vectors \( k_f \) and \( k_g \) and subband indices \( f \) and \( g \) is given by [65]

\[ W_{ee}^{i,j\rightarrow f,g}(k_i, \sigma) = \frac{4m^*}{\pi\hbar^2} \int d|k_j| \int_0^{2\pi} d\theta |V_{ijfg}(q_\perp)|^2 f_j(k_j)[1-f_f(k_f)][1-f_g(k_g)] \] (2.4.47)

\( f_i(k_i) \) is the carrier distribution function that gives the occupation probability of state \( k_i \) in subband \( i \) and \( V_{ijfg}^{s} \) is the screened Coulomb scattering matrix element. The unscreened coulomb interaction is given by

\[ V_{ijkl}(q) = \frac{e^2}{2\varepsilon_0\varepsilon_r} \frac{F_{ijkl}(q)}{q} \] (2.4.48)

The form factor is defined by

\[ F_{ijkl}(q) = \int dz \int dz' \chi_i^*(z)\chi_j(z)e^{-q|z-z'|}\chi_k^*(z')\chi_l(z') \] (2.4.49)
The scattering vector $q_\perp$, and the vector $k_{ij}$ are defined by

$$
q_\perp = k_i - k_f \quad k_{ij} = k_j - k_i
$$

(2.4.50)

The magnitude of the scattering vector $q_\perp$ is expressed as

$$
q_\perp(k_{ij}, \theta) = \left[ 2k_{ij}^2 + \Delta k_0^2 - 2k_{ij}\sqrt{k_{ij}^2 + \Delta k_0^2\cos\theta} \right]^{1/2} / 2
$$

(2.4.51)

$$
\Delta k_0^2 = \frac{4m^*}{\hbar^2} (E_i + E_j - E_f - E_g)
$$

(2.4.52)

where $\theta$ is the angle between the relative wave vectors $k_{ij}$ and $k_{fg}$.

### 2.4.7 Screening models

The screened impurity scattering matrix element $V_{ij}^s$ due to screening of the electrons in the subband 0 is computed in Ref. [78]. The screening is included by considering the diagram shown in Fig. 2.4. If the polarizability due to virtual inter-subband transitions is neglected, the screened impurity scattering matrix element is given by

$$
V_{ij}^s(q, Z) = V_{ij}(q, Z) + V_{00}(q, Z)[\tilde{\varepsilon}(q)^{-1} - 1] \frac{F_{00s}(q)}{F_{0000}(q)}
$$

(2.4.53)

where the static dielectric function $\tilde{\varepsilon}(q)$ is given by

$$
\tilde{\varepsilon}(q) = 1 + \Pi(q)V_{0000}(q)
$$

(2.4.54)
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Figure 2.4: (Figure and description reprinted from [78]). A diagrammatic representation of matrix elements of impurity scatterings. The cross denotes an impurity and wavy lines represent the Coulomb interaction. The screening charge is assumed to arise only from electrons in the lowest subband 0 and inter-subband excitations are neglected.

This formalism can be extended to many-subband cases [66]. Then the matrix elements of the dynamically screened interaction are coupled to each other in a system of simultaneous linear equations.

The screened electron-electron scattering matrix elements are obtained by the equation [79]

\[ V_{ijkl}^s(q) = V_{ijkl}(q) + \sum_{m,n} V_{ijmn}(q)\Pi_{mn}(q)V_{mnkl}^s(q) \] (2.4.55)

and similar, the screened impurity scattering matrix elements are obtained by [80]

\[ V_{ij}^s(q) = V_{ij}(q) + \sum_{m,n} V_{ijmn}(q)\Pi_{mn}(q)V_{mn}^s(q) \] (2.4.56)

The polarization function \( \Pi_{mn} \) is the important quantity where most of the approximations are usually done. Different screening models will be discussed in the following. The random phase approximation is the most basic approximation and represents a starting point for different screening models with further approximations.
Random phase approximation

The polarization function reads in the random phase approximation [79, 81]

\[ \Pi_{mn}(q) = \lim_{\delta \to 0} \frac{1}{A} \sum_k \frac{f_{m,k+q} - f_{n,k}}{E_{m,k+q} - E_{n,k} - i\delta} \] (2.4.57)

where \( A \) is the in-plane surface and \( f_{m,k} \) is the occupation of state \( k \) in subband \( m \).

Static long-wavelength limit

The static long-wavelength limit is obtained when taking the limit \( (q \to 0) \) in Eq. 2.4.57.

The polarization function becomes

\[ \Pi_{ii} = -\frac{m^*}{\pi \hbar^2} f_{i,k=0} \quad \Pi_{ij} = \frac{n_i - n_j}{E_i - E_j} \quad \text{if } i \neq j \] (2.4.58)

where \( n_i \) is the sheet carrier density in the \( i \)th subband. The static long-wavelength limit model is often referred as the multisubband screening model. In Ref. [63] a multisubband screening model has been implemented for electron-electron and electron-impurity scattering in a Monte Carlo simulation of a terahertz QCL based on the resonant phonon depopulation design. The inclusion of impurity scattering eliminates the problem of underestimation of the current densities of previous simulations without impurity scattering. Furthermore it results in an increase of the electron temperature. The authors find that for intersubband transport electron-impurity scattering usually dominates over electron-electron scattering close to the doping layer. In particular they simulate between the radiative levels \( \tau_{54}^{ee} = 49 \)
ps and $\tau_{54}^{\text{ion}} = 23$ ps.

### Two subband screening model

If only two subbands are considered for screening, Eq. 2.4.55 can be solved analytically, giving simple expressions for the screened Coulomb matrix elements. For an intersubband transitions in a symmetric potential, where both electrons change the subband, the screened Coulomb matrix element can be expressed as [79]

\[
V_{1212}^s(q, \omega) = \frac{q}{q + \kappa_{12}(q)} V_{1212}(q)
\] (2.4.59)

where $(V_{1212}^s = V_{2121}^s = V_{1221}^s = V_{2112}^s)$, and the screening wave number $\kappa_{12}(q)$ is

\[
\kappa_{12}(q) = \frac{e^2(n_1 - n_2)}{\varepsilon_0 \varepsilon_r (E_2 - E_1)} F_{1212}(q)
\] (2.4.60)

Note that the form factor $F_{1212}$ tends linear to zero as $q \to 0$, therefore, $V_{1212}$ and $V_{1212}^s$ are finite for $q = 0$. Similar relations exist for the two band screening of $V_{1111}^s$ and $V_{2222}^s$.

### Single subband screening model

If only a single subband is considered, Eq. 2.4.55 reduces to

\[
V_{1111}^s(q, \omega) = \frac{q}{q + \kappa_1(q)} V_{1111}(q)
\] (2.4.61)
where the quasi-2D screening wave number is

$$\kappa_1(q) = \frac{m^*e^2}{2\pi\varepsilon_0\varepsilon_r\hbar^2} F_{1111}(q)f_{1,k=0} \quad (2.4.62)$$

The authors in Ref. [79] point out that the single subband dielectric screening function is sometimes used in literature to model the screening for intersubband transitions. The screened potential differs qualitatively for small $q$ values. While it tends to a finite value using $\kappa_{12}$, the use of $\kappa_1$ leads to a screened potential that goes to zero for $q \to 0$, leading to a gross underestimation of the scattering rate.

In Ref. [80] different screening models for electron-electron and electron-impurity scattering are compared in a Monte Carlo simulation of a quantum cascade structure. The authors compare the multisubband screening model to two different single subband screening models. The single subband screening models are based on a constant screening wave vector obtained from Eq. 2.4.62 by $q_s = \kappa_1(q \to 0)$. This screening wave vector is used to compute the screened potentials. In the first model they assume that all the carriers are in the lowest subband and form a quasi Fermi distribution. The second model takes only into account the electron distribution in the initial subband. Their simulations show that one single subband model overestimates screening, the other underestimates it compared to the multisubband screening model. They propose a modified single subband screening model that takes into account screening form all the temperature different subbands, lumped in one screening
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length:

\[ q_s = \frac{m^*e^2}{2\pi \varepsilon_0 \varepsilon_r \hbar^2 \sum_i f_{i,k=0}} \]  \hspace{1cm} (2.4.63)

where \( i \) sums over the subbands in one period. In Ref. [82] the authors performed Monte Carlo simulations on a bound-to-continuum terahertz QCL. They compare a full random phase approximation screening model to the modified single subband model (Eq. 2.4.63) for the implementation of electron-electron and electron-impurity scattering. The peak gain computed with the modified single subband model differs by approximately 25% compared to the full random phase approximation. In the modified single subband screening model the intersubband scattering rate is underestimated due to an overestimation of the screening. The occupation of the miniband levels are quite insensitive to the chosen screening model. This is consistent with the fact that the average inter and intrasubband scattering time of an electron strongly depend on the chosen screening model, but is changed by a similar factor for all subbands.

**Isotropic screening model**

A simple isotropic screening model in the context of impurity scattering has been considered in Ref. [64, 81]. The screened impurity matrix element is obtained by the replacement \( q \rightarrow \sqrt{q^2 + q_s^2} \) on the right-hand side of Eq. 2.4.46. \( q_s \) is the inverse screening length, which
in the Debye approximation (valid if \( k_B T > \mu \)) becomes

\[
q_s^2 = \frac{e^2 N}{\varepsilon_r \varepsilon_0 k_B T}
\]

(2.4.64)

where \( N \) is the average electron volume density in the structure and \( \mu \) is the chemical potential of the corresponding three dimensional electron gas. In Ref. [64] the authors investigate the evolution of gain in a phonon depopulation based terahertz QCL, using a non-equilibrium Green's function method. They included LO-phonon, impurity and interface roughness scattering in their model. They argue that the increased broadening, primarily due to increased impurity scattering and not diminishing population inversion is the main reason for the reduction of peak gain with temperature. Interface roughness scattering of the upper and lower state is small compared to impurity scattering and the same holds for the LO-phonon emission from the lower laser state. The screening of ionized impurity scattering uses the Debye approximation where the electrons contributing to screening are assumed to be in a thermal equilibrium and obey Boltzmann statistics. The inverse screening length \( q_s \) is temperature dependent. At low temperature, the Thomas-Fermi approximation is used to compute the screening length. The full random phase approximation, the multi-subband screening model and an isotropic screening model with a temperature dependent screening length in the Debye approximation for the calculation of impurity scattering are compared by the same authors [81]. The full random phase approximation and the multi-subband model lead to almost identical results. If the screening length is of the order of the laser period or longer, the isotropic bulk screening model is an excellent approximation to the
full random phase model. In this situation, which is common for typical terahertz QCLs, the distribution of electrons to different subbands is much less important than the average subband temperature.
Chapter 3

Experimental methods

3.1 Sample fabrication

3.1.1 Growth

The samples are grown by molecular beam epitaxy on GaAs substrates. The growth begins with a 200 nm thick Al$_{0.5}$Ga$_{0.5}$As or a 300 nm thick Al$_{0.3}$Ga$_{0.7}$As etch stop layer, followed by a 60 nm thick highly doped bottom contact layer (GaAs, Si-doped, $n = 3 \times 10^{18}$ cm$^{-3}$), then typically 60 – 120 repetitions of the active region are deposited and finished by a highly doped top contact (GaAs, Si-doped, 60 nm with $n = 3.8 \times 10^{18}$ cm$^{-3}$ and InGaAs, 20 nm with $n = 2 \times 10^{19}$ cm$^{-3}$, Si-doped). The bottom contacts of the layers V303, N891, N892, N899, N908 differ in their thickness ($400 - 700$ nm) and doping level ($1 \times 10^{18}$ cm$^{-3}$ to $2 \times 10^{18}$ cm$^{-3}$).
Figure 3.1: Double metal laser fabrication. (a): Flip-chip process step of the active region. The sample and a hosting substrate are coated with gold, followed by waferbonding and substrate removal. (b): Top metallization of the double metal waveguides. The photolithography in negative resist is followed by a gold coating and lift-off. (c): Etching of the laser ridges. The etch mask is transferred into a positive resist and ridges are defined by wet etching.

### 3.1.2 Double metal ridge lasers

The double metal waveguide requires a flip-chip process, since the active region has to be sandwiched between two metallic layers [see Fig. 3.1(a)]. Samples with a size of typically 1 x 1 cm are cleaved. A sample with the grown epitaxial-layers, and a doped GaAs hosting substrate are coated with Ti/Au (5/500 nm). Both samples are aligned and pressed manually together with their gold surfaces touching. Then thermo-compression wafer-bonding [83] is carried out by heating of the sample to 300°C and applying a pressure of 4.5 MPa during
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45 minutes. After cooling the wafer-bonded sample down to room temperature, the original substrate is removed first by mechanical lapping, the remaining 50 μm are removed by a chemical etchant based on citric acid (Table A.1 on page 211). The Al$_x$Ga$_{1-x}$As layer acts as an etch stop layer for this etching solution when $x \geq 0.3$. The etch stop layer is removed by a non-selective phosphoric etchant for $x = 0.3$ or with highly selective pure hydrofluoric (HF) acid for the samples with $x = 0.5$. The active region is now up-side down, with a buried gold layer, on the hosting substrate.

The top metallization of the double metal waveguide is performed in the next process step [Fig. 3.1(b)]. A negative resist, such as the MAN1420, is used to define ridges by photolithography. The sample is then coated with Ti/Au (5/250 nm), followed by a lift-off in aceton.

Laser ridges are defined by wet etching [Fig. 3.1(c)]. The metallic defined ridges are covered with a positive resist mask (AZ1518). Etching is performed in a sulfuric acid etching solution (Table A.1). The sample is immersed parallel to the surface in the etchant, hold laterally by tweezers, and moved slowly back and forth, with a frequency of about 1 Hz. The sulfuric acid etchant is anisotropic. Depending on the orientation of the ridges in respect to the crystallographic orientation of GaAs, different etch profiles are obtained [84, 85]. Low frequency terahertz QCLs with the inward sloping profile have shown better performance than with the outward sloping profile. A possible reason is the more uniform current density in the active region or lower waveguide losses. After etching, the resist is removed with aceton. The process is finished by a not mandatory backside lapping to thin down the substrate to about 200 μm for improved thermal heat conductivity, followed by a Ti/Au (10/200 nm)
coating, required for mounting of the sample with an indium solder.

3.1.3 LC laser

As for the double metal laser process, the fabrication starts by metallization and bonding of the grown active region on a carrier substrate by thermo-compression wafer-bonding. The etch stop layer is a 200 nm thick Al$_{0.5}$Ga$_{0.5}$As layer. It is not removed, since it serves as electrical isolation layer for the bonding pad [Fig. 3.2(a)].

In a first process step the Al$_{0.5}$Ga$_{0.5}$As layer is etched in the areas where the LC laser resonators will be defined [Fig. 3.2(b)]. A positive resist (AZ1518) is used to mask the un-etched areas. A phosphoric acid based etchant is used (Table A.1). For an etch depth of 200 nm the etchant acts isotropic, the edges have an outward slope, required for the following metallization. Hydrofluoric acid could be used in principle for this etch step, with the advantage of good selectivity to GaAs, but with the drawback that it diffuses through the resist and the edges have not a suitable profile for continuous metallization.

In the next step, the top metallic layer is defined [Fig. 3.2(c)]. The negative resist MAN1420 can be used, but the image reversal resist AZ5214 leads to better results. Since very small features (down to 2 µm) have to be transferred into the resist, it is crucial that the resist is perfectly flat. The resist is naturally thicker at the edge of the sample, causing an edge bead problem that makes proper exposure during contact lithography difficult. The resist close to the edge of the sample can be removed in a first exposure—development step when working with the image reversal resist; a procedure that is impossible with negative resist. The photolithographic step is followed by coating, Ti/Au (5/350 nm), and lift-off.
Figure 3.2: LC laser fabrication. (a): Starting point is a waferbonded sample. The Al$_{0.5}$Ga$_{0.5}$As layer is not removed. (b): Partial etching of the Al$_{0.5}$Ga$_{0.5}$As layer for electrical pumping of the resonator. A positive resist is used for the definition of the etching mask. (c): Top gold metallization of the resonator and pad. An image reversal resist is used for the transfer of the mask by photolithography, followed by gold coating and lift-off. (d): Dry etching of the LC laser. Nitride deposition is followed by a positive resist photolithography, and dry etching of the nitride. The nitride mask is used for the dry etching step of the active region and afterwards removed with diluted HF.
The last process step consists in dry etching of the active region to define the LC resonator and pad structure [Fig. 3.2(d)]. A nitride mask is used for dry etching, therefore nitride is deposited on the whole sample in a PECVD at 120°C (Sec. A.3). A resist mask (AZ1518) that covers exactly the gold shape below the nitride is defined by photolithography. The resist mask is nominally 500 nm wider than the gold shape. Sub-micrometer precision alignment is absolutely crucial. The resist pattern is transferred to the nitride by dry etching in an RIE. The resist mask is removed in aceton, followed by dry etching of the active region in an ICP (Sec. A.3). Timing is important during this etching step, since ideally the active region is etched down to the buried gold layer, but stopped immediately before the latter is reached. Bad timing leads to sputter-etching of the gold layer, that covers the side walls of the LC laser with sputtered gold, resulting in high optical losses and electrical short cuts. After dry etching the nitride mask is removed in diluted hydrofluoric acid. Since hydrofluoric acid is an etchant for titanium and adhesion problems of the gold layer during wire bonding on the pad are observed, the nitride mask might possibly be removed in a safer way by an RIE etching of the nitride. Backside coating of the sample with Ti/Au (10/200 nm) finishes the process.

Further details on the processing parameters, especially the etching solutions, resists and plasma processing are found in the Appendix A.
3.2 Characterization

After processing, samples are cleaved, indium soldered on copper mounts and measured on the cold finger of a temperature-controlled helium flow cryostat, shown in Fig. 3.3. The finger of the cryostat is inserted in a vacuum shield that is equipped with windows for the terahertz.

3.2.1 Spectral characterization

A vacuum Fourier transform infrared (FTIR) spectrometer is used for spectral characterization of the samples. The FTIR is based on the Michelson-Moreley interferometer. The resolution is given by the optical path length difference between two interfering light beams. The interference signal is measured with a bolometer (from IRLabs) that has a noise equivalent power in the range of $pW/\sqrt{Hz}$ range. Measurements are carried out in cw mode or
pulsed mode laser operation using either the rapid scan or step scan acquisition mode of the FTIR. In the step scan mode a lock-in amplifier is used for a phase sensitive detection. Low resolution spectra are measured with a custom vacuum FTIR and high resolution spectra are measured with a Bruker Vertex 80V that has a maximum resolution of 0.075 cm\(^{-1}\). The custom vacuum FTIR and bolometer are described in reference [86].

### 3.2.2 Laser power characterization

The power and voltage versus current characterization of double metal lasers is carried with an absolute terahertz power meter from Thomas Keating Instruments. The power meter is based on an opto-acoustical detection of the power. The power meter head, shown in Fig. 3.4, comprises a closed air-filled cell formed by two closely-spaced parallel windows with a thin metal film in the gap between them. A known fraction (close to 50%) of the power of the incident beam is absorbed in the metal film, the remainder being partly transmitted through the cell and partly reflected from it. The beam is to be 100% amplitude-modulated either at its source or by a chopper placed in the path of the beam. The modulation frequency is to be in the range of 10 Hz to 50 Hz. The absorption of the power in the film produces modulated variations in the temperature of the film and of the layers of air in contact with the film. In turn this produces a modulation of the pressure in the cell which is detected by a pressure-transducer, measured by the lock-in amplifier. The modulated pressure change is closely proportional to the total absorbed power; it depends negligibly on the distribution of the absorbed power over the film. To calibrate the power meter, a measured amount of modulated ohmic power is generated in the film, by passing a modulated current through
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Since the power of the LC laser is in the pW to nW range, a bolometer is used for the measurement. The specified voltage/power response of the bolometer is used to convert the measured voltage into power units. Measurements are carried out in the custom FTIR setup, with the mirror at the zero path difference position.

For the measurements of the LC laser in the magnetic field, a helium cryostat with a superconducting coil (from Janis) is used. Measurements with magnetic fields up to 12 T or

Figure 3.4: Absolute power meter head from Thomas Keating Instruments.
even 14 T when employing the lambda plate refrigerator are possible. The insert probe is equipped by an InSb cyclotron resonance detector that is used for the power measurement in the magnetic field. For more details on the setup, the reader is referred to the detailed description in reference [87].

3.2.4 Reflection measurement

The measurement of the frequency dependent reflectivity is carried out using the Bruker Vertex 80V spectrometer with a broad-band mid-infrared glow bar source and a bolometer detector. The interference beam of the glow bar is coupled out of the FTIR, focussed on a sample with 2 inch off axis parabolic mirrors (#1 optics) and then measured with a bolometer. The incidence on the sample is at an angle of 45 degrees. A picture of the setup is shown in Fig. 3.5.
Figure 3.5: Picture of the reflection setup. The THz beam path is indicated in yellow. A cryostat (not shown) is used to place the sample in the focal point of the parabolic mirrors. The box containing the optics is purged with nitrogen to avoid the absorption of terahertz radiation by water vapor.
Chapter 4

Low frequency terahertz QCLs

4.1 Terahertz active region design

In a QCL, the population inversion is maximized by achieving the largest ratio of upper to lower lifetime $\tau_3/\tau_2$, a large injection efficiency in the upper state $\eta$, and a long upper state lifetime $\tau_3$. Three main classes of terahertz designs are distinguished and are shown in Fig. 4.1. In all schemes carrier injection is based on resonant tunneling from the lowest injector state into the upper state of the laser transition. The variety of different designs is impressive; at least ten active region designs have been published so far and will be discussed briefly: chirped super lattice, bound-to-continuum, bound-to-continuum with LO-phonon extraction, resonant phonon depopulation, step-well, two well, interlaced, bound-to-continuum with split injector, single quantum well, big well.

The active region of the first terahertz QCL is based on a chirped superlattice active region [32], in which population inversion between the two states at the edge of the minigap
Figure 4.1: (a): Population inversion is achieved due to a phase space argument with a miniband, (b): example of the bound-to-continuum design. (c): Population inversion is based on resonant tunneling followed by LO-phonon scattering, (d): example of the resonant phonon depopulation design. (e): Population inversion by combining the miniband approach with an LO-phonon scattering extraction, (f): example of the bound-to-continuum with LO-phonon extraction design.
between two minibands is obtained by a phase space argument shown in Fig. 4.1(a). The vertical radiative transition is characterized by a large dipole, but a relatively short upper state lifetime. The highest operation temperature achieved with this design is 75 K [88]. The main limitations in the performance, namely the poor slope efficiency and the low maximum operating temperature, are attributed to thermal backfilling of the lower miniband and a weak population inversion. In the bound-to-continuum design [89], the population inversion is achieved as well by a phase space argument, but in contrast to the chirped super lattice design, the isolated upper state in the minigap is created by a thin well adjacent to the injection barrier, shown in Fig. 4.1(b). The diagonal transition between the upper state and the miniband reduces the spatial overlap, enhancing the upper state lifetime and the population inversion. The bound-to-continuum approach yields devices with a very high slope efficiency and power at temperatures up to 40 K [90, 91]. However, the maximum operating temperature of these devices remains limited to about 100 K. For the miniband and bound-to-continuum approach to succeed, a miniband width much larger than the broadening of the individual levels $\Delta \gg \Gamma$ and larger than the thermal energy $\Delta > k_B T$ should be maintained. Since the miniband width is only in the order of 15 meV, these conditions are only satisfied at low temperature [92].

Coupling of the lower state of the laser transition by resonant tunneling to a very short-lived upper state of a nearby well allows a significant reduction of the lower state lifetime while preserving a long upper state lifetime [see Fig. 4.1(c)]. This idea is the basis of the resonant phonon depopulation design [93], shown in Fig. 4.1(d). The design has seen many variations [94, 95] and the current version has demonstrated the highest operating temperature of 186
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K achieved by a terahertz QCL [20]. The low lifetime of the upper level of the well following the active region is usually achieved by spacing the levels resonantly with the LO-phonon energy. The recently demonstrated step-well [96] aims for the reduction of the leakage current prior to alignment in the phonon depopulation design. A grading of the composition of the quantum well where the optical transition is located, efficiently reduces the coupling of the injector to other states prior to alignment. A low threshold current density of only 110 A/cm$^2$ for a phonon depopulation design is obtained with a maximal operation temperature of 123 K. In the so called two-well design [97] the sub-picosecond scattering time of the electrons in the lower state by LO-phonon scattering is exploited to obtain a robust population inversion, which does not rely on a resonant tunneling extraction of the carriers as in the resonant phonon depopulation based structures. Only three states are involved in the transport in this simple design, resulting in a photon-phonon-resonant tunneling transport scheme. The highest operation temperature achieved with this design is 125 K [98].

A third class of designs aims at combining the advantages of both approaches, illustrated in Fig. 4.1(e). The active stage is based on a bound-to-continuum transition. The miniband is coupled to an extractor quantum well that enables fast LO-phonon scattering [99], shown in Fig. 4.1(f). This architecture has the advantage of reducing the direct coupling between the upper state and the extractor well since they are physically separated by the length of the miniband region. A maximum operation temperature of 160 K is reported for the bound-to-continuum design with LO-phonon extraction, by optimization of the miniband [92]. A similar strategy is followed by the so-called interlaced design, where the chirped superlattice design is combined with an LO-phonon extraction stage [100]. The bound-to-continuum de-
sign with split injector [101] has been developed for low frequency operation and resembles to a scaled version of to the bound-to-continuum design with LO-phonon extraction, but the extraction stage is far from being on LO-phonon resonance.

Single quantum well active regions where population inversion is established between two successive levels, leading to a vertical intra-well optical transition, have been explored. Electrons are extracted from the lower state by resonant tunneling into a miniband. The single quantum well design is based on a population inversion between the first excited state and the ground state of the well [56]. In the so-called big well design a population inversion is established between the second and first excited state [102] or even between the third and second excited state [103]. The lifetimes of the higher excited states in the quantum well are very short. Scattering rates are efficiently quenched by applying a strong magnetic field perpendicular to the quantum wells, resulting in a three dimensional confinement of the electrons. Record threshold current densities below 1 A/cm$^2$ are observed [104]. The maximum operation temperature of a big well design is 75 K [105].

\section*{4.1.1 Active regions below 2 THz}

The extension of the operation range of QCL down to 1 THz is an important milestone for filling the terahertz gap with coherent sources. Different terahertz QCL designs have been explored for operation < 2 THz.

The bound-to-continuum based design is scaled down to 2 THz, with high peak powers up to 50 mW [91]. The miniband energy dispersion exceeds the photon energy. The advantages of this design are a good injection efficiency in the isolated upper state via resonant tunneling.
and a fast depopulation of the lower state via intra-miniband elastic scattering. The major challenge is to reduce the intersubband absorption and the leakage current prior to the alignment. Resonant cross absorption at the photon energy is reduced by spatially chirping the wavefunctions. However a very high absorption resonance at low energy is intrinsically related to the injector miniband and its high energy tail could constitute a fundamental issue for this design at even lower laser frequencies. No operation below 2 THz based on this design is reported.

The resonant phonon depopulation scheme with a one-well injector [106] efficiently reduces the intersubband absorption at low frequency, due to the lack of additional subbands in the one-well injector. Laser operation up to 110 K in pulsed mode is achieved at 1.9 THz. The major drawback of this design is the strong parasitic coupling of the injector state to the lower state of the laser transition prior to the alignment bias. To reduce this parasitic coupling thicker injector and collector barriers and a spatially diagonal radiative transition are employed. Marginal laser operation at 1.6 and 1.45 THz are achieved with this design, but the strong parasitic current channel to the lower state affects negatively the dynamic range, performance and further scaling possibilities [107].

The big well design is scaled successfully from 3.6 THz to 0.95 THz [105]. The requirement of a strong magnetic field being applied to the laser may limit potential applications of lasers based on this design.
4.2 Design of low frequency terahertz QCLs

4.2.1 Challenges below 2 THz

The challenges for terahertz QCL’s below 2 THz arise from the very low photon energy $E_{\text{ph}} < 8 \text{ meV}$. The energy spacing between the radiative states becomes comparable to the broadening of the states and to the energy coupling between states. The main challenges are listed below.

1. **Optical losses.** Low loss waveguides are of crucial importance. In a Drude bulk approximation the free carrier absorption has a $\lambda^2$ wavelength dependence and may introduce severe difficulties at long wavelengths, respectively low frequencies.

2. **Lifetimes.** The low energy separation between the radiative states makes lifetime engineering in the active region a difficult task. An efficient extraction of electrons from the lower radiative state is required with minimal reduction of the upper state lifetime. The scattering time from the upper to the lower state of the optical transition must be significantly larger than the lower state lifetime.

3. **Injection efficiency.** A necessary requirement for a sufficient population inversion is a large injection efficiency from the injector in the upper state compared to the parasitic channel from the injector to the lower state. The small energy spacing between the upper and lower radiative states is favoring parasitic injection in the lower state.

4. **Electrical stability.** The current at alignment must be larger than the maximum parasitic current prior to alignment. If this is not the case, the lasing condition would be
reached at an electrical instable working point, in the negative differential resistance region, and lasing is not possible. This problem may arise especially for designs with a very efficient extraction from the lower state.

### 4.2.2 Optical losses

The design of optical confinement structures was a key development in the extension of QCLs from the mid-infrared regime to longer wavelengths. This was due, in part, to the difficulty in scaling the dimensions of conventional dielectric waveguides up with increasing wavelength as well as the increase in free-carrier loss ($\alpha_{fc} \propto \lambda^2$) that occurs in the semiconductor cladding and active regions. Low loss waveguides for the terahertz have been demonstrated, however free-carrier absorption remains a severe issue for low frequency terahertz QCLs.

The Drude theory for the oscillation of an electron driven by an electric field predicts an attenuation proportional to the square of the wavelength for free carrier absorption [108]

$$\alpha_{fc} = \frac{N e^2 \lambda_0^2}{m^* 4\pi^2 n_{op} c^3 \varepsilon_0 \tau}$$

(4.2.1)

where $N$ is the electron concentration and $n_{op}$ the refractive index, $\tau$ is the relaxation time, $\lambda_0$ the free space wavelength, and $e$ the charge of the electron. Fig. 4.2 shows the computed free carrier absorption (assuming a unity confinement factor of the optical mode with the active region) as a function of the doping density. A doping density of $4e15$ cm$^{-3}$ can be considered as a typical doping density for terahertz QCLs. Clearly for frequencies below 2 THz, the free-carrier absorption losses are higher than the expected maximal available gain.
4.2.2 Optical losses

Figure 4.2: Computed free carrier absorption for different doping densities using the Drude model where the relaxation time is $\tau = 0.33$ ps.

in the active region.

The validity of using the Drude model to describe the absorption losses in the active region depends on the active region itself. The majority of electrons reside in the injector region and represent the main contribution to the absorption. If the injector region consists of several subbands that form a miniband, the Drude model of free carrier absorption can be considered as a good approximation. However, if the injector region consists of an isolated subband, the Drude model description is no longer adequate and intersubband absorption should be computed instead. Absorption of the electrons in the injector cannot be avoided, but bandstructure engineering allows to transfer the oscillator strength of the injector intersubband absorption on higher frequencies above the laser frequency. Fig. 4.3(a,b) illustrates the intersubband absorption from an injector, which is part of a miniband. As expected, a band with large intersubband absorption up to the energy corresponding to the miniband
Figure 4.3: (a): An example bandstructure where the injector is the lowest state of a miniband. The free carrier absorption is a good approximation to the intersubband absorption at low frequencies. (b): The computed intersubband absorption assuming all electrons are in the lowest state. (c): A bandstructure where the injector state is separated by an energy gap from the miniband. Both structures have an average doping density of $4.0 \times 10^{15}$ cm$^{-3}$. For the computation of the intersubband absorption a linewidth of 2 meV is assumed and correspondingly a relaxation time of $\tau = 0.33$ ps in the Drude model. The bandstructure in (a), starting from the right is: $3 \times (12.0/3.8)/12.0/3.0/14.0$. The bandstructure in (c) is identical up to the last well which is 28.0 nm wide. The figures in bold face represent the Al$_{0.1}$Ga$_{0.9}$As barriers.
4.2.3 Low frequency bandstructure

width is computed. Interestingly, the computed free carrier absorption for the same doping density gives a rather good approximation to the computed intersubband absorption. The key to overcome the large intersubband absorption at low frequency is to separate the injector by an energy offset from the miniband as shown in Fig. 4.3(c,d). The absorption band is shifted by the gap energy to higher frequencies and allows to get low absorption at low frequencies. An active region design must not only address the electron transport and population inversion, but also the design of the intersubband absorption. The latter is especially important for low frequency active regions, where the photon energy is close to the energy spacing of “auxiliary” levels in the injector and relaxation region.

4.2.3 Low frequency bandstructure

In previous terahertz designs, that aimed for operation below 2 THz, the injection efficiency represents a severe issue for the LO-phonon depopulation design, whereas backfilling and intersubband absorption affects the bound-to-continuum approach. The here proposed design for low frequency operation is based on the advantages of a bound-to-continuum scheme, but overcomes the problem of intersubband absorption and back-filling by separating energetically the injector from the miniband. A high injection efficiency is achieved by the split injector.

The bandstructure of the so called “bound-to-continuum with split injector” design for 1.7 THz is shown in Fig. 4.4 [101]. The energy gap splits the injector states from the miniband, allowing a well controlled injection process and reducing the possibility of backfilling. The two injector states are off-resonance prior to the alignment with the upper state, which
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Figure 4.4: Bandstructure for a 1.7 THz design. Self-consistent solution \((T = 50 \text{ K})\) of coupled Schroedinger and Poisson’s equations for an applied electric field of 2.1 kV/cm. The nominal layer sequence, starting from the injection barrier is (in nm): 5.9/15.3/1.0/17.7/1.3/16.6/1.7/13.9/3.9/26.8/3.5/21.4. The figures in bold face represent the \(\text{Al}_{0.1}\text{Ga}_{0.9}\text{As}\) barriers and the underlined layer is doped with \(\text{Si}\), \(1.0 \cdot 10^{16} \text{ cm}^{-3}\) in density. The doping level yields a sheet carrier density of \(2.7 \cdot 10^{10} \text{ cm}^{-2}\) and an average doping density of \(2.1 \cdot 10^{15} \text{ cm}^{-3}\).

reduces efficiently the parasitic current from the injector in the miniband. At injection resonance with the upper state, the injector states themselves are also in resonance, leading to a high injection efficiency in the upper state.

As discussed in the previous section, the intersubband absorption at the laser photon energy is minimized by means of the energy gap. Figure 4.5 shows the calculated intersubband absorption at different temperatures. The model assumes a thermal equilibrium distribution of the electrons starting from the injector. That equilibrium distribution represents a good approximation of the non-equilibrium electron distribution for the computation of the intersubband absorption, since in both cases most of the electrons reside in the injector. Two
highly absorbing regions above and below the laser frequency can be identified. They are separated by an absorption gap that originates from the energy gap between the injector and the miniband. The absorption above the laser frequency is due to absorption between injector and the miniband, whereas the absorption below the laser frequency is mainly due to absorption between the two injector states. The significant increase of the absorption at the photon energy at 100 K is due to thermally backfilled electrons in the active region.

The computed photon energy between states 8 and 6 is about 7 meV, corresponding to 1.7 THz, the miniband width is 8 meV and the energy gap 10 meV. The dipole matrix element $z_{86} = 10.1 \text{ nm}$ gives an oscillator strength of $f_{86} = 19$. The energy spacing between the two injector states is 1.6 meV and the energy splitting at resonance between injector and upper state is 0.6 meV.
Table 4.1: Computed scattering lifetimes for interface roughness, acoustical phonon, alloy disorder, and ionized impurity scattering. The lifetimes are in ps units. The electron temperature is 70 K, the lattice temperature 10 K and the scattering rates are computed for an in-plane energy of 6 meV.

### 4.2.4 Lifetimes

The advantage of the bound-to-continuum transition is the large phase space for electron scattering out of the upper and lower state of the optical transition, ensuring that the condition for population inversion $\tau_{86} > \tau_6$ is fulfilled [89, 109]. Scattering lifetimes are computed for the bandstructure shown in Fig. 4.4 at alignment bias.

Interface roughness scattering is computed according to Eq. 2.4.41. For the roughness following values are assumed: $\Delta = 0.3 \text{ nm}, \Lambda = 5.0 \text{ nm}$. Acoustical phonon scattering is computed in the elastic limit, using by Eq. 2.4.39 with $D = 13.5 \text{ eV}, c_l = 1.44 \times 10^{11} \text{ Nm}^{-2}$ and for a lattice temperature of 10 K. For the alloy disorder scattering Eq. 2.4.43 is used.

Ionized impurity scattering is computed according to Eq. 2.4.44 with an isotropic screening model where the screening wavevector is computed in the Debye approximation, Eq. 2.4.64 with an electron temperature of 70 K ($q_s = 2.15 \times 10^7 \text{ m}^{-1}$). All scattering lifetimes are computed for an electron with an initial in-plane kinetic energy of 6 meV which corresponds to a temperature of $\sim 70$ K. Interface roughness scattering lifetimes show a weak in-plane energy dependence, while acoustical phonon and alloy disorder scattering lifetimes don’t depend on the in-plane kinetic energy. Table 4.1 summarizes the computed lifetimes.

A direct consequence of the large scattering phase space is that all computed scattering
mechanisms are in favor of a population inversion since $\tau_{86} > \tau_6$. As expected, the alloy disorder scattering is very inefficient. Interface roughness scattering is more efficient than acoustical phonon scattering, at a lattice temperature of 10 K. But acoustical phonon scattering is equally efficient than interface roughness scattering at about 60 K, due to the linear dependence on the temperature. The strength of ionized impurity scattering decreases exponentially with the distance to the impurities. Injector and miniband states that extend into the doping region of the injector are the most affected by ionized impurity scattering.

It is important to note that the above computed lifetimes are the out-scattering lifetimes. The assumed in-plane kinetic energy of the electrons (6 meV) is in the order of the miniband width ($\sim$ 8 meV), therefore back-scattering into the lower state is a serious issue and must be considered for for the computation of the populations.

Scattering by emission of an LO-phonon is not allowed for electrons with an in-plane kinetic energy of 6 meV due to energy conservation. The total energy drop per active region is about 27 meV, therefore the possible intersubband transitions are spaced by less than the LO-phonon energy (36 meV). However hot electrons, with a large in-plane kinetic energy scatter efficiently by emission of an LO-phonon. LO-phonon emission is the most efficient energy relaxation mechanism for the electrons. Due to a simple energy balance argument a probability of 75% per period is estimated for an electron to emit an LO-phonon. Electron-electron scattering is not computed since it is by far the most challenging scattering mechanism to implement. For the doping densities considered in the present structure electron-electron scattering is not likely to be the dominant intersubband scattering mechanism but should be considered for a complete analysis. The authors in Ref. [110] have investigated theoreti-
Figure 4.6: Computed mode intensity for (a): a single plasmon waveguide at 3 THz, (b): a hybrid single plasmon waveguide at 1.9 THz with a 600 nm thick buried layer and a thinned down substrate, (c): a double-metal waveguide at 1 THz. For all 3 waveguides, the width of the top metallization is 200 µm.

cally and experimentally the electron-electron scattering rates in a quantum well structure in strong magnetic fields. The quantum well structure has a sheet doping of $3.4 \times 10^{10} \text{ cm}^{-2}$, that is comparable to the sheet doping of a terahertz QCL. The extrapolated electron-electron scattering time to zero magnetic field is $\tau_{ee}^{21} \sim 135 \text{ ps}$.

4.2.5 Terahertz waveguides

For frequencies below 2 THz the corresponding wavelength is longer than 150 µm in the vacuum. Traditional dielectric waveguides are unpractical because of the large cladding thickness required. Solutions rely on the use of metallic layers supporting surface plasmon modes. Two principal schemes have been developed to provide efficient optical resonators for terahertz QCL’s: single plasmon and double metal waveguides.
Single plasmon waveguide

This waveguide represented the key ingredient in the demonstration of the first THz QCL [32, 111]. The confinement of the electromagnetic wave is based on a metallic reflection at the top metallization and the quasimetallic confinement provided by a thin, heavily doped buried contact placed below the heterostructure. A two dimensional calculation of the mode intensity is reported in Fig. 4.6(a). The heterostructure has to be grown on a semi-insulating substrate. In this way the large part of the mode which overlaps with the substrate brings a very small contribution to the waveguide losses. The heavily doped (typically $0.8 - 2 \times 10^{18} \text{ cm}^{-3}$) buried layer has the double function of optically confine the mode and act as electrical contact. Because of the large and negative dielectric constant of the buried contact, the overlap factor between the field and this heavily doped region is very small. The main advantage of this waveguide resides in its quite high figure of merit (overlap divided by losses) in the $2-4 \text{ THz}$ region in combination with a facet reflectivity still close to the Fresnel one calculated via index mismatch [112] which eases the coupling to free space modes and yields a good far-field and high powers. This waveguide loses its efficiency as the photon energy is lowered: the longer wavelength has to accommodate the same epilayer thickness and the reduction of the dielectric constant of the active region pushes the mode towards the substrate reducing the overlap. Another general disadvantage of this waveguide is the non-optimal and non uniform ridge pumping due to the injection via the buried layer which shows significant in-plane resistance [90]. One possibility to still keep the single plasmon configuration at long wavelength is to rely on a mode which is bounded to the two metallic layers which constitute respectively the top contact and the back metallization of the sample.
If the semi-insulating substrate is properly thinned down to a thickness of about a 100 $\mu$m (the optimal thickness is wavelength dependent), the mode with the highest figure of merit is the one depicted in Fig. 4.6(b). In this way the active region still experiences a good overlap with the optical mode even if one big part of it is ”pulled” towards the lower metallization layer. This waveguide configuration has been successfully employed in the 1.9 THz laser of Ref. [104] and in the device of Ref. [91] at 2 THz. In fact this configuration represents an ”hybrid”: the two metals guiding the radiation as in a double-metal waveguide described below.

**Double metal waveguide**

The double metal waveguide is directly derived from the microstrip-line resonator widely employed in the microwave range. In this waveguide the active region is sandwiched between two metallic layers, typically Au, yielding an almost unity overlap factor. It has been first demonstrated in QCL at Mid-IR frequencies [113] and then widely employed in combination of resonant-phonon designs in the devices that have shown the highest temperature performance to-date [62]. Recently, Cu has been proficiently used to enhance the figure of merit of this waveguide setting the new limit in pulsed high temperature operation [20]. The main disadvantage of this waveguide is represented by the patterned far-field [112, 114] and the low power out-coupling due to the large impedance mismatch at the laser facet. The two-dimensional simulation of the mode intensity for a double metal resonator at 1 THz is plotted in Fig. 4.6(c). The confinement of the optical mode within the active region is close to unity.
Figure 4.7: Computed waveguide losses of a 200 µm wide and 14 µm thick, empty waveguide. The losses obtained by a 2D and 1D mode analysis are compared to the conduction losses of a microstrip-line using simple analytical microwave formula.

**Waveguide losses**

Double metal waveguides are in terms of the figure of merit the best waveguides for low frequency terahertz QCLs, and employed for all the low frequency lasers in this work. For this reason, only double metal waveguide losses are discussed in this section. The waveguide losses result from the finite conductivity of the metallic layers.

The waveguide losses are computed based on a 2D or 1D mode analysis. The commercial simulation software Comsol is used for the 2D mode analysis and a custom code for the 1D mode analysis. The active region is considered as a lossless dielectric with \( n = 3.6 \). The gold layers are modeled using measured values for the complex refractive index \([115, 116]\). The imaginary part of the refractive index accounts for the losses due to the finite conductivity of the metals. The metallic losses decrease at lower frequency due to the higher conductivity of the metals (Fig. 4.7). Mode analysis with a 1D or 2D solver leads to almost identical results for the metallic losses. A simple analytical expression for the conduction losses in
microstrip-lines [117], computed for the same waveguide geometry, predicts 20-25% higher losses with a $\sqrt{\omega}$ frequency dependence. For more details on the microstrip-line model, see appendix B.1.

Highly doped contact layers below the metal layers are required to minimize the Schottky barriers for current injection and electrical pumping of the active region. The additional losses due to free carrier absorption could be less than 0.3 cm$^{-1}$ in the 1 to 2 THz range with 100 nm thick contacts, doped to $4 \times 10^{18}$ cm$^{-3}$. Note that the lasers discussed in the next sections have thicker contacts, therefore the losses in the highly doped contact layers are slightly larger. Double metal mirror losses are very low due to the large impedance mismatch. They are typically in the range of 1 to 2 cm$^{-1}$ for the considered waveguide geometries and wavelengths.

The total optical losses below 2 THz in an active region embedded in a double-metal waveguide is obtained by the sum of the waveguide losses including free carrier absorption in the contacts (typically $\sim 5-10$ cm$^{-1}$) and the intersubband absorption. The intersubband absorption in the active region of the above presented bound-to-continuum with split injector design are lower than 10 cm$^{-1}$ for a doping density of $2 \times 10^{-15}$ cm$^{-1}$. The total optical losses are in the order of 20 cm$^{-1}$ and comparable to those in the 2–5 THz range [112].

4.3 QCL emitting from 1.6 to 1.8 THz

An active region consisting of 120 repetitions of the bandstructure shown in Fig. 4.4 has been grown. The wafer is labeled V303. Laser samples are processed as described in Sec.
3.1.2 and measured in the setup described in Sec. 3.2. The electrical and optical properties of different lasers from the same process are reproduced within typically 10 %, when care is taken that the facets are nicely cleaved, important for getting high output powers of double metal waveguide based lasers.

Laser action is observed between 1.6 and 1.8 THz. The power of a typical sample with Ti/Au contacts measured in pulsed and cw mode is shown in Fig. 4.8(a,b). The highest operation temperature in pulsed mode is 95 K, and for this sample 60 K in cw mode. Another sample of the same process is lasing up to 75 K in cw mode. The maximal cw output power at 10 K is 0.36 mW whereas the peak power in pulsed mode is 0.48 mW. The threshold current density in cw mode at 10 K is 116 A/cm².

The inset of Fig. 4.8(b) shows the current-voltage characteristic and the differential resistance. The applied voltage at threshold is 7.6 V and is more than twice the voltage that corresponds to the electric field at injection resonance (2.9 V). The Schottky barriers of the Ti/Au contacts are responsible for the large threshold voltage. Using alloyed contacts a threshold voltage of 3.8 V is measured. The cw performance of a sample with alloyed contacts (Ti/Ge/Au) is reported in Fig. 4.8(c). The lower power dissipation results in a higher cw operation temperature, 80 K for this sample. However the alloyed contacts used in this process are not optimized and introduce additional optical losses which explain the rather poor power performance.

The emission spectra of all devices show a strong Stark-shift [40] as a function of the applied voltage. Fig. 4.9(a) shows the spectra taken at different current densities of a typical device at 10 K. The center of mass of the emission spectrum tunes from roughly 1.6 THz to 1.8 THz.
Figure 4.8: (a): Pulsed mode and (b): cw measurements of a device with Ti/Au contacts. The sample is 1.07 mm long and 135 µm wide. The inset shows the voltage-current characteristic and the differential resistance at 10 K. For power measurements in cw mode a calibrated thermopile is used, and for pulsed mode measurement a pyro-electric detector. (c): cw measurement of a device with alloyed contacts. The sample is 1.32 mm long and 85 µm wide. The inset shows the voltage-current characteristic and the differential resistance at 10 K.
(6.6 to 7.4 meV) with the bias. Lasing occurs on Fabry-Perot modes of the cavity. Due to the very low emission frequency the tuning of the gain curve by the Stark-shift is more than 10 % of the center frequency. Laser emissions on modes in a frequency range of typically 0.1 THz is observed, in agreement with the gain linewidth of about 0.4 THz. The latter is assessed through the measurement of the spontaneous emission linewidth in Fig. 4.9(b). The wider emission spectrum at 160 A/cm² could be due to pulse chirp integrated by the low-pass bolometric detection.

Fig. 4.9(c) shows the spectral behavior of a typical sample as a function of the temperature (pulsed mode operation). With increasing temperature the threshold current density increases and hence the tunability decreases. At 50 K the center of mass of the emission energy is still tunable between 1.65 and 1.8 THz. At 95 K the emission spectra is centered at 1.8 THz.

The effective lifetime \( \tau_{\text{eff}} = \tau_3 (1 - \tau_2/\tau_{32}) \) is deduced from the equation for the threshold current density [Eq. 2.2.17] by calculating the waveguide losses and the gain cross section

\[
J_{\text{th}} = \frac{q}{\tau_{\text{eff}}} \frac{\alpha}{g_c}
\]

where \( \alpha \) are the total losses, \( J_{\text{th}} \) the threshold current density and \( g_c \) is the gain cross section given by Eq. 2.2.11

\[
g_c = \frac{4\pi \Gamma q^2 \varphi^2_{86}}{\varepsilon_0 n_{\text{eff}} \lambda 2\gamma_{86} L_p}
\]

where the confinement factor is \( \Gamma \sim 1 \). Waveguide losses of \( \alpha = 19 \text{ cm}^{-1} \) are obtained by summing intersubband absorption in the active region and empty waveguide losses due to
Figure 4.9: (a): Laser spectra at different current densities in pulsed mode for a typical device measured at 10 K. For the measurement a homebuild vacuum FTIR is used. (b): Spontaneous emission spectra from a long-side cleaved single plasmon waveguide ridge. The Lorentzian fit gives a full width at half maximum of 1.5 meV at 149 A/cm$^2$ respectively 1.6 meV at 172 A/cm$^2$. (c): Overview of the center of mass of the laser emission spectrum as a function of the temperature in pulsed mode. The colored area shows the accessible lasing frequencies.
the highly doped contact layers and gold contacts. The intersubband absorption in the active region is calculated at 50 K ($\alpha_{ISB} = 9 \text{ cm}^{-1}$). The empty waveguide losses are $\alpha_e = 10 \text{ cm}^{-1}$.

For the calculation of the gain cross section $2\gamma_{86} = 1.6 \text{ meV}$ is used for the full width at half maximum of the spontaneous emission [Fig. 4.9(b)]. For the effective lifetime $\tau_{eff} = 1.6 \text{ ps}$ is obtained. The measurement of the ratio of the differential resistance above and below threshold ($R_{d,S>0}/R_{d,S=0} = 0.69$) allows to deduce a lower state lifetime of $\tau_2 = 3.5 \text{ ps}$ according to Eq. 2.2.20

$$R_{d,S>0}/R_{d,S=0} = \frac{\tau_2}{\tau_{eff} + \tau_2}$$

The formula for the effective lifetime and the requirement $\tau_{32} \geq \tau_3$ yields an upper bound for the upper state lifetime of 5.1 ps. The deduced lower state lifetime is quite large compared to 1.1 ps of the bound-to-continuum design of reference [90]. The lower aluminium content in the barriers (10% instead of 15%) of the here described structure results in lower interface roughness scattering which could lead to longer lifetimes. The measured slope efficiency extracted from Fig. 4.8(a) is 4.3 mW/A. From the estimated mirror losses [112] of 1 cm$^{-1}$, a slope efficiency of 6.5 mW/A is calculated using Eq. 2.2.18

$$\frac{dP}{dI} = N_p \frac{h\nu}{q} \frac{\alpha_m}{\alpha_{tot}} \frac{\tau_{eff}}{\tau_{eff} + \tau_2}$$

The collection efficiency of the detector is not taken into account.

The large dynamic range reflects the efficient reduction of the current flow prior to alignment by the two injector states. The dynamic range $(J_{ndr} - J_{th})/J_{ndr}$ of the device shown in Fig. 4.8(a) is 43% and is larger than for other low frequency designs at $\sim 2 \text{ THz}$. A dynamic
range of 28% is measured for the bound-to-continuum design [91] and 21% for the resonant phonon depopulation design [106].

4.4 QCLs emitting from 1.2 to 1.6 THz

4.4.1 Bandstructure scaling

The bandstructure designed for 1.7 THz and shown in Fig. 4.4 has been scaled to higher frequencies (such as 1.9 THz). More interesting, it has been scaled to lower frequencies and enabled the demonstration of laser operation at frequencies as low as 1.2 THz. The energy spacing between the states is scaled by keeping the same shape of the wavefunctions. Special care is taken for quantum states which are lying close in energy and where the electron transport is dominated by resonant tunneling, which is the case for the two injector states and the upper state at alignment bias. In this case the energy splitting between the individual states is kept identical.

At low photon energy, the doped injector well cannot be narrowed sufficiently by keeping the coupling scheme of its excited state with the miniband and bringing the two injector states in resonance at the alignment bias. Therefore, the doping scheme is modified for the bandstructure designs below 1.6 THz with the benefit that the average potential drop between the two injector wells is increased, enabling a proper alignment of the two injector states at alignment bias, as shown in Fig. 4.10.

Drawbacks of this doping scheme are that the dopants are closer to the active region, which affects the broadening of the injector state and the upper state lifetime due to ionized
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Figure 4.10: Comparison of the injector region for the two different doping schemes. (a): A uniformly doped well is used for designs $\geq 1.7$ THz and a fractionally doped well is used for designs $\leq 1.5$ THz. The volume doping density is adjusted to provide the same nominal sheet density.

impurity scattering [30]. Furthermore the alignment of the injector states and the upper state is more sensitive to variations of the nominal doping during growth and depends on the electron distribution in the quantum states.

4.4.2 Laser characterization

The bandstructure of a laser designed for 1.5 THz is shown in Fig. 4.11(a). The grown sample is labeled N892. The second sample, N908, has an almost identical bandstructure and is designed for an emission of 1.3 THz.

The total losses of $25.2 \text{ cm}^{-1}$ for the 1.5 THz laser and $24.5 \text{ cm}^{-1}$ for the 1.3 THz laser are higher than the losses of the laser described in the previous section, due to a two times higher measured average doping density compared to the nominal doping density in the
Figure 4.11: (a): Self-consistent solution ($T = 50 \, K$) of coupled Schrödinger and Poisson equations for an applied electric field of 1.95 kV/cm for N892. The nominal layer sequence, starting from the injection barrier is (in nm): $5.1/17.4/1.0/18.4/1.3/17.4/1.8/14.9/2.9/19.2/10.0/3.3/22.0$. Al$_{0.1}$Ga$_{0.9}$As barriers are represented by bold face numbers and the underlined layer is doped with Si, $2.7 \cdot 10^{16}$ cm$^{-3}$ in density. The doping level yields a nominal sheet carrier density of $2.7 \cdot 10^{10}$ cm$^{-2}$ and an average doping density of $2 \cdot 10^{15}$ cm$^{-3}$. (b): Measured and simulated x-ray diffraction of the grown structure (N892).
active region of $\sim 4 \times 10^{-15}$ cm$^{-1}$. The waveguide losses, including the highly doped contact layers are $10.3$ cm$^{-1}$ for the 1.5 THz and $9.5$ cm$^{-1}$ for the 1.3 THz laser. The computed intersubband absorption using the measured doping values of the active region are $14.9$ cm$^{-1}$, respectively $15.0$ cm$^{-1}$ for the 1.5 THz, respectively 1.3 THz laser.

Both structures, are grown in the same run and under the same growth conditions by molecular beam epitaxy on GaAs substrates. The grown structures are verified by x-ray measurements. The relative variation of the thickness is -0.3% for the 1.5 THz and -0.9% for the 1.3 THz laser. Figure 4.11(b) shows the excellent agreement between measured and simulated x-ray diffraction of the grown structure N892. Samples are processed into double metal waveguides with non-alloyed Ti/Au contacts, then cleaved, indium soldered on copper mounts and measured on the cold finger of a helium flow cryostat.

Samples from the structure N892 are lasing from 1.34 THz ($\lambda = 224 \mu m$) to 1.58 THz ($\lambda = 190 \mu m$) and samples from the structure N908 are lasing from 1.2 THz ($\lambda = 250 \mu m$) to 1.32 THz ($\lambda = 227 \mu m$). Together these two structures cover the frequency range from 1.2 THz to 1.6 THz. Up to date, 1.2 THz is the lowest reported operation frequency for a QCL without a strong applied magnetic field [39].

Fig. 4.12 shows the power-current characteristics of a sample of the 1.5 THz laser. At 10 K the cw threshold current density is 286 A/cm$^2$ and the maximal cw power is 0.36 mW. Operation is observed up to 58 K in the cw mode and up to 80 K in the pulsed mode at a duty cycle of 5%. At a lower duty cycle (0.12%) the sample operates up to 84 K, shown in Fig. 4.14(c). Fig. 4.13 shows the power-current characteristics of a 1.3 THz laser. At 10 K the cw threshold current density is 291A/cm$^2$ and the maximal cw power is 117 $\mu$W.
Figure 4.12: (a): Pulsed and (b): cw power-current characteristics of a 1 mm long and 165 µm wide sample of the 1.5 THz laser (N892). The inset shows the voltage-current characteristic and differential resistance at 10 K. For the power measurement an absolute Terahertz power meter is used (Thomas Keating Instruments).
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Figure 4.13: (a): Pulsed and (b): cw power-current characteristics of a 1.4 mm long and 165 µm wide sample of the 1.3 THz laser (N908). The inset shows the voltage-current characteristic and differential resistance at 10 K.

Operation is observed up to 50 K in the cw mode and up to 65 K in the pulsed mode at a duty cycle of 5%. At a duty cycle of 0.12% the sample operates up to 69 K, shown in Fig. 4.14(c). The slope efficiency for the device of the 1.5 THz laser is 1.7 mW/A, and a slope efficiency of 1.24 mW/A is obtained for the 1.3 THz laser.

Cw laser spectra for the two devices are reported in Fig. 4.14(a) as a function of the applied bias. The spectra are measured with a custom vacuum Fourier transform infrared spectrometer. Both structures show a strong Stark-shift of the gain curve with the voltage. Lasing occurs on the Fabry-Perot modes of the cavity. The cavity length is chosen to get a wide mode spacing, having for selected voltages only one dominant mode. The strong Stark-shift reveals the diagonal nature of the transition and a relatively low ratio of the upper to lower state lifetime $\tau_{up}/\tau_{dn}$ [118]. A large ratio of the lifetimes would lead to a photon
controlled transport with pinning of the bias voltage above threshold and no significant Stark-shift [119].

The bandstructures of the 1.3 THz laser (N908) and the 1.5 THz laser (N892) are almost identical. The layer sequence of N908 differs only by a couple of monolayers in the first two quantum wells, which are slightly wider (18.2 nm and 18.6 nm instead of 17.4 nm and 18.4 nm), resulting in a lower lying upper state for N908. Compared to N892, the photon energy of N908 is smaller (4.9 meV instead of 5.7 meV) and the dipole is larger (11.3 nm instead of 10.8 nm), resulting in a only slightly lower oscillator strength (16.6 instead of 17.3).

Apart from the lower lasing frequency no significative difference of the laser and transport properties is expected. Under the assumption of identical intersubband scattering times and linewidth of the spontaneous emission the threshold current density is by Eq. 2.2.17

\[ J_{th} \propto \frac{\alpha_w}{g_c} \propto \frac{\alpha_w L}{f_{86}} \]

where \( \alpha_w \) are the waveguide losses, \( f_{86} \) the oscillator strength and \( L \) the length of the period. The calculated ratio of the threshold current densities is \( J_{th}^{N892}/J_{th}^{N908} = 0.92 \), very close to the measured ratio of 0.98. Fig 4.14(b) shows a comparison of the differential resistance of N892 and N908, clearly showing that the transport prior to the lasing threshold and at the threshold is almost identical. The striking difference of the maximal current density before misalignment is in strong contrast to the identical behavior up to the lasing threshold. The lower maximal current density in the 1.3 THz laser is attributed to the smaller anticrossing gap between the injector state and the upper state at injection resonance. The calculated anticrossing gap for the 1.3 THz laser at resonance is \( 2\hbar \Omega_{N908} = 0.54 \) meV compared to \( 2\hbar \Omega_{N892} = 0.63 \) meV for the 1.5 THz laser.

Fig. 4.14(c) shows the threshold current density of both structures as a function of the
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Figure 4.14: (a): Spectral characterization in the cw mode at 15 K of two devices, one from the 1.5 THz laser and the other from the 1.3 THz laser. Both samples are 1 mm long and 165 µm wide. (b): Comparison of the differential resistance in the cw mode at 10 K between the devices of Figure 4.12 and 4.13. (c): Threshold current density versus temperature in pulsed mode of the devices of Fig. 4.12 and 4.13. The solid lines are guides to the eye. The devices are operated at a very low duty cycle (0.12%) and the lasing threshold is detected with a bolometer.
temperature. The increase of the threshold current density is similar, suggesting that the maximum operating temperature of the 1.3 THz laser is not limited by the photon energy, but by the early misalignment.

### 4.5 Comparison of lasers from 2.1 - 1.2 THz

A systematic comparison of four different lasers which cover the frequency range from 2.1 to 1.2 THz is presented. The lasers have their center frequency at 1.9 THz (N891), 1.7 THz (N899), 1.5 THz (N892), and 1.3 THz (N908). These four lasers were grown by molecular beam epitaxy during the same run under the same growth conditions, which is an advantage for comparison. Table 4.2 on page 111 gives an overview on the four lasers. The layer N899 is similar in design and performance to the layer V303 which was grown in a different chamber by H. Beere in Cambridge [101]. The experimental data of layer N892, N908 and V303 have been discussed in detail in the two previous sections.

#### 4.5.1 Frequency coverage

The 1.9 THz laser and 1.7 THz are based on the bandstructure with a uniformly doped injector well, scaled to the desired photon energy. The 1.7 THz laser is a bi-stack structure with the designed gain curves of the two stacks shifted by 0.6 meV. The 1.5 THz and 1.3 THz laser are based on the bandstructure with the fractionally doped injector well, discussed in the previous section. Fig. 4.15(a) shows an overview of cw spectra of the four lasers. For each laser different spectra are measured at different voltages. Although the gain curve of
the lasers can be widely and continuously tuned by the Stark-shift, the lasing frequency is fixed by the optical modes of the cavity. The gain curve of each laser can be tuned in such a way that these four lasers cover together the frequency range from 2.1 to 1.2 THz. For the chosen dimensions of the cavities, the 1.5 THz and 1.3 THz lasers operate mostly on only one longitudinal cavity mode contrary to the 1.7 THz and 1.9 THz laser that show multimode operation for most of the voltages. Higher lateral modes in the 1.7 THz and 1.9 THz laser have low enough losses to lase due to the shorter wavelength.
4.5.2 Emitted power

Fig. 4.15(b) gives an overview on the measured power as a function of frequency of four lasers. The power is measured at 10 K in the cw mode. The optical cw power at 10K is only slightly lower than the peak power in pulsed mode. The power generated from each laser shows a strong frequency dependence due to the Stark-shift. The line indicates the trend of lower achieved power at lower frequency which results from a combination of a smaller slope efficiency, a smaller dynamic range and smaller mirror losses at lower frequencies.

The slope efficiency describes the efficiency of photon generation by pumping electrons through the laser and the out-coupling of the photons. It is given by Eq. 2.2.18

\[
\frac{dP}{dI} = N_p \frac{h\nu}{e} \frac{\alpha_m}{\alpha_w + \alpha_m \tau_{eff} + \tau_2}
\]

where \(\tau_{eff} = \tau_3(1 - \tau_2/\tau_32)\). In table 4.2 the measured values of the slope efficiency for these lasers are listed. There is a difference by roughly a factor of 4 between the slope efficiencies of the lasers lasing above 1.6 THz and those lasing below 1.6 THz.

The slope efficiency is proportional to the photon frequency and to the number of periods. The 1.5 THz and 1.3 THz lasers have significantly fewer periods, giving a lower slope efficiency due to less gain, but also due to the lower photon energy. Fewer periods results also in a thinner active region, and due to the subwavelength-confinement of the mode to a larger impedance mismatch between waveguide and free space, leading to higher facet reflectivity and by consequence lower mirror losses. In the considered regime of active region thickness and frequency, the slope efficiency has a strong dependence on the number of periods, but
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it is an easily adjustable parameter. For example the slope efficiency of the 1.5 THz laser is expected to be 1.7 times larger by only growing 25 additional periods, which would result in a total thickness of 15.4 $\mu$m of the active region. Independently from the thickness of the active region in the considered range, the impedance mismatch between waveguide and free space remains very high, resulting in the main limiting factor for the slope efficiency. For the whole set of devices the mirror losses are typically 10 times lower than the waveguide losses (Table 4.2). By improving the impedance matching, an order of magnitude higher slope efficiencies could potentially be achieved with the same active region.

The internal quantum efficiency $\eta_{int} = \tau_{eff}/(\tau_{eff} + \tau_2)$ is deduced from the measured slope efficiency. The internal quantum efficiency doesn’t show a significant decrease with frequency (Table 4.2).

The dynamic range affects the total power which is generated by the laser. It is defined by

$$D_r = \frac{J_{max} - J_{th}}{J_{max}}$$

(4.5.2)

The dynamic range of the 1.5 THz and especially for 1.3 THz laser are significantly smaller than those of the 1.7 THz and 1.9 THz laser (Table 4.2), also contributing to the lower total power obtained at lower frequency.

4.5.3 Temperature performance

The threshold current density of the four lasers as a function of the temperature is shown in Fig. 4.16(a). All four lasers show a negligible increase of the threshold current density up
Figure 4.16: Temperature performance of four lasers. (a): Threshold current density as a function of temperature measured in pulsed mode at a very low duty cycle (0.12%). The lasing threshold is detected with a bolometer. (b): The threshold current density normalized by the maximum current density $J_{\text{max}}$ at 5 K. The dynamic range at 5 K is displayed on the left axis.
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to 50 K, followed by a relatively strong increase up to the maximal operation temperature. The highest operation temperature of 100 K is reached by the 1.9 THz laser.

The threshold current density normalized to the maximal current at injection resonance $J_{\text{max}}$ at 5 K is shown in Fig. 4.16(b). It allows a more easy comparison among the four lasers which have different threshold current densities and dynamic ranges. The dynamic range at 5 K can be read on the left axis. The normalized threshold current density of the different lasers shows a similar increase with temperature. There is an apparent link between the dynamic range at 5 K and the maximal operating temperature. The graph suggests that the lower maximal operating temperature of the lasers at lower frequency is rather related to the smaller dynamic range at 5 K than to the lower photon energy. The maximal current $J_{\text{max}}$ increases with the temperature therefore the normalized threshold current density exceeds unity at higher temperatures. At the highest operating temperature of the 1.9 THz and 1.7 THz laser, the maximal current $J_{\text{max}}$ increases by about 12%, indicating that in these lasers the upper state lifetime decreases with the temperature (see Sec. 2.2.5).

The reason for the increase of the threshold current density with temperature is still not well understood and could be due to different mechanisms. Decrease of the upper state lifetime may be a reason, but also the broadening of the states could increase with temperature due to higher in plane scattering which would lead to a larger linewidth, lower gain cross section and a lower injection selectivity. The intersubband absorption and free carrier absorption might as well increase with the temperature. In Sec. 6.3.2 indications for a temperature activated current leakage channel prior to the alignment is found. At higher temperature the onset of injection in the upper state occurs at larger current densities, reducing therefore
4.5.4 Waveguide losses

Waveguide losses are calculated for the four lasers according to the description in Section 4.2.5. For the calculation of the intersubband absorption the doping values measured by capacitive measurements [120] and reported in Table 4.2 are used. The measured average doping in the active region is about twice the intentional doping.

Fig. 4.17(a) shows the calculated waveguide losses for all four lasers. Due to loss engineering via the bandstructure and the waveguide, the losses do not show a $\lambda^2$ increase with the frequency, which would be expected if free carrier losses were dominating in the structure. There is still a slight, but not dramatic, increase of the losses with the wavelength.

The threshold current density depends on the waveguide losses. In a three level model the
threshold current density is given by Eq. 2.2.17

$$J_{th} = \frac{e}{\tau_{\text{eff}}} \frac{\alpha_{\text{tot}}}{g_c}$$

where the total losses $\alpha_{\text{tot}}$ are the sum of waveguide and mirror losses and $g_c$ is the gain cross section. Under the assumption of identical intersubband scattering times and linewidth of the spontaneous emission, the threshold current density $J_{th}$ reads, $J_{th} \propto \alpha_w L_p/f_{\text{osc}}$, where $\alpha_w$ are the waveguide losses, $f_{\text{osc}}$ the oscillator strength, and $L_p$ the length of the period. The mirror losses are one order of magnitude smaller than the waveguide losses and are neglected. The computed values of $\alpha_w L_p/f_{\text{osc}}$ are compared in Fig. 4.17(b) to the measured threshold current densities, showing a good qualitative agreement. For the lasers below 1.6 THz a significantly higher threshold current density is predicted than for those above 1.6 THz, in full agreement with the measurements. The higher threshold is a combination of higher losses and lower oscillator strength, underlining the importance of optimizing the waveguide losses. However this simple model shows a qualitative discrepancy for the threshold current density of the 1.7 THz laser when compared to the 1.9 THz laser. This difference in the threshold current density of these two lasers might be related to the injection efficiency, as discussed further in Sec. 4.5.6.

### 4.5.5 Lifetimes

The laser performance depends crucially on the lifetimes of the intersubband levels. Although lifetimes are not directly measurable, the lifetime ratio $\tau_{\text{eff}}/(\tau_{\text{eff}} + \tau_2)$, which represents the
internal quantum efficiency of the laser transition, can be deduced from measurements. The slope efficiency is related to the internal quantum efficiency by Eq. 2.2.18 and its value can then bring informations on the lifetime ratio. Another possibility is offered by the measurement of the differential resistance. The ratio of the differential resistance above and below threshold is related to the internal quantum efficiency by Eq. 2.2.20

\[ \frac{R_{d,S>0}}{R_{d,S=0}} = 1 - \frac{\tau_{eff}}{\tau_{eff} + \tau_2} \]

Both methods allow to deduce a lower limit of the internal quantum efficiency, shown in Fig. 4.18. An additional series resistance would lead to an underestimation of the internal quantum efficiency by the technique of the differential resistance, whereas the non-unity collection efficiency of the power measurement setup leads to an underestimation by the technique of the slope efficiency. Taking the data obtained from the differential resistance as a reference, a power collection efficiency of 50% is estimated for the optical setup.
The internal quantum efficiencies obtained by both methods are plotted in Fig. 4.18 and decrease as the laser frequency is lowered; the population inversion degrades. However the decrease is not dramatic and doesn’t scale with the energy spacing between upper and lower state which varies from 8 to 5 meV for the considered lasers. Still a sizeable population inversion should be achievable at even lower frequencies if the injection selectivity is guaranteed.

### 4.5.6 Injection efficiency

The electronic injection efficiency in the upper lasing level is not accessible from a direct measurement. However a careful analysis of the lasers transport properties gives indications on the injection efficiency. Fig. 4.19(a) shows the current-voltage ($I - V$) characteristics of the four lasers. The large discontinuity in the $I - V$ characteristics is due to the region of negative differential resistance after the injection resonance. The differential resistance in the low voltage regime is not very steep, especially for the 1.5 THz and 1.3 THz lasers, indicating an strong electron transport through the structure prior to alignment.

The differential resistance is obtained by a differentiation of the $I - V$ curve and is shown for the 1.9 THz laser in Fig. 4.19(b). The differential resistance reveals two humps in the low current regime due to injection resonances from the injector state to miniband states. The alignment of the injector state with the upper state starts after the second hump. In this picture, the injection efficiency in the upper state vanishes in the low current regime and increases only after the second hump.

Fig. 4.19(c) shows a comparison of the differential resistance of the 1.9 THz and 1.7 THz
Figure 4.19: Comparison of transport properties of four lasers. The same lasers as in Fig. 4.15(b) are used, the dimension of all lasers are 1 mm x 165 µm. (a): $I - V$ curves of the lasers (a constant voltage drop due to Schottky barrier has been subtracted). (b): $I - V$ curve of the 1.9 THz laser and its differential resistance, obtained by a differentiation of the $I - V$ curve. Different transport regimes are identified. At low current, electrons are injected in miniband states, at higher current electrons are injected in the upper state. (c): Comparison of the differential resistance of the 1.9 THz and 1.7 THz lasers and (d): differential resistance of the 1.5 THz and 1.3 THz lasers.
laser. To compare the two lasers, since each one has a different current density range, separate $x$ and $y$-axis are used. The $x$-axis of the 1.7 THz laser is scaled by 0.72 and accordingly, the $y$-axis by $1/0.72$, compared to the 1.9 THz laser. The almost perfect overlap of the features in the differential resistance and threshold suggest nearly identical lifetimes and transport regimes in the two structures. Since the threshold current densities do not follow the prediction (see Fig. 4.17) it may be argued that the threshold condition in this case is affected by the injection efficiency leading to voltage-controlled device [121]. This may explain the quite different threshold current densities displayed by these two lasers ($J_{th}^{1.9 \text{THz}} = 203 \text{ A/cm}^2$, $J_{th}^{1.7 \text{THz}} = 144 \text{ A/cm}^2$). The scaling factor for the current which is used in Fig. 4.19(c) is mainly due to the doping which is indeed 20% lower in the 1.7 THz than in the 1.9 THz laser.

The differential resistances of the 1.5 THz and 1.3 THz lasers, shown in Fig. 4.19(d), look very similar. The lower maximal current density of the 1.3 THz laser is attributed to the smaller energy splitting $2\hbar\Omega$ between the injector state and the upper state at injection resonance, and possibly also to the 10% lower doping in the 1.3 THz laser, resulting in a smaller dynamic range. The absence of humps together with the less steep $I-V$ curves and lower differential resistance in the low current regime point towards a large non-resonant scattering channel from the injector state to the miniband prior to alignment. The overall injection selectivity of the injector is reduced in the 1.5 THz and 1.3 THz laser compared to the lasers at 1.7 THz and 1.9 THz. A gradual decrease of the injection selectivity with lower frequencies is expected due to lower energy spacings between the electronic states. However, the very different transport properties of the 1.5 THz and 1.3 THz lasers suggest that the
Application of a 1.5 THz QCL

Abrupt decrease of the injection selectivity is rather related to the modified doping profile than to the downscaled energies. The doping in the 1.5 THz and 1.3 THz lasers, is closer to the injector well and active region. Stronger intrasubband ionized impurity scattering in the injector leads to a broader injector state and might be responsible for a lower injection selectivity in the upper state. Also, during the growth of the structures the dopants migrate in the growth direction resulting in a shift and smearing out of the doping profile [122]. The alignment of the bandstructure crucially depends on the self-consistent calculation of the potential with the nominal doping profile. A different effective doping profile may affect the proper alignment of the injector states.

4.6 Application of a 1.5 THz QCL

Heterodyne receivers up to about 1.5 THz [123] or 2 THz [124] have been demonstrated based on solid state multiplier chains as local oscillators. At higher frequencies, only local oscillators based on optically pumped gas lasers [125], limited to selected, fixed frequency operation, or multiplied backward-wave oscillator sources [126], limited to a narrow tuning range, have demonstrated successful operation in heterodyne receivers. The high output power (≥ 100 µW) makes QCLs very attractive as potential local oscillators, in particular for array receiver applications.

A 1.5 THz quantum cascade laser (QCL) has been investigated as a local oscillator in the context of the development of terahertz receivers for the Stratospheric Observatory for Infrared Astronomy (SOFIA) [127], through a collaboration between ETH and the Universität
Figure 4.20: Figure reprinted from Ref. [128]. (a): Phase lock of a QCL at 1.46 THz. The QCL is mixed on a hot electron bolometer with a reference signal produced by a Gunn oscillator followed by a Schottky frequency doubler and a superlattice harmonic generator. (b): The line width in the spectrum is limited by the resolution bandwidth (100 Hz) of the spectrum analyzer.

zu Köln [128]. Phase locked QCL operation and its use as a local oscillator source in a heterodyne receiver have been demonstrated [129].

The reference signal for the QCL phase lock is generated by a phase locked Gunn oscillator at 121.7 GHz, followed by a conventional Schottky frequency doubler and a superlattice device, which creates the 12th harmonic of the Gunn signal near 1460 GHz [Fig. 4.20(a)]. This signal is mixed with the QCL on the hot electron bolometer. The beat signal is compared with a quartz oscillator in a digital PLL circuit, which produces the drive voltage for the QCL. Due to its smooth voltage tunability, the laser can be stabilized to a line width $\leq$ 100 Hz [Fig. 4.20(b)]. The receiver noise temperature with the QCL local oscillator is identical to the noise temperature obtained with a frequency multiplier chain local oscillator.
4.7 Conclusions

A bound-to-continuum bandstructure with split injector has been developed for low frequency terahertz QCLs. The main advantage of this bandstructure is the low intersubband absorption at the lasing frequency due to the minigap. The large scattering phase space due to the miniband results in a favorable condition for population inversion for all considered scattering mechanisms. A good injection efficiency at alignment bias is obtained due to the split-injector.

A series of terahertz QCLs has been developed to cover the frequency range from 2.1 to 1.2 THz, and demonstrating the lowest operation frequency of a terahertz QCL without a strong applied magnetic field. The identified limiting mechanism for scaling to lower frequencies is the injection efficiency. The lower energy spacing between the upper and lower state leads to a decrease of the injection efficiency for lower frequencies. In addition, the modified doping profile used for the QCLs below 1.6 THz is suspected to increase the broadening of the injector state resulting in a strong non-selective leakage channel prior to alignment. No indications for a drastic increase of the optical losses, nor a dramatic decrease of the internal quantum efficiency, that reflects the lifetimes, are found.
<table>
<thead>
<tr>
<th>Frequency, THz</th>
<th>1.9</th>
<th>1.7</th>
<th>1.5</th>
<th>1.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layer</td>
<td>N891</td>
<td>N899</td>
<td>N892</td>
<td>N908</td>
</tr>
<tr>
<td>Energy splitting $2\hbar\Omega$, meV</td>
<td>0.67</td>
<td>0.67</td>
<td>0.63</td>
<td>0.54</td>
</tr>
<tr>
<td>Thickness of AR, $\mu$m</td>
<td>14.2</td>
<td>15.9</td>
<td>12.1</td>
<td>12.2</td>
</tr>
<tr>
<td>Number of periods</td>
<td>110</td>
<td>2 $\times$ 60</td>
<td>85</td>
<td>85</td>
</tr>
<tr>
<td>Period length, nm</td>
<td>122.8</td>
<td>126.8</td>
<td>134.7</td>
<td>135.7</td>
</tr>
<tr>
<td>Oscillator strength</td>
<td>18.9</td>
<td>18.9</td>
<td>17.3</td>
<td>16.6</td>
</tr>
<tr>
<td>Carrier density, $10^{10}$ cm$^{-2}$</td>
<td>2.6</td>
<td>2.2</td>
<td>2.7</td>
<td>2.7</td>
</tr>
<tr>
<td>Avg. doping, $10^{15}$ cm$^{-3}$</td>
<td>2.1</td>
<td>1.7</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Facet Reflectivity</td>
<td>0.80</td>
<td>0.80</td>
<td>0.86</td>
<td>0.88</td>
</tr>
<tr>
<td>$\alpha_{T=50K}^{SB}$, cm$^{-1}$</td>
<td>12.0</td>
<td>10.5</td>
<td>14.9</td>
<td>15.0</td>
</tr>
<tr>
<td>$\alpha_{w}^{empty}$, cm$^{-1}$</td>
<td>8.3</td>
<td>8.3</td>
<td>10.3</td>
<td>9.5</td>
</tr>
<tr>
<td>W.guide losses $\alpha_{w}^{tot}$, cm$^{-1}$</td>
<td>20.3</td>
<td>18.8</td>
<td>25.2</td>
<td>24.5</td>
</tr>
<tr>
<td>Mirror losses, $L=1$ mm, cm$^{-1}$</td>
<td>2.2</td>
<td>2.2</td>
<td>1.5</td>
<td>1.3</td>
</tr>
<tr>
<td>Slope efficiency, mW/A</td>
<td>7.2</td>
<td>7.1</td>
<td>2.0</td>
<td>1.7</td>
</tr>
<tr>
<td>Threshold current, A/cm$^2$</td>
<td>203</td>
<td>144</td>
<td>289</td>
<td>293</td>
</tr>
<tr>
<td>Maximum current, A/cm$^2$</td>
<td>380</td>
<td>273</td>
<td>426</td>
<td>341</td>
</tr>
<tr>
<td>Dynamic range</td>
<td>0.46</td>
<td>0.47</td>
<td>0.32</td>
<td>0.14</td>
</tr>
<tr>
<td>Stark-shift of gain, meV</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.6</td>
</tr>
<tr>
<td>$T_{max}$, K</td>
<td>100</td>
<td>97</td>
<td>84</td>
<td>69</td>
</tr>
<tr>
<td>Avg. doping, $10^{15}$ cm$^{-3}$</td>
<td>4.06</td>
<td>3.45</td>
<td>3.99</td>
<td>3.61</td>
</tr>
<tr>
<td>$R_{d,S&gt;0}/R_{d,S=0}$</td>
<td>0.68</td>
<td>0.70</td>
<td>0.72</td>
<td>0.76</td>
</tr>
<tr>
<td>Internal quantum efficiency</td>
<td>0.17</td>
<td>0.16</td>
<td>0.14</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Table 4.2: Summary of some characteristics of the four bound-to-continuum lasers with split injector. Calculated values and design parameters are shown above the double line, measured and deduced values below. The internal quantum efficiency is deduced from the measured value of the slope efficiency.
Chapter 5

Magneto-transport of low frequency QCLs

5.1 Magneto-transport

Already before the demonstration of the first QCL, it has been suggested that the application of a magnetic field perpendicular to the quantum well layers could dramatically reduce the non-radiative scattering rate of intersubband transitions. Upon the application of the magnetic field, the in-plane parabolic dispersion relation of the subbands breaks into discrete sets of equidistant Landau levels. Thus, when the magnetic field strength is chosen appropriately, it is possible to forbid the various non-radiative intersubband transition processes due to the new energy conservation requirement [130]. On the other hand, the intersubband scattering rate shows a resonant enhancement if the Landau levels corresponding to different subbands are aligned. The first experimental demonstration of elastic transport
Magneto-transport resonances in a superlattice that stem from the interplay between electric and magnetic field is presented in Ref. [131]. In these experiments, elastic scattering with ionized background impurities and with layer fluctuations are the main mechanisms assisting resonant transport in the low temperature range. In an analytical theory it was shown that resonant intersubband scattering associated with the alignment of staircases of Landau levels corresponding to different subbands results in magneto-intersubband oscillations of the conductivity of a two dimensional electron gas occupying two subbands. The required large moment transfer for intersubband scattering is enabled by short-range disorder, such as interface roughness or impurities, close to the electron gas [132].

5.1.1 The Hamiltonian

A multi-quantum well system immersed in a perpendicular magnetic field (along the $z$ direction) is shown in Fig. 5.1(a). The Hamiltonian for the electrons writes as [40]

$$\left( \frac{\mathbf{p}^2 + eA}{2m^*} + V(z) + g^* \mu_B \sigma B \right) \Psi(x, y, z) = E \Psi(x, y, z)$$ (5.1.1)

$\sigma$ is the Pauli operator for the spin, $\mu_B$ is the Bohr magneton and $g^*$ the effective Landé factor. The Landau gauge is employed for the vector potential $A = (-By, 0, 0)$, corresponding to a magnetic field along the $z$ direction $B = (0, 0, B)$. It turns out that the solution can be written as $\Psi(x, y, z) = \psi(z) \Phi(x, y)$, where $\psi(z)$ the solution of the one-dimensional
5.1.1 The Hamiltonian

![Figure 5.1: (a): Multi-quantum well system in a strong perpendicular magnetic field. (b): The parabolic in plane dispersion relation breaks up into a set of equidistant Landau levels in the magnetic field.](image)

Schrödinger equation without magnetic field

\[
\left(-\hbar \frac{d^2}{2m^* dz^2} + V(z)\right) \psi(z) = E\psi(z)
\]  

The solution for \( \Phi(x, y) \) is expressed with the Hermite polynomials \( H_n \) in the \( y \) direction

\[
\Phi(x, y) = e^{ik_x x} (2^n n! \sqrt{\pi} l_B)^{-1/2} e^{-\frac{(y-y_0)^2}{2l_B^2}} H_n \left( \frac{y-y_0}{l_B} \right)
\]

where \( l_B = \sqrt{\hbar/(eB)} \) is the magnetic length that represents the width of the ground state of a Landau level. The Landau levels form a discrete energy spectrum and are given by

\[
E_n = E_z + \hbar \omega_c \left( n + \frac{1}{2} \right) \pm \frac{1}{2} g^* \mu_B B \quad n = 0, 1, 2, ...
\]

where \( \omega_c = eB/m^* \) is the cyclotron energy. For GaAs \( \hbar\omega_c / B = 1.73 \text{ meV/T} \). Non-parabolicity effects are neglected in this expression and also the spin degree of freedom is neglected in the
following, since in GaAs $g^* = -0.44$ and therefore the spin splitting at 12 T is only about 0.6 meV, well inside the broadening of the Landau levels. Therefore

$$E_n = E_z + \hbar \omega_c \left( n + \frac{1}{2} \right) \quad n = 0, 1, 2, ... \quad (5.1.5)$$

Fig. 5.1(b) illustrates the continuous energy spectrum of a parabolic subband that breaks into a set of equidistant Landau levels in the magnetic field.

### 5.1.2 Transport in the magnetic field

In the magnetic field, the scattering rate between Landau levels of corresponding subbands is quenched. The energy conservation requirement reduces the number of possible scattering processes due to the discrete energy spectrum in the magnetic field. However for particular values of the magnetic field, corresponding to Landau level resonances, the scattering rate is enhanced. At resonance, the cyclotron energy $\hbar \omega_c$ is related to the corresponding subband energy spacing $\Delta E_{21}$ by

$$\Delta E_{21} = n\hbar \omega_c \quad n = 1, 2, 3, ... \quad (5.1.6)$$

Fig. 5.2(a,b) shows the situation where the elastic scattering is quenched due to an off-resonance condition, and the situation where elastic single electron scattering is allowed, corresponding to a Landau level resonance. It is important to note that at resonance coherent tunneling of levels with different Landau indices is forbidden, while tunneling assisted by
5.1.2 Transport in the magnetic field

The application of a perpendicular magnetic field to a QCL allows to manipulate the scattering rates of the intersubband transitions. The upper level of the lasing transition represents a bottleneck for the electron transport in the active region due to its long lifetime. The lifetime modulation of the upper subband by the magnetic field results therefore in particularly strong modulations of the total current through the QCL active region. The study of the current variations as a function of the magnetic field at fixed bias allows a spectroscopical inspection of the energy levels and contains informations on the scattering mechanisms in the QCL active region. Furthermore the magnetic field can be used to enhance the upper state lifetime through an off-resonance condition.

Magnetic field enhanced emission has been observed in terahertz quantum cascade emitters before the demonstration of the first terahertz QCL [134, 135]. Pronounced oscillations in output power and threshold current density is observed in terahertz QCLs in perpendicular
magnetic fields [136]. For particular values of the magnetic field a reduction of the threshold current density and a simultaneous enhancement of the laser emission intensity are observed in Ref. [76, 137] and many others. QCLs with threshold current densities as low as 1 A/cm\(^2\) have been demonstrated in high magnetic fields [102, 104]. In those QCLs, the active region is based on a wide quantum well and population inversion is achieved between the second and first excited state. The upper state lifetime is increased by an off-resonance condition, while the lower state lifetime is simultaneously decreased by a Landau resonance condition.

In Ref. [138] laser operation up to 225 K at 3 THz of a resonant phonon depopulation design is observed through the suppression of non-radiative scattering in strong magnetic fields.

Studies of the laser properties and transport in the magnetic field allows to highlight the different scattering mechanisms in QCLs. The emitted power and magnetoresistance as a function of the magnetic field shows a modulation of the electron lifetime due to inelastic and elastic scattering mechanisms [71]. The role of interface roughness scattering in bound-to-continuum structures is pointed out in Ref. [76, 139] and magneto-transport measurements provide evidence that elastic scattering limits the lifetime of a four well terahertz QCL at low temperatures [75].

In the present work the magnetic field is used as an analytical tool for the study of QCL active regions. Magneto-transport studies of bound-to-continuum based lasers allow to deduce the relative injection efficiency in the upper state of the lasing transition. On non-lasing bound-to-continuum structures, magnetic field studies of the Landau level resonances allow to verify the transition energy and to reach laser operation at high magnetic fields through the enhancement of the upper state lifetime.
5.1.3 Elastic current

The 1.5 THz laser (N892) has been characterized in the magnetic field. Fig. 5.3(a) shows the measured power as a function of the threshold current density and the magnetic field. The decrease in the threshold current density with increasing magnetic fields is similar to what has been measured on other bound to continuum structures in Ref. [76]. The suppression of lasing at about 3.5 Tesla is due to the Landau level resonance condition between the upper and lower subband with $\Delta E_{21} = h\omega_c$. Fig. 5.3(b) shows the current density versus
magnetic field characteristics $J(B)$ at constant voltage. A clear increase in the current density is observed at the Landau level resonance due to elastic scattering between the upper and lower state of the optical transition. The possible elastic scattering mechanisms are interface roughness, ionized impurity, alloy disorder and electron-electron scattering. A so-called elastic current $J_{\text{elast}}$ is extracted from the Landau level resonance, as shown in Fig. 5.3(c). The elastic current is related to the upper state population by

$$J_{\text{elast}} = \frac{J_{\text{up}} \tau_{\text{up}}}{\tau_{\text{elast}}}$$  \hspace{1cm} (5.1.7)

$\tau_{\text{up}}$ is the total upper state lifetime and $J_{\text{up}}$ is the current that is injected into the upper state, which is related to the total measured current density by the injection efficiency $J_{\text{up}} = \eta_{\text{inj}} J$. The ratio of the elastic to the total current density is then proportional to the injection efficiency

$$\frac{J_{\text{elast}}}{J} = \frac{\tau_{\text{up}}}{\tau_{\text{elast}}} \eta_{\text{inj}}$$  \hspace{1cm} (5.1.8)

The elastic current can be extracted from magneto-transport measurements. For the relation 5.1.8 to be useful, it is important that the lifetimes $\tau_{\text{up}}$ and $\tau_{\text{elast}}$ are constant when the injection efficiency is non-zero. This condition can be considered as fulfilled. The elastic current is extracted along a Landau level resonance. The bias dependence of the upper and lower state of the radiative transition is negligible, once that the alignment regime is reached. Therefore the scattering mechanisms and lifetimes are approximately constant with the bias.
The elastic current is extracted as indicated in Fig. 5.3(c) schematically. Fig. 5.3(d) shows an overview on the magneto-transport data. The second derivative of the current by the magnetic field \( \frac{d^2 I}{dB^2} \) allows to identify immediately the resonances through the black areas in the image plot. The lasing regime of the laser can be identified, since the threshold results in a change of the differential resistance. In conclusion, the relative injection efficiency into the upper state can be obtained by a simple analysis of the magneto-transport data.

### 5.1.4 Injection efficiency of low frequency QCLs

The technique described in the previous paragraph to deduce the relative injection efficiency is applied to the low frequency bound-to-continuum lasers. Three lasers have been investigated and compared, with frequencies of 1.7 THz (V303), 1.5 THz (N892) and 1.3 THz (N908). The relative injection efficiency for these three lasers as a function of the voltage is shown in Fig. 5.4(a,c,e). All three lasers show a similar behavior: the injection efficiency is zero below a certain voltage value, then it rises and reaches a maximal value close to the NDR voltage. At low bias, electrons are injected from the injector directly into the miniband, completely bypassing the upper state. The injection efficiency into the upper state starts after the bias that corresponds to the injection resonance of the injector state into the highest miniband state. The energy levels of the bandstructure as a function of the electric field are shown in Fig. 5.4(b,d,f). The injection resonance in the highest miniband state is marked with the first blue point. Beyond this bias, the injection efficiency increases and reaches a maximum at the injection resonance with the upper state (second blue point). Before the maximal injection efficiency is reached, electrons are injected in the miniband.
Figure 5.4: Relative injection efficiencies and corresponding simulation of the energy levels in the bandstructure of three lasers. The energy levels are obtained using one period and assuming weak coupling between the periods. At zero bias, the energy levels are degenerate, corresponding to two neighboring periods. The electric field lifts the degeneracy and rises the states of one period in respect to the other. The blue points indicate injection resonance into the highest level of the miniband and in the upper state.
5.1.5 Comparison of the 1.5 and 1.3 THz laser

Figure 5.5: (a): Relative injection efficiency of the 1.5 THz and 1.3 THz laser as a function of the current density. (b): Properties of the two lasers without magnetic field.

and represent an important leakage channel. This so-called wrong injection channel - from the injector into the lower state of the lasing transition - is very active at low bias, but loses its strength at the design electric field [47].

5.1.5 Comparison of the 1.5 and 1.3 THz laser

The bandstructure of the 1.5 THz and 1.3 THz laser differs only by a couple of monolayers in the first two quantum wells. As a consequence, the photon energy is smaller, but the maximal dynamic range is only 14% for the 1.3 THz laser compared to 32% for the 1.5 THz laser. A comparison of the relative injection efficiency as a function of the current density (along the Landau level resonance) is shown in Fig. 5.5. The regime of maximum injection
Towards a 1 THz laser

Figure 5.6: (a): Bandstructure of a 1.1 THz design. Self-consistent solution \( (T = 50 \text{ K}) \) of coupled Schroedinger and Poisson’s equations for an applied electric field of 1.4 kV/cm. The nominal layer sequence, starting from the injection barrier is (in nm): 4.9/20.0/1.0/21.2/1.3/19.1/1.8/17.7/2.9/29.9/2.3/3.7/2.2/19.8. The figures in bold face represent the Al\(_{0.1}\)Ga\(_{0.9}\)As barriers and the underlined layers are doped with Si, 5.0·10\(^{16}\) cm\(^{-3}\) in density. The doping level yields a sheet carrier density of 4.1·10\(^{10}\) cm\(^{-2}\) and an average doping density of 2.8·10\(^{15}\) cm\(^{-3}\). (b): Measured voltage versus current characteristics and the differential resistance. The onset of the NDR is indicated with a dashed line.

Efficiency is followed immediately by the NDR in the 1.3 THz laser, whereas the 1.5 THz laser remains electrically stable at the maximum injection efficiency and in addition, the NDR starts not exactly at maximum injection efficiency, but later. This difference might originate from the different coupling of the two injector states with the upper state as has been speculated in Sec. 4.4.2.
5.2 Towards a 1 THz laser

5.2.1 Scaling to 1.1 THz

The design of the 1.1 THz laser is based on a downscaled version of the 1.5 THz laser. A similar doping scheme is used to assure a proper alignment of the two injector states at injection resonance into the upper state. However the dopants are closer to the active region than in the 1.5 THz laser. The bandstructure is shown in Fig. 5.6(a) and the layer sequence is given in the figure caption. The dashed line indicates the doped area. At a field of 1.4 kV/cm the dipole is $z_{76} = 13$ nm and the transition energy is $E_{76} = 4.3$ meV. The period length is $L = 147.8$ nm. Processed samples have been measured, but no laser operation is observed. The electrical characteristics are shown in Fig. 5.6(b). An NDR region is identified at about 4.8 V.

A sample has been characterized in the magnetic field. The magneto-transport data is shown in Fig. 5.7(a). A transition with a strong Stark shift is identified through the Landau resonance corresponding to a cyclotron energy of $\sim 5$ meV. Furthermore lasing action is identified through the change in the differential resistance at the threshold. The corresponding areas at about 4 T and from 7.5 -11 T are indicated in Fig. 5.7(a). Optical characterization at a field of 9 T is shown in Fig. 5.7(c,d). The laser threshold is at 5 V and lasing stops at 6 V. The corresponding spectra show emission at 1.1 THz. The relative injection efficiency indicates clearly that the injection into the upper state starts at 4 V with a maximum injection efficiency at about 5.5 V. The early NDR at 4.8 V is attributed to the mis-alignment of the injector with the miniband. The injection resonance of the injector with the upper state
Towards a 1 THz laser

Figure 5.7: (a): Magneto-transport, showing the second derivation of the current by the magnetic field $d^2I/dB^2$. The blue areas indicate the lasing region. (b): The extracted relative injection efficiency. (c): The measured intensity versus the current at a field of 9T and (d): the measured spectra at different currents.
5.2.2 Scaling to 1.0 THz

is at an electrically unstable working point and falls in the NDR region, due to the strong
current channel prior to alignment. The current prior to alignment is quenched efficiently
through the applied magnetic field, leading to an electrically stable operation at the injection
resonance and hence to laser operation. The low field current maxima observed at about
4 V and 7 T might correspond to the Landau resonance of the miniband with the injector
states.

The most likely explanation is that ionized impurity scattering leads to a broadening of the
injector state and favors a broad non-selective injection. The strong current channel prior
to alignment is responsible for the unstable working point at injection resonance.

5.2.2 Scaling to 1.0 THz

The 1.0 THz design is again a scaled version of the 1.5 THz laser. The doping scheme
is similar, and is used to assure a proper alignment of the two injector states at injection
resonance into the upper state. The bandstructure is shown in Fig. 5.8(a) and the layer
sequence is given in the figure caption. The dashed line indicates the doped area. At a
field of 1.8 kV/cm the dipole is $z_{86} = 11.1$ nm and the transition energy is $E_{86} = 4.5$ meV.
Processed samples have been measured, but no laser operation is observed. The electrical
characteristics are shown in Fig. 5.8(b). The NDR occurs at 6 V. An average doping density
of $2.2 \times 10^{15} \text{ cm}^{-3}$ is determined with a capacitive measurement. The measured doping
density corresponds to 60% of the nominal doping.

Magneto-transport measurement of a sample has been carried out. Fig. 5.9(a) shows the
measured emission intensity versus the magnetic field and voltage. Laser emission is ob-
Figure 5.8: (a): Bandstructure of a 1.0 THz design. Self-consistent solution ($T = 50$ K) of coupled Schroedinger and Poisson’s equations for an applied electric field of 1.8 kV/cm. The nominal layer sequence, starting from the injection barrier is (in nm): $4.0/21.2/1.0/18.3/1.4/17.2/2.0/15.1/2.5/19.2/8.0/3.3/23.2$. The figures in bold face represent the Al$_{0.1}$Ga$_{0.9}$As barriers and the underlined layers are doped with Si, $6.3 \cdot 10^{16}$ cm$^{-3}$ in density. The doping level yields a sheet carrier density of $5.0 \cdot 10^{10}$ cm$^{-2}$ and an average doping density of $3.7 \cdot 10^{15}$ cm$^{-3}$. The nominal period length is 136.4 nm. (b): Measured voltage versus current characteristics and the differential resistance. (c): From capacitive measurements an average doping level of $2.2 \cdot 10^{15}$ cm$^{-3}$ and a period length of 139.6 nm is deduced.
5.2.2 Scaling to 1.0 THz

Figure 5.9: (a): Measured emission intensity as a function of the magnetic field and voltage. (b): Electrical characterization and measured intensity at $B = 8.5$T. (c): Measured spectrum at $B = 8.5$T.
Towards a 1 THz laser served at high magnetic fields, above 7 T. A clear emission maxima is observed at 8.5 Tesla, corresponding to a cyclotron energy of 14.7 meV. A Landau resonance in the injector well might lead to an efficient extraction of electrons from the lower state at this magnetic field value. Fig. 5.9(b) shows the voltage and intensity versus the current at a magnetic field of 8.5 T. The laser emission occurs in the NDR region, pointing out that the observed NDR corresponds to the mis-alignment of the parasitic current injection into the miniband. The magnetic field is quenching the non-radiative transitions; the NDR is less pronounced at 8.5 T than without magnetic field. Similar to the laser at 1.1 THz, the magnetic field allows to stabilize the bandstructure electrically at the design bias, through a decrease of the current prior to alignment into the miniband states. Laser emission close to 1.0 THz is observed at 8.5 T and shown in Fig. 5.9(c).

Again the 1.0 THz design suffers from the strong current channel prior to alignment. In addition the lower average doping could affect the proper alignment of the injector states leading to a less efficient injection into the upper state.

### 5.2.3 4 well laser at 1.2 THz

The bandstructure in Fig. 5.10(a) is designed with the objective to increase the injection efficiency into the upper state and stabilize the structure at the design bias. For this reason the injector doublet has been reduced to one injector state [106]. Furthermore the active region has been shortened by one well leading to a miniband with three instead of four states. The resulting bandstructure reassembles to a scaled version of the 4 well laser - but without the phonon extraction resonance - [140]. The injector well is doped symmetrically,
Figure 5.10: (a): Bandstructure of a 1.2 THz design. Self-consistent solution \((T = 50 \text{ K})\) of coupled Schroedinger and Poisson’s equations for an applied electric field of 1.8 kV/cm. The nominal layer sequence, starting from the injection barrier is (in nm): \textcolor{red}{4.6}/\textcolor{blue}{19.6}/\textcolor{green}{1.0}/\textcolor{purple}{19.4}/\textcolor{yellow}{1.8}/\textcolor{olive}{17.0}/\textcolor{brown}{2.8}/\textcolor{gray}{65}/\textcolor{black}{60}/\textcolor{cyan}{70}/\textcolor{magenta}{60}/\textcolor{blue}{65}. The figures in bold face represent the Al\textsubscript{0.1}Ga\textsubscript{0.9}As barriers and the underlined layers are doped with Si, \(5.0 \times 10^{16} \text{ cm}^{-3}\) in density. The doping level yields a sheet carrier density of \(6.0 \times 10^{10} \text{ cm}^{-2}\) and an average doping density of \(6.1 \times 10^{15} \text{ cm}^{-3}\). (b): From capacitive measurements an average doping level of \(3.3 \times 10^{15} \text{ cm}^{-3}\) and a period length of 99.7 nm is deduced. (c): Measured voltage versus current characteristics and the differential resistance.
avoiding the center of the well and the region close to the injector barrier. At the alignment bias, the computed photon energy is $E_{54} = 5.6$ meV, and the dipole is $z = 10.1$ nm. From capacitive measurements an average doping density of $3.3 \times 10^{15}$ cm$^{-3}$ is deduced, that is about 54% of the nominal doping. No laser operation is observed without magnetic field.

The measured voltage versus current characteristics and the differential resistance are shown in Fig. 5.10(c). A weak NDR region is identified at a bias of 6 V.

Magneto-transport studies are carried out on a sample of this layer. Fig. 5.11(a) shows an overview. Lasing operation is achieved above a magnetic field of 6 T. The relative injection efficiency is deduced from the Landau resonance close to 5 meV between the upper and

---

**Figure 5.11:** (a): Magneto-transport showing the second derivative of the current by the magnetic field $d^2 I / dB^2$. The lasing area is indicated by a red oval. (b): The relative injection efficiency extracted along the Landau level resonance at about 5 meV. (c): Optical characterization at a magnetic field of 12 T. (d): Spectra measured at 12 T.
lower lasing level, shown in Fig. 5.11(b). The injection efficiency is maximal at 5 V, fully in agreement with the maximal emission measured at a voltage of 5 V at 12 T in Fig. 5.11(c). The lasing frequency is close to 1.2 THz, shown in Fig. 5.11(d). In contrast to the 1.1 THz and 1.0 THz laser, this laser is stable at the design bias. However the gain without magnetic field is not high enough to reach threshold. The lower doping level shouldn’t affect the proper alignment of the bandstructure, however it lowers the maximal achievable gain in the structure. The lifetime of the lower state might be longer, since the scattering phase space is reduced, compared to the other bound-to-continuum structures with four miniband states and the extraction resonance could be a bottle-neck in this structure. An indication for this hypothesis is that the maximal gain is achieved prior to injection resonance and the onset of the NDR. The lower state lifetime could be affected by the alignment of the miniband states with the excited state of the injector well.

5.3 Conclusions

The relative injection efficiency is extracted from magneto-transport measurements of low frequency terahertz QCLs. Three laser designs aiming the frequency range below 1.2 THz have been investigated. They do not show laser operation without magnetic field, but in the magnetic field laser operation is observed. The limiting mechanisms are studied through magneto-transport measurements. The 1.1 THz and 1.0 THz laser are based on a downscaled bound-to-continuum design with split injector. For both lasers, the alignment bias corresponds to an electrically unstable bias due to the strong current channel prior to alignment.
Ionized doping scattering of the injector state is suspected for non-selective injection. The 1.2 THz laser is based on a four well design. The structure is electrically stable at the alignment bias. However the population inversion is not strong enough. A possible explanation is a longer lower state lifetime due to the reduced scattering phase space of the miniband. Future designs based on the bound-to-continuum design with split injector should address the doping issue. A doping profile similar to the lasers operating above 1.6 THz should be re-adopted. To increase the injection selectivity, thicker injector barriers could be considered as well. On the other hand, an optimization of the four well design, in particular the extraction resonance, might lead to low frequency operation with this design.
Chapter 6

The lumped circuit Laser

6.1 Introduction

6.1.1 Microcavity lasers

An optical microcavity is characterized by its ability to confine an optical mode into a small volume. A key number is the effective mode volume \( V_{\text{eff}} \) taken by the energy density of the oscillating electric field. The normalized mode volume for various microcavity lasers is shown in Fig. 6.1.

The minimal mode volume that can be achieved based on dielectric confinement is in the order of \( \sim 2(\lambda/2n_{\text{eff}})^3 \), where \( \lambda \) is the wavelength, and \( n_{\text{eff}} \) is the effective refractive index [149]. Microcavity lasers with mode volumes close to this limit have been demonstrated. At telecom wavelength \( (\lambda = 1.5\mu\text{m}) \) an optically pumped microcavity laser formed from a single defect in a two-dimensional photonic crystal with a mode volume of only \( 2.5(\lambda/2n_{\text{eff}})^3 \) and a quality factor \( Q = 250 \) has been reported [145]. An electrically driven single mode photonic
band gap laser has been demonstrated as well, with a mode volume of $5.5(\lambda/2n_{eff})^3$ and a quality factor of $Q > 2500$ [142].

Smaller mode volumes are achieved with metallic confinement. Metallic boundaries prevent out-leaking of modes that are subject to a sub-wavelength confinement. Electrically pumped, metallic disc lasers have been demonstrated in the terahertz range with mode volumes of $\geq 5.6(\lambda/2n_{eff})^3$ and a typical quality factor of 80 [141, 150, 151]. At $\lambda = 1.4\mu m$, an electrically pumped laser has been reported, based on a cylindrical metallic cavity that has a mode volume of $0.38(\lambda/2n_{eff})^3$, well below the limit of dielectric confinement and a quality factor $Q > 140$ [146].

Even higher confinement and smaller mode volumes are achieved by exploiting explicitly
the plasmonic nature of metals. A strong sub-wavelength confinement in two dimensions has been realized, using an optically pumped nanowire close to a silver surface to make use of the confinement by surface plasmons. The laser has a quality factor of about 27 and is lasing at $\lambda = 490$ nm [152]. A gold nanoparticle has been used as a nano-antenna for the enhancement of the fluorescence emission of a single molecule [153]. Recently a group has claimed the demonstration of an optically pumped nanolaser based on the plasmonic nanoparticle resonance of a gold nanoparticle embedded in a dye-doped silica shell. A mode volume of about $0.008(\lambda/2n_{eff})^3$ and a quality factor of 15 at an emission wavelength of $\lambda = 530$ nm is reported [147].

The LC laser uses a circuit approach to obtain a sub-wavelength mode confinement [148]. LC laser stands for inductor-capacitor laser. Inspired from electronics, a resonant lumped circuit resonator comprising an inductor and a capacitor is designed at terahertz frequencies. The active medium of a QCL is embedded between the capacitor plates. Fig. 6.2 shows the comparison of an electronic oscillator and the principle of the LC laser. Both are based
on a lumped circuit inductor-capacitor resonator. But while a transistor is used to amplify the current in the electronic oscillator, the electric field between the capacitor plates in the LC laser is amplified by stimulated emission of radiation. By concept the LC laser is sub-wavelength sized and should be scalable at will in principle. The circuit approach in optics is not new; the lumped circuit element approach at optical frequencies was proposed by Engheta [154] and passive resonant electronic circuits are commonly used in metamaterials.

### 6.1.2 Metamaterials

From the electromagnetic point of view, the wavelength $\lambda$, determines whether a collection of atoms or other objects can be considered as an effective material. The effective electromagnetic parameters $\varepsilon$ and $\mu$ need not to arise strictly from the response of atoms or molecules. Any collection of objects whose size and spacing are much smaller than $\lambda$ can be described by an effective $\varepsilon$ and $\mu$ [156]. In metamaterials with simultaneous negative $\varepsilon$ and $\mu$ the group and phase velocities point in opposite directions, therefore called negative index material. They don’t exist naturally. Their properties have been investigated theoretically.
Metamaterials from the microwave to the visible spectrum have been realized by building large arrays of a unit cell consisting of a sub-wavelength sized metallic structure. A frequently used structure is the split ring resonator (SRR) [159]. Metamaterials with magnetic and electric response in the terahertz range [160, 161] and even up to the near-infrared range [155] have been demonstrated. An example of a sub-wavelength planar cell that is used for magnetic response at 100 THz is shown in Fig. 6.3. The metallic structure behaves as a resonant electronic circuit. Similar, the concept of the LC laser relies on a resonant electronic circuit at optical frequencies, but in contrast to metamaterials it is an active device. The LC laser can be seen as implementing gain in one cell of a LC circuit based metamaterial [162].
6.2 LC resonator

6.2.1 From the ideal to the real device

An ideal LC resonator that fits the requirements for the implementation of a gain medium between the capacitor plates is shown in figure 6.4(a). It consists of two capacitors and an inductor wire that connects the two capacitors. Two capacitors are required since the active region between the capacitor plates is pumped electrically. In the simplest scheme, with only one capacitor and one inductor, the pump bias would be shorted. A terahertz QCL active gain medium is inserted between the capacitor plates. The electric field between the capacitor plates is perpendicular to the layers in the active region that define the quantum wells and therefore couples to the intersubband transition. The target frequency for the resonator is 1.5 THz, corresponding to a free space wavelength of 200 $\mu$m.

An LC resonator is by concept sub-wavelength sized. Fabrication of such a device with a free standing wire is possible (using direct laser writing [163]), but not a trivial task. For a proof of principle, a simpler geometry is preferred as shown in Fig. 6.4(b). A planar implemen-
tation of the inductor is chosen. The capacitors are half-circular shaped. The precise shape of the capacitors is not relevant. The half-circular shape has been chosen for fabrication reasons and to have an high mode overlap with the active region. Gold is chosen for the metallic parts. The length of the resonator is $30 \, \mu m$ and the thickness of the active region is $8 \, \mu m$. The dielectric around the resonator is removed by etching. Although an etching step is not absolutely required, it is a preferred situation since it increases the confinement of the optical mode to the active region.

The resonator is characterized by the resonance frequency, the quality factor due to ohmic and radiative losses, the mode volume and the overlap factor of the mode with the active region. Three models are considered with different degrees of complexity to address the relevant parameters of the resonator. With a simple model the resonance frequency is estimated. A 3D fullwave simulation allows to compute the fields and all relevant parameters, on the expense of time consuming simulations and demanding computation powers. Finally, an analytic microwave model is developed, for a fast and efficient computation of the resonance frequency and the ohmic losses.

### 6.2.2 Simple model of the LC resonator

The scope of the simple model is to estimate the resonance frequency of the LC resonator.

The electrical values of the capacitor and inductor are computed with simple well-known formulas. The half-circular shaped capacitors are treated as ideal planar capacitors, applying the formula

$$ C = \varepsilon_0 \varepsilon \frac{A}{d} $$
Figure 6.5: (a) A section through a coaxial cable and a section through the inductor of the LC resonator. Identification of $r_1$ and $r_2$ allows to consider the inductor of the LC resonator as an unrolled coaxial cable. (b): The inductor length is measured to the center of mass of the capacitor plate.

where $A$ is the surface of the capacitor plate and $d$ the distance between the plates. $\varepsilon$ is the relative dielectric constant of the semiconductor sandwiched between the plates. For Gallium Arsenide a value of $\varepsilon = 12.96$ is used.

A rough estimate of the inductance is obtained when considering the inductor wire as an unrolled coaxial cable as shown in Fig. 6.5(a). The formula for the inductance of a coaxial cable is

$$L = \frac{\mu_0 l}{2\pi} \ln \left( \frac{r_2}{r_1} \right)$$

where $r_2$ is the outer and $r_1$ is the inner radius of the coaxial cable, and $l$ is the length of the inductor, measured to the center of mass of the capacitor plate [Fig. 6.5(b)]. The planar inductor’s width $w$ is related to $r_1$ and $r_2$ by: $w = 2\pi r_1$ and $r_2 = r_1 + d$, where $d$ is the thickness of the active region.

The resonance frequency of the resonator is obtained by the formula for a LC circuit

$$f = \frac{1}{2\pi \sqrt{LC}}$$
6.2.3 Fullwave simulation

The symmetry requires to compute only the $L$ and $C$ values of the half resonator, since the full resonator has then twice the inductance but half the capacitance, leading to the same resonance frequency. The equivalent $L$ and $C$ values and the resonance frequency of the LC resonator in Fig. 6.4(b) are $L = 4.79$ pH, $C = 2.25$ fF and $f = 1.53$ THz.

6.2.3 Fullwave simulation

3D fullwave simulations of the LC resonator are carried out using the commercial software package Comsol [164]. Comsol allows to model and solve problems that are based on partial differential equations, such as electromagnetic problems. To solve numerically the partial differential equations, Comsol uses the finite element method, where the volume is divided into subdomains, called finite elements. The software runs the finite element analysis together with adaptive meshing and error control using a variety of numerical solvers.

Eigenmode analysis and harmonic propagation are used to compute the resonance frequency of the LC resonator and the losses. Two loss mechanisms are identified; ohmic losses in the metal layers and radiative losses. The losses are quantified by their respective quality factors $Q$. The $Q$ is related to the photon lifetime $\tau_p$ by $Q = \omega \tau_p$ and to the losses by $Q = \omega / (\alpha \tilde{c})$, where $\tilde{c}$ is the velocity of light in the material.

**Resonance frequency**

The resonance frequency of the LC resonator is efficiently and accurately calculated using eigenmode analysis. The LC resonator is simulated with the ground plane, and embedded into a spherical space limited by scattering boundary conditions. Since the mode is strongly
Figure 6.6: Eigenvalue simulation to determine the resonance frequency of the LC resonator. If the metal layers of the LC resonator are modeled using the optical parameters of the metal, the ohmic $Q$ can be determined.

confined to the resonator, the boundary conditions are not affecting the resonance frequency of the mode. The metallic layers of the LC resonator are modeled as perfect electrical conductors (PECs), which can also be defined as internal boundary conditions in the model. Fig. 6.6 shows a schematic of the simulation. The eigenfrequency, electric and magnetic fields are computed fast and precise in about 1 minute using a computer with a modern processor.

**Ohmic losses**

Ohmic losses are computed carrying out again an eigenmode analysis, but the metal layers are modeled as a real metal, using the complex refractive index of gold (Au) at the resonance frequency of the resonator. The eigenfrequency analysis solves for the eigenfrequency of the LC resonator. Since the resonator involves losses, the time-harmonic representation of the
6.2.3 Fullwave simulation

fields includes a complex parameter in the phase

$$E(r, t) = \Re\{E(r)e^{-\lambda t}\}$$ (6.2.1)

where the eigenvalue is \((-\lambda) = \delta + i\omega\). The imaginary part represents the eigenfrequency, and the real part is responsible for the damping. The quality factor \(Q\) is derived from the eigenfrequency and damping

$$Q = \frac{\omega}{2|\delta|}$$ (6.2.2)

Since the scattering boundary condition is used, part of the radiation leaves the resonator, adding additional losses (Fig. 6.6). Therefore the simulation is run twice, once with the metal layers modeled as perfect electrical conductors to determine the \(Q\) corresponding to the radiation losses through the outer boundaries, then the simulation is run again with the metal layers modeled as gold. A comparison allows to determine the net ohmic \(Q\). The simulation using the optical parameters of gold is very demanding. The skin depth in gold at 1.5 THz is about 50 nm, requiring a very fine meshing of the gold layers that results in a large required memory and a long computation time. A simulation limited by 16 GB of memory takes 1-2 hours. For the complex refractive index of gold \(\hat{n} = n - ik\), the values \(n = 431\) and \(k = 543\) are used at 1.5 THz. These values are determined with the Drude model based on the parameters of reference [116]. Comsol uses the convention of a \(e^{i\omega t}\) dependence of the time harmonic fields, therefore the minus sign in the imaginary part of the refractive index
is required.

Radiative losses

One of the challenges in finite element modeling is how to treat open boundaries in radiation problems. Two closely related types of absorbing boundary conditions are offered in Comsol, the scattering boundary condition and the matched boundary condition. The former is perfectly absorbing for a plane wave, whereas the latter is perfectly absorbing for guided modes, provided that the correct value of the propagation constant is supplied. However, in many antenna-modeling problems, the incident radiation cannot be described as a plane wave with a well-known direction of propagation. In such situations, perfectly matched layers (PMLs) are useful. A perfectly matched layer is strictly speaking not a boundary condition but an additional domain that absorbs the incident radiation without producing reflections. It provides good performance for a wide range of incidence angles and is not particularly sensitive to the shape of the wave fronts. The perfectly matched layer formulation can be deduced from Maxwell equations by introducing a complex-valued coordinate transformation under the additional requirement that the wave impedance should remain unaffected [165]. The harmonic propagation analysis in Comsol supports the direct computation of the S-parameters and far-field patterns. Perfectly matched layers can be included in the simulation and the excitation is defined through a port. Comsol allows in particular to define lumped ports, that are useful for antenna simulations, but also for the simulation of the radiation properties of the LC resonator. The lumped port is applied between two metallic objects separated by a distance much less than the wavelength. Comsol calculates the impedance
$Z_{\text{port}}$ for the lumped port. The impedance is directly given by the relation

$$Z_{\text{port}} = \frac{V_{\text{port}}}{I_{\text{port}}} \tag{6.2.3}$$

where $V_{\text{port}}$ is the extracted voltage for the port given by the line integral of the electric field between the terminals averaged over the entire port. The current $I_{\text{port}}$ is the averaged total current over all cross sections parallel to the terminals. The $Q$ of a wide variety of antennas has been shown to be accurately approximated from the antenna’s input impedance under the condition of a single sufficiently isolated resonance with $Q \gg 1$. These conditions are satisfied in the LC resonator. The $Q$ is given by [166, 167]

$$Q_{\text{rad}} = \frac{\omega_0}{2R_0} |Z'_0(\omega_0)| \tag{6.2.4}$$

where $\omega_0$ is the angular frequency at which the antenna is tuned to zero reactance, $R_0$ is the resistance of the antenna at $\omega_0$ and $Z'_0(\omega_0)$ is the frequency derivative of the antenna impedance at $\omega_0$. Eq. 6.2.4 can be considered as the $Q$ of an equivalent series RLC circuit, where the $R$, $L$, and $C$ values are determined from the computed impedance at resonance $Z(\omega_0)$. To show this, a series RLC circuit is considered. The impedance of the circuit is

$$Z = R + i\omega L + \frac{1}{i\omega C} \tag{6.2.5}$$

and the corresponding quality factor is expressed as $Q = \omega L/R$. The derivative of Eq. 6.2.5, evaluated at the resonance frequency $\omega_0$ is $|Z'(\omega_0)| = 2L$, and Eq. 6.2.4 is recovered.
Figure 6.7: The computation of the radiative $Q$ is based on a harmonic propagation analysis with a lumped port for excitation. Open boundaries are modeled through a perfectly matched layer and scattering boundary conditions.

For the simulation of the radiative losses, the metallic layers of the LC resonator are modeled as perfect electrical conductors, therefore the only loss mechanism are radiation losses. The perfectly matched layer combined with scattering boundary conditions to minimize reflection, is defined at a distance of about a wavelength from the resonator, resulting in a large volume to be meshed. The lumped port is defined at the symmetry point of the resonator, as shown in Fig. 6.7. The harmonic propagation analysis requires a series of simulations where the frequency is the parameter. A well resolved series of simulations requires computation times in the order of an hour.
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Figure 6.8: Fullwave simulation of the electromagnetic field in the resonator. (a): The dominant electric field component $E_z$ between the capacitor plates and (b): the magnitude of the magnetic field $|\vec{B}|$ at mid-resonator height. (c): The magnetic field magnitude on a section through the inductor.

Results

Fig. 6.8 shows the fields of an eigenmode analysis, the gold being modeled with a complex refractive index. The electric field is mainly polarized in the $z$ direction, perpendicular to the capacitors plates, as required by the selection rules of the active gain material. A plot of the electric field component $E_z$ in the resonant mode on a section through the LC resonator between the capacitor plates in Fig. 6.8(a) shows that the electric field is antisymmetric with respect to the axis of symmetry of the structures and is mostly concentrated and uniform under the capacitor plates. The magnetic field in Fig. 6.8(b,c), on the other hand, is mainly concentrated around the inductor. The fields confirm the interpretation in terms of a capacitor-inductor-capacitor resonant circuit. Furthermore a confinement factor of the optical mode of $\Gamma = 0.85$ and a resonance frequency of 1.45 THz are computed. The quality factor due to ohmic losses caused by conduction currents in the gold layers is $Q_{\text{ohm}} = 53$ and the radiative quality factor is $Q_{\text{rad}} = 189$. The resonator is expected to exhibit a final $Q = 41$, limited by the ohmic losses.
6.2.4 Microwave model

The resonance frequency and ohmic losses of the LC resonator can be computed using analytical formulas that are based on a microwave model. The benefits of analytical expressions is that they allow a fast and efficient modeling, since the calculation time is in the order of a second.

At microwave frequency, microstrip-lines are commonly used for the design of radio frequency and microwave applications such as filters or antennas [117, 168]. The microstrip-line consists of a conducting strip separated by a dielectric material from a ground plane, shown in Fig. 6.9(a). Microstrip-lines are transmission lines. However stubs and sections that are shorter than 1/4 of the guided wavelength act as quasi lumped elements. Depending on their geometry they behave rather as a capacitor or inductor, and are described by an equivalent electronic circuit.

The LC resonator of Fig. 6.4(b) is modeled as three connected short sections of microstrip-lines, shown in Fig. 6.9(b). To keep the model simple, the capacitor is modeled with a
rectangular instead of a half-circular shape, but with the same area. This simplification has little influence, since to a first order the precise shape of the capacitor plates doesn’t matter.

Fullwave simulations and experiments have confirmed that the resonance frequency of etched resonators is substantially higher [typically 30% for the LC resonator of Fig. 6.4(b)] than for resonators with an un-etched substrate. The main influence of un-etched substrates comes from the electric field leaking into the substrate at the open end of both capacitors, leading to effectively larger capacitors for the un-etched resonator. To take this effect into account, an open end of a microstrip-line with an un-etched substrate is modeled as a shunt capacitor or equivalently as a longer effective length, shown in 6.9(c). The formula for the correction of the effective length is given in the appendix Sec. B.2. The dielectric at the lateral boundaries of the microstrip-lines has little influence on the propagation constant, especially for thin substrates, therefore it doesn’t require a correction. The calculation of etched resonators doesn’t need the correction for the effective length.

**Equivalent circuit of quasi-lumped elements**

Microstrip-lines are described by the characteristic impedance $Z_c$ and the effective dielectric constant $\varepsilon_{re}$, that depend on the geometry of the microstrip-line. Analytical expression are given in Appendix B.1. The complex propagation constant is computed as

$$\gamma = \alpha + i\beta$$  \hspace{1cm} (6.2.6)
Figure 6.10: Quasi-lumped elements are shorter than 1/4 of the guided wavelength. Lossless (a): high-impedance short-line element and the equivalent circuit, (b): low-impedance short-line element with the equivalent circuit, (c): open circuited stub and the equivalent capacitor, (d): short-circuited stub and the equivalent inductor.

The units of the propagation constant are $[\gamma] = 1/\text{length}$. The losses $\alpha$ are defined by the amplitude attenuation (for optical resonators, the losses are often defined by the power attenuation) and $\beta = 2\pi \sqrt{\varepsilon_{re}} / \lambda_0$, where $\lambda_0$ is the free space wavelength.

Since for the microstrip-lines considered here, $\alpha \ll \beta$ by at least an order of magnitude, the propagation constant is mainly determined by $\beta$. Therefore quasi-lumped elements are first considered for the case where $\alpha = 0$. Fig. 6.10(a) shows a short section of an high-impedance microstrip-line terminated at both ends by relatively low impedance and the equivalent circuit. The dual case is shown in Fig. 6.10(b), a short section of low-impedance microstrip-line is terminated at either end by relatively high impedance. Open respectively short-circuited stubs are equivalent to a capacitor respectively an inductor as shown in Fig. 6.10(c) and (d). The equivalent circuit parameters are given by the following expressions, where $Z$ is the impedance and $Y = 1/Z$ is the admittance.
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<table>
<thead>
<tr>
<th>High Z short-line</th>
<th>Low Z short-line</th>
<th>Open-circuited stub</th>
<th>Short-circuited stub</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z_L = iZ_c \sin (\beta l)$</td>
<td>$Z_L = iZ_c \tan (\beta l/2)$</td>
<td>$Y_C = iZ_c^{-1} \tan (\beta l)$</td>
<td>$Z_L = iZ_c \tan \beta l$</td>
</tr>
<tr>
<td>$Y_C = iZ_c^{-1} \tan (\beta l/2)$</td>
<td>$Y_C = iZ_c^{-1} \sin (\beta l)$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$Z_L$ respectively $Y_C$ are the impedances respectively admittances defined in the circuits of Fig. 6.10. $Z_c$ is the characteristic impedance, and $\beta$ the imaginary part of the propagation constant of the corresponding microstrip-line.

If losses are not neglected, the above stated formulas are still valid if $i\beta$ is substituted by the propagation constant $\gamma$. The impedances are no longer purely imaginary. The real part of the impedances corresponds to resistors, that take into account the ohmic losses. Since $\alpha l \ll \beta l < \pi/2$, the trigonometric terms in $\alpha l$ can be expanded to the first order. The resulting impedance corresponds to an equivalent circuit with identical capacitors and inductors, but the inductors have an additional series resistor and the capacitors an additional parallel resistor. The possibility to include the losses in terms of resistors in the calculation, allows to determine the ohmic $Q$ of the circuit.

**Equivalent circuit of the LC resonator**

The different sections of the LC resonator shown in Fig. 6.11(a) are computed as a high-impedance short-line and open circuited stubs on either side. The equivalent circuit is shown in Fig. 6.11(b). Following expressions for the electrical components are obtained using the formulas of the previous paragraph. The exact expressions and a first order expansion in $\alpha l$
The equivalent electric components, e.g. capacitors, inductors and resistors have frequency dependent values. If the length of the microstrip-line sections and stubs were much smaller than the guided wavelength, i.e. \( l < \lambda_g / 10 \) then a first order approximation of the terms in \( \beta l \) would lead to frequency independent values for capacitors and inductors.

The frequency behavior of the circuit is analyzed by computing the impedance \( Z(\omega) \) seen by the excitation (source S), placed in the symmetry point of the resonator, in the middle.
of the high-impedance short-line section. The resonance condition of the circuit is reached when the imaginary part of the impedance goes to zero. Although the electric components have frequency dependent values, an equivalent series RLC circuit can be determined that reproduces with high accuracy the impedance of the circuit of Fig. 6.11(b). The impedance of a series RLC circuit is

\[ Z = R + i \omega L + \frac{1}{i \omega C} \]

The derivative of the imaginary part of the impedance evaluated at the resonance frequency fixes the value of the inductor and via the resonance frequency also the value of the capacitor. The real part of the impedance at the resonance frequency determines the equivalent resistance. Fig. 6.12 shows the computed impedance of the circuit of Fig. 6.11(b) and the comparison with the equivalent RLC circuit. The quality factor of the LC resonator is
obtained by considering the equivalent RLC circuit’s quality factor that is given by

\[ Q = \frac{\omega L}{R} \]

The equivalent RLC circuit is given by \( R = 1.5 \Omega, \ L = 5.8 \) pH and \( C = 2.2 \) fF and the computed resonance frequency and quality factor are \( f = 1.42 \) THz, \( Q = 35 \). For the geometry defined by Fig. 6.11(a) with the length of the inductor \( l_1 \) respectively capacitor \( l_2 \) and the width of the inductor \( w_1 \) respectively capacitor \( w_2 \) following values are used: \( l_1 = 10 \mu \text{m}, \ w_1 = 3 \mu \text{m}, \ l_2 = 7.85 \mu \text{m}, \ w_2 = 20 \mu \text{m} \). The complex propagation constant is frequency dependent. At 1.42 THz, it is given for the inductor by \( \alpha_1 = 19 \text{ cm}^{-1}, \ \beta_1 = 8.5 \times 10^2 \text{ cm}^{-1} \), and the capacitor \( \alpha_2 = 7.3 \text{ cm}^{-1}, \ \beta_2 = 9.1 \times 10^2 \text{ cm}^{-1} \). The impedance of the inductor section is \( Z_{c1} = 64.6 \Omega \) and the effective dielectric constant is \( \varepsilon_{re1} = 8.11 \), the impedance of the capacitor section is \( Z_{c2} = 25.4 \Omega \) and the effective dielectric constant is \( \varepsilon_{re2} = 9.46 \).

### 6.2.5 Comparison of the 3 models

Three different models for the LC resonator have been discussed. They differ in their complexity, accuracy and computational effort. The first model allows to compute an equivalent LC circuit and to determine the resonance frequency. The simplicity and accuracy of this model is striking but it doesn’t allow to compute losses.

The 3D fullwave model gives a complete understanding and all the relevant physical parameters of the resonator. The major drawback being the large computational power, and the
Figure 6.13: Comparison of the imaginary part of the impedance of the microwave model and the equivalent RLC circuit with the fullwave simulation. An excellent agreement is observed up to the resonance frequency.

demanding memory requirements.

The microwave model allows a detailed analysis of the LC resonator in terms of an equivalent electric circuit. The achieved accuracy for the resonance frequency is usually better than 10% compared to the fullwave simulation, the quality factor differs more. The reason being in the simple approximation for the losses of the complex propagation constant (appendix Sec. B.1). The model is fully analytical, resulting in low computational power and a short calculation time (less than a second). Since it predicts the resonance frequency and the dominant losses it allows for an efficient optimization of design parameters.

Fig. 6.13 shows a comparison of the impedance obtained with fullwave simulation and the microwave model and its equivalent RLC circuit. The very good agreement observed up to the resonance frequency is validating the microwave model in respect to the fullwave simulation. Above the resonance frequency the fullwave simulation and microwave model
Figure 6.14: (a): Measured reflectivity of an array of 400 identical LC resonators, together with a Voigt fit. (b): SEM picture showing a part of the array and a single LC resonators.

As a summary the relevant parameters of the LC resonator are given in the table below.

<table>
<thead>
<tr>
<th></th>
<th>$R$ [Ω]</th>
<th>$L$ [pH]</th>
<th>$C$ [fF]</th>
<th>$f$ [THz]</th>
<th>$Q_{ohm}$</th>
<th>$Q_{rad}$</th>
<th>$Q_{tot}$</th>
<th>$\Gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>simple model</td>
<td>4.8</td>
<td>2.3</td>
<td>1.53</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>microwave model</td>
<td>1.5</td>
<td>5.8</td>
<td>2.2</td>
<td>1.42</td>
<td>35</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fullwave simulation</td>
<td>1.45</td>
<td></td>
<td>53</td>
<td>189</td>
<td>41</td>
<td>0.85</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 6.2.6 Measurements

For the validation of the LC resonator concept, the frequency-dependent reflectivity of an array of 400 identical LC resonators with an empty cavity (no active region, undoped GaAs
dielectric) has been measured. The setup is described in Sec. 3.2.4. The observed absorption resonance of the reflectivity at 1.45 THz confirms the computed value of the resonance frequency. The linewidth of the absorption would correspond to a quality factor \( Q = 20 \) at 10 K, which is lower than expected. The lineshape of the absorption is not Lorentzian due to inhomogenous broadening from coupling between the resonators and the fabrication process. Although the \( Q \) factor of a single resonator cannot be determined, a Voigt line fit of the absorption line yields a homogenous component corresponding to a quality factor of 40 and an inhomogenous component with a \( Q \) of 26. The \( Q \) factor of the homogenous broadening would be in good agreement with the computed value for a single LC resonator. The measurement of the quality factor at room temperature (300 K) leads to \( Q = 17 \) and confirms this interpretation, since the single resonator quality factor is expected to decrease roughly by a factor of 2 between cryogenic temperature and room-temperature due to the higher resistivity of gold [169]. Fig. 6.14 shows a part of the LC resonator array and the measured reflectivity.
6.3 LC laser

6.3.1 Device fabrication

In contrast to LC resonators, the LC laser is an active device that requires a gain medium and electrical pumping of the latter. A scanning electron micrograph image of the LC laser including a connecting wire to a bonding pad and a close up of the resonator is shown in Fig. 6.15(a,b). An 8µm thick terahertz QCL active region having the gain peaked at 1.5 THz and labeled EV1161 is used. The bandstructure is the same as the one of layer N892 that has been described and studied in detail in chapter 4.4.2. The LC resonator defines naturally a virtual ground for the resonance frequency in the middle of the inductor that is used for the electrical pumping of the active region. Fullwave simulations including a contact wire are performed and show that the optical mode is not influenced by the wire 6.15(c).
6.3.2 Optical characterization

Figure 6.16: (a): Electrical (red curve) and optical (blue curve) characterization at 10 K of the LC laser. The output power is measured with an He-cooled bolometer. Black dots represent the full width at half maximum of the emitted radiation. The emission spectra of the device is measured with a Fourier transform infrared spectrometer, and the linewidth is obtained by a Lorentzian fit of the spectra. The green area indicates the resolution limit of 3 GHz of the spectrometer. (b): Normalized measured spectra at various injection currents corresponding to points in (a).

Similar fabrication techniques are used for the LC laser than for terahertz QCLs based on a double-metal waveguide. The resonator and bonding pad are defined by dry etching of the active region with an argon/chlorine based chemistry. The active material below the bonding pad is electrically isolated from the metal to avoid pumping of the latter. The fabrication process is described in detail in Sec. 3.1.3.

6.3.2 Optical characterization

The light and voltage versus current characteristics of a LC laser operated at 10 K show a strong increase in the optical power observed at at current of $\sim$1.20 mA, as the voltage reaches the value corresponding to the alignment of the structure, with a maximum detected peak power of $\sim$80 pW reached at 1.55 mA [Fig. 6.16(a)]. To characterize the nature of
the emission, a measurement of the device spectrum as a function of increasing current is
performed. The spectra in Fig. 6.16(b) show a single emission line peaking at a frequency of
1.477 THz, close to the value expected by simulation of 1.45 THz. At currents between 1.01
and 1.10 mA, corresponding to the lowest detectable optical signal, the linewidth corresponds
to a $Q = 11$ to 21, which is lower than the value computed for the cold cavity. This
discrepancy is attributed to two different factors: First, during the alignment regime of the
quantum structure near 1 mA, the active region losses may be higher than at the threshold
[105]. Second, as the transition occurs between two states with a clear spatial separation,
the gain curve exhibits a strong Stark shift with the applied bias. At low biases, the gain
peaks at 1.3 THz and is therefore clearly detuned from the cavity resonance, which acts as
a filter to further broaden the emission spectrum. The observation of electroluminescence
at such low current and frequency points toward a large value of the Purcell factor. As
the current is increased, the linewidth decreases steeply and falls below the resolution limit
of the Fourier transform infrared spectrometer, corresponding to a linewidth of $\sim 3$ GHz at
a current of 1.4 mA and a detected power of $\sim 7$ pW. As the current is increased beyond
this value, any further narrowing of the transition is hidden behind the limitation of the
measurement system. the plot of the linewidth versus injected current combined with the
super-exponential increase of the optical power in Fig. 6.16 strongly suggests that the device
is reaching the laser threshold regime near to 1.5 mA. However, the gain in our structure is
not sufficient to operate the device clearly in the regime above the lasing threshold.
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Figure 6.17: Measured power of the LC laser without magnetic field using (a): a bolometer, (b): an InSb detector. (c): Measurement in an applied magnetic field of 2.3 Tesla, and the InSb detector. The noise floor of the bolometer is two orders of magnitude lower than for the InSb detector.

Magnetic field measurements

To access the operation in the regime above threshold, the gain of the active medium is enhanced by immersing the device in a strong magnetic field perpendicular to the quantum wells plane. The magnetic field breaks the in-plane parabolic energy dispersion of the electronic subbands and leads to the formation of discrete Landau levels, allowing the creation of quasi zero-dimensional states. The spacing of the Landau levels is equal to the cyclotron energy $E_c = \frac{\hbar e B}{m^*}$, where $\hbar$ is Planck’s constant divided by $2\pi$, $B$ is the magnetic field, $e$ is the electron charge, and $m^*$ is the effective mass of the electron. By varying the relative ratio between the cyclotron energy and subband energy spacing, the electron dynamics and the subsequent lasing properties of a terahertz quantum cascade laser are strongly affected [104]. The optical characteristics of the LC laser in a magnetic field of 2.3 T in Fig. 6.18(a) show that, above the threshold, the power increases linearly with the current up to 16 nW until the electrical rollover is reached. The onset of lasing is accompanied by an abrupt decrease of the differential resistance and is a clear demonstration of the lasing threshold.
Figure 6.18: (a): Electrical (red) and optical (blue) measurements at 4.2 K for an applied perpendicular magnetic field of 2.3 T. The differential resistance (black curve) shows a large discontinuity at the onset of the lasing threshold at 1.1 mA. (b): Lithographic tuning of the laser frequency by changing the inductor length of the resonator.

By measuring the threshold current of a control laser with a conventional metal-metal waveguide, an enhancement of the gain by 5 to 10% is estimated due to the magnetic field of 2.3 T.

**Lithographic tuning**

A number of resonant cavities have been fabricated, continuously modifying the value of the inductor. As expected, the emission spectra in Fig. 6.18(b) shift correspondingly between 1.43 and 1.57 THz. The spectra of the devices operating in the edge of the gain curve are barely reaching the threshold regime because they are strongly detuned from the maximum of the gain curve.

**Current density through the active region**

The calculated current density obtained by dividing the measured current through the surface of the LC laser, is too large compared to ridge lasers. The electrical isolation of the bonding
Figure 6.19: Energy-band diagram of a metal n-type semiconductor contact under different biasing conditions. (a): thermal equilibrium, (b): forward bias, (c): reverse bias. $\phi_m$ is the metal workfunction, $\chi$ the electron affinity in the semiconductor, $V_F$ forward and $V_R$ reverse bias.

pad is not perfect. There is a small, but not negligible leakage current flowing through the area below the pad.

When a metal is making contact with a semiconductor, a Schottky barrier is formed at the metal-semiconductor interface [170]. At the interface the Fermi level must be continuous across the junction and leads to a transfer of charges between the two materials. Electrons cascade into the metal until the Fermi levels are equalized [Fig. 6.19(a)]. The electron density being much smaller in the semiconductor than in the metal, an important portion of the semiconductor’s volume becomes depleted of electrons when equilibrium is reached forming a depletion layer. A Schottky contact behaves differently depending on the polarization.

If a forward bias is applied on a Schottky contact [Fig. 6.19(b)], electrons flow from the semiconductor to the metal. The voltage tends to flatten the barrier seen by the electrons and the Schottky contact becomes conducting at relatively low voltage. If a reverse bias is applied, electrons have to tunnel through the Schottky barrier and the depletion width increases [Fig. 6.19(c)]. The voltage when the junction becomes conductive may be relatively large. For good electrical contacts, the depletion region is minimized by a highly doped layer.
on the top of the semiconductor leading to a depletion layer in the order of 20 nm for a well designed Au/GaAs contact. The undoped Al$_{0.5}$Ga$_{0.5}$As layer below the contact pad leads to a depletion width of more than 200 nm and results in a wide Schottky barrier. The polarity of the active region in the present LC laser is such that the Schottky contact below the pad is biased in the forward direction. If the polarity of the active region would be inverted, the leakage current could be efficiently reduced.

The leakage current through the pad is deduced from the comparison of the cw measurements of the LC laser and a non lasing ridge laser of the same active layer. (Many process iterations were required for the development of the LC laser. In one of these processes, the ridge lasers have gold sputtered on the sidewalls. The electrical properties are good, but the optical losses are to high for lasing operation.) Fig 6.20(a) shows the comparison of the voltage versus current characteristics. The Schottky voltage at 0 bias varies from one sample to
6.3.2 Optical characterization

the other. For the comparison, the voltage has been corrected with an offset. The deduced leakage current is shown as a fraction of the total current in Fig. 6.20(b).

Although the fraction of the leakage current is as high as 40%, the current density through the pad is very low since the surface of the pad is 19 times larger than the surface of the LC active region. At a current density of $\sim 343 \text{ A/cm}^2$ through the LC active region, corresponding to the NDR current density, only a current density of $\sim 13 \text{ A/cm}^2$ flows through the pad. Any gain contribution from the active region below the pad can be safely excluded. The real current density through the LC active region and the pad are shown in Fig. 6.20(c). The leakage current is device dependent and has to be considered for every LC laser separately. The data of LC lasers that is shown as a function of the current density is corrected for the leakage, but the data shown as a function of the current is not corrected.

Quality factor $Q$

The cavity losses of a single mode laser can be determined by exploiting the cavity pulling effect due to the Stark-shift of the gain curve [150, 151, 171]. The cavity pulling effect in lasers is explained in detail in Ref. [43]. A Lorentzian gain results in a dispersion of the refractive index by the Kramers-Kronig relations. In the hot cavity (with gain) the resonance frequency is shifted in respect to the cold cavity (no gain) frequency. It turns out that the lasing frequency is “pulled” from the cold cavity frequency towards the peak gain frequency. The peak material gain $g_p$ is expressed by the formula

$$g_p = \left( \frac{\partial n_{\text{laserr}}}{\partial J} \right)_c \frac{2\pi n \Delta \nu_{\text{gain}}}{c} \quad (6.3.7)$$
where $\Delta \nu_{\text{gain}}$ is the full width at half maximum of the spontaneous emission and $n$ the refractive index. The spontaneous emission linewidth of the active region used for the LC laser has not been measured. However on a very similar bound-to-continuum active region a value of 1.6 meV at 1.7 THz is measured (Sec. 4.3). For the active region of the LC laser a linewidth of 1.5 meV is assumed, corresponding to a quality factor of 4. The Stark-shift of the gain curve is fitted from the measured emission spectra of several ridge lasers, shown in Fig. 6.21(a). A slope of $\partial \nu / \partial J = 1.77 \times 10^{-3}$ THz/(A/cm$^2$) is obtained. The shift of the emission frequency of the LC laser by the cavity pulling effect is obtained by measuring high resolution spectra, shown in Fig. 6.21(b,c). The fitted slope is $\partial \nu / \partial J = 2.30 \times 10^{-4}$ THz/(A/cm$^2$). With this values, a peak material gain of 35.5 cm$^{-1}$ is obtained. It is interesting to note that the Stark-shift and the cavity pulling effect are both linear with the current density. Therefore the peak material gain is constant in the considered range from 270 A/cm$^2$ to 324
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Figure 6.22: (a): Measured power versus current for various temperatures of the LC laser that has been characterized in Fig. 6.16. (b): Comparison of the measured power the LC laser with the differential resistance of a ridge laser with the same active region.

A/cm². Since the LC laser works up to the threshold regime, the losses of the LC resonator are estimated to \( g_p \Gamma \approx \alpha_{tot} \) (when the gain curve and the LC mode are at resonance). An experimental value for the the quality factor of a single LC resonator is then obtained

\[
Q_{LC} = \frac{\omega}{\epsilon \alpha_{tot}} \quad \text{(6.3.8)}
\]

With \( \Gamma = 0.85 \) a quality factor of \( Q_{LC} = 37 \) is found. This value is close to the theoretical value \( Q_{calc} = 41 \) obtained when taking into account the computed value for the ohmic and radiative losses \( Q_{rad} = 189 \) and \( Q_{ohm} = 53 \). As a by-product the waveguide losses of the ridge lasers are estimated to \( \alpha = 19 \text{ cm}^{-1} \) by evaluating the cavity pulling effect on the laser modes in Fig. 6.21(a).
Temperature characterization

The power characteristics of the LC laser has been measured at different temperatures, shown in Fig. 6.22(a). The power of the LC laser shows a strong dependence on the current and temperature since emission below and in the threshold regime is observed. At 40 K and above the measured power corresponds clearly to emission below the threshold regime. For this reason the power dependence of the LC laser on the current and temperature differs from the typical power output of ridge lasers (see data of N892 in Fig. 4.12 on page 92).

It is interesting to note that the onset of spontaneous emission in the LC laser is only slightly above the lasing threshold of a control ridge laser, shown in Fig. 6.22(b). The spontaneous emission can be used as a probe of the upper state population and supports the interpretation in Sec. 4.5.6, that the injection efficiency of carriers in the upper state turns on abruptly, corresponding to the alignment of the injector state with the upper state. The onset of spontaneous emission in the LC laser is almost independent on the current at low temperature. At higher temperature the onset is shifting very quickly to higher currents, similar to what is observed in N892 for the threshold current. This observation suggests that the alignment of the injector with the upper state is pushed to higher currents, leading to higher threshold currents for increased temperatures in the case of the ridge lasers of N892. The higher conductivity prior to the alignment might be the cause of the performance degradation of low frequency terahertz QCLs with temperature.
6.3.3 Emission of circular LC lasers

LC lasers with circular shaped capacitor plates have been fabricated. The frequency is adjusted by changing either the radius $r$ of the capacitor plates or the length $l$ of the inductor as defined in Fig. 6.23(a). A processed device is shown in Fig. 6.23(b). Devices with $r = 6 \mu m$ and $r = 5 \mu m$ and various inductor lengths have been characterized and summarized in Fig. 6.24. The maximal measured powers are in the order of $1 - 2 \text{ pW}$. At the current corresponding to the maximal power emission, narrow spectra are measured. For the $r = 6 \mu m$ resonators the linewidth is as narrow as $\sim 15 \text{ GHz}$, and for the $r = 5 \mu m$ devices it is in the order of $\sim 25 \text{ GHz}$. The threshold regime is not reached in those structures, their linewidths are an order of magnitude wider than for the half-circular shaped LC laser. The emission over a broad current range in Fig. 6.24(a,c) is an artifact of the leakage current through the bonding pad that masks the real current through the active region. The electrical cross section of the active region of the circular LC lasers with $r = 6 \mu m$ is 75% of the half-circular shaped, respectively 60% for $r = 5 \mu m$.

The slightly worse optical properties that are computed for the circular shaped LC lasers,
Figure 6.24: (a),(b): Characterization of $r = 6\,\mu m$ LC lasers. The power-current and voltage-current characteristics are shown for a typical device. The spectra measured at the emission maximum are shown for three different lengths of the inductor. (c),(d): Optical and electrical characterization of $r = 5\,\mu m$ devices.
Figure 6.25: Computed LC resonator frequency (fullwave simulation) compared to the measured emission frequency of LC lasers for some geometries.

compared to the half-circular shaped, explain the lower measured power and wider linewidth.

The ohmic quality factor for the circular shaped LC laser \((r = 6\, \mu \text{m}, l = 12\, \mu \text{m})\) determined with the microwave model is \(Q_{ohm} = 31\) and the optical confinement factor is \(\Gamma = 0.83\). For the half-circular shaped LC laser the computed values are \(Q_{ohm} = 35\) and \(\Gamma = 0.85\) (See table on page 158).

The measured emission frequency corresponds well to the computed values of the LC resonator frequency. Fig. 6.25 shows an overview of the computed and measured values.
6.4 Purcell effect in the LC laser

The spontaneous emission rate of a quantum excitation (for example in atoms, quantum wells, dots, etc.) is not an inherent property but arises from the interaction of the quantum system with an infinity of vacuum quantum states. An optical microcavity modifies locally the density of states, and allows to manipulate the dynamics of the spontaneous emission of an excitation in the microcavity [172], in particular to enhance or inhibit the spontaneous emission, the former is also known as the Purcell effect [173], as well as the directionality of the emission. The Purcell effect is observed in semiconductor microcavities with incorporated InAs quantum dots through time resolved photoluminescence measurements, demonstrating a five fold increase of the spontaneous emission rate [174]. Controllable single-photon sources [175], highly desired for applications in quantum information technology, rely on the Purcell effect and high-efficiency microcavity light emitting diodes (LEDs) exploit spontaneous emission angular redistribution [176]. The control of the spontaneous emission through the Purcell effect is a way to reduce the threshold of lasers [177]. The most drastic effect of controlling spontaneous emission in a laser may be the threshold-less laser oscillation in which the light output increases nearly linearly with pump power instead of exhibiting a sharp turn on at a pump threshold [178, 179].

The purpose of this section is to investigate the Purcell effect in the LC laser. The derivation of the Purcell effect is outlined and the theoretical Purcell factor in the LC laser is computed, then the QCL rate equations are expressed in a more convenient form for microcavities. Evidence for a large Purcell factor is obtained through comparison of the experimental data
6.4.1 Light-matter interaction in the weak coupling regime

Interaction Hamiltonian

The dipole interaction hamiltonian of a two level quantum system at position $\mathbf{r}$, weakly coupled to the radiation field of the mode $l$ is expressed as (Ref. [43, 44])

$$\hat{W} = i q E_{\text{max}} \left[ a_l e^{i \mathbf{k}_l \cdot \mathbf{r}} - a_l^\dagger e^{-i \mathbf{k}_l \cdot \mathbf{r}} \right] f_l(\mathbf{r}) \cdot \mathbf{d}$$

(6.4.9)

where $q$ is the charge, $\mathbf{d}$ is the dipole operator acting on the states of the two level system: $\mathbf{d}_{12} = \langle 1 | \mathbf{d} | 2 \rangle$. The photon creation $a_l^\dagger$ and annihilation $a_l$ operators act on the photon states and are defined by: $a_l |n\rangle = \sqrt{n} |n - 1\rangle$ and $a_l^\dagger |n\rangle = \sqrt{n + 1} |n + 1\rangle$, where $n$ is the number of photons in the mode $l$. $f(\mathbf{r}) = E(\mathbf{r})/E_{\text{max}}$ is the optical mode spatial function, a vector which describes the local field polarization and relative field amplitude. $E_{\text{max}}$ is the maximum field per photon defined by

$$E_{\text{max}} = \sqrt{\hbar \omega/(2 \varepsilon_0 n_{\text{op}}^2 V)}$$

(6.4.10)

$$V = \frac{\int n_{\text{op}}(\mathbf{r})^2 |E(\mathbf{r})|^2 d^3 \mathbf{r}}{\max[n_{\text{op}}(\mathbf{r})^2 |E(\mathbf{r})|^2]}$$

(6.4.11)
where $V$ is the effective mode volume and $n_{op}$ the refractive index where the maximum field is defined. Eq. 6.4.10 and 6.4.11 can be combined to express the maximum field as

$$E_{\text{max}}^2 = \frac{\max[n_{op}(r)^2|E(r)|^2]}{n_{op}^2}$$

(6.4.12)

The radiative transition rate of the quantum excitation from $|2\rangle$ to $|1\rangle$ by emission of a photon into the mode $l$ is obtained by applying Fermis golden rule $\hbar \Gamma_{if} = 2\pi |\hat{W}_{fi}|^2 \delta(E_f - E_i)$, where the initial state is $|i\rangle = |2, n\rangle$ and the final state $|f\rangle = |1, n+1\rangle$. Therefore

$$\Gamma_{21}^l = \frac{\pi q^2}{V\hbar\varepsilon} (n + 1) |\mathbf{f} \cdot \mathbf{d}_{12}|^2 \omega L_e(\omega)$$

(6.4.13)

To take into account the broadening of the emitter the delta function has been replaced by a Lorentzian function $L_e(\omega)$, centered at $\omega_e = (E_2 - E_1)/\hbar$ and whose surface is normalized to unity. The emission rate is a sum of two terms. The term that is proportional to the photon number $n$ is the stimulated emission, the other term the spontaneous emission.

**Purcell effect in a single mode cavity**

The spontaneous emission rate of a quantum excitation is computed by summing the emission rates into all allowed photon states. The summation is replaced by an integration over all frequencies, using the density of states. The free space density of states is $\rho_0(\omega) = V\omega^2 n_{op}^3 / (\pi^2 c^3)$, and the density of states in a single mode microcavity $\rho_c(\omega)$ is a Lorentzian function, whose surface is normalized to unity, since there is only one mode. The Purcell effect arises from the fact that the density of states in a microcavity can locally exceed...
the free space density of states for certain frequencies leading to an enhancement of the spontaneous emission rate (see Fig. 6.26). The spontaneous emission term of Eq. 6.4.13 is multiplied by $\rho(\omega)$ and integrated over all frequencies.

$$\Gamma_{sp} = \frac{\pi q^2}{\sqrt{\hbar \varepsilon}} \langle |\mathbf{f} \cdot \mathbf{d}_{12}|^2 \rangle_{\text{modes}} \int \omega \rho(\omega) \mathcal{L}_e(\omega) d\omega$$  \hspace{1cm} (6.4.14)

For the free space spontaneous emission rate $\int \omega \rho_0(\omega) \mathcal{L}_e(\omega) d\omega \approx \omega \rho_0(\omega_e)$ since $\rho_0(\omega)$ is a slowly varying function compared to $\mathcal{L}_e(\omega)$. The random polarization of free space modes with respect to the dipole results in $\langle |\mathbf{f} \cdot \mathbf{d}_{12}|^2 \rangle_{\text{modes}} = d_{12}^2/3$. Hence the free space spontaneous emission rate is

$$\Gamma_0 = \frac{q^2 d_{12}^2 \omega_e^3 n_{sp}}{3\pi c^3 \hbar} = \frac{1}{\tau_{sp}^0}$$  \hspace{1cm} (6.4.15)
For the spontaneous emission rate in the cavity the expression is
\[ \int \omega \rho_c(\omega) L_c(\omega) d\omega \approx \omega_c L_c(\omega_c) \]
since \( L_c(\omega) \) is a slowly varying function compared to \( \rho_c(\omega) \) or, equivalently, the linewidth of the cavity is narrower than for the emitter (which is the case in the LC laser, illustrated in Fig. 6.26). Therefore

\[
\Gamma_c = \frac{\pi q^2 d_{12}^2}{V h \epsilon} \xi^2 |f(r_e)|^2 \omega_c L_c(\omega_c) \tag{6.4.16}
\]

where \( \xi = |d_{12} \cdot f(r_e)| / (|d_{12}| \cdot |f(r_e)|) \) describes the orientation matching of \( d_{12} \) and \( f(r_e) \) for the quantum excitation at position \( r_e \). The linewidth function is substituted,

\[
L_c(\omega_c) = \frac{\Delta \omega_e / 2\pi}{[\omega_c - \omega_e]^2 + (\Delta \omega_e / 2)^2}
\]

where \( \Delta \omega_e \) is the full width at half maximum of the emitter linewidth. The ratio of the emission rate in the presence of the cavity by the free space emission rate is obtained in the notation used by Ref. [180]

\[
\frac{\Gamma_c}{\Gamma_0} = \frac{3Q_e(\lambda_c/n_{op})^3}{4\pi^2 V} \frac{\Delta \omega_e^2}{4(\omega_c - \omega_e)^2 + \Delta \omega_e^2} \xi^2 |f(r_e)|^2 \tag{6.4.17}
\]

The maximum enhancement of the spontaneous emission is achieved at resonance \( \omega_e = \omega_c \), if the emitter is placed in the maxima of the electric field (\(|f(r_e)| = 1\)), and the dipole is aligned with the electric field (\( \xi = 1 \)). Then the spontaneous emission rate enhancement is given by

\[
\frac{\Gamma_c}{\Gamma_0} = \frac{3Q_e(\lambda_c/n_{op})^3}{4\pi^2 V} = F_p \tag{6.4.18}
\]
6.4.1 Light-matter interaction in the weak coupling regime

$F_p$ is called the Purcell factor, from the original derivation of Purcell [173]. Either the cavity mode quality factor $Q_c$ or the emitter quality factor $Q_e$, whichever is the lower, is limiting $F_p$. In general a good approximation of the $Q$ in the formula for the Purcell factor in all situations is given when using $1/Q = 1/Q_e + 1/Q_c$.

**Purcell effect in a double metal waveguide**

An atom placed between two plane mirrors with a sub-wavelength separation remains excited provided that its dipole is oriented parallel to the mirror surfaces [172]. However if the dipole of the atom is oriented perpendicular to the mirror surfaces, its decay rate is larger than in free space [181]. Intersubband excitations in a wide double metal waveguide with a sub-wavelength sized thickness experiences the same modification of the spontaneous emission rate than atoms placed between two plane mirrors. In a wide double metal waveguide, the mode density can be approximated by the mode density of two planar extended mirrors, filled with a dielectricum. If $\lambda/n > 2L$, where $L$ is the thickness of the active region, the density of states is [181]

\[
\rho_{2M} = \frac{V \omega}{2\pi \tilde{c}^2 L} \quad (6.4.19)
\]

where $\tilde{c} = c/n$. The spontaneous emission rate in the double metal waveguide is computed using Eq. 6.4.14, and again $\int \omega \rho_{2M}(\omega) \mathcal{L}_e(\omega) d\omega \approx \omega_e \rho_{2M}(\omega_e)$ since $\rho_{2M}(\omega)$ is a slowly varying function compared to $\mathcal{L}_e(\omega)$. All modes are TM polarized, therefore all the dipoles of the intersubband transition couple to the modes and $\langle |\mathbf{f} \cdot \mathbf{d}_{12}|^2 \rangle_{\text{modes}} = d_{12}^2$. The Purcell factor
in the double metal waveguide is then obtained

\[ F_p = \frac{\Gamma_{2M}}{\Gamma_0} = \frac{3\rho_{2M}(\omega)}{\rho_0(\omega)} = \frac{3\lambda}{4n_{op}L} \] (6.4.20)

This formula for the Purcell factor has been used in Ref. [182]. In a double metal waveguide with a thickness of 8 µm the computed Purcell factor is \( F_p = 5.2 \) at 1.5 THz.

### 6.4.2 Purcell factor in the LC resonator

The Purcell factor in Eq. 6.4.18 is defined for a single emitter. The active region in the LC laser represents a large statistical ensemble of emitters. To quantify the maximal enhancement of the spontaneous emission at resonance, a statistical average Purcell factor is computed.

\[ \bar{F}_p = \frac{3Q_e(\lambda_e/n_{op})^3 \xi^2|f(r_e)|^2}{4\pi^2 V} \] (6.4.21)

Since the dipole of the intersubband transition is polarized along the z direction, the definition of \( f \) and \( \xi \) allows to rewrite \( \xi^2|f(r_e)|^2 = [E_z(r)/E_{max}]^2 \). The statistical average is computed by integration over the active region which is essentially the physical volume of the LC resonator.

\[ \xi^2|f(r_e)|^2 = \frac{1}{V_{gain}} \int_{gain} n_{op}(r)^2 E_z(r)^2 d^3r \] (6.4.22)
The refractive index in the LC resonator is constant and also equal to $n_{op}$ since $E_{\text{max}}$ as defined in Eq. 6.4.12 is in the active region. The position dependence of the refractive index is introduced formally for convenience. Eq. 6.4.22 and the effective mode volume $V$ (Eq. 6.4.11) are substituted into Eq. 6.4.21. The average Purcell factor is then conveniently expressed as

$$
\bar{F}_p = \frac{3Q_e(\lambda_c/n_{op})^3}{4\pi^2V_{\text{gain}}} \Gamma \tag{6.4.23}
$$

$$
\Gamma = \frac{\int_{\text{gain}} n_{op}(\mathbf{r})^2 E_z(\mathbf{r})^2 d^3r}{\int_{\text{all}} n_{op}(\mathbf{r})^2 |\mathbf{E}(\mathbf{r})|^2 d^3r} \tag{6.4.24}
$$

$\Gamma$ is the overlap factor of the optical mode with the gain region defined as the fraction of the electric field energy that couples to the intersubband transition.

A statistically averaged Purcell factor of $\bar{F}_p = 17$ is computed in the LC laser. An emitter linewidth of 1.5 meV is assumed, corresponding to a relatively low $Q_e = 4$. The resonance frequency of the LC resonator is 1.477 THz ($\lambda_c = 203\mu\text{m}$), the volume of the LC resonator is $V_{\text{gain}} = 2753\mu\text{m}^3$ and the overlap factor is $\Gamma = 0.85$. The free space spontaneous emission lifetime of the intersubband transition in the active region is computed with Eq. 6.4.15 and $\tau_{sp}^0 = 28\mu\text{s}$ is obtained ($d_{12} = 10.8\text{ nm}, f = 1.477\text{ THz}$). The spontaneous emission lifetime is expected to get shortened to $\tau_{sp} = 1.6\mu\text{s}$ in the LC resonator, if at resonance, due to the large Purcell factor. However it is still 6 orders of magnitude longer than the non-radiative scattering time of the carriers.
6.4.3 QCL rate equations in a microcavity

To investigate the influence of the Purcell factor on the LC laser properties, it is necessary to reconsider the QCL rate equations. The rate equations 2.2.14-2.2.16 are recalled, but here $n_2^{therm}$ is neglected, and $\tau_3$ is the purely non-radiative lifetime of the upper state that doesn’t contain the contribution of the spontaneous emission. $\tau_{sp}$ is the spontaneous emission lifetime of the 3 to 2 transition in the presence of the cavity, and the free space spontaneous emission lifetime is noted as $\tau_{sp}^0$ for clarity. The spontaneous emission coupling factor $\beta$ is defined as the fraction of the spontaneous emission rate into the lasing mode, and $\hat{c} = c/n_{op}$ is the velocity of light in the material.

$$\frac{dn_3}{dt} = \frac{J}{q} - \frac{n_3}{\tau_3} - \frac{n_3}{\tau_{sp}} - S g_c (n_3 - n_2) \tag{6.4.25}$$

$$\frac{dn_2}{dt} = \frac{n_3}{\tau_{32}} + \frac{n_3}{\tau_{sp}} + S g_c (n_3 - n_2) - \frac{n_2}{\tau_2} \tag{6.4.26}$$

$$\frac{dS}{dt} = \hat{c} \left\{ [g_c (n_3 - n_2) - \alpha] S + \beta \frac{n_3}{\tau_{sp}} \right\} \tag{6.4.27}$$

The QCL rate equations are convenient for ridge lasers since the losses $\alpha$, the gain cross section $g_c$ and the photon flux $S$ are physical quantities that are expressed in length units. However in a microcavity, such as the LC laser, with a non-homogenous cross section, these quantities are ill defined. Instead, the photon lifetime in the cavity $\tau_c$, the stimulated emission rate that depends on the spontaneous emission lifetime $\tau_{sp}$, and the photon number $p$ in the cavity are the natural quantities to describe the laser system.

The photon number $p$ is related to the photon flux per period per stripe width by the definition of the latter $S = \hat{c}pL/V$, where $L$ is the length of one period of the active region, and
the photon lifetime is defined by $\tau_c = 1/(\alpha \tilde{c})$. Using these relations, Eq. 6.4.27 transforms to

$$\frac{dp}{dt} = -\frac{p}{\tau_c} + g_c \tilde{c}L(N_3 - N_2)p + \frac{\beta VN_3}{\tau_{sp}}$$

(6.4.28)

$N_3$ and $N_2$ are volume densities ($1/m^3$), related to the sheet densities by $N_{2,3} = n_{2,3}/L$. The volume of the gain medium $V_{gain}$ is noted for simplicity $V$.

From Einstein’s relation between the $A$ and $B$ coefficients it is clear that for every mode, the spontaneous emission equals to the stimulated emission when the average photon number in the mode is unity. The expression $g_c \tilde{c}L$ is identified as $\beta V/\tau_{sp}$, analogue to the derivation in Ref. [183], and the gain cross section is expressed with the spontaneous emission lifetime as

$$g_c = \frac{\beta V}{\tilde{c}L \tau_{sp}}$$

(6.4.29)

Finally the QCL rate equations are written with the quantities $\tau_{sp}$, $\tau_c$, and $p$ as

$$\frac{dN_3}{dt} = \frac{J}{qL} - \frac{N_3}{\tau_3} - \frac{p\beta(N_3 - N_2)}{\tau_{sp}} - \frac{N_3}{\tau_{sp}}$$

(6.4.30)

$$\frac{dN_2}{dt} = \frac{N_3}{\tau_{32}} - \frac{N_2}{\tau_2} + \frac{p\beta(N_3 - N_2)}{\tau_{sp}} + \frac{N_3}{\tau_{sp}}$$

(6.4.31)

$$\frac{dp}{dt} = -\frac{p}{\tau_c} + \frac{p\beta V(N_3 - N_2)}{\tau_{sp}} + \frac{\beta VN_3}{\tau_{sp}}$$

(6.4.32)

The gain cross section (Eq. 6.4.29) describes the electron-photon interaction, therefore it shouldn’t depend on the cavity. In a large laser cavity, the coupling factor $\beta$ is inversely proportional to the volume. The spontaneous emission lifetime is independent on the volume.
and is equal to the free space spontaneous emission lifetime \( \tau_{sp}^0 \). Therefore the gain cross section is independent on the cavity shape and size.

In a small cavity the situation is different. If \( \beta \) is unity and the volume is sufficiently small, then the gain cross section would decrease linearly with the volume. The apparent contradiction is solved by the Purcell effect that is responsible for a decrease of the spontaneous emission lifetime in the cavity. To show this point, the spontaneous emission lifetime in the LC laser is expressed with the average Purcell factor (Eq. 6.4.23), assuming that the LC resonator and the intersubband transition are at resonance.

\[
\tau_{sp} = \tau_{sp}^0 / \bar{F}_p = \tau_{sp}^0 / 3Q_e (\lambda_c / n_{op})^3 \Gamma
\]  

(6.4.33)

The spontaneous emission coupling factor is close to unity (\( \beta = 1 \)) in the LC resonator, since there is only one resonant mode within the bandwidth of the emitter and the out-coupling of the resonator is negligible. The spontaneous emission lifetime in the cavity (Eq. 6.4.33), the free space spontaneous emission lifetime (Eq. 6.4.15), and \( \beta = 1 \), is substituted into the equation for the gain cross section (Eq. 6.4.29). The gain cross section as defined in Eq. 2.2.11 on page 24 is recovered.

\[
g_c = \frac{\Gamma 4\pi q^2 d_{12}^2}{\varepsilon_0 n_{op} \lambda^2 \gamma_{12} L_p}
\]

(6.4.34)

The fact that the threshold condition is reached in the LC laser, is an indirect proof for the Purcell effect and the shortening of the spontaneous emission lifetime in the LC laser. Since the mode volume is strongly sub-wavelength, the gain cross section would be about 17 times smaller than in free space, or more than 3 times smaller than for ridge waveguides if there
was no Purcell effect. To investigate the Purcell effect on the light output characteristics of the LC laser, the rate equations must be solved and compared to the experimental data.

### 6.4.4 Comparison with experiment

#### Solution of the rate equations

The QCL rate equations 6.4.30-6.4.32 are solved in the steady state regime for the LC laser ($\beta = 1$). The detailed calculations are performed in the appendix Sec. C.1. The photon number as a function of the inversion ratio $r$, with the definitions of the saturation photon number $p_{\text{sat}}$ and the factor $f$, writes as

$$p = \left( (r - 1) + \sqrt{(r - 1)^2 + 4rf \frac{p_{\text{sat}}}{2}} \right) p_{\text{sat}}$$  \hspace{1cm} (6.4.35)

where

$$r = \frac{J}{J_{\text{th}}}$$  \hspace{1cm} (6.4.36)

$$p_{\text{sat}} = \frac{\tau_{sp}}{(\tau_2 + \tau_{\text{eff}})}$$  \hspace{1cm} (6.4.37)

$$f = \frac{\tau_3}{\tau_{\text{eff}}}$$  \hspace{1cm} (6.4.38)

$$J_{\text{th}} = \frac{qL}{V\tau_c} \frac{\tau_{sp}}{\tau_{\text{eff}}}$$  \hspace{1cm} (6.4.39)

$$\tau_{\text{eff}} = \tau_3(1 - \tau_2/\tau_{32})$$  \hspace{1cm} (6.4.40)

The threshold condition is reached for $r = 1$. The photon number function $p(r)$ is characterized by a strong step-like increase from the spontaneous emission dominated regime ($r < 1$) to the lasing regime, dominated by stimulated emission ($r > 1$). The photon number
function is well approximated by following expressions, as long as \( r = 1 \pm \delta \) is not too close to 1, e.g. \( 4rf/p_{sat} \ll \delta^2 \), being satisfied in the LC laser if \( 0.01 \leq \delta \). (Appendix Sec. C.2)

\[
\begin{align*}
\text{if } r < 0.99: & \quad p \approx \frac{r}{1-r}f \\
\text{if } r > 1.01: & \quad p \approx (r - 1)p_{sat}
\end{align*}
\] (6.4.41) (6.4.42)

The efficiency of generating photons below threshold is governed by \( f \), and above threshold by \( p_{sat} \). The ratio \( p_{sat}/f \) is a measure for the step-like increase of the photon number at the threshold.

\[
\frac{p_{sat}}{f} = \frac{\tau_{sp}}{\tau_3} \frac{\tau_{eff}}{\tau_2 + \tau_{eff}}
\] (6.4.43)

The expression is proportional to the spontaneous emission lifetime and therefore inversely proportion to the Purcell factor. The dependence on \( \tau_{eff} \) and therefore on \( \tau_2 \) and \( \tau_{32} \) comes from the non unitary internal quantum efficiency in the lasing regime, that has been identified in Eq. 2.2.19 as \( \tau_{eff}/(\tau_2 + \tau_{eff}) \).

**Purcell factor extracted from the fit of the threshold region**

The measured power as a function of the current density of the LC laser in the magnetic field is fitted by the photon number function to get the best fit in the threshold region, using \( p_{sat}/f \) as a fit parameters. The measured power \( P \) is is related to the photon number \( p \) by

\[
P = h\nu \frac{p}{\tau_{rad}} \eta_{opt}
\] (6.4.44)
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Figure 6.27: (a): Fit of the measured power of the LC laser in the magnetic field (\(B = 2.3\) T) with Eq. 6.4.35. The fit parameter is independent on the optical collection efficiency. (b): The Stark-shift of the gain curve as a function of the current density and (c): the Purcell enhancement \(\tilde{F}_p\) normalized by the maximal value at resonance \(\bar{F}_p\) as a function of the current density.

Figure 6.28: (a): The deduced Purcell factor at threshold \(\tilde{F}_p\) as a function of the lifetimes \(\tau_3\) and \(\tau_2\). The grey area is unphysical since in this area \(\tau_{32} < \tau_3\). (b): The deduced Purcell factor as a function of the effective lifetime \(\tau_{eff}\).
where $\eta_{\text{opt}}$ is the optical collection efficiency. Multiplying the photon number $p$ in Eq. 6.4.35 by a factor $\eta$ is equivalent to multiply $p_{\text{sat}}$ and $f$ by the same factor $\eta$. $p_{\text{sat}}$ and $f$ cannot be determined independently, since the optical collection efficiency is unknown, but their ratio $p_{\text{sat}}/f$ can be deduced from the fit. Fig. 6.27(a) shows the measured power versus current density data together with the fit. An excellent fit is obtained when the data exceeds the noise floor, in particular in the threshold region and above threshold. Two experimentally determined coefficients are defined for convenience

$$\varphi = \frac{p_{\text{sat}}}{f}$$

(6.4.45)

$$\chi = \frac{J_{\text{th}}V\tau_c}{qL}$$

(6.4.46)

$\varphi$ is the fit parameter and $\chi$ is determined through the measurement of the threshold current density. $\tau_c$ is determined with the experimental value of the quality factor $Q = 37$. Following values are obtained: $\varphi = 5.68 \times 10^5$ and $\chi = 1.28 \times 10^6$.

The fitted curve in Fig. 6.27(a) doesn’t correspond to a unique set of values for the lifetimes $\tau_3$, $\tau_2$, $\tau_{32}$, $\tau_{sp}$. The Purcell factor at the threshold $\tilde{F}_p$ is deduced from the subset of lifetimes that reproduces the fitted curve. Mathematically speaking, there are four unknown lifetimes and two equations through the measurement of $p_{\text{sat}}/f$ and $J_{\text{th}}$ (Eq. 6.4.37-6.4.39). The Purcell factor as a function of $\tau_3$ and $\tau_2$ is (appendix Sec. C.3)

$$\tilde{F}_p(\tau_3, \tau_2) = \frac{2\tau_{sp}^0}{\varphi \tau_3} \left[ 1 + \sqrt{1 + 4 \frac{\chi \tau_2}{\varphi \tau_3}} \right]^{-1}$$

(6.4.47)

$$\left(6.4.48\right)$$
Fig. 6.28(a) shows the Plot of the Purcell factor $\tilde{F}_p$ as a function of $\tau_3$ and $\tau_2$. The Purcell factor can also be expressed as a function of $\tau_{\text{eff}}$ (Eq. 6.4.39 and 6.4.46)

$$\tilde{F}_p(\tau_{\text{eff}}) = \frac{\tau_0}{\chi \tau_{\text{eff}}}$$  \hspace{1cm} (6.4.49)

The plot of the Purcell factor as a function of $\tau_{\text{eff}}$ is shown in Fig. 6.28(b). The effective lifetime $\tau_{\text{eff}}$ in the LC active region is estimated through the measurement of the peak material gain with the cavity pulling effect

$$\tau_{\text{eff}} = \frac{qg_p}{Jg_c}$$  \hspace{1cm} (6.4.50)

where $g_p$ is the peak material gain and $g_c$ the calculated gain cross section at resonance. Following values have been used: $g_p = 35.5 \text{ cm}^{-1}$, $g_c = 1.76 \times 10^{-8} \text{ cm}$, $J = 270 \text{ A/cm}^2$. The deduced $\tau_{\text{eff}} = 1.2 \text{ ps}$ represents a lower limit since the lifetimes are larger in the magnetic field at 2.3 Tesla. The theoretical value for the Purcell factor $\bar{F}_p = 17$ agrees with the deduced upper limit $\bar{F}_p = 21$.

Note that the Purcell factor at the threshold $\tilde{F}_p$ is not the Purcell factor of the definition 6.4.23, since the latter corresponds to the maximum enhancement of the spontaneous emission when the emitter is in resonance with the cavity. This is not the case at threshold in the present LC laser, due to the strong Stark-shift of the gain curve with the voltage, respectively current. The dependence of the emission frequency on the current density has been established through the study of the emission spectra of ridge lasers in Sec. 6.3.2.
Figure 6.29: Measured power versus current density curves of the LC laser in the magnetic field (2.3 T) and without magnetic field, together with the plotted power for different maximal inversion ratios $r_{\text{max}}$. The inversion ratio is controlled by the $J$ dependence of the Purcell factor $\tilde{F}_p(J)$. Following values have been assumed for the lifetimes: $\tau_3 = 2 \text{ ps}$, $\tau_2 = 1 \text{ ps}$, and therefore $\tilde{F}_p = 17$.

The gain frequency as a function of the current density is shown in Fig. 6.27(b) and the corresponding Purcell factor $\tilde{F}_p$ rationed by its maximal value $\bar{F}_p$ is shown in Fig. 6.27(c). The extrapolated frequency at the threshold of the LC laser is 1.408 THz. The enhancement of the spontaneous emission at threshold is therefore $\tilde{F}_p \sim 0.858 \bar{F}_p$.

**Region above the threshold**

An important observation is that the fit in Fig. 6.27(a) differs significantly from the measured data well above the threshold. The power drops before the NDR region is reached and it has almost a symmetric shape in respect to the maximum emission. In Sec. 6.3.2 a constant peak material gain has been deduced between 270 A/cm$^2$ and 324 A/cm$^2$ in the active region of the LC laser. This points out that the population inversion doesn’t increase with the current
density in this region. Either the injection efficiency is not unity throughout this region or
the lifetimes change as a function of the carrier density. Although the peak material gain is
constant, the gain cross section of the LC mode is dependent on the current density through
the Purcell factor $\tilde{F}_p(J)$ by Eq. 6.4.29. Making use of Eq. 6.4.36, 6.4.39, and 6.4.50 the
inversion ratio writes

$$ r = \frac{g_p V \tau_c}{g_c L \tau_{sp}^0} \tilde{F}_p(J) \propto \tilde{F}_p(J) \quad (6.4.51) $$

$r$ is proportional to $\tilde{F}_p(J)$ since the peak gain $g_p$ is constant. ($g_c$ is the gain cross section at
resonance.) The photon number is computed and compared to the measured power of the
LC laser with and without magnetic field. Different values for the maximal inversion ration
are assumed. The magnetic field results in longer lifetimes, therefore a larger inversion ratio
is reached than without magnetic field. In Fig. 6.29(c) a good qualitative agreement is
found between the measured power characteristics in the magnetic field, when the maximal
inversion is $r_{\text{max}} \sim 1.15$, and without magnetic field when $r_{\text{max}} \sim 0.999$, therefore very close
to the threshold. Note that the the computed curves differ qualitatively in the low current
density regime and in the threshold region. In these areas the inversion ratio is not only
controlled by $\tilde{F}_p(J)$ since the peak material gain also depends on the current density.
6.5 Outlook

The LC laser is only one example of a whole class of applications opened by the LC resonator. The very high confinement of the electric field it enables makes it extremely attractive for detectors, modulators, and also for quantum optic studies. A few ideas for future research projects based on the LC resonator concept are briefly described in this section. An international patent application (PCT) has also been submitted for some of the possible applications presented here.

6.5.1 Engineering of the LC resonator

Scaling of the mode volume

The mode volume of the LC resonator is about $0.12(\lambda/2n)^3$ and the resonator exhibits a total quality factor of 41. Since the LC resonator consists of lumped elements, in principle, its volume should be scalable almost arbitrarily. A straightforward reduction of the lateral size and the active region thickness down to 2 $\mu$m allows indeed the scaling of the mode volume to 1/6 of the original LC resonator, shown in Fig. 6.30(a,b). However, the quality factor of the scaled resonator is reduced to 26 ($Q_{ohm} = 27$, $Q_{rad} = 1300$), limited by the ohmic losses, and the confinement factor is $\Gamma = 0.93$. A further scaling of the LC resonator’s mode volume is possible, but on the cost of an even lower quality factor.

A much more favorable scaling is achieved if the inductor is realized as a bent wire. Fig. 6.30(c) shows a 3D LC resonator using a bent wire and a 0.8 $\mu$m thick active region. The mode volume is only $0.002(\lambda/2n)^3$, therefore 60 times smaller than the mode volume of the
6.5.1 Engineering of the LC resonator

Figure 6.30: (a): Resonator of the LC laser, the reduced mode volume is $V_r = 0.12$, the quality factor $Q = 41$. (b): Scaled resonator, $V_r = 0.02$, $Q = 26$. (c): Resonator with a 3D wire, $V_r = 0.002$, $Q = 63$.

actual LC resonator. The total quality factor is as large as 63 ($Q_{\text{ohm}} = 97$, $Q_{\text{rad}} = 183$) and the confinement factor is $\Gamma = 0.85$. The wire corresponds, if unrolled, to an inductor that has a length of 24 $\mu$m and a width of 16 $\mu$m. The cross section of the wire seen by the surface currents is significantly larger for a 3D wire than for a planar wire, leading to lower ohmic losses. The 3D LC resonator is interesting for lower ohmic losses, smaller mode volumes but also for the low radiative $Q$.

**Radiative $Q$**

An antenna’s electrical size is defined in terms of its occupied volume relative to the operating wavelength. An electrically small antenna is one whose overall occupied volume is such that $ka$ is less than or equal to 0.5, where $k$ is the free-space wavenumber $2\pi/\lambda_0$, and $a$ is the radius of a sphere circumscribing the maximum dimension of the antenna [184]. If the antenna is located on a ground plane structure, the antenna image must be included in the definition of $a$. The LC resonator acts as an electrically small antenna.

There is a theoretical limit for the minimum radiative $Q$ of electrically small antennas. The Fundamental limit on the performance of small antennas was first addressed by Wheeler in
1947 [185]. Wheeler preferred to characterize fundamental limits on the performance of the small antenna in terms of its radiation power factor, which he defined as the inverse of $Q$. The minimum achievable $Q$, or lower bound is

$$Q_{\text{Wheeler}} = \frac{1}{(ka)^3}$$  \hspace{1cm} (6.5.52)

Subsequent work by Chu [186] and Mc Lean [187] has led to the commonly accepted lower bound on $Q$ (the Chu limit) being defined as

$$Q_{\text{Chu}} = \frac{1}{(ka)^3} + \frac{1}{ka}$$  \hspace{1cm} (6.5.53)

Wheeler’s and Chu’s formula state the lower bound on $Q$ for the lossless antenna. At small values of $ka$, the difference between the Chu and Wheeler limit is not significant.

Fig. 6.31 shows the computed Chu limit for small antennas as a function of the electrical size and compared to the radiative quality factor of different planar LC resonators [Fig. 6.30(a)] and 3D LC resonators [Fig. 6.30(c)]. For the computation of the radiative $Q$ of the two types of LC resonators, the height of the capacitors is used as a parameter; frequency and electrical size depend on the height, whereas $a$ is almost constant. As expected, the radiative $Q$ of the LC resonators decreases with increasing electrical size. The planar LC resonators have a large radiative $Q$, $1 - 2$ orders of magnitude larger than the Chu limit. The 3D LC resonators have a lower radiative $Q$, about $0.5 - 1$ order of magnitude larger than the Chu limit. In conclusion, the LC resonators are not optimized for minimal radiative $Q$. However
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Figure 6.31: The computed radiative $Q$ of planar LC resonators [Fig. 6.30(a)] and 3D LC resonators [Fig. 6.30(c)] as a function of the active region height. The variation in height results in a change in frequency and therefore in $ka$. The Chu limit gives a fundamental limit for the lower bound of the radiative $Q$.

The radiative $Q$ can be tuned by the electrical size of the resonator, and in particular 3D LC resonators show a lower radiative $Q$ than planar LC’s, while at the same time the ohmic $Q$ may be larger, leading to a higher radiation efficiency in 3D LC resonators.

**Far-field**

The far-field of the LC laser is computed using the built-in function of Comsol, available in the harmonic propagation analysis. A comparison of the far-field with that of a magnetic half-loop antenna ($r = 7.6 \mu m$) on a ground plane shows a good qualitative agreement, shown in Fig. 6.32. The far-field of the magnetic half-loop antenna is computed using the formulas from antenna theory [184]. Obviously, the sub-wavelength nature of the LC laser results in a wide spread far-field. The comparison suggests that the radiation mechanism even of a planar LC resonator is similar to a magnetic half-loop antenna.
Figure 6.32: (a)-(c): The radiation pattern of the LC laser (d) compared to a magnetic half-loop antenna (e). The far-field is plotted in logarithmic units on three cuts, corresponding to the usual representation in antenna theory.
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Figure 6.33: Geometry of LC resonators designed for $\lambda = 1.5 \, \mu m$ in (a): planar and (b): 3D configuration. (c) $E_z$ component of the electric field and (d) the norm of the magnetic field of the planar LC resonator on a plane across the semiconductor material at half substrate height.

**Frequency scaling**

The concept of the LC resonator can also be applied at shorter wavelengths, at mid-infrared or even telecom wavelengths. Fig. 6.33(a) shows two LC resonator designed for 200 THz ($\lambda = 1.5 \, \mu m$). For the simulation, a semiconductor refractive index of 3.6 is used and the refractive index of gold at 200 THz is $n = 0.384 + i10.9$ [188]. The planar LC resonator has a radiative quality factor of $Q_{rad} = 15.5$ and an ohmic quality factor of $Q_{ohm} = 28.8$ resulting in a total quality factor of $Q_{tot} = 10.4$. The mode volume is $V_{eff} = 0.14(\lambda/(2n))^3$. The 3D LC resonator has a radiative quality factor of $Q_{rad} = 34.6$ and an ohmic quality factor of $Q_{ohm} = 21.7$ resulting in a total quality factor of $Q_{tot} = 13.5$. The mode volume is $V_{eff} = 0.026(\lambda/(2n))^3$. The lower radiative quality factor of the planar LC resonator is due
to the larger electrical size of $ka = 0.76$ compared to $ka = 0.47$ for the 3D LC resonator.

### 6.5.2 Lasers

**Local oscillator**

Local oscillators (LO) for terahertz heterodyne receivers need very little power [189, 190]. Typically LO powers in the order of 1 $\mu$W are sufficient to pump hot-electron bolometer mixers. In a heterodyne receiver, the LO radiation is coupled through an optical beam path and an antenna to the hot-electron mixer resulting in a low coupling efficiency. An LC laser could be used as a local oscillator, due to its low power consumption it could be integrated monolithically with the mixer. The current in the inductor could be coupled directly into the mixer. The resulting device would have the advantage of small size and could be integrated into large arrays.

**Multicolor sources**

Sub-wavelength multicolor sources can be fabricated by integration of several LC lasers with different resonator frequency. Electrical switching between the different LC lasers would allow to change the emission wavelength - but the optical system wouldn’t require a realignment, since the source is sub-wavelength.
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**Frequency selective components**

A combination of optical and microwave components could lead to devices with new functionalities. Almost any kind of filters can be fabricated with microstrip-line components [117]. Filters in combination with double metal waveguides could be used for frequency selection in single mode lasers. Coupling of filters to double-metal waveguides could be achieved with Klopfenstein tapers [191]. A Klopfenstein taper is a continuous impedance transformer between two microstrip-lines of different width, therefore different impedance. It has negligible return loss. A narrowband anti-reflection coating for double-metal waveguides of the fundamental TEM mode could be realized using a Klopfenstein taper to match a double metal waveguide to a patch antenna. Tunability of filters could be achieved similar to active metamaterials by making use of Schottky depletion [192]. Maybe a combination of such microwave circuits and double metal waveguide terahertz QCL’s could lead to voltage tunable terahertz QCL’s, or at least to single mode emission with voltage controlled mode-hop tuning.

### 6.5.3 Strong coupling

The interaction of light with material excitations can be completely altered in microcavity structures where the electromagnetic field is strongly confined and the photonic density of states deeply modified. In particular, if the coupling between the optical transition and the radiation is sufficiently strong compared to the damping rates, new elementary excitations, eigenstates of the full photon-matter Hamiltonian, take form, usually named: cavity
polaritons. They present a characteristic anticrossing behavior, with a mode separation often referred to as vacuum-field Rabi splitting, in analogy to the well-known Rabi splitting of saturable two-level systems. The study of these phenomena started some time ago in atomic physics [172]. In the semiconductor world, cavity electrodynamics has developed mainly in conjunction with excitonic states, albeit in a variety of systems, from quantum wells [193, 194, 195, 196] to bulk [197], from III-V compounds to II-VI [198]. Intersubband polaritons, the strong coupling of light with an intersubband transition, has been observed in the mid-infrared wavelength range [199, 200] using dielectric waveguides based on total internal reflection. In the terahertz range the strong coupling is observed using a double-metal waveguide configuration for the light confinement [201]. The Rabi frequency $\Omega$ that gives the strength of the light-matter coupling is given by (Ref. [180])

$$\hbar \Omega = |E_{max} \mathbf{d} \cdot \mathbf{f}(\mathbf{r}_e)|$$

where the material excitation is at the location $\mathbf{r}_e$ with an electric dipole $\mathbf{d}$. $\mathbf{f}(\mathbf{r}) = \mathbf{E}(\mathbf{r})/E_{max}$ is the optical mode spatial function which describes the local field polarization and relative field amplitude. $E_{max}$ is the maximum field per photon already defined in Eq. 6.4.10.

The LC resonator is a nice cavity to study terahertz intersubband polaritons due to its high confinement factor, small mode volume and its quasi single mode spectrum. A series of modulation doped quantum wells is used as the active medium in the LC resonator for the observation of intersubband polaritons in the reflection mode. The sample active region consists of 15 quantum wells, each modulation doped with a sheet density of $n_s = 1 \times$
10^{11} \text{ cm}^{-3}. The intersubband transition is designed for 4.1 THz, including the depolarization shift. Large arrays of LC resonators with a circular shape for the capacitor are fabricated, shown in Fig. 6.34(a). The reflection of a broadband terahertz source on the LC resonator array is measured. At 10 K two well pronounced dips are visible in the reflection spectrum, corresponding to the upper and lower polariton, Fig. 6.34(b). At higher temperature, the splitting between the two polaritons is lower, since the electrons are thermally redistributed in the quantum wells, resulting in a lower coupling. Polaritons are observed up to about 150 K. At room temperature the reflection spectrum shows only one dip due to the LC resonator mode. The LC resonator frequency is tuned lithographically. Measuring arrays of resonators at different frequencies, the upper and lower polariton branch is sampled, shown in Fig. 6.34(c). From the minimal splitting between the polariton branches a Rabi frequency of about 1.1 THz is extracted. Improvement on the active region has led to the observation of intersubband polaritons at room temperature using a parabolic well active region in a LC resonator [202].
6.5.4 Detectors

Quantum well infrared photodetectors (QWIPs) are based on intersubband absorption in quantum wells. They have good performances at a variety of different wavelengths [203]. Two major QWIP schemes exist. Photovoltaic QWIPs generate a bias when illuminated, while photoconductive QWIPs are biased with an external voltage and photoemission of electrons from quantum wells leads to a photocurrent. QWIPs have been demonstrated in the terahertz range [204].

An important aspect of QWIPs is the coupling of the incident radiation to the QWIP active region. The intersubband transition selection rule requires a nonzero polarization component in the quantum well direction (epitaxial growth direction). Therefore radiation in normal incidence on the sample surface doesn’t couple to the intersubband transition, requiring other coupling geometries. A common coupling scheme is through polished facets at an angle of 45 degrees, forming a single or multipass zigzag waveguide.

For the terahertz region, the coupling of radiation to the active region of photodetectors is very inefficient through the coupling schemes described above due to the long wavelength (typically 100 \( \mu m \)) and the thin active region (typically 5—10 \( \mu m \)). The dimension mismatch results in a short effective interaction length.

A more efficient coupling in the terahertz range could be achieved using an LC resonator with an active region of a QWIP. The LC resonator consists ideally of a 3D wire, that has a low radiative quality factor \( Q_{rad} \). In such a configuration the incident radiation couples at normal incidence, a preferred geometry. A stronger interaction of light with the detector
active region is provided, since the optical mode of the resonator has a high confinement factor (80-90%). The intensity of the incident power that is coupled to the active region is higher. This, and the narrow bandwidth of the LC resonator leads to a larger signal to noise ratio. A LC based QWIP detector is smaller than the wavelength allowing for integration into dense arrays in contrast to detectors based on the common coupling schemes described above.

6.5.5 Terahertz emitter

A terahertz emitter generates narrowband, but incoherent light. For many applications this may be sufficient. The generation of incoherent narrowband radiation may be feasible at room temperature using spontaneous emission of radiation of an intersubband transition in a quantum well enhanced by a large Purcell effect. The active region of a Purcell emitter is based on a quantum well system with an intersubband transition where electrons are electrically injected in the higher energy level and extracted from the lower energy level. The emitter is based on the radiative transition from the upper to the lower energy level characterized as spontaneous emission. A population inversion is favorable. In principle, it operates also with equal populations in the upper and lower state. The active region is then transparent for emitted photons. The only issue could be Pauli blocking at higher electron densities.

Spontaneous emission is a very slow process, the lifetimes being in the $\mu$s range for terahertz frequencies. The non-radiative transitions have lifetimes in the order of a few ps, making the spontaneous emission an inherently inefficient process. The spontaneous emission process
can be modified due to the Purcell effect when the emitter active region is placed in a resonator that has a very small volume for the optical mode and a large quality factor. In such a situation, the spontaneous emission process is speeded up, and hence the efficiency of photon generation is increased.

The conversion efficiency of electrical power into narrowband terahertz radiation can be described by following equations. A unit pumping efficiency of carriers in the upper state is assumed. Recalling the average Purcell factor in the LC resonator (Eq. 6.4.23), the internal quantum efficiency is

\[ \eta_{\text{int}} = \frac{1}{1 + \frac{\tau_{nr}}{\tau_{sp}} F_p} \approx \frac{\tau_{nr}}{\tau_{sp}} F_p \quad (6.5.54) \]

\[ F_p = \frac{6}{\pi^2} \frac{(\lambda/2n)^3}{V} Q_{\text{tot}} \Gamma \quad (6.5.55) \]

where \( \tau_{nr} \) is the non-radiative scattering time, \( \tau_{sp} \) the free space spontaneous emission time, and \( Q_{\text{tot}} = Q_{ohm}^{-1} + Q_{rad}^{-1} + Q_{ish}^{-1} \). The approximation holds since \( \tau_{nr} \ll \tau_{sp} \). The out-coupling efficiency of radiation is

\[ \eta_{\text{out}} = \frac{1}{1 + Q_{rad}/Q_{ohm}} \quad (6.5.56) \]

where the radiative quality factor is \( Q_{rad} \), the ohmic quality factor \( Q_{ohm} \). The total efficiency is then given by

\[ \eta_{\text{tot}} = \frac{6}{\pi^2} \frac{Q_{\text{tot}} \Gamma}{(1 + Q_{rad}/Q_{ohm})} \frac{\tau_{nr}}{\tau_{sp}} \frac{(\lambda/2n)^3}{V} \quad (6.5.57) \]
The following examples illustrate such an emitter. The three LC resonators shown in Fig.
6.30 are compared; the planar resonator of the LC laser, a thin version of this resonator, and
a 3D resonator. For an emitter active region at 1.5 THz, a spontaneous emission lifetime of
\( \tau_{sp}^0 = 30 \ \mu s \) and a non-radiative lifetime of \( \tau_{nr} = 5 \) ps and a linewidth of \( Q_{isb} = 4 \approx Q_{tot} \) is
assumed. The table 6.1 summarizes the resonator properties and the computed efficiencies
for terahertz generation. The planar and thin planar LC resonator lead to similar total
efficiencies. A smaller volume results in a larger Purcell factor but also in a lower radiation
efficiency. Actually the planar LC resonators have an efficiency that is barely above the
internal efficiency of terahertz generation in the material without a cavity: \( \tau_{nr}/\tau_{sp}^0 = 1.8e^{-7} \).
The small volume combined with a good radiation out-coupling of the 3D resonator results
in an important increase of the total efficiency (a factor of \( \sim 100 \)) in the present case. For the
non-radiative lifetime a typical value at cryogenic temperatures has been assumed. At room
temperature it would drop an order of magnitude, leading to 10 times smaller efficiencies.
The expected emission is narrowband, with a linewidth in the order of 20-60 Ghz at a
frequency of 1.5 THz. The predicted efficiency at cryogenic temperatures with the 3D LC
resonator is about 1000 times larger than what has been measured on parabolic quantum
wells [205] in agreement with a predicted Purcell factor of \( \sim 1000 \). A Purcell emitter at
higher frequency, such as 3 or 4 THz, would take advantage of a larger \( Q_{isb} \) and a shorter
\( \tau_{sp}^0 \) and therefore larger efficiencies are expected.
<table>
<thead>
<tr>
<th>LC resonator</th>
<th>planar</th>
<th>thin planar</th>
<th>3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_{ohm}$</td>
<td>51</td>
<td>27</td>
<td>97</td>
</tr>
<tr>
<td>$Q_{rad}$</td>
<td>189</td>
<td>1300</td>
<td>183</td>
</tr>
<tr>
<td>$V/(\lambda/2n)^3$</td>
<td>0.12</td>
<td>0.02</td>
<td>0.002</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>0.85</td>
<td>0.93</td>
<td>0.85</td>
</tr>
<tr>
<td>$F_p$</td>
<td>17</td>
<td>113</td>
<td>1033</td>
</tr>
<tr>
<td>$\eta_{int}$</td>
<td>3.0e-6</td>
<td>2.0e-5</td>
<td>1.8e-4</td>
</tr>
<tr>
<td>$\eta_{out}$</td>
<td>2.1e-1</td>
<td>2.0e-2</td>
<td>3.5e-1</td>
</tr>
<tr>
<td>$\eta_{tot}$</td>
<td>6.5e-7</td>
<td>4.1e-7</td>
<td>6.4e-5</td>
</tr>
</tbody>
</table>

Table 6.1: Summary of the relevant resonator parameters and the computed efficiencies.
Chapter 7

Conclusions and perspectives

In the first part, a bound-to-continuum bandstructure with split injector has been developed for low frequency terahertz QCLs. The main advantage of this bandstructure is the low intersubband absorption at the lasing frequency due to the minigap. The large scattering phase space due to the miniband results in a favorable condition for population inversion. A good injection efficiency at alignment bias is obtained due to the split-injector.

Based on the bound-to-continuum bandstructure a series of terahertz QCLs has been demonstrated, covering the frequency range from 2.1 to 1.2 THz. The latter is the lowest reported operation frequency of a terahertz QCL without a strong applied magnetic field. The relative injection efficiency of low frequency terahertz QCLs is studied via magneto-transport measurements. The limiting mechanism at low frequency is related to the low photon energy in combination with ionized impurity scattering. The smaller energy spacing between the upper and lower state leads to a decrease of the injection efficiency at alignment bias for lower frequencies. In the resonant tunneling picture the detuning from the parasitic injec-
tion channel is insufficient at injection resonance into the upper state. The coupling and broadening of the injector determine the width (or bias range) of the injection resonance. The low frequency designs with the modified doping profile suffer from ionized impurity scattering of the injector state. This leads to a strong non-selective leakage channel prior to the alignment bias. It results in a reduced dynamic range for the 1.5 and 1.3 THz laser, and in an unstable working point at the alignment bias of the designs aiming for 1.1 and 1.0 THz. However no indications for a drastic increase of the optical losses at lower frequency, nor a dramatic decrease of the internal quantum efficiency, that reflects the lifetimes, are found in the studied lasers. Future work aiming towards the 1 THz laser should address the doping issue. A doping profile similar to the lasers operating above 1.6 THz should be re-considered. To increase the injection selectivity, thicker injector barriers could be considered as well.

In the second part a deep sub-wavelength circuit based microcavity laser at 1.5 THz is demonstrated. The effective mode volume is among the smallest for electrically pumped lasers. The resonator consists of a planar capacitor-inductor resonant circuit. The resonator losses are dominated by ohmic losses. Simulations predict lower losses and at the same time significantly smaller effective mode volumes in LC resonators with a 3D inductor wire. Quantum electrodynamic effects are observed in the circuit based resonator. From the study of the emission characteristics of the circuit based laser, a Purcell factor in the order of $15 - 20$ is deduced. A series of modulation doped quantum wells is used as the active medium in a circuit based resonator for the observation of intersubband polaritons; the light-matter strong coupling regime. The circuit based laser is only one example of a whole class of applications opened by the circuit based resonator. The very high confinement of
the electric field it enables makes it extremely attractive for emitters, detectors, modulators, and also for quantum optic studies.
Appendix A

Processing

A.1 Acid based etch solutions

Table A.1 summarizes the etch solutions used for sample fabrication and their approximate etching rates. All etch solutions are used at room temperature (21°C). The etch rate can depend on the age of the etchant, temperature, agitation in the etchant, shape of the structures, and size of the sample [85].

<table>
<thead>
<tr>
<th>Etchant</th>
<th>Ratio</th>
<th>GaAs</th>
<th>Al$<em>{0.5}$Ga$</em>{0.5}$As</th>
<th>Nitride</th>
</tr>
</thead>
<tbody>
<tr>
<td>Citric acid</td>
<td>C$_6$H$_8$O$_7$H$_2$O:H$_2$O$_2$ = (3:3:2)</td>
<td>30 µm/h</td>
<td>&lt; 0.3 µm/h</td>
<td></td>
</tr>
<tr>
<td>Phosphoric acid</td>
<td>H$_3$PO$_4$:H$_2$O$_2$:H$_2$O = (3:1:50)</td>
<td>80 nm/min</td>
<td>100 nm/min</td>
<td></td>
</tr>
<tr>
<td>Sulphuric acid</td>
<td>H$_2$SO$_4$:H$_2$O$_2$:H$_2$O = (1:8:13)</td>
<td>0.12 µm/s</td>
<td>0.12 µm/s</td>
<td></td>
</tr>
<tr>
<td>Hydrofluoric acid</td>
<td>HF</td>
<td>0</td>
<td>500 nm/min</td>
<td>1 µm/min</td>
</tr>
<tr>
<td>Hydrofluoric acid</td>
<td>HF : H$_2$O = (1:5)</td>
<td>0</td>
<td>0</td>
<td>0.3 µm/min</td>
</tr>
</tbody>
</table>

Table A.1: Etchants used for wet etching. Ratios are in volume, except for the citric acid based etchant, where the mass ratio is given. Etch rates are estimated and may depend on the etching conditions.
A.2 Resists

Recipes for three resists are summarized in Table A.2 and A.3. AZ1518 is a positive, MAN1420 a negative and AZ5214 an image reversal resist. The latter can be used in the same way as the AZ1518, a fact that is very useful to remove resist on the sample edges in a first exposure–development step. The resist is turned into a negative resist after a shallow exposition, by an image reversal baking and a flood exposure. The exposition energy is specified per cm\(^2\) and is converted into an exposure time by measuring the intensity of the mercury lamp. The recipes are based on the measured intensity at 405 nm. The Karl Süss MA6 mask aligner is used in the constant power mode for soft contact photolithography. During the development the sample is immersed parallel to the surface in the developer base, hold laterally by tweezers and moved back and forth with a typical frequency of 2 Hz.
A.3 Plasma processing

Reproducible plasma processing requires careful conditioning of the reaction chamber, especially in respect to contaminations. Therefore the processing steps described below are in general preceded by a pump - \textit{N}_2 purge - predeposition flow conditioning and followed by a pump - \textit{N}_2 purge cycle.

A.3.1 Nitride deposition

The Oxford Instruments PECVD 80+ system is used for nitride deposition based on plasma enhanced chemical vapor deposition (PECVD). For silicon nitride SiN\textsubscript{x} deposition the sample is heated to 120\textdegree C. The process gas is 2.5\%-SiH\textsubscript{4}(\textit{N}_2) : NH\textsubscript{3} : \textit{N}_2 = (186:3:69), and the chamber pressure is regulated to 600 mTorr. Only HF power at 10 Watt is used. 70 min of deposition corresponds approximately to a 1.3 \textmu m thick nitride layer.

A.3.2 Nitride etching

The Oxford Instruments RIE 80+ system is used for dry etching of the nitride by reactive ion etching (RIE). The etching process step is carried out at room temperature, the etching gas is CH\textsubscript{3}F : O\textsubscript{2} = (50:5) at 25 mTorr pressure. The RF generator delivers 55 Watt. 50 minutes of etching are sufficient to etch completely the nitride layer.
A.3.3 GaAs etching

The Oxford Instruments ICP 180 system is used for dry etching of the GaAs/Al_{0.1}Ga_{0.9}As active region by inductively coupled plasma etching (ICP). This step is the most critical one in terms of contamination. The ICP 180 system is equipped with a load lock system. Prior to the sample loading, the silicon carrier wafer is cleaned in an etch step at 20 mTorr and room temperature with typically 150 Watt of RF power and 1500 Watt of ICP power. The process gas is SF\textsubscript{6} : O\textsubscript{2} = (40:40). After typically 10 minutes of etching the sample is loaded. Processing starts with a plasma oxygen etch step during 3 minutes to remove residuals of the resist mask. The etch parameters are 20\degree C, the valve position is on 10 degrees, 130 Watt of RF power, and 100 sccm of O\textsubscript{2}. The GaAs dry etching is carried out at 60\degree C, 5 mTorr of pressure, 140 Watt RF power and 400 Watt ICP power. The process gas is Cl\textsubscript{2} : Ar = (13:5). After typically ≤ 4 min 45 sec, the 8 \( \mu \)m thick active region is completely etched. Another plasma oxygen step, identical to the previous finishes the process.
Appendix B

Microstrip-lines

B.1 Propagation constant

The geometry of a microstrip-line is shown in figure B.1. A conducting strip of width $W$ is on the top of a dielectric substrate that has a relative dielectric constant $\varepsilon_r$ and a thickness $h$, and the bottom of the substrate is a conducting ground plane. An excellent reference for microstrip lines is given in [117]. The microstrip line can be characterized in the quasi-TEM

Figure B.1: Geometry of a microstrip-line. A conducting strip is separated by a dielectric substrate from a conducting ground plane.
approximation by an effective dielectric permittivity. The transmission characteristics are described by the effective dielectric constant \( \varepsilon_{re} \) and characteristic impedance \( Z_c \). For thin conductors, the closed-form expressions that provides an accuracy better than one percent are given as follows, where \( \eta = 120\pi \) ohms is the wave impedance in free space.

For \( W/h \leq 1 \):

\[
\varepsilon_{re} = \frac{\varepsilon_r + 1}{2} + \frac{\varepsilon_r - 1}{2} \left\{ \left( 1 + 12 \frac{h}{W} \right)^{-0.5} + 0.04 \left( 1 - \frac{W}{h} \right)^2 \right\}
\]

\[
Z_c = \frac{\eta}{2\pi \sqrt{\varepsilon_{re}}} \ln \left( \frac{8h}{W} + 0.25 \frac{W}{h} \right)
\]

For \( W/h \geq 1 \):

\[
\varepsilon_{re} = \frac{\varepsilon_r + 1}{2} + \frac{\varepsilon_r - 1}{2} \left( 1 + 12 \frac{h}{W} \right)^{-0.5}
\]

\[
Z_c = \frac{\eta}{\sqrt{\varepsilon_{re}}} \left\{ \frac{W}{h} + 1.393 + 0.677 \ln \left( \frac{W}{h} + 1.444 \right) \right\}^{-1}
\]

The propagation constant in a microstrip line is \( \gamma = \alpha + i\beta \) where \( \alpha \) are the losses and \( \beta \) is given by \( \beta = 2\pi/\lambda_g = 2\pi\sqrt{\varepsilon_{re}/\lambda_0} \) and \( \lambda_0 \) being the free space wavelength. A very simple expression allows to estimate the losses in microstrip lines:

\[
\alpha = \frac{R_s}{Z_c W} \quad (1/\text{unit length})
\]
where $Z_c$ is the characteristic impedance of the microstrip of the width $W$, and $R_s$ the surface resistance, determined by the skin depth. It is given by

$$R_s = \sqrt{\frac{\omega \mu_0}{2\sigma}}$$

where $\sigma$ is the conductivity, $\mu_0$ the permeability of free space, and $\omega$ the angular frequency.

Note that the here defined losses are based on the attenuation of the amplitude of the field. The waveguide losses in QCLs are defined on the attenuation of the power, therefore the corresponding waveguide losses are $2\alpha$.

## B.2 Open Ends

At the open end of a microstrip-line, the fields do not stop abruptly but extend slightly further due to the effect of the fringing field. This effect can be modeled with an additional equivalent length of the transmission line $\Delta l$. Following formulas allow to compute $\Delta l$ with an accuracy that is better than 0.2% for the range of $0.01 \leq w/h \leq 100$ and $\varepsilon_r \leq 128$ [117]

$$\frac{\Delta l}{h} = \frac{\xi_1 \xi_3 \xi_5}{\xi_4}$$  \hspace{1cm} (B.2.1)
where $h$ is the thickness of the substrat and $\xi_i$ is given by

\[
\begin{align*}
\xi_1 &= 0.434907 \frac{\varepsilon_{re}^{0.81} + 0.26(W/h)^{0.8544} + 0.236}{\varepsilon_{re}^{0.81} - 0.189(W/h)^{0.8544} + 0.87} \\
\xi_2 &= 1 + \frac{(W/h)^{0.371}}{2.35\varepsilon_r + 1} \\
\xi_3 &= 1 + \frac{0.5274 \tan^{-1}[0.084(W/h)^{1.9413}/\xi_2]}{\varepsilon_{re}^{0.9236}} \\
\xi_4 &= 1 + 0.037 \tan^{-1}[0.067(W/h)^{1.456}]\{6 - 5 \exp[0.036(1 - \varepsilon_r)]\} \\
\xi_5 &= 1 - 0.218 \exp(-7.5W/h)
\end{align*}
\]
Appendix C

Microcavity Rate equations

C.1 Solution of the rate equations

The QCL rate equations 6.4.30 - 6.4.32 are solved in the steady state regime to obtain a relation between the photon number $p$ and the current density $J$. The calculations are performed for $\beta = 1$. The equations to solve are

\[
\begin{align*}
\frac{dN_3}{dt} &= \frac{J}{qL} - \frac{N_3}{\tau_3} - \frac{p(N_3 - N_2)}{\tau_{sp}} - \frac{N_3}{\tau_{sp}} \\
\frac{dN_2}{dt} &= \frac{N_3}{\tau_{32}} - \frac{N_2}{\tau_2} + \frac{p(N_3 - N_2)}{\tau_{sp}} + \frac{N_3}{\tau_{sp}} \\
\frac{dp}{dt} &= -\frac{p}{\tau_c} + \frac{pV(N_3 - N_2)}{\tau_{sp}} + \frac{VN_3}{\tau_{sp}}
\end{align*}
\]

$N_3$ and $N_2$ are eliminated and the current density as a function of the photon number writes

\[
J = \frac{qL}{V\tau_c} \left[ \frac{\tau_{sp}/\tau_3 + p\tau_2/\tau_3}{(p+1)/p - \tau_2/\tau_{32}} + p \right]
\]
This equation can be solved for the photon number $p$. Following expression is obtained

$$p = \frac{(J V \tau \tau_{eff} - \tau_3 - \tau_{sp}) + \sqrt{\left[\frac{J V \tau \tau_{eff} - \tau_3 - \tau_{sp}}{qL}\right]^2 + \frac{4 J V \tau \tau_3 \tau_{eff}}{qL}}}{2(\tau_2 + \tau_{eff})}$$ (C.1.5)

where $\tau_{eff} = \tau_3(1 - \tau_2/\tau_{sp})$ has been introduced to simplify the notation. The threshold current density $J_{th}$ is obtained by requiring the net stimulated gain equal to the losses in Eq. C.1.3. The terms in $1/\tau_{sp}$ are neglected in Eq. C.1.1 and Eq. C.1.2.

$$J_{th} = \frac{qL}{V \tau_c} \frac{\tau_{sp} + \tau_3}{\tau_{eff} - \tau_3 \tau_2/\tau_{sp}} \approx \frac{qL}{V \tau_c} \frac{\tau_{sp}}{\tau_{eff}}$$ (C.1.6)

The approximation makes use of the fact that in the LC laser $\tau_{sp}/\tau_3 \sim 10^6$. The same approximation is used to simplify Eq. C.1.5 and expressed with the threshold current density it writes as

$$p \approx \left[\left(\frac{J}{J_{th}} - 1\right) + \sqrt{\left(\frac{J}{J_{th}} - 1\right)^2 + \frac{4 J}{J_{th} \tau_{eff} \tau_{sp}} \tau_3 \tau_{eff}}\right] \frac{\tau_{sp}}{2(\tau_2 + \tau_{eff})}$$ (C.1.7)

Introducing the inversion ratio $r$, the saturation photon number $p_{sat}$ and $f$ Eq. C.1.7 is expressed as

$$p = \left((r - 1) + \sqrt{(r - 1)^2 + \frac{4 r f}{p_{sat}} p_{sat}}\right)$$ (C.1.8)
where

\[
  r = \frac{J}{J_{th}} \quad \text{(C.1.9)}
\]

\[
  p_{sat} = \frac{\tau_{sp}}{\tau_2 + \tau_{eff}} \quad \text{(C.1.10)}
\]

\[
  f = \frac{\tau_3}{\tau_{eff}} \quad \text{(C.1.11)}
\]

### C.2 Approximation

Eq. C.1.8 can be approximated by the following expression, if \(|r - 1| > \delta\), therefore for all \(r\) except if \(r\) is close to unity.

\[
p \approx [(r - 1) + |r - 1|] \frac{p_{sat}}{2} + \frac{rf}{|r - 1|} \quad \text{(C.2.12)}
\]

The condition on \(\delta\) is \(4rf/p_{sat} \ll \delta^2\). Since \(r\) and \(f\) are in the order of 1, and \(p_{sat}\) is in the order of \(10^6\) in the LC laser, \(0.01 \leq \delta\). Two cases can be distinguished; below threshold \((r < 1)\) and above threshold \((r > 1)\). The approximate solutions are then

\[
  \text{if } r < 0.99: \quad p \approx \frac{r}{1-r}f \quad \text{(C.2.13)}
\]

\[
  \text{if } r > 1.01: \quad p \approx (r - 1)p_{sat} \quad \text{(C.2.14)}
\]
C.3 Purcell factor fit in the threshold region

With the fit of the $p(r)$ curve the ratio $p_{\text{sat}} / f$ is deduced, and the threshold current density is measured. This corresponds to two equations, with four unknown variables $\tau_3$, $\tau_2$, $\tau_{32}$, $\tau_{sp}$, where the latter contains the Purcell factor. The Purcell factor is expressed as a function of two parameters, e.g. $\tau_2$ and $\tau_3$. Two experimentally determined constants $\chi$ and $\varphi$ are introduced

\[
\frac{p_{\text{sat}}}{f} = \frac{\tau_{sp}}{\tau_3} \frac{\tau_{eff}}{\tau_2 + \tau_{eff}} = \varphi \tag{C.3.15}
\]

\[
\frac{J_{\text{th}} V_{\tau_c}}{qL} = \frac{\tau_{sp}}{\tau_{eff}} = \chi \tag{C.3.16}
\]

Those two equations are used to eliminate $\tau_{32}$, then the Purcell factor is expressed using

\[
F_p = \frac{\tau_0}{\tau_{sp}}.
\]

\[
F_p = \frac{2 \tau_0}{\varphi \tau_3} \left[ 1 + \sqrt{1 + \frac{\chi \tau_2}{\varphi \tau_3}} \right]^{-1} \tag{C.3.17}
\]

$\tau_{32}$ is also expressed as a function of the same variables

\[
\tau_{32} = \frac{\tau_2}{1 - \frac{\varphi}{2\chi} \left[ 1 + \sqrt{1 + \frac{\chi \tau_2}{\varphi \tau_3}} \right]} \tag{C.3.18}
\]

The condition $\tau_{32} > \tau_3$ must be satisfied and restricts the possible set of $\tau_2$ and $\tau_3$ values.
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