Master Thesis

Monotone Modules Approximation

Author(s):
Constantinescu, Simona

Publication Date:
2011

Permanent Link:
https://doi.org/10.3929/ethz-a-006686941

Rights / License:
In Copyright - Non-Commercial Use Permitted
Monotone Modules Approximation

Simona Constantinescu

September 3, 2011
Contents

Acknowledgements .................................................. 3
Introduction ......................................................... 4

1 Theory .......................................................... 7
   1.1 Dynamical Systems .......................................... 7
   1.2 Linear Systems ............................................. 8
      1.2.1 Time-domain Analysis ................................... 8
      1.2.2 Frequency-domain analysis ............................. 10
   1.3 Stability ................................................... 11
   1.4 Linearization ................................................ 12
      1.4.1 Deviation variables ..................................... 13
      1.4.2 Example ................................................ 14

2 Monotone Systems .................................................. 16
   2.1 Biochemical Reaction Networks .............................. 16
   2.2 Monotonicity ................................................ 17
      2.2.1 Dynamical Systems Perspective ......................... 17
      2.2.2 Graph Theory Perspective ............................... 19
   2.3 Properties of monotone systems ............................ 22

3 Performance Evaluation ......................................... 25
   3.1 Signal Norms ............................................... 26
      3.1.1 The Error Signal ......................................... 26
      3.1.2 The $L_p$ norms ......................................... 26
      3.1.3 The $L_2$ Frequency Norm ............................... 28
      3.1.4 The Finite Horizon Average Norm ....................... 28
      3.1.5 The Stability Seminorm ................................. 29
      3.1.6 Discretization ......................................... 31
   3.2 System Norms ............................................... 31
      3.2.1 $H_2$ - norm ........................................... 32
      3.2.2 $H_\infty$ - norm ......................................... 34

4 Monotone Examples .................................................. 36
   4.1 Example1 ................................................... 36
   4.2 Example2 ................................................... 38
4.3 Example3 ......................................................... 41

5 **SI Approach** ............................................... 46
  5.1 Experiment Design ........................................... 47
  5.2 Hammerstein Wiener Models ............................... 48
  5.3 Application .................................................. 48
    5.3.1 Example1 ................................................ 49
    5.3.2 Example2 ................................................ 50
    5.3.3 Example3 ................................................ 52

6 **Robust Control Approach** ................................. 56
  6.1 Observability and Controllability ....................... 57
    6.1.1 Observability .......................................... 57
    6.1.2 Controllability ....................................... 59
  6.2 Transformation of State Variables ....................... 60
  6.3 Balanced Truncation ....................................... 61
    6.3.1 The Transformation $T$ ............................... 61
    6.3.2 State Reduction ...................................... 63
    6.3.3 Error Bounds ......................................... 64
  6.4 Application ................................................ 64
    6.4.1 Example1 ................................................ 65
    6.4.2 Example2 ................................................ 66
    6.4.3 Example3 ................................................ 71
  6.5 Monotone Transformation .................................. 72

7 **Interconnections** .......................................... 75
  7.1 Cascade Interconnections ................................. 77
Conclusions ..................................................... 81
Acknowledgements

This thesis, on monotone systems approximations, represents the most important project developed during my ETH Master studies. As the topic of monotone systems was of high interest for me ever since I started the Master in Zurich, I personally see this project as one integrating part my the main overall focus on the theoretical analysis of dynamical systems. In this aspect, for the present master thesis project and not only, I firstly send my gratitude towards my advisors, Hans-Michael Kaltenbach and Joerg Stelling, for their constant support, extremely valuable feedback and great discussions. I greatly appreciate the highly competitive, as well as relaxing, work atmosphere that Michael always establishes, as well as his exact, yet full of humour, way of explaining things. I did learn a lot about monotone systems in the past two years and also a lot on how to write a scientific paper in this last month, having him as an example.

I am very grateful to my professor Joerg Stelling for always finding time to offer me his great feedback on all the projects I have been working on. From him I have learnt that, in systems biology, all topics are interconnected, you just have to know which analysis perspective to employ. Also, he is the ideal example about how to in detail and with highest quality study all these interconnected parts: from experimental biology to pure mathematics.

Finally, I could not have done any of the things I accomplished in these 2 Zurich years (and not only) without the support and equilibrium that my family, my boyfriend and my friends always surround me with. They constantly prove me, without any formal definitions, but just by simple counterexamples, that not all the things in this Universe are relative.
Introduction

The present thesis brings together two very promising topics in today’s theoretical approaches in studying biological systems: monotone systems and system approximation. Informally, a monotone system is characterized by a robust response to external perturbations, in the sense of consistently signed net changes in the concentration values of its species. On the other hand, approximating a system informally signifies finding a simpler system, which is similar enough to the original one such as to allow the two to be used interchangeably.

Monotone Systems

Unlike systems from applied mathematics or engineering, the biological systems are strongly governed by stochasticity and noise. Moreover, the lack of complete understanding of the biological process itself, originating mainly in the difficulty to reliably and in detail observe it, induces an extremely large degree of uncertainty in the parameter estimates for this type of systems. From a global systems biology perspective, this translates into a questionable reliability of the mathematical models proposed to describe the biological phenomena. Therefore, modeling techniques which overcome the parameter uncertainty issue possess a clear advantage from the reliability viewpoint. Monotone systems represent such a technique.

In order to offer an intuitive explanation on what the robust consistently signed concentration change means in the framework of monotone systems, let’s briefly look at a concrete example. Assume the graph from the figure 1a is an abstraction of the interactions which take place in a very simple biological network: the 4 vertices of the graph are metabolites which are involved in a series of biochemical reactions. These metabolites, together with their interactions, represent a biochemical network. A directed edge exists between the species $A$ and $B$ whenever the concentration of $A$ directly influences the concentration of $B$. In case this influence is positive, i.e. an increase in concentration of $A$ brings about an increase in the concentration of $B$, the edge is assigned a + sign (and, equivalently, a − sign in case the influence is negative). For the sake of simplicity, let us assume that the system is as such that we can always fully state that the influence between two vertices, if existent, is either positive or negative.

Now assume that, due to an external perturbation, the concentration of species $A$ has suddenly decreased. We are interested in knowing whether we can predict the influence of an external perturbation on all the other species in the network, without knowing the exact values of the network’s parameters? On the example at hand, if the concentration of $A$ has suddenly decreased, then the concentration of $B$ will obviously decrease as well, while the one of $C$ will increase. More interesting is what will happen with $D$, as there exist 3 ways of getting from $A$ to $D$. On the diagonal edge, the effect that a decrease in the concentration of $A$ has on $D$ is positive, hence $D$ will decrease as well. On the path $A – B – D$, the effect is still positive, therefore the prediction is still a
decrease. Same happens on the path $A - C - D$. Therefore, we can conclude in this case that, when $A$ decreases, $D$ will decrease as well. Or, in other words, we can indeed predict the net effect that a sudden change in the concentration of one species will have on all the other species without using the exact parameter values of the network.

Now, lets assume that the graph of the network is slightly changed, i.e. the species $A$ influences the species $C$ in a positive rather than negative way, as in figure 1b. In this case, we cannot predict the effect a perturbation in $A$ has on $D$ anymore, as the paths leading to $D$ have different signs. For making such a prediction, we will need to know the exact parameter values of the network.

In this small example, the first system is monotone, while the second is not. This is an intuitive explanation of the claim that monotone systems are characterized by consistent response to perturbations.

**System Approximation**

However, working with complete biological systems is not a feasible task, due to the very high number of species and the complexity of their interactions. Therefore, modularizations seems to be the only feasible approach in handling large systems. Particularly appealing is the modularization of a system into monotone modules, which possess the nice property exemplified here. As first modularization attempts have been conducted in this sense, the next arising question is how one can make use of the monotone modules in predicting the dynamical behavior of the overall system and make use of their properties? The answer to this question is *system approximation*.

Formulated as such, replacing a system through simpler, yet similar enough ones, is undoubtedly not a clear task. Notions as “simple or “similar enough need to be formally included through the theoretical framework of normed vector spaces and measurable functions which will be introduced in Chapter 3. The defined norms will basically measure the difference between the output trajectories of the system and, based on this quantitative information, rank them according to their similarity to the original one.

Various system approximation methods have been applied on monotone systems, the main difference between them being their empirical or theoretical approach. The results of these approximations will be discussed in this thesis.
Figure 1: Example networks
Chapter 1

Theory

The main concept lying at the basis of most of the theoretical and computational studies employed in the present thesis is the one of dynamical systems. Roughly speaking, a dynamical system depicts the functional time-dependency of a given set of variables in a well-defined geometrical space. A particular class of dynamical systems, often used in modeling in systems biology, are the ODE systems. In the ODE systems framework, the rate of change of the variables with respect to time is functionally depending on the system’s variables. In this chapter, we will discuss in detail the basic concepts of (nonlinear and linear) ODE systems, as well as other closely related theoretical concepts, which will be relevant in the later analysis of these systems.

1.1 Dynamical Systems

Consider the following ordinary differential equations (ODE) system:

\[
S : \begin{cases}
\frac{dx_1(t)}{dt} = f_1(x_1(t),\ldots,x_n(t)) \\
\vdots \\
\frac{dx_n(t)}{dt} = f_n(x_1(t),\ldots,x_n(t))
\end{cases}
\]

or, in more compact notation:

\[
S : \frac{dx(t)}{dt} = f(x(t))
\] (1.1)

where the measurable function \( x : \mathbb{R}_+ \to \mathbb{R}^n \) is the state of the system and \( x_0 = x(0) \) is its initial condition. We will denote by \( \phi(t,x_0) \) the solution to this initial value problem. \( \mathbb{R}_+ \) represents the set of real, non-negative numbers.

Even if system 1.1 is often used in modeling, it has certain drawbacks when
employed in representing natural processes. More specifically, it cannot cap-
ture at least two essential features of this type of processes: external influences
and interconnections. A natural conceptual extension of system 1.1, which also
handles these two issues, is the controlled or I/O ODE system $\Sigma$:

$$
\Sigma : \begin{cases}
\frac{dx(t)}{dt} = f(x(t), u(t)) \\
y(t) = g(x(t), u(t))
\end{cases}
$$

with state $x : \mathbb{R}_+ \rightarrow \mathbb{R}^n$, input $u : \mathbb{R}_+ \rightarrow \mathbb{R}^m$, output $y : \mathbb{R}_+ \rightarrow \mathbb{R}^p$ and initial condition $x_0 = x(0)$. $x$, $u$ and $y$ are all measurable functions and will be from
now on called signals. We will define the new initial value problem as being the ODE system 1.2, together with the initial condition $x_0$ and the input $u$. The solution to this initial value problem will be denoted by $\phi(t, x_0, u)$. The system
form 1.2 is also known as a state space representation or, alternatively state space realization.

Note: In the present framework, all parameters of the system are assumed
to be fixed. However, if this was not the case, the system 1.2 would have had
the following new form, with $P$ being the parameter vector:

$$
\Sigma : \begin{cases}
\frac{dx(t)}{dt} = f(x(t), u(t), P) \\
y(t) = g(x(t), u(t), P)
\end{cases}
$$

1.2 Linear Systems

A particular case of the ODE system 1.2 is the linear ODE system ([16]). A
linear time - varying ODE system has the following form:

$$
G : \begin{cases}
\frac{dx(t)}{dt} = A(t)x(t) + B(t)u(t) \\
y(t) = C(t)x(t) + D(t)u(t)
\end{cases}
$$

with, as before, $x : \mathbb{R}_+ \rightarrow \mathbb{R}^n$, $u : \mathbb{R}_+ \rightarrow \mathbb{R}^m$, $y : \mathbb{R}_+ \rightarrow \mathbb{R}^p$ and the following matrix - valued measurable functions: $A : \mathbb{R}_+ \rightarrow \mathbb{R}^{nxn}$, $B : \mathbb{R}_+ \rightarrow \mathbb{R}^{nxm}$,
$C : \mathbb{R}_+ \rightarrow \mathbb{R}^{pxn}$ and $D : \mathbb{R}_+ \rightarrow \mathbb{R}^{pxm}$.

In case the matrix coefficients of the states and input are not time - dependent,
system 1.3 becomes a linear time - invariant (LTI) system:

$$
G : \begin{cases}
\frac{dx(t)}{dt} = Ax(t) + Bu(t) \\
y(t) = Cx(t) + Du(t)
\end{cases}
$$

1.2.1 Time-domain Analysis

When knowing the initial condition $x_0$ and the input $u(\tau)$, for $\tau \in [0, t]$, the full state response $x(t)$ and the full output response $y(t)$ can be uniquely determined, $\forall t > 0$. 
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The full state response has the following form (for a complete derivation, see [24]):

$$x(t) = e^{At}x_0 + e^{At} \int_0^t e^{-A\tau}Bu(\tau)d\tau$$

(1.5)

where, if $M$ is a $n \times n$ square real matrix, $e^M$ is called the matrix exponential of $M$ and it is a $n \times n$ square real matrix defined as:

$$e^M := \sum_{k=0}^{\infty} \frac{1}{k!}M^k$$

The expression 1.5 consists of two components: the first term is only dependent on the initial condition $x_0$ and it represents the homogeneous response, $x_h(t) = e^{At}x_0$, i.e. the solution to the system when assuming zero input. The second term is called the forced response and it represents the solution to the system when assuming zero initial condition.

The output response of the system, $y$, can be derived by substituting the state response into the algebraic system output equation:

$$y(t) = Cx(t) + Du(t)$$

(1.6)

By substituting $u(t) = 0$ in 1.6, we obtain the following form for the homogeneous output response:

$$y_h(t) = Ce^{At}x_0$$

(1.7)

while after replacing the forced state response in 1.6, we obtain the forced output response:

$$y_f(t) = C \int_0^t e^{A(t-\tau)}Bu(\tau)d\tau + Du(t)$$

(1.8)

By combining 1.7 and 1.8, the output response of the LTI system 1.4 is:

$$y(t) = Ce^{At}x_0 + C \int_0^t e^{A(t-\tau)}Bu(\tau)d\tau + Du(t)$$

(1.9)

The forced output response and, equivalently, any LTI system for which the initial condition is set to zero, is equivalently described by the convolution integral as such:

$$y(t) = (g_c \ast u)(t) \overset{\text{def}}{=} \int_{-\infty}^{\infty} g_c(t-\tau)u(\tau)d\tau$$

(1.10)

where $g_c$ is called the impulse response function of the system and it represents the value of the output when the input is the Dirac delta function $\delta$, i.e. a distribution satisfying the following properties:

$$\delta(t) = \begin{cases} +\infty, & t = 0 \\ 0, & t \neq 0 \end{cases}$$
\[
\int_{-\infty}^{\infty} \delta(x) dx = 1
\]

Note: As here we restricted our study to signals defined on the non-negative domain \( \mathbb{R}_+ \), i.e. signals \( u \) for which \( u(t) \equiv 0, \forall t < 0 \), the convolution integral representation in 1.10 is equivalent to:

\[
y(t) = \int_{0}^{\infty} g_c(t - \tau) u(\tau) d\tau
\]  

(1.11)

Any linear time-invariant system can be fully characterized by its impulse response function, that is, for any input function, the output can be calculated in terms of the input and the impulse response. More specifically, as it can be deduced from the equations 1.9 and 1.10, the impulse response function has the following matrix form, \( \forall t \geq 0 \):

\[
g_c(t) = Ce^{At}B + Dt
\]

### 1.2.2 Frequency-domain analysis

In the study of signals and systems, complementary to the time domain analysis, where functions are time-dependent, the frequency domain analysis can also be employed. In control theory, among the most common methods of transforming the time domain to the frequency domain are the Laplace transform \([30]\) and the Fourier transform.

**Definition 1.2.1.** The **Laplace transform** of a function \( f : \mathbb{R}_+ \rightarrow \mathbb{R} \) is the function \( F \):

\[
F(s) = \mathcal{L}\{f\}(s) := \int_{0}^{\infty} e^{-st} f(t) dt
\]

where \( s = \sigma + i\omega \in \mathbb{C} \).

**Definition 1.2.2.** The **Fourier transform** of a function \( f : \mathbb{R}_+ \rightarrow \mathbb{R} \) is the function \( \hat{f} \):

\[
\hat{f}(s) = \mathcal{F}\{f\}(s) := \frac{1}{2\pi} \int_{0}^{\infty} e^{-i\omega t} f(t) dt
\]

where \( s = i\omega \in \mathbb{C} \).

The Fourier transform is therefore equivalent to evaluating the Laplace transform exclusively on the imaginary axis, i.e. for \( s = i\omega \). From reasons of consistency with the control theory literature ([14], [11], [24]), we will, from now on, use the notation \( F(j\omega) \) to denote the Fourier transform \( \hat{f}(s) \), for \( s = i\omega \), replacing the imaginary unit \( i \) with \( j \). Also note that the extension of definitions 1.2.1 and 1.2.2 to the codomain \( \mathbb{R}^n \) is done component-wise.

Applying the Laplace transform on the time-domain relationship 1.10 and using its properties ([30]) yields:

\[
y(t) = (g * u)(t) \Rightarrow Y(s) = G(s) \cdot U(s)
\]  

(1.12)
where \( Y(s) = \mathcal{L}\{y\}(s); \ U(s) = \mathcal{L}\{u\}(s) \) and \( G(s) = \mathcal{L}\{g\}(s) \).

The Laplace transform of the impulse response \( g_c \) of an LTI system \( G \) is called the transfer function of the system: \( G : \mathbb{C} \rightarrow \mathbb{C}^{p \times m} \)

\[
G(s) = \int_0^\infty g_c(t)e^{-st}dt
\]

and, in different notation:

\[
G(s) = \frac{Y(s)}{U(s)} \tag{1.13}
\]

Using the properties of the Laplace transform ([16], [30]) in 1.13 an equivalent expression for the transfer function of the system 1.4 is:

\[
G(s) = C(sI - A)^{-1}B + D
\]

As the codomain of \( G \) is \( \mathbb{C}^{p \times m} \), we will also refer to \( G \) as the transfer function matrix of the system 1.4. Moreover, any system described by a transfer function matrix is linear and time - invariant.

**1.3 Stability**

Given the (nonlinear) ODE system with inputs and outputs 1.2:

**Definition 1.3.1.** The pair \((\bar{x}, \bar{u}) \in (\mathbb{R}^n, \mathbb{R}^m)\) is called an equilibrium point/equilibrium input pair if

\[
f(\bar{x}, \bar{u}) = 0_n.
\]

If, given a fixed initial condition, the system 1.2 admits an equilibrium point/equilibrium input pair, we will say that the system (or its output signal) reached steady-state. The existence and characteristics of the equilibrium points play a significant role in the analysis of a system. They form the basis of what is called stability analysis, offering insights into the system’s qualitative dynamical behavior. Especially in the monotone systems framework, equilibrium points are of central importance, as most of the existent results concern stability aspects ([2],[4],[3],[5]).

The meaning of the equilibrium point/equilibrium input pair is that, if the system is started at the initial condition \( x(0) = \bar{x} \) and the input \( \bar{u} \) is applied, then the system will not deviate from the initial state throughout its evolution, i.e. \( \phi(t, \bar{x}, \bar{u}) = \phi(0, \bar{x}, \bar{u}) \), \( \forall t \geq 0 \). Moreover, if under the initial condition \( x_0 \) and the input \( \bar{u} \), the system reaches the state \( \bar{x} \), i.e. \( \exists T \) s.a. \( \phi(T, x_0, \bar{u}) = \phi(0, \bar{x}, \bar{u}) \), then the system will not leave this state anymore, i.e. \( \phi(t, x_0, \bar{u}) = \phi(T, x_0, \bar{u}) = \phi(0, \bar{x}, \bar{u}) \), \( \forall t \geq T \).

Without going into the formal details of stability in the case of nonlinear systems (in this aspect, see [34]), we will here just briefly discuss this concept in an informal manner, with special attention given to the LTI case ([21]).

One important distinction regarding the equilibrium points of a system concerns...
the *convergence properties* of the nearby or *close* (with respect to a given metric) solutions to the equilibrium point. More specifically, an equilibrium point is called *unstable* if the output (or state) trajectory cannot be kept close enough to it by starting sufficiently close and under the influence of an input which is sufficiently close to the equilibrium input. On the other hand, the equilibrium point is called *stable* if the trajectories can be kept as close as desired, by starting with an initial condition sufficiently close and under the influence of an input sufficiently close to the equilibrium input. In addition to this, the equilibrium point is called *asymptotically stable* if nearby solutions converge to it as well and *exponentially asymptotically stable* this happens at an exponential rate.

The second distinction is done regarding the starting point, i.e. the initial condition \( x_0 \). A *local* equilibrium point implies that the convergence properties hold provided that we start close enough, whereas *global* requires that these properties hold irrespective of where we start.

Due to the fact that, in the case of an LTI system, a close algebraic formula exists for the state and output trajectories of a system (equations 1.5 and 1.9), the stability of such a system can be analyzed through a simple algebraic test concerning solely the eigenvalues of the matrix \( A \). For a proof of the following theorem, see [21].

**Theorem 1.3.2.** For LTI systems, the following statements are equivalent:

(a) The equilibrium solution is algebraically stable.

(b) The equilibrium solution is exponentially stable.

(c) \( \forall \lambda_i \in \text{eig}(A), \text{Re}(\lambda_i) < 0. \)

where by \( \text{eig}(A) \) we mean the set of eigenvalues of the matrix \( A \).

Such a matrix, whose eigenvalues have real negative part, is called *Hurwitz*. In case this happens for an LTI system \( G \), we will informally refer to the system as being *stable*.

### 1.4 Linearization

As in the case of nonlinear systems, there is no way of calculating a closed form for the state and output responses ([34]), the algebraic test from theorem 1.3.2, as well as many other theoretical results ([16]) cannot be applied. This is the main justification behind studying nonlinear systems through linear surrogates. In this aspect, the most popular procedure employed is called *system linearization*.

In the case of a nonlinear system of equations, i.e. a multi-dimensional nonlinear function, the linearization procedure amounts to approximating the nonlinear system through a linear one, also called the *linearization of the nonlinear system*. The linear system is uniquely determined by a fixed multi-dimensional point, called *operating point*, and the matrix of first-order partial derivatives
of the function with respect to the system’s states and inputs, evaluated at the operating point. The solution of the linearization will coincide with the one of the nonlinear system only when evaluated at the operating point.

In principle, the steady-state behavior need not always be of highest interest when analyzing dynamical systems. Not any system necessarily reaches a steady state or, depending on the application, the long-term behavior of the system might not be the main focus. However, in the present case, monotone systems almost always reach an asymptotically stable steady state (\cite{32}). Therefore, when aiming at approximating monotone systems, maintaining their steady-state behavior is of particular interest. This is why, in the present framework, we linearized the systems around their steady states.

1.4.1 Deviation variables

As described in \cite{27}, the mathematical formalism employed is defining deviation variables for both the system states and the input.

\[ \delta_x(t) := x(t) - \bar{x}; \]
\[ \delta_u(t) := u(t) - \bar{u}; \]

Re-writing the state-dependency from system 1.2 in the new deviation coordinates simply shifts the origin of the system, which is now the equilibrium pair:

\[ \frac{d}{dt}\delta_x(t) = f(\delta_x(t) + \bar{x}, \delta_u(t) + \bar{u}) \]

Now, performing a first-order Taylor expansion on the right-hand side:

\[ \frac{d}{dt}\delta_x(t) \approx f(\bar{x}, \bar{u}) + \frac{\partial f}{\partial x}\bigg|_{x=\bar{x}}\delta_x(t) + \frac{\partial f}{\partial u}\bigg|_{u=\bar{u}}\delta_u(t) \]

and taking into account that, since \((\bar{x}, \bar{u})\) is an equilibrium pair, \(f(\bar{x}, \bar{u}) = 0\), one obtains the new differential equation, with the deviation variables as unknowns:

\[ \frac{d\delta_x(t)}{dt} \approx \frac{\partial f}{\partial x}\bigg|_{x=\bar{x}}\delta_x(t) + \frac{\partial f}{\partial u}\bigg|_{u=\bar{u}}\delta_u(t) \quad (1.14) \]

As the Taylor expansion was trimmed after the first order term and the higher order terms were neglected, 1.14 represents an approximation of the rate of change of the system’s states, \(f\), in system 1.2. The behavior of the linear system is similar to the behavior of the nonlinear one as long as the deviation variables are close enough to the origin pair \((0,0)\) (i.e. the states of the system are close enough to the equilibrium states and the input is close enough to the equilibrium input).

Equation 1.14 represents a linear, time-invariant differential equation, since,
in that representation, the coefficients of the functions $\delta_x$ and $\delta_u$ are constant matrices. The same expression as for the differential equation from the system 1.4 can be recovered by:

$$A := \left. \frac{\partial f}{\partial x} \right|_{x=\bar{x}; u=\bar{u}} \in \mathbb{R}^{n \times n}; \quad B := \left. \frac{\partial f}{\partial u} \right|_{x=\bar{x}; u=\bar{u}} \in \mathbb{R}^{n \times m};$$

$$\frac{d\delta_x(t)}{dt} \approx A\delta_x(t) + B\delta_u(t)$$

In order to obtain comparable outputs for both systems, one needs to construct the following output for the linearization:

$$y'(t) = g(\delta_x(t) + \bar{x}, \delta_u(t) + \bar{u})$$

If $g$ is a linear function as well, one recovers the linear system 1.4.

### 1.4.2 Example

We will now show an example of the linearization routine, as theoretically described in this section. For consistency, we chose an example system which will be encountered throughout the next chapters as well, as it is one of the monotone example systems implemented for testing various approximation algorithms. The technical details on the form of the system, as well as its biological interpretation, can be found in the chapter on Monotone Examples, where the system is referred to as Example1. For clarity however, we will show here the I/O ODE form of the system:

\[
\begin{align*}
\frac{dp}{dt} &= K_i u(t) - K_e p(t) - a_2 p(t) \\
\frac{dq}{dt} &= K_e p(t) - K_i q(t) - a_3 q(t) + r(t)^2 \\
\frac{dr}{dt} &= p(t)^2 - a_1 r(t) \\
y(t) &= q(t)
\end{align*}
\]  

(1.15)

The main purpose of employing this example here is showing how different outputs the linearization routine can produce, when changing the operating equilibrium point. The figure 1.1 shows the comparison between the output trajectory of the nonlinear system and two linearization trajectories, done around different operating point. Even if, at the moment, no vector norm is introduced in order to formally compare the signals, we will just make a visual argument, claiming not only that the trajectory linearized around the steady state is much more similar to the original system than the ones linearized around a non-steady-state point, but also that the further the value of the operating point is
from the steady-state value, the further the linear output trajectory is from the nonlinear one. Note, however, that the equilibrium input is constant.

Figure 1.1: Simulated output for system 1.15 under the following parameter values: $a_1 = a_2 = a_3 = K_i = K_e = 0.1$, initial condition $(p(0), q(0), r(0)) = (0, 0, 0)$ and constant input $u(t) \equiv 0.1$. nonlin represents the output of the original system, lin op=sst represents the trajectory of the linearization done around the steady state, while the other two curves represent trajectories of linearizations done around the non-steady-state specified operating points. The similarity between the nonlinear outputs and the linear ones is the highest when the linearization is done around the steady state.
Chapter 2

Monotone Systems

2.1 Biochemical Reaction Networks

Even if started as a purely mathematical concept, monotone systems have evolved to be widely applicable when studying biochemical reaction networks.

A biochemical reaction network is identified through its participating species \( S = \{S_1, S_2, \ldots, S_n\} \) and by the way in which the species interact, i.e. the reactions \( R = \{R_1, R_2, \ldots, R_r\} \), formally defined through:

\[
R_j : \sum_{i=1}^{n} \alpha_{ji} S_i \rightarrow \sum_{i=1}^{n} \beta_{ji} S_i
\]

\( \alpha_{ji} \) and \( \beta_{ji} \) are the substrate and product molecularities ([17]). The net production of species \( i \) due to reaction \( j \) is described by the stoichiometries \( N_{ij} := \beta_{ji} - \alpha_{ji} \). For \( 1 \leq i \leq n \) and \( 1 \leq j \leq r \), the stoichiometries form what is called the stoichiometry matrix \( N \). In order to model this network as a dynamical system, each species will be represented by its time-dependent concentration \( x_i(t) \). The vector \( x = (x_1(t), \ldots, x_n(t))^T \) is the state of the system.

To each reaction \( R_j \), a rate equation \( v_j(x) : \mathbb{R}_+^n \rightarrow \mathbb{R} \) is assigned, describing the velocity of the reaction. Let the vector \( v(x) = (v_1(x), \ldots, v_r(x))^T \) denote the rate vector of the system. We will here work with rate equations only belonging to the class N1C, meaning that an increase in the concentration of a species cannot decrease the rate of any reaction and that a species not participating in a reaction does not influence its rate ([17]). The N1C class contains the mass-action, Michaelis-Menten and Hill-type rate laws. Also, in a network whose reactions are N1C, the stoichiometric matrix completely defines its topology. As described above, the temporal dynamics of the network is given by the (nonlinear) uncontrolled ODE system:

\[
\frac{dx}{dt} = Nv(x)
\]
However, as briefly argued in the previous chapter as well, input and output channels are essential in modeling natural processes, as they represent the interconnections of the system with its exterior. More specifically, in case of a biochemical reaction network, the inputs $u$ represent time-dependent external influences, such as the changing concentration of an external attractant or repellent, while the outputs $y$ represent the “measurable” behavior of the system, such as (most commonly) GFP expression.

If modeled as an I/O system, the temporal dynamics of a biochemical reaction network is given by the following (nonlinear) controlled ODE system:

$$\frac{dx}{dt} = Nv(x(t), u(t)) \quad y(t) = g(x(t), u(t))$$

### 2.2 Monotonicity

The main feature of monotone systems is their robust response to perturbations. The net effect (increasing or decreasing) that a sudden change in the concentration of one species has on any other species can be predicted without the exact knowledge of the parameters or the rate laws of the network. However, the existence of gradients and the proper use of such terms as increasing or decreasing silently implies working inside an ordered space, which needs to be mathematically formalized.

Informally, a system is said to be monotone if a partial ordering on the initial conditions and inputs is preserved on the states. Formally, defining a monotone system makes use of more advanced mathematical concepts. For the autonomous systems case, the main results in monotone systems theory belong to Hirsch and Smith ([31],[22]). These results were extended to controlled I/O case by Sontag ([33], [6]).

#### 2.2.1 Dynamical Systems Perspective

**Definition 2.2.1.** A real Banach space $\mathbb{B}$ is a complete normed vector space defined over the field of real numbers, i.e. a vector space $(\mathbb{B}, \mathbb{R})$ equipped with a norm $||*||$, in which any Cauchy sequence with respect to $||*||$ is also convergent, i.e. has a limit in $\mathbb{B}$.

**Definition 2.2.2.** $K$ is called a cone of the real Banach space $\mathbb{B}$ if $K \neq \emptyset$, $K \subseteq \mathbb{B}$ and $\forall \alpha \in \mathbb{R}_+, \alpha K \subseteq K$. The cone $K$ is said to be positive if it includes the null vector.

**Definition 2.2.3.** A binary relation $R$ is an ordered triple $(X, Y, G)$, where $X$ and $Y$ are two nonempty sets and $G$ is a subset of the Cartesian product $X \times Y$. For any pair $(x, y) \in R$, i.e. $x \in X$, $y \in Y$ and $(x, y) \in G$, it can be stated that $x$ is related to $y$ and it will be denoted by $xRy$.

**Definition 2.2.4.** An order $\geq$ is a binary relation $(X, X, G)$ satisfying the following properties, $\forall x, y \in X$:
1. \( a \succeq a \) (reflexivity);

2. if \( a \succeq b \) and \( b \succeq a \), then \( a = b \) (antisymmetry);

3. if \( a \succeq b \) and \( b \succeq c \), then \( a \succeq c \) (transitivity).

The order is said to be total if \( G = X \times X \), i.e. any two elements of \( X \) need to be related. Otherwise, the order is said to be partial.

**Definition 2.2.5.** An ordered Banach space is a pair \((B, K)\), together with the partial order \( \succeq \), defined through:

\[
\begin{align*}
    x_1 \succeq x_2 & \iff x_1 - x_2 \in K \\
    x_1 \succ x_2 & \iff x_1 \succeq x_2 \text{ and } x_1 \neq x_2
\end{align*}
\]

As we will only work with real multi-dimensional functions, we will from now on restrict the ordered Banach space \( B \) to be equal to \( \mathbb{R}^n \) in the case of the state vector domain, \( \mathbb{R}^m \) for the input set and \( \mathbb{R}^p \) for the output set.

**Definition 2.2.6.** The uncontrolled dynamical system 1.1 is said to be monotone with respect to a partial order \( \succeq \) defined on \( \mathbb{R}^n \) if for any initial conditions \( x_1 \) and \( x_2 \):

\[
x_1 \succeq x_2 \implies \phi(t, x_1) \succeq \phi(t, x_2), \forall t > 0
\]

where \( \phi(t, x_i) \) is the time-dependent solution of the ODE system 1.1.

For the case of controlled systems with inputs and outputs, definition 2.2.6 becomes:

**Definition 2.2.7.** The controlled dynamical system 1.2 is said to be monotone with respect to three partial orders \( \succeq_x \) defined on \( \mathbb{R}^n \), \( \succeq_u \) defined on \( \mathbb{R}^m \) and \( \succeq_y \) defined on \( \mathbb{R}^p \) if for any initial conditions \( x_1 \) and \( x_2 \), any inputs \( u_1 \) and \( u_2 \):

\[
x_1 \succeq_x x_2 \text{ and } u_1(t) \succeq_u u_2(t) \implies \phi(t, x_1, u_1) \succeq_x \phi(t, x_2, u_2), \forall t > 0
\]

where \( \phi(t, x_1, u_1) \) is the time-dependent solution of the ODE system 1.1.

If there exist no input nor output space, one recovers the definition of monotonicity for uncontrolled systems 2.2.6.

By choosing the corresponding cones with respect to which the partial orders are defined to be of the form \( K_x = \{ x \in \mathbb{R}^n | e^T_n x \geq 0 \} \), \( K_u = \{ u \in \mathbb{R}^m | e^T_m u \geq 0 \} \) and \( K_y = \{ y \in \mathbb{R}^p | e^T_p y \geq 0 \} \), where \( e_i = \{-1, 1\}^i \), for \( i \in \{ n, m, p \} \), one can identify whether a system is monotone or not by employing graph-theoretical tools. Therefore, we will restrict our study from now on to partial orders defined on these type of cones, called orthant cones. Moreover, from convenience and without the risk of confusion, all partial orders will be denoted by \( \succeq \).
2.2.2 Graph Theory Perspective

The species graph associated with the uncontrolled system 1.1 is the directed signed graph \( G = (V, E, w) \) ([36]). \( V \) is the set of vertices, with \( |V| = n \), representing the biological species. We will denote its elements by \( v_i \), with \( 1 \leq i \leq n \) and the directed edge connecting vertices \( v_i \) and \( v_j \) by \( e_{ij} \). The set of edges \( E \) of the graph is defined on the basis of the corresponding entries of the following matrix, called the Jacobian of the system:

\[
J : j_{ij} = \frac{\partial f_i}{\partial x_j}, \forall \ 1 \leq i, j \leq n
\]

As long as the sign of the \((i, j)\)-th entry doesn’t vanish identically, \( \forall x \in \mathbb{R}^n_+ \), a directed edge \( e_{ij} \) between the vertices \( v_j \) and \( v_i \) exists. In this case, if the sign of the \((i, j)\)-th entry is constant, \( \forall x \in \mathbb{R}^n_+ \), a weight is assigned to the edge \( e_{ij} : \ w(e_{ij}) = \operatorname{sgn}(j_{ij}) \). If the sign is not constant, then, in the first stage, the edge \( e_{ij} \) is assigned both a \((+)\) and a \((-)\). This assignment however doesn’t properly define a weighting function \( w : E \to \{-1, 1\}^{|E|} \). This conflict is solved by the introduction of an additional vertex \( u \), connected only with vertices \( v_i \) and \( v_j \), by edges \( e_{iv} \) and \( e_{vj} \), with \( w(e_{iv}) = +1 \) and \( w(e_{vj}) = +1 \). The edge \( e_{ij} \) is now assigned a constant sign, i.e. \( w(e_{ij}) = -1 \) and the weighting function is properly defined (see figure 2.1 for more details on the additional vertex introduction procedure. Note, however, that in the figure 2.1, a different conflict is solved, which appears after the weights on the directed graph have been properly defined). In the case of continuous systems (such as 1.1), the diagonal entries of the Jacobian, i.e. self-loops in the graph, are ignored when constructing the species graph (see [32] for additional details).

In case of the controlled system 1.2, the species graph is extended as to include additional vertices for each input and output channel. Therefore, the graph will have \((m + n + p)\) vertices. The edges connecting the input \( u_j \) and output \( y_j \) channels, as well as their weights, will be constructed on the basis of the following partial derivatives:

\[
\frac{\partial f_i}{\partial u_j} \quad \text{and} \quad \frac{\partial f_i}{\partial y_j}
\]
in the same manner as for the uncontrolled system. The direction of the new edges is always the same: starting from the input vertices and directing towards the species vertices or starting from the species vertices and directing towards the output vertices. There are no edges directed towards the input vertices, as well as no edges starting from the output vertices.

In identifying monotonicity, the graph theoretical criterion involves two equally important concepts: a consistent spin assignment, defined on a directed signed graph, and a negative cycle, defined on an undirected signed graph \( G^u = (V, E^u, w^u) \).

Definition 2.2.8. Given a signed graph \( G = (V, E, w) \), a spin assignment is a function which assigns, to each vertex, a sign, either \(+\) or \(-\):

\[
\sigma : V \to \{-1, 1\}^{|V|}
\]
Figure 2.1: Additional vertex introduction: the conflict solving for obtaining unique edge weights in the species graph, exemplified on a fictive 3-species system. Subfigure 2.1a represents the corresponding signs of the Jacobian matrix of the fictive system; a + signifies a positive influence, - a negative one, while 0 means that there is no influence between the two species. As the diagonal entries can be ignored, they are not depicted. Subfigure 2.1b represents the initial corresponding species graph, with edges having conflicting signs. Subfigure 2.1c is the resolved directed graph, where, if existent, the edges between two vertices have same signs, regardless of their orientation. This directed graph is used as basis for constructing the undirected counterpart of the species graph.

The spin assignment terminology is borrowed from statistical mechanics. For more information on the relation to Ising spin-glass models, see [32].

**Definition 2.2.9.** Given a signed graph \( G = (V, E, w) \) and a spin assignment \( \sigma \), one says that \( \sigma \) is a consistent spin assignment for \( G \) iff, \( \forall i, j \in V \) and \( e_{ij} \in E \), \( w(e_{ij})\sigma(i)\sigma(j) = 1 \).

The following term was introduced by Harary in ([15]):

**Definition 2.2.10.** A graph \( G \) for which a consistent spin assignment exists is said to be balanced.

**Definition 2.2.11.** Given a graph \( G' = (V', E') \), a cycle is a sequence of vertices \( C = (v'_1, v'_2, \ldots, v'_c) \), where \( \exists e'_{i, i+1}, \forall 1 \leq i < c, v'_1 = v'_c \) and \( |\{(v'_1, v'_2, \ldots, v'_{c-1})\}| = c - 1 \).

A cycle \( C \) represents a closed path along the edges of a graph, with no repeating vertices other than the starting and the ending one and no repeating edges. When referring to an undirected cycle, the orientation of the edges will not be taken into consideration, even if the underlying graph is directed.

**Definition 2.2.12.** Given a cycle \( C = (v'_1, v'_2, \ldots, v'_c) \) of the signed graph \( G' = (V', E', w') \), the sign of the cycle \( C \) is \( \text{sgn}(C) = \prod_{i=1}^{c-1} w'(e'_{i, i+1}) \).

The sign of a cycle simply represents the product of the weights of its edges. In the case of the species graph, as for any edge \((i, j)\), \( |w(e_{ij})| = 1 \), the sign of
any cycle $C$ will also satisfy $|sgn(C)| = 1$. Hence, we will only refer to either positive or negative cycles in the directed species graph $G = (V, E, w)$.

Even if the species graph is a directed one, the graph-theoretical criterium for detecting monotonicity in a system makes use of the undirected version of $G$, which we will call $G^u$. In transforming the directed graph into its undirected counterpart, the edges lose their orientation, i.e. $e^u_{ij} = e^u_{ji}$. More specifically, we can here distinguish three cases:

1. Only one of the edges $e_{ij}$ or $e_{ji}$ exists.
   In this case, in the undirected graph $G^u$, we will say that vertices $v_i$ and $v_j$ are connected through the edge $e_{ij}$ or, equivalently, $e_{ji}$, as the directed edge loses its orientation. Moreover, the weight of the new edge: $w^u(e^u_{ij})$ will be equal to the one of the existent edge in the directed version of the graph.

2. Both edges $e_{ij}$ or $e_{ji}$ exist and $w(e_{ij}) = w(e_{ji})$.
   This case is treated equivalently to the first case. As both edges have the same weight, there will be no conflict and, in the undirected graph, the new edges will have the same sign as the two edges from the directed version.

3. Both edges $e_{ij}$ or $e_{ji}$ exist and $w(e_{ij}) \neq w(e_{ji})$.
   In this case, a conflict appears, as it is unclear which sign should be assigned to the edge from the undirected graph. The conflict is solved through the same trick of additional vertex introduction (see figure 2.1 for additional explanations). In this way, each edge has an unique weight assigned and the signed graph $(G^u, E^u, w^u)$ is properly defined.

The following property (initially proven by Harrary in [15] and then by Sontag in [32]) shows the equivalence between the balancing property of a graph and its cycles structure:

**Proposition 2.2.13.** An undirected graph $G^u = (V, E^u, w^u)$ is balanced iff it has no negative cycles.

**Proof.**

**Necessity:** Assume that the undirected signed graph $G^u = (V, E^u, w^u)$ is balanced, i.e. it admits a consistent spin assignment $\sigma$. Then, for any undirected cycle $C_i$: $C_i = (v_1, v_2, \ldots, v_c)$, with $v_{ci} = v_{i1}$, one has that:

$$sgn(C_i) = \prod_{j=1}^{c-1} w^u(e^u_{v_{j}(j+1)i}) = \prod_{j=1}^{c-1} \frac{1}{\sigma(v_{ji})\sigma(v_{(j+1)i})} = \prod_{j=1}^{c} \frac{1}{\sigma(v_{ji})} = 1$$

The above expression holds because all the spin assignments of vertices are counted twice. And, as they were assigned either a +1 or a −1, the square of each individual assignment will equal 1, hence the product of squares of the assignments for all vertices will equal 1 as well.
Sufficiency: Assume that the undirected signed graph $G^u = (V,E^u,w^u)$ has no negative cycles, i.e. any two paths between any two vertices have the same sign. Assume as well, without loss of generality, that the graph is connected (in case it is not, same procedure is repeated for all the connected components separately). Pick any random vertex to start with, say $v_1 \in V$ and assign it with the value $\sigma(v_1)$, either $+1$ or $-1$. Then continue with all the vertices $v_i$ with which $v_1$ is connected and assign them the function $\sigma(v_i) = \frac{1}{w(e^u_{v_1v_i})\sigma(v_1)}$. Continue the procedure recursively for all the neighbors $v_i$ and their neighbors, as long as there remains any unlabeled vertex. The connectivity of the graph ensures that each vertex will be visited. The fact that any two paths between any two vertices have same parity ensures that any vertex $v$ will be uniquely assigned a value $\sigma(v)$.

Note: In [32], proposition 2.2.13 is stated for a directed graph. However, the negative cycles are always considered to be undirected. Therefore, as one makes no use of the edge orientation in the graph, we here formulated the equivalence property directly in terms of the undirected graph $G^u = (V,E^u,w^u)$. However, for identifying whether a graph is balanced, Harary introduced, in [15], a linear running-time dynamic-programming algorithm, based on the idea described in the proof. For a balanced connected graph, two consistent spin assignments exist, one being the reverse of the other (each vertex sign is reversed) [32]. Equivalently, this algorithm can be used for checking monotonicity. Hence, the following proposition, representing a graph-theoretical criterion for identifying monotonicity, is a just consequence of the individual results presented in this chapter.

**Proposition 2.2.14.** A system is monotone iff its species graph is balanced or, equivalently, iff its species graph has no negative undirected cycles.

### 2.3 Properties of monotone systems

Monotone systems show restricted dynamical behavior. For instance, in the autonomous case, stable oscillations are ruled out ([22], [31]) and, whenever there exists a single steady state, under mild assumptions on the parameter values and on the boundness of solutions, which are almost always satisfied in biological networks, any solution converges to that steady state ([32]). This monostationarity result is often considered to be the first important result in the field of autonomous monotone systems and it belongs to Dancer ([10]) for the discrete case. The extension to the continuous case belongs to Enciso ([12]). Moreover, as stated by Hirsch, the existence of attractive periodic solutions is precluded for uncontrolled monotone systems. For a proof on the following theorem, see ([22]):

**Theorem 2.3.1.** Let $K \subseteq \mathbb{R}^n$ be a closed cone with nonempty interior, i.e. a cone closed under convex combinations. If the system 1.1 is monotone with respect to $K$, then it has no attractive periodic solutions.
The following definitions and propositions, introduced by Angeli and Sontag in [2], are useful in describing the dynamical behavior of controlled monotone systems. See [2] for the proofs of all the propositions stated here.

**Definition 2.3.2.** A controlled dynamical system of the form 1.2 is endowed with the static input-to-state characteristic:

\[ \kappa_x(\cdot) : \mathbb{R}^m \to \mathbb{R}^n \]

if, for each constant input \( \bar{u} \), there exists a (necessarily unique) globally asymptotically stable equilibrium.

In other words, the input-to-state characteristic represents the unique mapping between the value of the constant input \( \bar{u} \) and the value of the (globally asymptotically stable) equilibrium point of the system, corresponding to \( \bar{u} \). Note that the initial condition is assumed to be fixed.

**Definition 2.3.3.** If the controlled dynamical system of the form 1.2 admits an input-to-state characteristic and if the function \( g \) is continuous, then it exists the static input-to-output characteristic:

\[ \kappa_y(\bar{u}) := g(\kappa_x(\bar{u})) \]

The input-to-output characteristic hence represents the unique mapping between the value of the constant input \( \bar{u} \) and the value of the output function, evaluated at the (globally asymptotically stable) equilibrium point of the system, corresponding to \( \bar{u} \).

**Proposition 2.3.4.** If the controlled dynamical system of the form 1.2 is monotone and it admits a static input-to-state characteristic \( \kappa_x \), then \( \kappa_x \) must be non-decreasing with respect to the orders in question, i.e. \( \bar{u} \succeq \bar{v} \Rightarrow \kappa_x(\bar{u}) \succeq \kappa_x(\bar{v}) \), where \( \bar{u} \) and \( \bar{v} \) are two constant inputs \( \in \mathbb{R}^m \).

**Proof.** Let \( x_1 \) be any initial condition. The system 1.2 is monotone (definition 2.2.7), therefore it holds that:

\[ \phi(t, x_1, \bar{u}) \succeq \phi(t, x_1, \bar{v}), \quad \forall t \geq 0 \]

If letting \( t \to \infty \), then one recovers the steady-state value, or, in other words:

\[ \kappa_x(\bar{u}) \succeq \kappa_x(\bar{v}) \]

\( \square \)

**Definition 2.3.5.** The order \( \succeq \) defined on \( \mathbb{R}^n \) is bounded if the following two properties hold:

1. For each bounded subset \( S \subseteq \mathbb{R}^n \), there exist two elements \( a, b \in \mathbb{R}^n \) such that \( S \subseteq [a, b] = \{ x \in \mathbb{R}^n | b \succeq x \succeq a \} \);
2. For each \(a, b \in \mathbb{R}^n\), the set \([a, b]\) is bounded.

Property 1 from definition 2.3.5 is equivalent to the cone \(K\) having nonempty interior, while property 2 holds if the cone \(K \subset \mathbb{R}^n\) is positive (see definition 2.2.2). Therefore, it is evident that the orders defined on orthant cones are bounded. The following proposition guarantees bounds on state and output trajectories of a monotone I/O system, under bounded inputs:

**Proposition 2.3.6.** Consider a monotone system defined on an orthant cone in \(\mathbb{R}^n\) which is endowed with a static input-state characteristic, and suppose that the order on the state space \(\mathbb{R}^n\) is bounded. Pick any input \(u\) whose values lie in a closed interval \(\in \mathbb{R}^m\). Let \(x(t) = \phi(t, x_1, u)\) be any trajectory of the system corresponding to the input \(u\) and initial condition \(x_1\). Then, \(x(t)\) is a bounded subset of \(\mathbb{R}^n\), \(\forall t \geq 0\).

**Proposition 2.3.7.** If 1.1 is a monotone system which is endowed with a static input-state characteristic \(\kappa_x\), then \(\kappa_x\) is a continuous function. Moreover, for each \(\bar{u} \in \mathbb{R}^m\) and \(\bar{x} = \kappa_x \bar{u}\), the following properties hold:

1. For each neighborhood \(P\) of \(\bar{x} \in \mathbb{R}^n\), there exist a neighborhood \(P_0\) of \(\bar{x} \in \mathbb{R}^n\) and a neighborhood \(Q_0\) of \(\bar{u} \in \mathbb{R}^m\) such that \(\phi(t, x_1, u) \in P\), \(\forall t \geq 0\), \(\forall x_1 \in P_0\) and all inputs \(u\) such that \(u(t) \in Q_0\), \(\forall t \geq 0\).

2. If, in addition, the order on the state space \(\mathbb{R}^n\) is bounded, then, for each input \(u\) whose values \(u(t)\) lie in some interval \([c, d]\) \(\in \mathbb{R}^m\) and with the property that \(u(t) \rightarrow \bar{u}\) and all initial states \(x_1 \in \mathbb{R}^n\), necessarily \(x(t) = \phi(t, x_1, u) \rightarrow \bar{x}\) as \(t \rightarrow \infty\).

The first part of proposition 2.3.7 extends the boundness of trajectories for I/O monotone systems and basically states that there can be found neighborhoods for initial conditions and inputs such that the trajectories of the system as kept as close as possible to their steady states, for all times. Moreover the second part of the proposition states that, under a converging input and a bounded order, all trajectories will ultimately converge to the existent steady state (monostability).
Chapter 3

Performance Evaluation

Given a dynamical system, the goal of the system approximation procedure is to find other systems with “similar” dynamical behavior. In this direction, a theoretical framework needs to be defined, which should not only quantify “similarity”, but also, based on it, rank the systems. Essentially, a quantitative score is assigned to each approximation, representing how close it is to the original system. However, some basic principles need to be taken into account when performing the assignment procedure. In case these principles are followed, the assignment procedure is called a norm.

Recall that, given a vector space $V$ over the field of complex numbers $\mathbb{C}$, a norm is a function $||\cdot|| : V \rightarrow \mathbb{R}$ with the following properties, satisfied $\forall a \in \mathbb{C}$ and $\forall u, v \in V$:

1. $||a \cdot v|| = |a| \cdot ||v||$ (positive homogeneity);
2. $||u + v|| \leq ||u|| + ||v||$ (triangle inequality);
3. if $||v|| = 0$ then $v = 0$ (separating points).

A simple consequence of the first property is that $||0|| = 0$, which, combined with the triangle inequality, results in the fourth norm property:

$||v|| \geq 0$ (non-negativity).

**Definition 3.0.8.** A seminorm is a norm for which the 3rd property, the separating points, is not satisfied.

The (semi)norms used for evaluating the performance of the approximated systems with respect to the original one will be divided into two classes ([14],[11]), depending on whether the analysis is done on outputs produced under any input of choice (signal norms) or on outputs produced under certain input signals and, in some cases, even under a wider input range (system norms).
3.1 Signal Norms

3.1.1 The Error Signal

Consider two ODE systems, $\Sigma$ and $\hat{\Sigma}$, with same number of input and output channels:

$$
\Sigma = \begin{cases} 
\frac{dx(t)}{dt} = f(x(t), u(t)) \\
y(t) = g(x(t), u(t)) 
\end{cases}
$$

(3.1)

with $x : \mathbb{R}_+ \rightarrow \mathbb{R}^n$, $u : \mathbb{R}_+ \rightarrow \mathbb{R}^m$ and $y : \mathbb{R}_+ \rightarrow \mathbb{R}^p$;

$$
\hat{\Sigma} = \begin{cases} 
\frac{d\hat{x}(t)}{dt} = \hat{f}(\hat{x}(t), \hat{u}(t)) \\
\hat{y}(t) = \hat{g}(\hat{x}(t), \hat{u}(t)) 
\end{cases}
$$

(3.2)

with $\hat{x} : \mathbb{R}_+ \rightarrow \mathbb{R}^{n'}$, $\hat{u} : \mathbb{R}_+ \rightarrow \mathbb{R}^m$ and $\hat{y} : \mathbb{R}_+ \rightarrow \mathbb{R}^p$;

As previously mentioned, the measurable functions $x$, $u$, $y$, $\hat{x}$, $\hat{u}$, $\hat{y}$ are called the signals of the systems.

**Definition 3.1.1.** Given two systems $\Sigma$ (3.1) and $\hat{\Sigma}$ (3.2) and an input signal $u : \mathbb{R}_+ \rightarrow \mathbb{R}^m$, the error signal $e_{\Sigma, \hat{\Sigma}, u} : \mathbb{R}_+ \rightarrow \mathbb{R}^p$ is:

$$
e_{\Sigma, \hat{\Sigma}, u}(t) = |y(t) - \hat{y}(t)|
$$

(3.3)

The error signal, depending on the two systems and on the input $u$, represents the absolute value of the difference between the two outputs, produced under the same input $u$. For $p > 1$, the difference between the outputs, as well as the absolute value, are done component-wise. In comparing the outputs produced by the two systems, the following signal norms will be applied on the error signal.

3.1.2 The $L_p$ norms

In order to remain consistent with the literature, we will here use the notation $p$ when referring to the most general form of what, in functional analysis, is called the $L_p$ norm. Even if $p$ is generally used throughout this thesis as being the dimension of the output space, any confusion will be avoided, as the signification of the notation will always be clear from the context.

**Definition 3.1.2.** The pseudo-Euclidean norm of a signal $s : \mathbb{R}_+ \rightarrow \mathbb{R}^n$, $s(t) = (s_1(t), \ldots, s_n(t))$ is:

$$
|s(t)|_2 := \sqrt{s_1^2(t) + \ldots + s_n^2(t)}
$$

**Definition 3.1.3.** The $L_p$-norm of a signal $s : \mathbb{R}_+ \rightarrow \mathbb{R}^n$ is, for $p \neq 0$:

$$
||s||_p := \left( \int_0^\infty |s(t)|^p_2 dt \right)^{1/p}
$$

(3.4)
Definition 3.1.4. The finite-horizon $L_p$-norm of a signal $s : \mathbb{R}_+ \to \mathbb{R}^n$ is, for $p \neq 0$:

$$||s||_{p,[0,T]} := \left( \int_0^T |s(t)|_2^p dt \right)^{1/p}$$  \hspace{1cm} (3.5)

The integrals are properly defined, as the signals are (Lebesque) measurable functions. We will also use the following norm of the signal $s$, as the counterpart of the norm 3.5 with respect to the norm 3.4:

$$||s||_{p,[T,\infty]} := \left( \int_T^\infty |s(t)|_2^p dt \right)^{1/p}$$

Depending on the value of $p$ in definitions 3.1.3 and 3.1.4, the $L_p$-norms have different interpretations and extract different information about the error signal and, equivalently, about how similar the compared signals are. Hence, the most encountered norms when studying signals ([14],[11]) are:

1. The $L_1$-norm of a signal $s$ represents the integral of its absolute value:

$$||s||_1 := \int_0^\infty |s(t)|_2 dt$$

When being applied to the error signal, the $L_1$-norm computes the total deviation between the two outputs.

2. The $L_2$-norm of a signal $s$ represents the square root of the integral of $s(t)^2$:

$$||s||_2 := \left( \int_0^\infty |s(t)|_2^2 dt \right)^{1/2}$$  \hspace{1cm} (3.6)

In a more physical interpretation, assuming that the error signal $e(t)$ represents a voltage or a current, then the total energy associated with the signal equals $||e||_2^2$.

3. The $L_\infty$-norm of a signal $s$ represents the supremum of its absolute value:

$$||s||_\infty := \sup_{t \geq 0} |s(t)|_2$$

When being applied to the error signal, the $L_\infty$-norm computes the maximum deviation between the two compared outputs.

Note: The finite time horizon $L_1$, $L_2$ and $L_\infty$ norms are obtained by replacing the corresponding values of $p$ in definition 3.1.4.
### 3.1.3 The $L_2$ Frequency Norm

**Definition 3.1.5.** The Singular Value Decomposition (SVD) of $A \in \mathbb{C}^{m \times n}$ is the set of matrices $(U, V, \Sigma)$ such that $A = U\Sigma V^H$, where $X^H$ denotes the conjugate transpose of the matrix $X$, $U$ is an $m \times m$ unitary matrix, $V$ is an $n \times n$ unitary matrix and $\Sigma$ is an $m \times n$ diagonal matrix with nonnegative real numbers $\sigma_i$ on the diagonal. Without loss of generality, we can assume that $\sigma_1 \geq \sigma_2 \geq \ldots \sigma_p \geq 0$, where $p = \min(m, n)$. $\sigma_i$ are called the singular values of the matrix $A$.

As it is proven in most modern linear algebra books, any matrix $A \in \mathbb{C}^{m \times n}$ admits a SVD.

**Definition 3.1.6.** Let $A \in \mathbb{C}^{m \times n}$. The Frobenius norm (or the Hilbert-Schmidt norm) of $A$, $\| \cdot \|_F$ is defined as:

$$
\|A\|_F := \sqrt{\operatorname{tr}(A^H A)} = \sqrt{\sum_{i=1}^{\min\{m,n\}} \sigma_i^2}
$$

where $\sigma_i$ are the singular values of $A$.

In analogy with the $L_2$-norm in the time domain (expression 3.4), we define a $L_2$-norm on the Laplace-transformed signal on the imaginary axis $U(s)$, where $s = j\omega$:

$$
\|U\|_2 := \left( \int_0^\infty \|U(j\omega)\|^2 \right)^{1/2} = \left( \int_0^\infty U(j\omega)^H \hat{U}(j\omega) \right)^{1/2}
$$

Parseval’s theorem ([14],[11]) states that the time-domain and the frequency-domain $L_2$-norms are equal. Even though norms in the frequency domain can be defined for other values of $p$ than 2, Parseval’s identity doesn’t exist for any $p \neq 2$:

$$
\|u\|_2 = \|U\|_2
$$

### 3.1.4 The Finite Horizon Average Norm

In addition to the classical $L_p$ norms, we will here introduce a new measure, which we will refer to as the finite horizon average norm. This measure computes the total deviation between the two signals (i.e. the finite horizon $L_1$ norm), divided by the length of the horizon interval. As we only work with signals starting from 0, we restricted the use of the norm on the interval $[0,T]$, where $T$ is the upper limit of the finite horizon time. However, same results hold when defining the norm over any real fixed positive interval $[a,b]$. Moreover, we restricted the domain of the functions of interest to $\mathbb{R}^n_+$, as the finite horizon average norm presented here will be applied only on error signals, which are always non-negative (see definition 3.1.1).
Definition 3.1.7. Given $a, b \in \mathbb{R}$, with $b > a$, the average of a function $f : \mathbb{R}_+ \to \mathbb{R}_+^n$ on the interval $[a, b]$ is the function $f_{\text{avg}, a, b} : \mathbb{R}_+^n \to \mathbb{R}_+^n$:

$$f_{\text{avg}, a, b}(f) := \begin{cases} 0 & \text{for } a = b \\ \frac{\int_a^b f(x)dx}{b - a} & \text{otherwise} \end{cases} \quad (3.8)$$

Proposition 3.1.8. The function $f_{\text{avg}, 0, T}$ is a norm on the vector space $\mathbb{R}_+^n$ for fixed $T > 0$.

Proof. Let $a \in \mathbb{R}_+$, $f, g : \mathbb{R}_+ \to \mathbb{R}_+^n$ and $T_1, T_2 \in \mathbb{R}_+$.

1. The positive homogeneity property is satisfied:

$$f_{\text{avg}, 0, T}(af) = \frac{\int_0^T (af)(x)dx}{T} = a \frac{\int_0^T f(x)dx}{T} = af_{\text{avg}, 0, T}(f)$$

2. The triangle inequality property is satisfied:

$$f_{\text{avg}, 0, T}(f + g) = \frac{\int_0^T (f + g)(x)dx}{T} = \frac{\int_0^T f(x)dx}{T} + \frac{\int_0^T g(x)dx}{T} = f_{\text{avg}, 0, T}(f) + f_{\text{avg}, 0, T}(g)$$

3. The separating points property is satisfied, $\forall T \neq 0$:

   If $T \neq 0$ and $f_{\text{avg}, 0, T}(f) = 0_n$, then, as $f \in \mathbb{R}_+^n$, it follows that $f = 0_n$

3.1.5 The Stability Seminorm

The signal norms introduced until now do not offer any information on the stability properties of the signals being compared. As presented in Chapter 2, under mild assumptions, monotone systems admit a single stable steady state (see proposition 2.3.7 or the paper [2] for more details). Therefore, it makes sense that capturing stability properties into the definition of the norms used for monotone systems evaluation would offer more insight into the intrinsic dynamical behavior of monotone systems per se.

It is undoubtedly not an easy task to mathematically formalize the “core characteristics” of monotone systems and to formally introduce them into the evaluation procedure. Moreover, a necessary condition in designing a new ranking system is assuring that the new measure satisfies the (semi)norm requirements, especially the triangle inequality, which considerably restricts the space of available measures.

Unlike the $L_p$ norms, the stability seminorm is more specific about the qualitative behavior of the monotone system to be approximated. The measure is only defined in the case in which the monotone system reaches steady state. Once
Proposition 3.1.10. Let $|| \cdot ||$ be a signal norm, $|| \cdot || : V \rightarrow (\mathbb{R}^n, \mathbb{R}) \rightarrow \mathbb{R}_+$. Let $w_1$ and $w_2 \in \mathbb{R}_+$ such that $w_1 + w_2 = 1$. Let $T \in \mathbb{R}_+$. The function $|| \cdot ||_S : V \rightarrow \mathbb{R}_+$ is defined as such, $\forall v \in \mathbb{R}^n$:

$$||v||_S := w_1 \cdot ||v||_{[0, T]} + w_2 \cdot ||v||_{[T, \infty]}$$

(3.9)

Proposition 3.1.10. $||v||_S : V \rightarrow \mathbb{R}_+$ is a seminorm on the vector space $(\mathbb{R}^n, \mathbb{R})$.

Proof. Let $v, x \in \mathbb{R}^n$ and $a \in \mathbb{R}$. Expression 3.9 satisfies all the requirements of a norm:

1. The positive homogeneity property is fully satisfied:
   $$||a \cdot v||_S = w_1 \cdot ||a \cdot v||_{[0, T]} + w_2 \cdot ||a \cdot v||_{[T, \infty]} = a \cdot w_1 \cdot ||v||_{[0, T]} + a \cdot w_2 \cdot ||v||_{[T, \infty]}$$

2. The triangle inequality if fully satisfied:
   $$||v + x||_S = w_1 \cdot ||v + x||_{[0, T]} + w_2 \cdot ||v + x||_{[T, \infty]} \leq w_1 \cdot (||v||_{[0, T]} + ||x||_{[0, T]} + ||v||_{[T, \infty]} + ||x||_{[T, \infty]}) = (w_1 \cdot ||v||_{[0, T]} + w_2 \cdot ||v||_{[T, \infty]} + w_2 (||x||_{[0, T]} + ||x||_{[T, \infty]})) = ||v||_S + ||x||_S$$

3. The separating points is not fully satisfied:
   $$||a \cdot v||_S = 0 \Rightarrow w_1 \cdot ||v||_{[0, T]} + w_2 \cdot ||v||_{[T, \infty]} = 0. \text{ As } w_1 + w_2 = 1 \Rightarrow \text{ at least one of } w_1 \text{ and } w_2 \text{ is } \neq 0. \text{ Without loss of generality, assume therefore that } w_1 \neq 0. \text{ Dividing by } w_1 \Rightarrow ||v||_{[0, T]} + \frac{w_2}{w_1} \cdot ||v||_{[T, \infty]} = 0 \Rightarrow ||v||_{[0, T]} = 0 \text{ and } w_2 = 0 \text{ or } ||v||_{[T, \infty]} = 0. \text{ In case } ||v||_{[T, \infty]} = 0 \Rightarrow v = 0. \text{ In case } w_2 = 0, \text{ then } w_1 = 1 \text{ and } ||v||_S = ||v||_{[0, T]}.$$

\[\square\]
When being applied to evaluating the performance of monotone systems approximations, the positive parameter $T$ was set to be the time when the monotone system reaches steady state (in case it does).

## 3.1.6 Discretization

As the performance evaluation of the approximation algorithms was done computationally, the theoretical measures defined in this chapter were adjusted to fit into the computational framework. Two qualitatively different distinctions should be made between the theoretical definition and the practical computation of the above-defined norms:

1. In the computational environment, all the norms were evaluated on a finite time horizon. This makes the values of all norms dependent on the maximal time $T$ chosen in definition 3.1.4.

2. In the computational environment, signals were represented as time-dependent vectors. In order to maintain the equivalence between the theoretical finite time horizon norms and their computational approximation, certain requirements needed to be fulfilled:

   - The discretization of the signal has to be an accurate enough representation of the continuous signals. Therefore, the sampling needs to be done with a high-enough frequency.

   - The signals need to be comparable, i.e. the vector spaces on which the time-horizon norms are defined should have the same dimensions. Therefore, the finite time horizon needs to be kept constant between signals to be compared and, in the same time, the sampling needs to be done at equal intervals.

Moreover, a widely encountered situation is the one in which the system doesn’t actually reach steady state but, instead, it asymptotically converges towards it. In practice, we would in this case consider that the system did reach its steady state, as soon as its output doesn’t change with more than a pre-defined error bound for longer than a pre-defined time bound.

## 3.2 System Norms

Unlike the signal norms, which provide information on the closeness of the systems’ outputs produced under any chosen input, the system norms provide information on the systems’ output produced either under a specific input (the $H_2$ norm) or under a wider input range (the $H_\infty$ norm). Therefore, the signal norms are input-dependent, whereas the system norms are not.

We will restrict our discussion to SISO (single input/single output) LTI systems. For a generalization of the system norms to the MIMO (multiple input/multiple output) case, see [14].
3.2.1 \( H_2 \) - norm

**Stochastic Interpretation of the \( H_2 \)-norm**

From a stochastic system perspective, the \( H_2 \)-norm of the LTI system with the state space representation 1.4 and with transfer function matrix \( G \) equals the root-mean-square (RMS) of the impulse response of the system. It measures the steady-state covariance (or power) of the output response to an unit variance white noise input ([14]). More specifically, if \( y(t) = (g_c * u)(t) \) and the input \( u(t) \) is:

\[
u(t) = \begin{cases} 
\text{a unit variance white noise process, } t \in [0, T] \\
0, \text{ otherwise} 
\end{cases} \quad (3.10)
\]

then the *finite - horizon \( H_2 \)-norm* of the system \( G \) is defined by:

**Definition 3.2.1.**

\[
||G||_{2, [0,T]}^2 = \mathbb{E} \left\{ \frac{1}{T} \int_0^T y^H(t)y(t)dt \right\} \quad (3.11)
\]

where \( \mathbb{E} \) is the expectation operator and \( y^H \) represents the Hermitian (conjugate transpose) matrix of the output matrix \( y \).

Substituting

\[
y(t) = \int_0^\infty g_c(t - \tau)u(\tau)d\tau
\]

into equation 3.11 and using the statistical properties of the unit variance white noise ([14]), one obtains that:

\[
||G||_{2, [0,T]}^2 = \int_{-T}^T \text{tr} \left( g_c(t)g^H_c(t) \right) dt - \frac{1}{T} \int_0^T \text{tr} \left( g_c(t)g^H_c(t) + g_c(-t)g^H_c(-t) \right) dt
\]

If the impulse response matrix \( g_c(t) \) of the system (relation 1.2.1) is such that the integrals remain bounded as \( T \to \infty \), the following definition makes sense:

**Definition 3.2.2.** The *infinite-time horizon \( H_2 \)-norm* of the system \( G \) is

\[
||G||_2^2 = \int_{-\infty}^\infty \text{tr} \left(g_c(t)g^H_c(t)\right) dt = \int_{-\infty}^\infty ||g_c(t)||_F dt \quad (3.12)
\]

Parseval’s theorem states the equivalence between the 2-norm of a signal in the time domain and its 2-norm in the frequency domain ([14]). By applying this theorem to the system’s impulse response \( g_c(t) \) and to its transfer function \( G \) (which is the Laplace transform of the impulse response; see equation 1.13), we obtain that:

\[
||G||_2^2 = \int_{-\infty}^\infty ||G(j\omega)||_F d\omega = \int_{-\infty}^\infty \text{tr} \left(G(j\omega)G^H(j\omega)\right) d\omega \quad (3.13)
\]

where \( G(j\omega) \) is the Fourier transform of \( g_c(t) \).
State-space computation of the $H_2$ norm

As described in [35], rather than evaluating the integrals 3.12 or 3.13 directly, the $H_2$ norm of a transfer function can be computed on the basis of the state-space representation of the LTI system $G$. However, in order to do this, additional constraints need to be imposed on the form of the system.

**Proposition 3.2.3.** Let $G$ be a LTI system with a state-space representation of the form 1.4. $\|G\|_2$ is finite iff $G$ is stable and $D = 0$.

For a complete proof of the above proposition, see [14].

As we are only interested in finite values of $\|G\|_2$, let from now on $G$ be a stable LTI system, with the $D$ matrix equally vanishing.

By Parseval’s theorem and using the expression 1.2.1, we have that:

$$\|G\|_2^2 = \|g_c\|_2^2 = \text{tr} \left[ C \int_0^\infty e^{At}BB^T e^{A^Tt}dt C^T \right]$$

(3.14)

where $X^T$ represents the transpose matrix of $X$. Defining the matrix

$$W_c := \int_0^\infty e^{At}BB^T e^{A^Tt}dt$$

(3.15)

we can re-write equation 3.14 as:

$$\|G\|_2^2 = \|g_c\|_2^2 = \text{tr} \left[ CW_c C^T \right]$$

Similarly, by defining the following matrix:

$$W_o := \int_0^\infty e^{A^Tt}C^T Ce^{At}dt$$

(3.16)

it can be shown that an equivalent expression for $\|G\|_2^2$ is:

$$\|G\|_2^2 = \|g_c\|_2^2 = \text{tr} \left[ B^T W_o B \right]$$

The matrices $W_c$ and $W_o$ are called the *controllability* and *observability* Gramians of the LTI system $G$, with state-space representation 1.4. They also represent the unique solutions to the following linear matrix equations, also known as *matrix Lyapunov equations*:

$$AW_c + W_c A^T + BB^T = 0 \quad W_o A + A^T W_o + C^T C = 0$$

(3.17)

For a complete proof on the identities 3.17, refer to [14].

Signal Interpretation of the $H_2$ norm

As described in [35], for an explicit input/output interpretation of the $H_2$ norm, recall its transfer function representation (see equation 1.12):

$$Y(s) = G(s) * U(s)$$
Assuming a SISO system, suppose that the Laplace transform \( U(s) \) of the input \( u(t) \) contains equal amounts of all frequencies, i.e.:

\[
U(s) = 1
\]

Then,

\[
||Y(s)||_2 = G(s) = \left( \int_{-\infty}^{\infty} ||G(j\omega)||_F^2 \, d\omega \right)^{1/2}
\]

In this case, the interpretation of the \( ||G||_2 \) is an average system gain over all frequencies or the average increase in the output of the system, due to its input, over all frequencies.

### 3.2.2 \( H_\infty \)-norm

The \( \infty \)-norm of the transfer function matrix \( G(s) \) provides a measure of the worst-case system gain.

**Definition 3.2.4.** Provided that the system \( G \) is stable, then its \( H_\infty \) norm is:

\[
||G||_{\infty} := \sup_{\omega} ||G(j\omega)||_F
\]  

(3.18)

\( ||G(j\omega)||_F \) is the factor by which the amplitude of a sinusoidal input with angular frequency \( \omega \) is magnified by the system. Therefore, the \( H_\infty \)-norm represents the largest factor by which any sinusoid is magnified by the system (\([35]\)).

An equivalent formulation for the \( H_\infty \) norm is:

**Proposition 3.2.5.**

\[
||G||_{\infty} := \sup_{\omega} \left\{ \frac{||Gv||_2}{||v||_2} ; v \neq 0 \right\}
\]

(3.19)

Now, let \( u(t) \) be a signal with Laplace transform \( U(s) \) such that its time-domain \( L_2 \) norm (equation 3.6), as well as its frequency-domain \( L_2 \) norm (equation 3.7) are bounded. Then the following implications hold:

\[
||GU||_2 = \left( \int_{-\infty}^{\infty} ||G(j\omega)U(j\omega)||_F^2 \, d\omega \right)^{1/2}
\]

\[
= \left( \int_{-\infty}^{\infty} ||G(j\omega)||_F^2 \cdot ||U(j\omega)||_F^2 \, d\omega \right)^{1/2}
\]

\[
\leq \sup_{\omega} ||G(j\omega)||_F \left( \int_{-\infty}^{\infty} ||U(j\omega)||_F^2 \, d\omega \right)^{1/2}
\]

\[
= ||G||_{\infty} ||U||_2
\]  

(3.20)
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And, as a consequence:

\[ ||G||_{\infty} \geq \frac{||GU||_2}{||U||_2}, \quad \forall U \neq 0 \]  

(3.21)

There exists signals \( U \) which come arbitrarily close to the upper bound in equation 3.20 (see [35] for a more detailed discussion on the matter). Therefore, an equivalent definition of the \( H_{\infty} \) norm is the following:

\[ ||G|| = \sup \left\{ \frac{||GU||_2}{||U||_2}, \quad U \neq 0 \right\} \]  

(3.22)

Note: a generalization of the notion of norm for systems exists in the linear time - varying case, as well as in the nonlinear case. This result is known as small gain theorem and the size through which the norm of the system will be measured is called incremental gain. For more details on the incremental gain norm, see [14].
Chapter 4

Monotone Examples

A necessary step in evaluating the approximation methods on monotone systems was applying them on concrete examples. These systems were chosen such that they span over a wide range of features, i.e. they have different number of species or their nonlinearities have different forms. All examples were taken from the existent literature on I/O monotone systems and they are representations of different biological processes. The parameter vectors of the systems (kinetic rates) were kept constant. However, the systems were simulated under (mainly constant) inputs ranging over several orders of magnitude.

In the monotone systems analysis (especially in the Sontag framework, see [13],[32], [6], [33]), one often starts with uncontrolled dynamical systems of the form 1.1. Such systems are transformed to the controlled form 1.2 by the replacement of all the appearances of (at least) one of the system’s states in the rate of change of (at least one) other state by input channels. Automatically, the replaced variables becomes the output channels of the new I/O system. This procedure, which we will exemplify on the monotone systems presented in this chapter, is informally refered to as breaking the loop. For formal definitions on the matter, see [12].

4.1 Example1

Example1 was initially introduced by Mischaikow et al. in [9] and then also studied, in a slightly simplified form, by Enciso in [12]. The system models the messenger RNA transcription and translation processes in an unicellular organism (yeast). More specifically, the organism produces a protein that crosses the nuclear membrane and promotes the further production of its own messenger RNA ([12]). The version which we will present here is almost identical to Enciso’s, with one additional simplification: the influence of the additional protein λ on the messenger RNA transcription was neglected.
The ODE form of the system is the following:

\[
\begin{align*}
\frac{dp}{dt} &= -K_e p(t) + K_i q(t) - a_2 p(t) \\
\frac{dq}{dt} &= K_e p(t) - K_i q(t) - a_3 q(t) + T(r(t)) \\
\frac{dr}{dr} &= H(p(t)) - a_1 r(t)
\end{align*}
\] (4.1)

where \( r \) is the mRNA concentration, \( p \) is the concentration of the intracellular protein and \( q \) is the concentration of the extracellular protein. The functions \( H \) and \( T \) represent the transcription and translation rates and should be chosen such that:

\[
\frac{\partial H(p(t))}{\partial p(t)} > 0 \quad \text{and} \quad \frac{\partial T(r(t))}{\partial r(t)} > 0
\]

The constants \( a_1, a_2 \) and \( a_3 \) represent the degradation coefficients, while \( K_i \) and \( K_e \) are the rates of import and export of protein through the nuclear membrane. All these constants need to be positive.

In order to transform the system 4.1 to an I/O form, the influence of the variable \( q \) on the variable \( p \) is replaced with an external influence, the input \( u : \mathbb{R}_+ \to \mathbb{R} \), which can be experimentally manipulated. The loop is closed again by setting the output \( y : \mathbb{R}_+ \to \mathbb{R} \) equal to the variable whose influence was ignored, \( q \) (see figure 4.1). The controlled system has the following ODE form:

\[
\begin{align*}
\frac{dp}{dt} &= K_i u(t) - K_e p(t) - a_2 p(t) \\
\frac{dq}{dt} &= K_e p(t) - K_i q(t) - a_3 q(t) + T(r(t)) \\
\frac{dr}{dr} &= H(p(t)) - a_1 r(t) \\
y(t) &= q(t)
\end{align*}
\] (4.2)

As the system is defined on positive orhatn cones, its monotonicity can be established by using the graph-theoretical criterium (proposition 2.2.14). Indeed, as it can be seen in figure 4.1, the species graph of the system does not contain any negative cycles.

For any fixed control (input) \( \bar{u} \), the system reaches an unique globally asymptotically stable equilibrium ([12]). The mapping \( \bar{u} \to (p(\bar{u}), q(\bar{u}), r(\bar{u})) \) represents the input-to-state characteristic of the system (definition 2.3.2; for a detailed discussion on the monostability of this steady state, see [12]):

\[
p(\bar{u}) = \frac{k_i \bar{u}}{k_e + a_2}
\] (4.3)
The dashed line denoting the influence of the variable \(q\) on the variable \(p\) in subfigure 4.1a is replaced by an external influence from input \(u\) in subfigure 4.1b, transforming the system from an autonomous form to an I/O one.

\[
q(\bar{u}) = \frac{1}{k_i + a_3} T \left( \frac{1}{a_1} H \left( \frac{k_i}{k_a + a_2} \bar{u} \right) \right) + \frac{k_i}{k_c + a_2} \frac{k_e}{k_i + a_3} \bar{u} \quad (4.4)
\]

\[
r(\bar{u}) = H \left( \frac{k_i \bar{u}}{(k_c + a_2) a_1} \right) \quad (4.5)
\]

The mapping \(\bar{u} \rightarrow y(\bar{u}) = q(\bar{u})\) in equation 4.4 represents the input-to-output characteristic of the system (definition 2.3.3).

In order to simplify the analysis of the system, specific function forms for the transcription and translation rates were chosen:

\[
H(x) = x^2 \quad \text{and} \quad T(x) = x^2 \quad (4.6)
\]

As both \(H\) and \(T\) were chosen to be quadratic functions, equation 4.4 will show a fourth-order dependency output/input. The qualitative behavior of the output \(q(\bar{u})\) remains the same, regardless of the value of the constant input \(\bar{u}\). However, the value of the output scales with the one of the input, by a factor which can be derived from the actual dependency 4.4 (see figure 4.2).

### 4.2 Example 2

The second example also belongs to Enciso [12] and represents a coupled biological circuit. In its uncontrolled form, the version presented here is identical to the one in [12], while the controlled version is more simplified, as the resulting controlled system is SISO, whereas in [12] it is MIMO (2 input/output channels). This simplification however brings important changes to the dynamics of
Figure 4.2: The simulated output of system 4.1, for the following parameter values: $a_1 = a_2 = a_3 = K_i = K_e = 0.1$ and initial condition $(0, 0, 0)$. Total simulation time: 200 seconds. The qualitative behavior of the system is the same, regardless of the input value.

The system, as its I/O form is not endowed with a input-to-state characteristic anymore.

The biological circuit describes the messenger RNA transcription, a process generally regulated by (in principle more than one) transcription factors. The transcription factors promote (or inhibit) the binding of the enzyme RNA polymerase to the DNA sequence. An autoregulatory transcription factor regulates the production of its own messenger RNA.

We will assume here two autoregulatory transcription factors $p_1$ and $p_2$ and their corresponding messenger RNAs, $r_1$ and $r_2$. The two transcription processes will be coupled through the assumption that the transcription of each messenger RNA is regulated by both transcription factors. Hence, the temporal dynamics of the circuit is represented through the following uncontrolled system consisting of 4 ODEs, for $i \in 1, 2$:

$$\begin{cases}
\frac{dp_i(t)}{dt} = a_i r_i(t) - b_i p_i(t) \\
\frac{dr_i(t)}{dt} = g_i(p_1(t), p_2(t)) - c_i r_i(t)
\end{cases}$$  \hspace{1cm} (4.7)

The functions $g_i(p_1, p_2)$ represent the transcription rates and should be chosen such that, $\forall i \in \{1, 2\}$:

$$\frac{\partial g_i(t)}{\partial p_i(t)} \geq 0, \; g_i(p_1(t), p_2(t)) \geq 0 \text{ and } \exists M_i \geq 0 \text{ s.t. } g_i(p_1, p_2) \leq M_i$$

The boundness of the functions $g_i(p_1, p_2)$ bounds the solutions $r_i$ as $t \to \infty$ which, in turn, bound the solutions $p_i$. Hence, the boundness requirement of
The dashed line denoting the influence of the variable \( r_1 \) on the variable \( p_1 \) in subfigure 4.3a is replaced by an external influence from input \( u \) in subfigure 4.3b, transforming the system from an autonomous form to an I/O one.

The functions \( g_i(p_1, p_2) \) (which is always satisfied in biochemical networks, as rate laws are always bounded) ensures the boundness of the solutions to the system 4.7.

In order to transform the uncontrolled system into a SISO I/O one, the influence of the variable \( r_1 \) on the variable \( p_1 \) is replaced by an input \( u : \mathbb{R}_+ \to \mathbb{R} \), while the replaced variable \( r_1 \) becomes the output of the system \( y : \mathbb{R}_+ \to \mathbb{R} \) (see figure 4.3). The ODE system becomes:

\[
\begin{aligned}
\frac{dp_1(t)}{dt} &= a_1u(t) - b_1p_1(t) \\
\frac{dp_2(t)}{dt} &= a_2r_2(t) - b_2p_2(t) \\
\frac{dr_1(t)}{dt} &= g_1(p_1(t), p_2(t)) - c_1r_1(t) \\
\frac{dr_2(t)}{dt} &= g_2(p_1(t), p_2(t)) - c_2r_2(t) \\
y(t) &= r_1(t)
\end{aligned}
\]  

(4.8)

The controlled system is monotone, as can be seen from its species graph (figure 4.3), which doesn’t contain negative cycles.
Assuming Hill type kinetics (\cite{18}), the form of the functions \( g_i \) is:

\[
g_i(p_1, p_2) = \hat{\sigma}_i \frac{p_1^{m_i} p_2^{n_i}}{K_i + p_1^{m_i} p_2^{n_i}}
\]

The coefficients \( m_i \) and \( n_i \) describe the cooperativity with which the proteins bind to the DNA sequence. For instance, if, before acting on the DNA sequence of \( p_1 \), two \( p_1 \) proteins need to bind, then \( m_i = 2 \). It is therefore a reasonable assumption that the cooperativity of a given protein is the same, regardless of which DNA sequence it binds to: \( m_1 = m_2 = m \) and \( n_1 = n_2 = n \). Here, in order to ease the calculations, we choose \( m = 2 \) and \( n = 1 \), hence:

\[
g_i(p_1, p_2) = \hat{\sigma}_i \frac{p_1^2 p_2}{K_i + p_1^2 p_2}
\]

The remaining coefficients \( \hat{K}_i \) and \( \hat{\sigma}_i \) are particularly determined by the way in which the proteins bind to each DNA sequence and how they aid the polymerase enzyme (\cite{12}). For a fixed input \( u(t) \equiv \bar{u} \), the system 4.8 admits two steady-states:

\[
p_1(\bar{u}) = \frac{a_1}{b_1} \bar{u}
\]

\[
p_2(\bar{u}) = \frac{\hat{\sigma}_2 a_2}{b_2} - \frac{b_1^2 \bar{K}_2}{a_1^2 \bar{u}^2}
\]

\[
r_1(\bar{u}) = \frac{\hat{\sigma}_1}{c_1} \frac{\hat{\sigma}_2 a_2 a_1^2 \bar{u}^2 - b_1^2 b_2 \bar{K}_2}{b_2 (K_1 - K_2) + \hat{\sigma}_2 a_2 a_1^2 \bar{u}^2}
\]

\[
r_2(\bar{u}) = \hat{\sigma}_2 - \frac{\hat{K}_2 b_2^2 b_1}{a_1^2 a_2 \bar{u}^2}
\]

and

\[
p_1(\bar{u}) = \frac{a_1}{b_1} \bar{u}
\]

\[
p_2(\bar{u}) = 0; \quad r_1(\bar{u}) = 0; \quad r_2(\bar{u}) = 0
\]

The system toggles between these two steady states, depending on the input value and on the initial condition. In our case however, for the fixed parameter vector used, the system showed three types of qualitatively different behavior (see figure 4.4).

### 4.3 Example3

Example3 represents a two-variable Cdc2 Wee system (\cite{28}, \cite{8}) and it is studied by Angeli, Ferrell and Sontag in \cite{1} as an example of monotone bistable system. As here we are not concerned with studying the bistability of the system, we
Figure 4.4: The simulated output for system 4.8, for the following parameter values: $a_1 = a_2 = b_1 = b_2 = c_1 = c_2 = 0.1, \hat{\sigma}_1 = \hat{\sigma}_2 = \hat{K}_2 = 1, \hat{K}_1 = 2$ and initial condition $(1, 1, 1, 1)$. Total simulation time: 500 seconds. For inputs $u \leq 0.1$, the output is invariant to the input and its qualitative behavior is the one from subfigure 4.4a. For inputs $u \geq 5$, the output reaches saturation and it becomes invariant to the input as well, as it can be seen in subfigure 4.4b. Subfigure 4.4c shows the qualitatively different outputs for inputs in the range $(0, 1; 0.5)$ and subfigure 4.4d shows the qualitatively similar outputs when the input is in the range of $[0.5; 5)$, scaling with the input value until the output reaches saturation.
neglect the extra parameter $v$ which Angeli uses in [1] for representing the gain of the system and for rendering the system either monostable or bistable. More exactly, here, this parameter is set to 1. In order to model the interaction between the two proteins as a two-variable system, it is assumed that both Wee1 and Cdc2 exist in only two forms (rather than multiple forms, as is actually the case): an active and an inactive one. The active forms will be denoted by $x_1$ and $z_1$ and the inactive ones by $x_2$ and $z_2$, respectively. Second, it is assumed as well that the phosphorylations of Cdc2 and Wee1 are reversed by some constitutively active phosphatases, which ignores the contribution of Cdc25 regulation to the bistability of the Cdc2 system. Finally, the inhibition of each kinase by the other is approximated by a Hill equation. ([1]).

The equations for this model system are:

\[
\begin{align*}
\frac{dx_1(t)}{dt} &= a_1 z_1(t) - \frac{v x_1 x_2^2}{K_1 + x_2^2} \\
\frac{dz_1(t)}{dt} &= -a_1 z_1(t) + \frac{v x_1 x_2^2}{K_1 + x_2^2} \\
\frac{dx_2(t)}{dt} &= a_2 z_2(t) - \frac{v x_2 x_1^2}{K_2 + x_1^2} \\
\frac{dz_2(t)}{dt} &= -a_2 z_2(t) + \frac{v x_2 x_1^2}{K_2 + x_1^2}
\end{align*}
\]

(4.15)

where $a_1$ and $a_2$, $\beta_1$ and $\beta_2$ are rate constants, $K_1$ and $K_2$ are the Michaelis-Menten constants and $\gamma_1$ and $\gamma_2$ are Hill coefficients. If we assume that the total concentration of the proteins remains constant and we express it in fractional terms, i.e. $z_1 = 1 - x_1$ and $z_2 = 1 - x_2$, the dynamics of the system 4.15 is equivalently described by the following 2 ODEs:

\[
\begin{align*}
\frac{dx_1(t)}{dt} &= a_1(1 - x_1(t)) - \frac{v x_1 x_2^2}{K_1 + x_2^2} \\
\frac{dx_2(t)}{dt} &= a_2(1 - x_2(t)) - \frac{v x_2 x_1^2}{K_2 + x_1^2}
\end{align*}
\]

(4.16)

In order to transform the closed-loop system 4.17 into an open-loop one, the influence of the variable $x_2$ on the variable $x_1$ is replaced by the external influence of the input $u$. The variable $x_2$ hence becomes the output of the system (see figure 4.5). The new SISO form is the following:
\[
\begin{aligned}
\frac{dx_1(t)}{dt} &= a_1(1-x_1(t)) - \frac{\beta_1 x_1 u_1}{K_1 + u_1} \\
\frac{dx_2(t)}{dt} &= a_2(1-x_2(t)) - \frac{\beta_2 x_2 x_1^2}{K_2 + x_1^2} \\
y(t) &= x_2(t)
\end{aligned}
\] (4.17)

Figure 4.5: The species graphs for the uncontrolled system 4.16 and the controlled one 4.17.

The dashed line denoting the influence of the variable \(x_2\) on the variable \(x_1\) in subfigure 4.5a is replaced by an external influence from input \(u\) in subfigure 4.5b, transforming the system from an autonomous form to an I/O one.

For a fixed input \(\bar{u}\), the system reaches a unique equilibrium point \((x_1(\bar{u}), x_2(\bar{u}))\) and is endowed with a static input-to-state characteristic (for a formal proof, see [1]). The corresponding static input-to-output characteristic (definition 2.3.3) is the following:

\[
x_2(\bar{u}) = \frac{a_2(K_2 + (a_1(K_1 + \bar{u}^{\gamma_1}))^{\gamma_2})}{a_2 K_2 (a_1 K_1 + a_1 \bar{u}^{\gamma_1} + \beta_1 \bar{u}^{\gamma_1}) + (a_2 + \beta_2) (a_1 (K_1 + \bar{u}^{\gamma_1}))^{\gamma_2}} \tag{4.18}
\]

As in this example the concentrations are represented in fractional terms, the system was simulated for constant inputs \(\bar{u} \leq 1\). Essentially, the system shows two qualitatively different types of dynamical behavior (see figure 4.6). The static input-to-output characteristic is an increasing function, as higher steady-state values are reached for higher inputs. The system shows fast convergence to steady state.
Figure 4.6: The simulated output for system 4.17, for the following parameter values: $a_1 = a_2 = 1$, $\beta_1 = 200$, $\beta_2 = 10$, $\gamma_1 = \gamma_2 = 4$, $K_1 = 30$, $K_2 = 1$ and initial condition $(0,0)$. Total simulation time: 20 seconds.
Chapter 5

SI Approach

If seen in the System Identification framework, the present system approximation problem becomes: “Given multiple (as many as needed) input/output signal pairs, identify the system that produced them.” In principle, the need for system identification arises when one possesses little or no extra information on the underlying system, other than input/output signal pairs. The available data is fitted to different model structures, gradually increasing in complexity. The performance of the models on new datasets is being evaluated with respect to pre-defined metrics and, generally, the simplest model explaining the test data is selected. Increasing the complexity of the model will unavoidably increase the fit of the test data, therefore defining a suitable threshold complexity/accuracy is essential in the identification process.

However, the present settings are different than the usual system identification ones. Here, the underlying system is fully known. This automatically generates two main advantages:

1. Knowing the model class of the original system means that certain model families can be automatically discarded, provided that their main characteristics are irrelevant/contradictory to the original mode type.

2. There exists no restriction regarding the type nor quantity of test, as well as validation, data used. Knowing the underlying system allows the generation of as many as desired dataset pairs.

When aiming at approximating monotone systems, this type of approach is interesting also because it can offer insight into their dynamical behavior *per se*. More specifically, the “core characteristics” of monotone systems, which can be identified regardless of the parameter values of the system (deduced from the training input/output pairs, but successfully extended to new validation datasets), could show preference towards specific model types used for identification. This could open the way to a more in-depth theoretical investigation on the specific relation between these two system structures.
5.1 Experiment Design

Following the same terminology as in [20], we will define an experiment as a pair of input/output signals. The proper experiment design is a prior and necessary step to the identification routine. In practice, this step essentially translates into choosing suitable inputs, whose corresponding outputs provide sufficient information to the identification routine, such that the resulting system has predictive capacities. In the present case, different experiments were merged in a single dataset, which was used for identifying the monotone systems presented in Chapter 4.

One first consistent (i.e. valid for all the monotone modules described in this thesis) observation regarding the estimation and validation datasets was that, if the estimation dataset is composed of a reduced number of experiments with constant input, it becomes not exciting enough for the identification routine, regardless of the type of validation input (constant or not-constant) used. More specifically, by not exciting enough we here mean that the identified models were not scaling well on different validation datasets, while their dynamical behavior remained qualitatively and quantitatively close to the dynamical behavior obtained for the (few) estimation experiments.

A second consistent observation was that, if the estimation dataset consists of experiments with different types of input signals (sum of sine waves, Gaussian noise, binary signals etc) and the validation experiment is produced under a constant input, then the predictive capacity of the model is heavily decreased. For instance, if experiments with inputs sine waves and corresponding sine waves as outputs are used for estimation, the model will, in some cases, predict sine wave response for constant inputs in the validation datasets, even if this should not have been the case. The main reason for this lack of predictive capacity was the overfitting tendency of the approximation routines.

A third observation concerns the validation experiment. Even if, as a rule, the input of the validation experiment was never among the inputs used for estimation, its order of magnitude should be covered by the estimation dataset. In other words, the validation input should not dramatically differ from any of the estimation ones. Note however that, most of the times, this is a neccessary, but far from sufficient, requirement.

Therefore, to conclude, providing suitable estimation and validation datasets, exciting enough, but not too data-rich, is by far a non-trivial task. We will illustrate all these observations with plots, while discussing the performance of the identification algorithms in detail on the specific monotone modules.

As the next chapter is entirely based on approximations of monotone systems using linear systems, we will here focus on the Hammerstein Wiener identification. An extra reason for this choice was that, under the norms defined in Chapter 3 and under carefully chosen pairs of estimation/validation datasets, this model structure generally had a very good behavior in approximating the monotone systems.
5.2 Hammerstein Wiener Models

One approach in identifying nonlinear system is proposing a structure which consists of an interconnection of simpler systems. This is also the case of the *Hammerstein Wiener* model structure ([20]) consisting of three blocks: nonlinear - linear - nonlinear (see figure 5.1). If modeled as a transfer function, the static nonlinearities become input and output signals to the dynamic linear block. By static nonlinearity, we here mean a memoryless system, i.e. a system for which the value of the output at a given time $t$ depends only on the input at that particular time $t$. We will call these functions *input nonlinearity* and *output nonlinearity*. As also described in the figure 5.1, the input signal $u(t)$ is initially transformed through the input nonlinearity, rendering the output signal $w(t)$, which enters as an input to the linear block. $x(t)$ is the resulting output, which now enters as an input to the output nonlinearity. Its output represents the output of the entire system. If a model only contains the input nonlinearity, it is called a *Hammerstein model*. On the other hand, in case it only contains the output nonlinearity, it is called a *Wiener model*.

5.3 Application

As we saw, the task of identifying a Hammerstein Wiener model structure consists of identifying a linear block, preceded and followed by a nonlinearity. For each of the studied monotone examples, the following default settings were applied:

- In the case of the linear block, the number of poles and zeroes of the transfer function (see [16] for a detailed explanation of these concepts) of each system were set to the corresponding numbers of poles and zero from the transfer function of the linearized version around the steady state of the nonlinear system.

- Both the input and the output nonlinearities were chosen to be piecewise linear.

Essentially, the analysis of the dynamical behavior of the identified system was conducted by varying these three important factors:

- Input;
• Number of units in the input nonlinearity.
• Number of units in the output nonlinearity.

In the case of Example1 (system 4.2), we will graphically reinforce what was also stated in the introductory part of this chapter, namely the importance of the estimation and validation datasets in the identification routine. For the other systems, the following (empirically - derived) rules for estimation will be applied:

• The estimation dataset should contain (a high-enough number of) only constant inputs;
• Inputs with (at least) similar order-of-magnitude to the validation input should be present in the estimation dataset.

5.3.1 Example1

Example1 (system 4.2) was presented in Chapter 4 and its main characteristic was seen to be its qualitatively unchanged output response, regardless of the input value (see figure 4.2).

Figure 5.2 shows (mainly successful) nonlinear Hammerstein Wiener model approximations with varying number of linear units in the input and output nonlinearities, simulated under two different constant input values: 20 (subfigure 5.2a) and 1 (subfigure 5.2b), together with the ranking of these systems under the norms described in Chapter 3 (subfigures 5.2c and 5.2d, respectively). When changing the validation input from 20 to 1, most of the previously identified models dramatically decrease their performance and only some still perform well on the validation input, keeping their scalability (as it can be seen in the two tables). For a better visibility, subfigure 5.2b only shows the models which kept their scalability. However, in the table 5.2d, the performance of all the previously identified Hammerstein Wiener models, for a validation input of 1, can be analyzed.

The models which performed well on both inputs are the ones which have high number of input and output nonlinearity units (at least 5). Moreover, the models which had just 1 input nonlinearity unit constantly perform worse than the others, under all the norms.

Figure 5.3 shows two cases in which the previously well-performing Hammerstein Wiener identified models now perform very unsatisfactory, under all norms, due to changes in either the estimation or the validation dataset. In subfigure 5.3a, the validation dataset is a very complex one, consisting of signals of different types. The Hammerstein Wiener nonlinear model with 10 input and 10 output nonlinearities, estimated on this complex dataset, performs very poorly under the validation input \( u = 1 \) (compare with figure 5.2, where the same model, estimated on a different dataset, rendered very good results). As we only wanted to make here a visual claim, the performance of this approximated system under the defined norms was not computed. On the other hand,
subfigure 5.3b shows how all the approximations failed if validated under the input 0.01, even if inputs of this range existed in the estimation dataset. The models which previously worked well on the inputs 20 and 1 prove no scalability for such a small input. However, this is also an evidence of the internal equivalence of these models: even if they fail to accurately predict the right output for an input of 0.01, they still perform the same. Following the same reasoning as in subfigure 5.3a, the actual performance of the poorly performing models under the considered norms is not computed, hence not in the table.

Therefore, we can conclude that, in the case of system 4.2, Hammerstein Wiener is a suitable model structure, which works very well (under all the norms) for some parts of the input space, where for other parts it fails dramatically. It is also worth noticing that, in principle, the used norm measures were consistent between themselves (models performing well/poorly, generally did so under all norms).

5.3.2 Example2

Example2 (system 4.8) was presented in Chapter 4 and it was seen to show 3 types of qualitatively different dynamical behavior, depending on the input value (see figure 4.4). The Hammerstein Wiener model identification routine rendered, in principle, very good results when being applied to this system. Even if, for estimation, inputs from all the 4 ranges described in figure 4.4 were given, only 2 of these qualitatively different behaviors were kept by the Hammerstein Wiener models (see figures 5.4 and 5.5). Hence, as expected, the identified model is less specific than the original one.

As one can see in more detail in figure 5.4, for an input of 0.1, the dynamical behavior of the system is generally well approximated. For an input of 0.4 however, even if the output of the Hammerstein Wiener approximation is, in most cases, quantitatively close to the original output, its qualitative behavior is different and more similar to the output corresponding to an input between 0.2 and 0.3 (see again 4.4). Same phenomenon can be seen for an input of 0.8 5.5, in which the output of some of the identified Hammerstein Wiener models tend to reproduce the qualitative behavior of higher valued inputs such as 2 or 4, while others are are qualitatively similar to outputs produced under inputs ≤ 0.4.

However, it has to be mentioned that these differences are mostly qualitative. Quantitatively, the approximated trajectories stay generally very close to the original ones.

Hence, we can conclude that the identified models are not responsive to very small changes in the input. This happens mostly for inputs close to the border between different qualitative behaviors. This is the reason why, for this system, all the identified Hammerstein Wiener approximations performed better on estimation inputs corresponding to wider ranges of qualitatively similar dynamical behavior, such as $u \leq 0.1$ and $u \geq 5$.

Also, by analyzing the ranking tables, no consistent conclusion about which specific Hammerstein Wiener structure is more suitable for this system can be drawn, as the quality of any specific model changes dramatically with changing...
Figure 5.2: Analysis of successfully identified Hammerstein Wiener model structures for system 4.2, simulated under the following parameter values: $a_1 = a_2 = a_3 = K_i = K_e = 0.1$ and initial condition $(0, 0, 0)$. Total simulation time: 200 seconds. For subfigures 5.2a and 5.2b, the simulated outputs of different Hammerstein Wiener (HW) identified models are shown: $in$ represents the number of units in the input nonlinearity, while $out$ represents the number of units in the output nonlinearity. In the tables 5.2c and 5.2d, these models are evaluated, by being compared to the output of the system 4.2. $Stab norm$ is the stability from definition 3.1.9, with different weight values.
Figure 5.3: Comparison of simulated output for Hammerstein Wiener identified models for system 4.2, simulated under the following parameter values: $a_1 = a_2 = a_3 = K_i = K_e = 0.1$ and initial condition $(0, 0, 0)$. Total simulation time: 200 seconds. \( \text{in} \) represents the number of units in the input nonlinearity, while \( \text{out} \) represents the number of units in the output nonlinearity. In subfigure 5.3a, the estimation was performed on a complex dataset, consisting of signals of different types, while in subfigure 5.3b, all the approximations previously performing well in figure 5.2, on different inputs, failed under the input 0.01.

### 5.3.3 Example 3

Example 2 (system 4.8) was presented in Chapter 4 and it was seen to show 2 types of qualitatively different dynamical behavior, depending on the input value (see figure 4.6). The Hammerstein Wiener model identification routine rendered, in principle, very good results when being applied to this system. As it can be seen in figure 5.6, the two behaviors are kept, together with the corresponding input ranges. Empirically, on these two cases, we can state that the models with 10/10 an 5/5 input/output nonlinearity units perform better than the others.
Figure 5.4: Analysis of identified Hammerstein Wiener models for system 4.8, with parameters: \( a_1 = a_2 = b_1 = b_2 = c_1 = c_2 = 0.1, \hat{\sigma}_1 = \hat{\sigma}_2 = \hat{K}_2 = 1, \hat{K}_1 = 2 \) and initial condition \((1, 1, 1, 1)\), simulated for 500 seconds. Subfigures 5.4a and 5.4b show the outputs of the HW models; \( m \) and \( n \) are the numbers of input and output nonlinearity units. The tables 5.4c and 5.4d show the similarity scores between these outputs and the original one.
Figure 5.5: Analysis of identified Hammerstein Wiener models for system 4.8, with parameters: $a_1 = a_2 = b_1 = b_2 = c_1 = c_2 = 0.1$, $\hat{\sigma}_1 = \hat{\sigma}_2 = \hat{K}_2 = 1$, $\hat{K}_1 = 2$ and initial condition $(1, 1, 1, 1)$, simulated for 500 seconds. Subfigures 5.5a and 5.5b show the outputs of the HW models; \textit{in} and \textit{out} are the numbers of input and output nonlinearity units. The tables 5.5c and 5.5d show the similarity scores between these outputs and the original one.
Figure 5.6: Analysis of identified Hammerstein Wiener models for system 4.8, with parameters: $a_1 = a_2 = b_1 = b_2 = c_1 = c_2 = 0.1$, $\hat{\sigma}_1 = \hat{\sigma}_2 = \hat{K}_2 = 1$, $\hat{K}_1 = 2$ and initial condition $(1,1,1,1)$, simulated for 500 seconds. Subfigures 5.5a and 5.5b show the outputs of the HW models; $in$ and $out$ are the numbers of input and output nonlinearity units. The tables 5.5c and 5.5d show the similarity scores between these outputs and the original one.
Chapter 6

Robust Control Approach

Even if commonly used interchangeably, model reduction and approximation have slightly different meanings. Approximation doesn’t necessarily imply a theoretical connection between the two systems, whereas in model reduction, the reduced system is built on the theoretical characteristics of the original one. The main idea behind model reduction techniques is that, from a system’s output perspective, a high-dimensional state vector can be accurately represented through a lower-dimensional one. The connection between these two representations is done through a projection space, an invertible matrix $T$. In the transformed representation, the states of the system are descendingly ordered according to the contribution they bring to the output. Different reduction methods imply different ways of finding the transformation $T$. This equivalently translates into different properties that the new system’s representation will have. The next step, which amounts to actually reducing the system, is the truncation of some states. Depending on the procedure and on the application at hand, different truncation criteria are used.

In our framework, the goal is to approximate monotone systems. Keeping this in mind, we formulate the following requirements, which a “good” model reduction technique should satisfy:

1. The reduced system should be “less complex” than the original one (in a sense to be made formal later on). Essentially, a less complex system will be easier to analyze and simulate.

2. Theoretical error bounds between the original system and the reduced one should be guaranteed.

3. The reduced system should share the same stability properties as the original one. For instance, if the original LTI system is stable (theorem 1.3.2) for a fixed parameter vector, then the reduced system should keep the same dynamical behavior.

4. If the original system is monotone, then the reduced one should (ideally) as well be monotone.
The method which we will focus on here, *balanced truncation*, is among the most commonly employed model reduction schemes. First introduced by Mullis and Roberts in 1976 ([26]) and later applied to control systems by Moore in 1982 ([25]), balanced truncation possesses the big advantage of fully verifying the first three requirements enumerated above. Moreover, even if the fourth requirement is not satisfied by default, conditions under which the initial reduced system can be transformed into a monotone one can be derived.

In the balanced truncation framework, the transformation $T$ is chosen such that, in the new coordinates, the system’s modes are ranked according to a predefined measure based on specific properties of the system, such as *observability* and *controllability*. The method is called *balanced* because, under the chosen measure, controllability and observability will always be equally quantified. An unique indicator, the *Hankel Singular Value*, is assigned to each mode, measuring its contribution to the output. The Hankel Singular values are properties of the system and not dependent on its state-space representation, hence invariant to any transformation $T$. By simply removing the states which contribute in a not significant amount to the output, the behavior of the trimmed model will be similar to the behavior of the untrimmed one. All these theoretical concepts will be discussed in detail in this chapter.

### 6.1 Observability and Controllability

Informally, if an I/O system is controllable, then it can reach any arbitrary final state, when starting at any arbitrary initial state, by means of an external input. On the other hand, if the system is observable, then any arbitrary initial state, as well as all its intermediate states, can be determined when only knowing the external outputs.

We will restrict the formal analysis of these two concepts for the case of stable LTI systems $G$, as discussed in Chapter 1. For a better readability, we will show here once more the state-space representation of an LTI stable system:

$$
G : \begin{cases} 
\frac{dx(t)}{dt} = Ax(t) + Bu(t) \\
y(t) = Cx(t) + Du(t) 
\end{cases}
$$

(6.1)

where, as the system is stable, the matrix $A$ is assumed to be Hurwitz (theorem 1.3.2). The specific terminology used, as well as the overall workflow in describing these concepts, can be found in [23].

#### 6.1.1 Observability

Recall the *homogeneous response* and the *homogeneous output response* of the system $G$ discussed in Chapter 1 (equation 1.7), i.e. the expression of the states and output respectively, when the input is an identically vanishing function. Recall as well as well as the $L_2$ norm of a signal, measuring its energy (equation 3.6), as discussed in Chapter 3.
If the state-space representation of the system $G$ is fixed, then the homogeneous output response is a \textit{linear function} in the initial condition $x_0$. We will denote this function by $E_0$, representing a measure of the “observable output energy” accumulated in the initial state $x_0$:

$$E_0(x_0) := \int_0^{\infty} y_h^2(t) dt$$  \hspace{1cm} (6.2)

By replacing the expression of the homogeneous output response $y_h$ into the expression of the $L_2$ norm, one obtains that:

$$E_0(x_0) = x_0' W_0 x_0$$  \hspace{1cm} (6.3)

where

$$W_0 = \int_0^{\infty} e^{A^T \tau} C^T Ce^{A \tau} d\tau$$  \hspace{1cm} (6.4)

$W_0$ is the \textit{observability Gramian} matrix of the system (first introduced in the case of the $H_2$-norm, see equation 3.16).

By definition, $E_0(x_0) \geq 0, \forall x_0 \in \mathbb{R}^n$, which translates into $x_0' W_0 x_0 \geq 0, \forall x_0 \in \mathbb{R}^n$, meaning that the observability Gramian $W_0$ is always positive semidefinite. By employing linear algebra tools, it can be derived that:

$$E_0(x_0) = 0, \forall x_0 \in \mathbb{R}^n \iff O x_0 = 0, \forall x_0 \in \mathbb{R}^n$$  \hspace{1cm} (6.5)

where $O := [\begin{bmatrix} C & CA & CA^2 & \ldots & CA^{n-1} \end{bmatrix}]$ is the \textit{observability matrix} assigned to a LTI system with the state space representation 6.1. Equation 6.5 is equivalent to the condition that matrix $O$ is not full-ranked.

To conclude, the matrix $O$ is full ranked if and only if the observability Gramian is positive definite. In case this happens, the system $G$ (or the pair $(C, A)$) is said to be \textit{observable}. When the pair $(C, A)$ is observable, the \textit{primal observability measure} is given by:

$$E_0(x_0) = \frac{1}{p W_0^{-1} p'} \text{ for } p \neq 0$$  \hspace{1cm} (6.6)

If we want to look at the observability of the system from a different perspective, let $p$ be a row vector with $n$ elements. By multiplying the vector $p$ with the state-vector of the system, $x$, one obtains a linear combination of the system states $x$. Unlike $E_0(x_0)$, which will be referred to as the \textit{primal} observability measure, the \textit{dual} observability measure is dependent on the vector $p$, employed to obtain the linear combination of elements of the system’s initial condition:

$$E^o(p) := \inf_{x_0 : px_0 = 1} E_0(x_0) \text{ for } p \neq 0$$  \hspace{1cm} (6.7)

It represents the minimal output energy which can be observed for $t \geq 0$ when $px(0) = 1$.  
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6.1.2 Controllability

Recall now the state response of the system 6.1 (equation 1.5). Just for theoretical purposes, assume that the signals were defined on \( \mathbb{R} \), instead of \( \mathbb{R}^+ \), which means also looking at negative timepoints. In this case, as the matrix \( A \) was assumed to be Hurwitz, the state response satisfies \( x(t) \to 0 \) as \( t \to \infty \) and, more precisely, for \( t < 0 \):

\[
x(t) = \int_0^\infty e^{A\tau} Bu(t-\tau) d\tau
\]  

(6.8)

In this case, one can say that the input \( u \) drives the state of the system from \( x(-\infty) = 0 \) up to the initial condition \( x_0 \). For \( t = 0 \), equation 6.8 can be seen as an unique mapping between the input signal \( u \) and \( x_0 \). For inputs defined (solely) for \( t \leq 0 \), we will denote this functional dependency by \( X \):

\[
X(u) = \int_0^\infty e^{A\tau} Bu(-\tau) d\tau
\]  

(6.9)

and hence:

\[
x_0(u) = X(u)
\]  

(6.10)

In the controllability case, we will first define the dual controllability measure. This measure represents the maximum energy which can be used to reach the initial condition \( x_0 \), by using an input \( u \) of unit energy. Using the same notation, where \( px \) represents a linear combination of the states of the system:

\[
E^c(p) := \sup_{\|u\|_2 \leq 1} pX(u)
\]  

(6.11)

The primal controllability measure is defined on the basis of the dual one and it is a function of the column vector \( x_0 \):

\[
E_c(x_0) := \inf_{p: \|px_0\|=1} E^c(p)
\]  

(6.12)

Following a similar reasoning as in the observability case, by replacing the expression for the state response and taking into account that the matrix \( A \) is Hurwitz, one can derive a quadratic dependency of \( E^c(p) \) with respect to \( p \). More precisely:

\[
E_c(p) = pW_c p^T
\]  

(6.13)

where

\[
W_c = \int_0^\infty e^{A\tau} BB^T e^{A^T \tau} d\tau
\]  

(6.14)

is the controllability Gramian matrix of the system (first defined in the case of the \( H_2 \) norm as well, see equation 3.15).

By definition, \( E^c(p) \geq 0 \), \( \forall p^T \in \mathbb{R}^n \), which translates into \( pW_c p^T \geq 0 \), \( \forall p^T \in \mathbb{R}^n \), meaning that the controllability Gramian \( W_c \) is always positive semidefinite. By employing linear algebra tools, it can be derived that:

\[
E^c(p) = 0 \iff C p = 0 \iff p^T \in \mathbb{R}^n
\]  

(6.15)
where $C := [B \ AB \ A^2B \ \ldots \ A^{n-1}B]$ is the controllability matrix assigned to a LTI system with the state space representation 6.1. Equation 6.15 is equivalent to the condition that matrix $C$ is not full-ranked. Hence, the matrix $C$ is full ranked if and only if the controllability Gramian is a positive definite matrix. In case this happens, the system $G$ (or the pair $(A, B)$) is said to be observable. Whenever the pair $(A, B)$ is controllable, the primal controllability measure $E_c$ is given by:

$$E_c(x_0) = \frac{1}{x_0^TW_c^{-1}x_0} \text{ for } x_0 \neq 0$$  (6.16)

### 6.2 Transformation of State Variables

As we saw, the state-space realization of an LTI system is given by the set of 4 constant matrices $(A, B, C, D)$. However, the set of equivalent state-space realizations for the same transfer function $G$ is infinite. We will now emphasize the procedure through which these equivalent state-space representations are obtained, which amounts to transforming the state vector $x$ through linear operations, i.e. linearly independent combinations of the original state variables (see [29] for further details).

More specifically, given the state vector $x(t) = (x_1(t), \ldots, x_n(t))$, a new state vector $\hat{x}(t) = (\hat{x}_1(t), \ldots, \hat{x}_n(t))$ may be generated as such:

$$\hat{x}_i(t) = t_{i1}x_1(t) + t_{i2}x_2(t) + \ldots + t_{in}x_n(t)$$  (6.17)

where $t_{ij}$ are real constants, $\forall 1 \leq i \leq n$. This linear transformation can be written in matrix form:

$$\hat{x} = Tx$$  (6.18)

provided that $T \in \mathbb{R}^{n \times n}$ is a non-singular matrix. This being the case, we will call $T$ a matrix transformation or simply a transformation. Equation 6.18 is equivalent to $x = T^{-1}\hat{x}$ (note than using the notation in 6.18, $t_{ij}$ are the elements of $T^{-1}$). By replacing $x = T^{-1}\hat{x}$ in the state-space representation of the system, we obtain:

$$G : \left\{ \begin{array}{l}
\frac{d(T^{-1}\hat{x})(t)}{dt} = AT^{-1}\hat{x}(t) + Bu(t) \\
y(t) = CT^{-1}\hat{x}(t) + Du(t)
\end{array} \right.$$  (6.19)

In order to fully transform the system into the $\hat{x}$ coordinates, we multiply the left side of the first equation by $T$:

$$G : \left\{ \begin{array}{l}
\frac{d\hat{x}(t)}{dt} = TAT^{-1}\hat{x}(t) + TBu(t) \\
y(t) = CT^{-1}\hat{x}(t) + Du(t)
\end{array} \right.$$  (6.20)
If we define the new matrices \( \hat{A} := TAT^{-1} \), \( \hat{B} := TB \), \( \hat{C} := CT^{-1} \) and \( \hat{D} := D \), then the system 6.20 becomes:

\[
G : \begin{cases} 
\frac{d\hat{x}(t)}{dt} = \hat{A}\hat{x}(t) + \hat{B}u(t) \\
y(t) = \hat{C}\hat{x}(t) + \hat{D}u(t)
\end{cases}
\] (6.21)

The system 6.20 is an equivalent state-space representation of the system 6.1, hence its input/output dynamical behavior is unchanged. In consequence, as the eigenvalues of the \( A \) matrix in a state-space representation of a LTI system carry information about the stability properties of the system, it follows that the eigenvalues should as well be invariant under state transformation. We will formally prove this statement.

**Proposition 6.2.1.** The eigenvalues of the matrix \( A \) of a LTI system are invariant under matrix transformations, i.e. \( \text{eig}(A) = \text{eig}(\hat{A}) \)

**Proof.** The eigenvalues of a matrix are the solution to its characteristic equation:

\[
\det[\lambda I - \hat{A}] = \det[\lambda I - TAT^{-1}]
= \det[\lambda TT^{-1} - TAT^{-1}]
= \det[(\lambda I - A)T^{-1}]
= \det[T] \det[\lambda I - A] \det[T^{-1}] \quad \text{(distributivity property)}
= \det[T] \det[\lambda I - A] \frac{1}{\det[T]} \quad \text{(invertibility of } T) \\
= \det[\lambda I - A]
\]

We will call these values the *Hankel singular values* of the system with transfer function matrix \( G \) and we will denote them by \( \sigma_i \). From a controllability perspective, the Hankel singular values \( \sigma_i \) quantify how far one can reach in the direction of each of its corresponding eigenvectors, by using an input \( u \) with energy \( ||u||_2 \leq 1 \). From an observability perspective, the Hankel singular values \( \sigma_i \) quantify how much output energy \( ||y||_2 \) exists if the initial condition has the value of its corresponding eigenvectors.

### 6.3 Balanced Truncation

#### 6.3.1 The Transformation \( T \)

Our goal is to transform the state-space realization 6.1 into a new state-space realization, for which the *minimum* of the joint controllability and observability measure over all non-zero elements is *maximal*. A basis in this new subspace
will yield the columns on the transformation used for computing between the two representations ([23]).

The following theorem is stated in [23] and can be proven by straightforward computations:

**Theorem 6.3.1.** Let \( G \) be a LTI system both controllable and observable and \( W_c = L_c L_c^T \) and \( W_o = L_o L_o^T \) be the Cholesky decompositions of the controllability and observability Gramians \( W_c \) and \( W_o \), i.e. their decomposition into the product of a lower triangular matrix and its conjugate transpose. Let

\[
\rho_1 \geq \ldots \geq \rho_r \geq \rho_{r+1} \geq \rho_n \geq 0 \quad (6.23)
\]

be the eigenvalues (possibly repeated) of the matrix \( L_o W_c L_c \) and \( \sigma_i = \psi_i^{1/2} \). Let \( \psi_1, \ldots, \psi_n \) be the corresponding normalized eigenvectors of \( L'_c W_o L_c \), i.e.

\[
L'_o W_o L_c \psi_i = \rho_i \psi_i \quad ||\psi_i||_2 = 1 \quad \psi_i \psi_k = 0 \quad \text{for} \quad i \neq k. \quad (6.24)
\]

Then it holds that:

(a) \( \rho_1 \geq \ldots \geq \rho_r \geq \rho_{r+1} \geq \rho_n \geq 0 \) are also the eigenvalues of the matrix \( L_o W_c L'_o \). The corresponding normalized row eigenvectors, \( \phi_i \), for \( i \in \{1, \ldots, n\} \), are:

\[
\phi_i = \sigma_i^{-1/2} \psi_i L'_c L'_o \quad (6.25)
\]

(b) The set of all linear combinations of vectors \( L_c \psi_i \) is the only \( n \)-dimensional linear subspace \( V \) in \( \mathbb{R}^n \) such that \( E_{oc}(v) \geq \rho_n \), \( \forall v \in V \).

(c) The set of all linear combinations of row vectors \( \phi_i L_o \) is the only \( n \)-dimensional linear subspace \( U \) of row \( n \)-vectors such that \( E_{oc}(u) \geq \rho_n \), \( \forall u \in U \).

(d) As defined previously:

\[
V = L_c \left[ \psi_1 \sigma_1^{-1/2} \ldots \psi_n \sigma_n^{-1/2} \right]
\]

and

\[
U = \left[ \sigma_1^{-1/2} \phi_1 \ldots \sigma_n^{-1/2} \phi_n \right]^T L_o
\]

Moreover, \( UV = VU = I_n \Rightarrow U = V^{-1} \)

Now, denote by \( \Psi \) the matrix whose columns are the ordered (by eigenvalues magnitude) eigenvectors of \( L'_c W_o L_c \) and \( \Sigma \) is the diagonal matrix with \( \sigma_i \) on the diagonal. \( \Psi \) is a orthogonal matrix, since its columns are normalized vectors. The following theorem is an immediate consequence of theorem 6.3.1:

**Theorem 6.3.2.** The transformation \( \bar{T} = L_c \Psi \Sigma^{-1/2} \) yields an equivalent state-space model \((\hat{A}, \hat{B}, \hat{C}, \hat{D})\), for which the new observability and controllability Gramians, computed in terms of the transformation \( T \) as: \( \bar{W}_c = T^{-1} W_c T^{-T} \) and \( \bar{W}_o = T^T W_o T \) satisfy:

\[
\bar{W}_c = \bar{W}_o = \Sigma
\]
For a complete proof, as well as for all the technical verifications, such as the invertibility of $T$, see [19].

Even if here it is not the case, it is worth mentioning that, as it can be seen from the theorem 6.3.1, in practice, one only needs to compute the matrices $\Psi$ and $\Sigma$, while the computation of the Gramians (which becomes very demanding for large systems) can be avoided. For more information on the matter, as well as for means of computing approximations to the Gramians, see [7] and [19].

### 6.3.2 State Reduction

As we have now formally defined all the concepts, we can also justify the name of balanced realization, which comes from the fact that, in the new coordinates $\hat{x} = Tx$, the observability and controllability Gramians become identical. Moreover, if $\hat{x} = (\hat{x}_1, \ldots, \hat{x})^T$, then $\hat{x}_1$ is the most controllable and observable state, while $\hat{x}_n$ is the least observable and controllable one. The joint observability-controllability measure $E_{oc}$ (and respectively its dual, $E_{oc}'$) measures how much energy is transferred from the input into the output. Hence, by simple trimming, we will remove the states which are not significantly involved in this energy transfer, i.e. both hard to excite with finite amounts of input energy, as well as not resulting in much output energy. These states are the ones for which the corresponding $\sigma_i$ is small.

More specifically, in the new coordinates $\hat{x}$, a reduced system for which the last $n - r$ states were discarded becomes:

\[
\hat{G}_r : \begin{cases}
\frac{d\hat{x}_r(t)}{dt} = \hat{A}_r\hat{x}_r(t) + \hat{B}_ru(t) \\
y(t) = \hat{C}_r\hat{x}_r(t) + \hat{D}_ru(t)
\end{cases}
\] (6.26)

where $\hat{x}_r : \mathbb{R}_+ \rightarrow \mathbb{R}^{n_r}$, $u : \mathbb{R}_+ \rightarrow \mathbb{R}^m$, $y : \mathbb{R}_+ \rightarrow \mathbb{R}^p$, $A_r : \mathbb{R}_+ \rightarrow \mathbb{R}^{n_r \times n_r}$ and $A_r := \hat{A}(1 : r, 1 : r)$, $B : \mathbb{R}_+ \rightarrow \mathbb{R}^{n_r \times m}$ and $B_r := \hat{A}(1 : r, 1 : m)$, $C : \mathbb{R}_+ \rightarrow \mathbb{R}^{p \times n_r}$ and $C_r := \hat{A}(1 : p, 1 : r)$ and $D : \mathbb{R}_+ \rightarrow \mathbb{R}^{p \times m}$ with $\hat{D}_r = \hat{D}$.

Provided that the initial matrix $A$ is Hurwitz, then, by proposition 6.2.1, the matrix $\hat{A}$ is Hurwitz as well. The fact that $A_r$, which is the a trimmed variant of $\hat{A}$, is obviously also Hurwitz. As it can be seen in theorem 6.3.1, the balanced truncation method makes use of the Cholesky decompositions of the observability and controllability Gramians. However, only symmetric and positive definite matrices can be decomposed into Cholesky factors. This is therefore the justification for the controllability and observability requirements on the system, which translate into positive definite Gramian matrices (the symmetry of the Gramians can be seen from the way they are defined, see equations 6.4 and 6.14). The same fact justifies the following definition:

**Definition 6.3.3.** The complexity of an LTI system $G$ (also known as its order or its McMillan degree) is the dimension of the state vector of a minimal realization of $G$, i.e. its state-space form which is both controllable and observable.
Therefore, in the new terminology, the reduced system $G_r$ should have complexity $r' \leq r < n$. The reduced system will have a complexity $r' \neq r$ if it is not minimal. For our theoretical purpose here, however, this situation is not interesting as the following relation will always hold: $r' < r$, as a simple consequence of definition 6.3.3. Hence, we will assume that the reduced system has complexity $r$, which is also equal to the dimension of its state vector.

### 6.3.3 Error Bounds

#### Lower Bounds

One of the advantages of balanced truncation is that it offers a lower bound error for arbitrary reduced models, under the $H_\infty$ norm (see definition 3.2.4 and equation 3.22):

$$\sigma_r \leq \|G - G_k\|_\infty$$

for any system $G_k$ with complexity $k < r$. A consequence of this statement (resulting from the triangle inequality of the norm) is that the $H_\infty$ norm of any reduced model of complexity less than $r$ will deviate with at least $\sigma_r$ from the $H_\infty$ norm of the original model. This statement is strong because it offers information about any reduced model, regardless of its type or origin. For a proof of 6.27, see [23].

#### Upper Bounds

The following theorem provides upper bounds from the $H_\infty$ model reduction error obtained through balanced truncation:

**Theorem 6.3.4.**

$$\|G - G_k\|_\infty \leq 2 \sum_{i=r+1}^{n} \sigma_i$$

As the singular values of exponentially stable LTI systems decay exponentially, the error bounds 6.27 and 6.28 are expected to be not highly different. For a proof of this statement, as well as for the derivation of these error bounds, see [23].

### 6.4 Application

We applied the balanced truncation model reduction scheme to the I/O monotone examples presented in Chapter 4. As the systems are not linear and the balanced truncation algorithm can only be applied on stable LTI systems, we chose to first linearize them and then, provided that the linearization is stable, apply the balanced truncation routine. Therefore, two approximation algorithms have been successively applied on the initial (nonlinear) monotone systems:

1. Linearization around steady-state;
2. Balanced Truncation

As mentioned in the beginning of this chapter, balanced truncation possesses strong advantages from a model reduction perspective, mainly due to its upper and lower error bounds (equations 6.27 and 6.28), as well as its stability preserving properties. In addition to this, the balanced truncation technique can be seen as particularly suitable for being applied in the monotone systems framework, mainly due to the following observations, which will be formally proven in this section:

- When starting with a nonlinear monotone system, the monotonicity property is transmitted to its linearization around any operating point. Hence, the balanced truncation method will still be applied on a monotone (linear) system.
- The reduced system can be transformed to an equivalent monotone one, if certain conditions on the state space realization of the reduced one are being fulfilled.

**Proposition 6.4.1.** The linearization of a monotone system is a monotone system.

*Proof.* The species graph used for identifying monotonicity (proposition 2.2.14) is constructed on the basis of the Jacobian matrix of system (in the I/O case, including the partial derivatives of the rates with respect to inputs and outputs). As a linear system has same Jacobian matrix (or, to be more precise, same linearization matrices - see Chapter 1, section 1.4) as its linearization, the conclusion follows.

The similarity between the output trajectories of the original system and the approximated ones (simple linearization and linearization followed by balanced truncation) was evaluated under the signal and system norms described in detail in Chapter 3, for different values of the system’s input. The balanced truncation routine was performed multiple times, with different reduction thresholds and, equivalently, rendering reduced models of different complexities. Moreover, unlike the sistem identification approach in Chapter 5, which approximated the monotone modules by nonlinear Hammerstein Wiener models, in this chapter also the system norms $H_2$ and $H_\infty$, described in sections 3.2.1 and 3.2.2 were used, when comparing linear systems.

6.4.1 Example1

The dynamical behavior of Example1 (system 4.2) was already discussed in Chapter 4 and its main characteristic was seen to be a qualitatively unchanged output, regardless of the input value (see figure 4.2). It is worth mentioning that the state space realization of the linearization around the operating point given by equations 4.3, 4.4 and 4.5 is both controllable and observable, hence minimal.
We will show how the approximations performed when validated on 4 different constant inputs: 0.01, 1, 10 and 20. Generally, balanced truncation rendered very good results in the case of system 4.2, for inputs spanning over several orders of magnitude. However, preference was shown for small values of inputs. More specifically, for input values less than 0.1, the nonlinear system is perfectly approximated by its linearization around the steady state (see figure 6.1, subfigures 6.1c and 6.1c for the corresponding norm measures). In addition to this, for an input of 0.01, reducing one state of the system renders a new linear 2-dimensional system whose output is perfectly similar to the nonlinear output. A slightly different output (but still very similar) is obtained if reducing two states of the balanced model, hence approximating the nonlinear output by a 1-variable linear differential equation. These observations also hold for the one order of magnitude higher input of 0.1, in an almost identical manner.

We therefore conclude that, in the case of system 4.2 and for input values \( \leq 0.1 \), balanced truncation is an ideal method, as the system is very well approximated by a very simple dynamical system: a linear one-variable differential equation. When increasing the input value, even if the difference between the nonlinear output and its linearization increases, the approximations still perform well under all the norms (see figure 6.2, subfigures 6.2c and 6.2d for the corresponding tables).

One consistent observation is that the unchanged qualitative behavior of the nonlinear system 4.2 is kept by its linearizations and, furthermore, by the reduced balanced models. Moreover, for all the inputs, the second-order balanced truncation is still highly similar (almost identical) to the linear system, meaning that the third state of the balanced three-orders system, with the lowest Hankel Singular Value, has little influence of the input-output behavior of the linear system.

However, the nonlinear Hammerstein Wiener identified models from Chapter 5 performed better under all the discussed norms than the present approximations, for input values of 20 and 1 (see tables from figure 5.2, subfigures 5.2c and 5.2d).

### 6.4.2 Example 2

The dynamical behavior of Example 2 (system 4.8) was already discussed in Chapter 4 and it was seen to exhibit three types of qualitatively different dynamical behaviors (see figure 4.4). The state space realization of the linearization around the operating point given by equations 4.9, 4.10, 4.11 and 4.12 is non-minimal, as the linear system is neither controllable nor observable. The (equivalent) minimal realization, on which the balanced truncation routine will be applied, has order 2. As it can be seen in figures 6.3 and 6.4, the linearization, as well as its balanced truncation (which approximates the system by one a single one-variable differential equation), work better for larger values of the inputs (0.8 and 5). As the input increases in magnitude, so does the quality of the approximations. As in the case of system 4.2, there are input ranges for which the unreduced linear system almost perfectly approximates the nonlinear
Figure 6.1: Analysis of balanced truncation model reduction routine applied on system 4.2, simulated under the following parameter values: $a_1 = a_2 = a_3 = K_i = K_e = 0.1$ and initial condition $(0,0,0)$ and linearized around its steady-state. Total simulation time: 200 seconds. Subfigures 6.1a and 6.1b show the simulated outputs of: the nonlinear system (Nonlin), its linearization (Lin) and its balanced reduced models (BalGram). On the legend, the number next to the output type represents its complexity, e.g. C2 means a system of complexity 2. Subfigures 6.1c and 6.1d show the ranking of these models under the norms discussed in Chapter 3, as compared to the output of system 4.2. Stab norm is the stability from definition 3.1.9, with different weight values and the system norms $H_2$ and $H_\infty$ are computed between the linearization of the nonlinear system and the reduced linear models.
Figure 6.2: Analysis of balanced truncation model reduction routine applied on system 4.2, simulated under the following parameter values: $a_1 = a_2 = a_3 = K_i = K_e = 0.1$ and initial condition $(0, 0, 0)$ and linearized around its steady-state. Total simulation time: 200 seconds. Subfigures 6.1a and 6.1b show the simulated outputs of: the nonlinear system (Nonlin), its linearization (Lin) and its balanced reduced models (BalGram). On the legend, the number next to the output type represents its complexity, e.g. $C2$ means a system of complexity 2. Subfigures 6.2c and 6.2d show the ranking of these models under the norms discussed in Chapter 3, as compared to the output of system 4.2. Stab norm is the stability from definition 3.1.9, with different weight values and the system norms $H_2$ and $H_\infty$ are computed between the linearization of the nonlinear system and the reduced linear models.
Figure 6.3: Balanced Truncation applied on system 4.8, together with the performance evaluation under the defined norms. Stab represents the Stability norm, with different weights. The system was simulated for the following parameter values: $a_1 = a_2 = b_1 = b_2 = c_1 = c_2 = 0.1$, $\bar{a}_1 = \bar{a}_2 = \bar{b}_2 = 1, \bar{K}_2 = 1, \bar{K}_1 = 2$ and initial condition $(1, 1, 1, 1)$. Total simulation time: 500 seconds.

one and, in the same time, for the same input ranges, the entire system can be decently approximated by only one differential equation (see tables 6.4d and 6.4c).

As compared with the nonlinear Hammerstein Wiener identification, for an input of 0.1, better results than with the balanced truncation routine were obtained for the HW model structure with 9 units in the input, as well as in the output nonlinearity. For the input values of 0.4 and 0.8, however, balanced truncation ranked much better under all the norms, while for an input value of 5, both balanced truncation and some of the Hammerstein Wiener structures obtained very good scores.
Approximations of Example 2

(a) input $u = 0.8$

(b) input $u = 5$

(c) Performance evaluation for input $u = 0.8$

(d) Performance evaluation for input $u = 5$

Figure 6.4: Balanced Truncation applied on system 4.8, together with the performance evaluation under the defined norms. Stab represents the Stability norm, with different weights. The system was simulated for the following parameter values: $a_1 = a_2 = b_1 = b_2 = c_1 = c_2 = 0.1$, $\sigma_1 = \sigma_2 = \hat{K}_2 = 1$, $\hat{K}_1 = 2$ and initial condition $(1, 1, 1, 1)$. Total simulation time: 500 seconds.
6.4.3 Example3

The dynamical behavior of Example3 (system 4.17) was already discussed in Chapter 4 and it was seen to exhibit 2 types of qualitatively different dynamical behaviors (see figure 4.6). The linearization around the steady state of the nonlinear system is a minimal stable system. The balanced truncation approach performs decently on small inputs, such as 0.15 and well for larger input values, such as 0.75 (see figure 6.5), case in which the linearization almost perfectly approximates the nonlinear output. If compared with the Hammerstein Wiener models, the model with 10/10 input/output nonlinearity pieces performs better than the balanced truncation routine, for an input of 0.1. However, in the case of higher input, the balanced truncation routine performs better.
### 6.5 Monotone Transformation

A highly desired property of this model reduction routine is the monotonicity of the reduced system. Even if this property is not satisfied by default, theoretical connections between the transformed system, under the balanced transformation $T$, and a monotone system can be derived. In this sense, the following proposition, discussed in [19] and proven in [25], is of particular interest:

**Proposition 6.5.1.** If the Hankel singular values $\sigma_i$ are distinct, then its corresponding eigenvectors (the columns of the transformation $T$) are uniquely determined to within sign. In other words, the transformation $T$ is essentially unique, up to postmultiplication by any matrix of the form $\text{diag}(\pm 1, \ldots, \pm 1)$. In case two or more $\sigma_i$ are equal, then its corresponding eigenvectors can be arbitrarily rotated in their corresponding eigenspace.

If the Hankel singular values of the system are different, the above proposition basically states that, provided that the transformation $T$ is balanced, any transformation $T_1 := T \mathcal{D}$ is balanced as well, where $\mathcal{D} = \text{diag}(\pm 1, \ldots, \pm 1)$. Moreover, there are no other balanced transformations. Let’s now derive the actual form of the equivalent balanced state space realization $(\hat{A}_1, \hat{B}_1, \hat{C}_1, \hat{D}_1)$.

Recall that $\hat{A} = TAT^{-1}$, $\hat{B} = TB$, $\hat{C} = CT^{-1}$ and $\hat{D} = D$. Under the transformation $T_1$, we have therefore that:

$$
\hat{A}_1 = T_1 A T_1^{-1} \quad \hat{B}_1 := T_1 B \quad \hat{C}_1 := C T_1^{-1} \quad \hat{D}_1 := D
$$

which, by replacing $T_1 = T \mathcal{D}$, becomes:

$$
\hat{A}_1 = TDAD^{-1}T^{-1} \quad \hat{B}_1 = TDB \quad \hat{C}_1 = CD^{-1}T^{-1} \quad \hat{D}_1 = D \quad (6.29)
$$

Therefore, the equivalent balanced state-space realization is:

$$(\hat{A}_1, \hat{B}_1, \hat{C}_1, \hat{D}_1) := (DAD^{-1}, DB, CD^{-1}, D) \quad (6.30)$$

The first step in understanding what the effect of the pre and post multiplications with the matrix $\mathcal{D}$ and its inverse is on the matrices $A, B, C$ and $D$ is investigating the actual form of the matrix $D^{-1}$, when knowing that $\mathcal{D} = \text{diag}(\pm 1, \ldots, \pm 1)$.

**Proposition 6.5.2.** If $\mathcal{D} = \text{diag}(\pm 1, \ldots, \pm 1)$, then $D^{-1} = \mathcal{D}$

**Proof.** It is easy to see that, if the matrix $M = \text{diag}(m_1, \ldots, m_n)$, then the matrix $M^{-1}$ exists and $M^{-1} = \text{diag}\left(\frac{1}{m_1}, \ldots, \frac{1}{m_n}\right)$. If setting $m_i = \pm 1$, one reconvers the desired conclusion. □

Therefore, taking into account proposition 6.5.2:

$$(\hat{A}_1, \hat{B}_1, \hat{C}_1, \hat{D}_1) := (DAD, DB, CD, D) \quad (6.31)$$

In one of the extreme cases, when all the diagonal elements of $\mathcal{D}$ are 1, the 4 matrices describing the state space realization of the LTI system remain unchanged. Hence, it makes sense studying the effect that a single $-1$ element on the diagonal of the $\mathcal{D}$ matrix has on the set $(\hat{A}_1, \hat{B}_1, \hat{C}_1, \hat{D}_1)$.
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**Proposition 6.5.3.** Assume that \( D = \text{diag}(d_1, \ldots, d_n) \) where \( \exists \ i \) s.t. \( 1 \leq i \leq n, \ d_i = -1 \) and \( d_j = 1, \forall j \neq i \). Then, if \( M \) is a square \( n \times n \) matrix with elements \( m_{ij} \):

\[
D M = \begin{bmatrix}
m_{11} & \cdots & m_{1\mathfrak{n}} \\
& \ddots & \\
-m_{i1} & \cdots & -m_{in} \\
& & \\
m_{n1} & \cdots & m_{nn}
\end{bmatrix}
\]  
(6.32)

\[
M D = \begin{bmatrix}
m_{11} & \cdots & -m_{1i} & \cdots & m_{1n} \\
& \ddots & & & \\
& & \ddots & & \\
& & & \ddots & \\
m_{n1} & \cdots & -mni & \cdots & m_{nn}
\end{bmatrix}
\]  
(6.33)

\[
D M D = \begin{bmatrix}
m_{11} & \cdots & -m_{1i} & \cdots & m_{1n} \\
& \ddots & & & \\
& & \ddots & & \\
& & & \ddots & \\
m_{n1} & \cdots & -mni & \cdots & m_{nn}
\end{bmatrix}
\]  
(6.34)

The proposition 6.5.3 basically states that, if the diagonal matrix \( D \) has only one \(-1\) element on the \( i^{\text{th}} \) row and column and 1 elements otherwise, then:

- A premultiplication with \( D \) is equivalent to a a matrix with elements with reversed signs on the \( i^{\text{th}} \) row, the other elements remain unchanged;
- A premultiplication with \( D \) is equivalent to a a matrix with elements with reversed signs on the \( i^{\text{th}} \) column, the other elements remain unchanged;
- A pre- and postmultiplication with \( D \) is equivalent to a a matrix with elements with reversed signs on the \( i^{\text{th}} \) row and column, the other elements remain unchanged (including the element on the \( i^{\text{th}} \) position in the diagonal, at the intersection between the \( i^{\text{th}} \) row and column).

**Proposition 6.5.4.** Assume that \( D = \text{diag}(d_1, \ldots, d_n) \) where \( \exists S \subseteq \{1, n\} \) such that \( d_i = -1, \forall i \in S \) and \( d_j = 1, \forall j \in \{1, \ldots, n\} - S \). Then, if \( M \) is a square \( n \times n \) matrix with elements \( m_{ij} \) and \( M' = DMD, \ M'' = DM \) and \( M''' = MD \):

\[
\forall i \in S \text{ and } \forall j \in \{1, \ldots, n\}, j \neq i, \text{ it holds that: } m'_{ij} = -m_{ij}
\]

\[
\forall i \in \{1, \ldots, n\} \text{ and } \forall j \in S, j \neq i, \text{ it holds that: } m'_{ij} = -m_{ij}
\]

\[
\forall i \in S \text{ and } \forall j \in \{1, \ldots, n\} \text{ it holds that: } m'''_{ij} = -m_{ij}
\]
\( \forall i \in \{1, \ldots, n\} \text{ and } \forall j \in S \text{ it holds that: } m''_{ij} = -m_{ij} \)

*Proof.* The proof can be done either by straightforward calculation or by induction.

The reason why we employed this study here was to provide a way to change the species graph (built on the basis of the matrices \( A, B \) and \( C \)) of a given balanced system into an equivalent one, balanced as well, but also monotone. Proposition 6.5.4 helps in this aspects, as, by carefully choosing the matrix \( D \), one can break all the negative cycles from a network, by “spotting” the negative edges which need to be removed. Note however that the solution of pre- and postmultiplication with the matrix \( D \) is quite restrictive, as it flips the sign of full rows and columns. Therefore, this type of solution is mostly suited for very low-dimensional systems.
Chapter 7

Interconnections

The last goal of this thesis was a brief excursion into the effect of the studied approximation techniques on the interconnections of two monotone modules. More specifically, the differences between these two scenarios were investigated:

1. Interconnecting two approximated systems;
2. Directly approximating the system consisting of two interconnected monotone modules.

In systems theory, the term interconnection can be interpreted in different ways, out of which the two most commonly employed directions are: cascade interconnections and feedback interconnections (see figure 7.1). Without formally defining any of these interconnection methods for now, we will justify the fact that, in the present framework, systems were only coupled in cascade, by the claims that a cascade interconnection of monotone systems is still monotone, while a feedback interconnection, not necessarily. For a formal proof on the first claim, see [2], while for a discussion on the second, see [32].

In Chapters 5 and 6, we discussed in detail two very different approximation methods: nonlinear Hammerstein Wiener identification and linear balanced truncation. In the present case however, some of the inputs are time-dependent, as they were initially outputs of other systems. This makes the balanced truncation unapplicable when interconnecting systems. Therefore, we will here only use the nonlinear Wiener Hammerstein identification in studying interconnections.

Hence, each of the corresponding subsystems is identified on the basis of a Hammerstein Wiener structure, following the same procedure described in Chapter 5. As a conclusion to the performance evaluation analysis in the same chapter, we conducted our analysis here on 4 types of Hammerstein Wiener model structures, whose nonlinearities have different numbers of input and output units (5/10, 10/10, 1/10 and 5/5).

In concrete terms, two of the discussed I/O monotone examples: Example1 (system 4.2) and Example2 (system 4.8) will be cascade connected.
(a) Cascade interconnection of two systems.

(b) Feedback interconnection of two systems

Figure 7.1: Interconnections of two systems
7.1 Cascade Interconnections

Let $\Sigma_1$ and $\Sigma_2$ be two nonlinear systems:

$$\Sigma_1 : \begin{cases} \frac{dx_1(t)}{dt} = f_1(x_1(t), u_1(t)) \\ y_1(t) = g_1(x_1(t), u_2(t)) \end{cases} \tag{7.1}$$

$$\Sigma_2 : \begin{cases} \frac{dx_2(t)}{dt} = f_2(x_2(t), u_2(t)) \\ y_2(t) = g_2(x_2(t), u_2(t)) \end{cases} \tag{7.2}$$

with $x_1 : \mathbb{R}_+ \to \mathbb{R}^{n_1}$, $u_1 : \mathbb{R}_+ \to \mathbb{R}^{m_1}$, $y_1 : \mathbb{R}_+ \to \mathbb{R}^{p_1}$, $x_2 : \mathbb{R}_+ \to \mathbb{R}^{n_2}$, $u_2 : \mathbb{R}_+ \to \mathbb{R}^{p_1}$, $y_2 : \mathbb{R}_+ \to \mathbb{R}^{p}$.

**Definition 7.1.1.** Given the systems $\Sigma_1$ and $\Sigma_2$, with the form 7.1 and 7.2, respectively, the system $\Sigma_c$, with input $u_1 : \mathbb{R}_+ \to \mathbb{R}^{m_1}$ and output $y_2 : \mathbb{R}_+ \to \mathbb{R}^{p}$, is called the cascade interconnection of $\Sigma_1$ and $\Sigma_2$:

$$\Sigma_c : \begin{cases} \frac{dx(t)}{dt} = f(x(t), u_1(t)) \\ y_2(t) = g(x(t), u(t)) \end{cases} \tag{7.3}$$

In our specific framework, the combined system $\Sigma_c$ is the interconnection of, in order, systems 4.8 and 4.2. For each of the 4 Hammerstein Wiener structures, the output of the nonlinear cascade - which will be referred to as the original output, the approximated output of the nonlinear cascade - which will be referred to as the overall approximation and the cascade of the approximated systems - which will be referred to as the separate approximations) were validated under 4 constant inputs: 0.1, 0.4, 0.8 and 2. With very few exceptions, for the small inputs, neither of the overall or separate approximations showed similar behavior with the original output (see figure 7.2, together with the corresponding performance evaluation tables as discussed in 3). However, in some of the cases, the similarity between the separate and overall approximations was higher than the similarity between either of them and the original output.

As a general observation, it was noticed, throughout the estimation routine, that, under higher inputs, the both the overall and the separate approximations performed better. Figure 7.3 shows the most successful approximations, together with the corresponding norm scores, obtained under the highest input $u = 5$.

As a last empirical observation, we state that, in principle, for all the 4 validation inputs used, the Hammerstein Wiener model structures with highest number of input and output nonlinearity units performed better in approximating the qualitative behavior of the original nonlinear cascade system (more specifically, the model structures with 5/10 and 10/10 input/output nonlinearity units performed better than the ones with 1/10 and 5/5). In this sense, see figure 7.4.
Figure 7.2: Cascade interconnection of systems 4.8 and 4.2, together with their performance ranking under the defined norms.
Figure 7.3: Cascade interconnection of systems 4.8 and 4.2, together with their performance ranking under the defined norms.
Figure 7.4: Cascade interconnection of systems 4.8 and 4.2, together with their performance ranking under the defined norms.
Conclusions

In this thesis, we aimed at defining the suitable computational and theoretical framework for approximating monotone modules. Next to the widely known $L_p$ norms, we introduced two new (semi)norms for signal comparison: the finite horizon average norm and the stability seminorm. The latter was also justified to be more suitable for monotone systems approximation. All the used signal norms were discretized and adapted to the computational environment. Suitable monotone example systems, spanning over a wide range of features, were analyzed and implemented. On the basis of this defined theoretical and computational framework, we developed two conceptually different types of approaches in approximating the monotone systems:

1. The empirical approach (System Identification);
2. The theoretical approach (Balanced Truncation).

In the empirical approach, the example systems were identified using a Hammerstein Wiener nonlinear model structure, consisting of two static nonlinearities with a linear block in between. In the identification routine, suitable estimation and validation dataset had to be defined and, on their basis, models with different types of input and output nonlinearities were estimated. We used the knowledge of the actual system in tuning the parameters of the linear block. In the theoretical approach, the systems were first linearized around one of their equilibrium points. Then, they were transformed to an equivalent state space representation, in which the states were ranked according to the contribution they bring in the input-output behavior of the system. The last step was simply trimming the states for which this contribution was not significant and obtaining an approximation of the initial, nonlinear system.

The most interesting conclusions can be drawn from comparing these two different types of approaches. In principle, we can state that they both gave very good results on the studied monotone modules. However, some strong particularities of each method can be deduced:

- The system identification approach works on much narrower input spaces than the theoretical one: there are some areas in the input space where the approximations perform very well and some others on which they perform very poorly. In this sense, balanced truncation, being a theoretical method, has a more consistent behavior and also works for much broader zones of the input space;

- The system identification approach doesn’t produce scalable models: in principle, when for two close input values, the qualitative behavior of the system should have been different, the prediction consists of similar outputs;

- The theoretical method offers bounds on the approximation error between the two systems, as well as it guarantees that the stability properties are kept.
- Balanced truncation offers simpler models as surrogates for the monotone modules, whereas the Hammerstein Wiener ones are more complex, hence they require more effort in simulation and analysis.

- Even if not explicitly treated in this thesis, the balanced truncation method is very sensitive to noise, as its basis is the linearization of the system around the steady state, which is valid as long as the deviation variables are small enough.

Having these directions clear, one can imagine as future improvements developments of more advanced theoretical methods for the study of the approximation of monotone systems. As a first idea, the Hammerstein Wiener model structure could serve as a basis in this investigation.
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