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Zusammenfassung

Der Neocortex, insbesondere der des Menschen, wird als die komplexeste Struktur im
bekannten Universum betrachtet. Funktionell gesehen ist er massgeblich beteiligt an
höheren Gehirnfunktionen wie der Verarbeitung von sensorischer Information, der motor-
ischen Kontrolle des Körpers, sowie kognitiven Prozessen. Strukturell gesehen umschliesst
er die beiden Gehirnhemisphären als eine 1-4 mm dicke Schicht und besteht aus einem
hochkomplexen Netzwerk miteinander verbundener Zellen. Obwohl während der letzten
Jahrzehnte eine riesige Menge anatomischer und physiologischer Daten über den Neocortex
gesammelt worden sind, ist die funktionelle Organisation des neocorticalen neuronalen Net-
zwerkes nach wie vor nur ansatzweise verstanden. Sicher ist jedoch, dass Information im
Neocortex als Fluktuationen der Zellmembranpotentiale, welche sich durch das neuronale
Netzwerk fortpflanzen, repräsentiert und verarbeitet wird. Wir fassen diese elektrischen
Potentialfluktuationen unter dem Begriff neuronale Aktivität zusammen.

Wegen seiner Eindringtiefe von bis zu einem Millimeter und seiner hohen dreidimen-
sionalen räumlichen Auflösung hat sich die Zweiphotonenmikroskopie (2PM) zur Methode
der Wahl entwickelt, wenn es darum geht, Populationen von Neuronen innerhalb des Neo-
cortex lebender Tiere zu beobachten. In Kombination mit Techniken, welche es ermög-
lichen, mehrere hundert Zellen mit fluoreszenten Indikatoren neuronaler Aktivität (ins-
besondere Calciumindikatoren) zu beschicken, wurde es möglich, die Aktivität neuronaler
Zellpopulationen im Gehirn in vivo (d.h. im lebenden Tier) zu beobachten.

Forscher, welche 2PM für Messungen am intakten, lebenden Gehirn einsetzen, haben
in der Regel hohe Ansprüche an Flexibilität und verwenden daher oft selbstgebaute oder
kundenspezifisch angefertigte Mikroskopaufbauten, welche von eigens entwickelter Soft-
ware angesteuert werden. Wegen der kontinuierlichen technologischen Weiterentwicklung
in diesem Forschungsfeld hat sich ein Bedürfnis nach einer Software-Lösung herauskristallis-
iert, welche sowohl dem Forscher Zugriff auf die neuesten Bildaufnahmetechniken gewährt,
als auch dem Entwickler eine solide Ausgangsplattform zur Verfügung stellt, mit welcher
Erweiterungen einfach implementiert und neue Ideen rasch realisiert werden können. Im er-
sten Teil dieser Doktorarbeit stelle ich HelioScan, ein mit LabVIEW entwickeltes Software-
Paket vor. Es dient a) als eine Sammlung von Komponenten, aus welchen eine Ansteuerungs-
und Bilderfassungs-Anwendung flexibel entsprechend den eigenen Bedürfnissen zusam-
mengesetzt werden kann, und b) als ein Gerüst (Framework), innerhalb dem neue Funk-
tionalität schnell und strukturiert implementiert werden kann.

Definiert durch vom Benutzer erstellte Konfigurationsdateien setzt sich eine HelioScan-
Anwendung zu Laufzeit aus einzelnen Software-Komponenten zusammen. Dieser Ansatz
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erlaubt eine hohe Flexibilität in Bezug auf vorhandene Hardware und funktionelle An-
forderungen. Gegenwärtig verfügbare Komponenten erlauben a) kamera-basierte Aufnah-
memodi wie z.B. zur Messung des intrinsischen optischen Signals von neuronalem Gewebe,
sowie diverse laser-scanning-basierte Aufnahmemodi, basierend auf b) galvanometrischen
Spiegeln und c) akusto-optischen Deflektoren (AODs). Die HelioScan-Komponenten sind in
einem objektorientierten Ansatz implementiert. Generische abstrakte Klassen definieren
sowohl die verschiedenen Arten von Komponenten, als auch deren mögliche Interaktionen.
Neue Komponenten können erstellt werden, indem sie von existierenden Basisklassen abgeleitet
werden. Diverse Gerüstklassen, welche sich ihrerseits von den generischen abstrakten
Klassen ableiten, erlauben es, von bereits implementierter Funktionalität Gebrauch zu
machen. Dank dieser komponentenbasierten Systemarchitektur unterstützt HelioScan auch
kollaborative Ansätze, in welchen mehrere Entwickler gleichzeitig an neuer Funktionalität
arbeiten.

Die zellulären Komponenten des neocorticalen neuronalen Netzwerkes zeigen eine hohe
Diversität in Bezug auf ihre morphologischen, physiologischen und molekularen Eigenschaften.
Diese Diversität ist jedoch nicht kontinuierlich, so dass Gehirnzellen durchaus verschiedenen
Klassen mit gemeinsamen oder zumindest ähnlichen Eigenschaften zugeordnet werden
können. Diesen Klassen (Zelltypen) wiederum können zunehmend unterschiedliche Funk-
tionen im neuronalen Netzwerk zugeordnet werden. Daher ist es wichtig, dass auch bei der
2PM unterschiedliche Zelltypen unterschieden werden können. In einem zweiten Teil dieser
Doktorarbeit stelle ich daher drei Methoden zur Zelltypunterscheidung bei funktionellen
Calcium-Bildgebungsexperimenten im intakten Neocortex vor.

Der erste Ansatz erlaubt es, inhibitorische Interneuronen (GABAerge Neuronen), As-
trocyten und exzitatorische Neuronen zu unterscheiden und basiert auf drei fluoreszen-
ten Farbstoffen, welche gleichzeitig beobachtet und spektral unterschieden werden können.
Verwendet wird dabei eine Kombination der transgenen GAD67-GFP-Mauslinie, in welcher
GABAerge Neuronen grün fluoreszierendes Protein (GFP) exprimieren, sowie dem roten,
astrocyten-spezifischen Farbstoff Sulforhodamin 101 und dem grünen, unspezifischen Calcium-
Indikator Oregon Green 488 BAPTA-1 (OGB-1).

Die zweite Methode benützt eine Immunfärbung im Anschluss (d.h. post-hoc) an ein
in vivo durchgeführtes two-photon laser-scanning microscopy (2PM)-Experiment, um Zel-
len anhand ihrer Expression molekularer Marker zu unterscheiden. Nach dem funktion-
ellen Calcium-Bildgebungsexperiment und der Aufnahme eines dreidimensionalen Refer-
enzbildstapels wird das Gehirn fixiert und anschliessend in coronale Scheiben geschnit-
ten. Diejenigen Scheiben, welche das zu untersuchende Volumen enthalten, werden an-
hand des Blutgefässmusters auf ihrem dünnen Streifen Gehirnoberfläche identifiziert. Nach
der Immunfärbung werden dreidimensionale Bildstapel von den entsprechenden Bereichen
dieser Scheiben aufgenommen und im Computer so rotiert, dass ihre Orientierung der des
ursprünglichen Referenzbildstapels entspricht. Zellen im Referenzbildstapel werden dann
in den Bildstapeln der gefärbten Schnitte identifiziert und ihre Markerkombination fest-
gestellt. Ich habe die Anwendbarkeit dieser Methode demonstriert, indem ich GABAerge



3

Zellen anhand ihres Expressionsmusters von calciumbindenden Proteinen unterschieden
habe.

Die dritte Methode ist ähnlich der zweiten, verwendet aber ein Schneideverfahren,
welches in bereits optimal ausgerichteten tangentialen Schnitten resultiert. Dieser Ansatz
muss noch weiter optimiert und charakterisiert werden, erste Resultate zeigen aber, dass
Zellen, welche zuerst in vivo beobachtet wurden, sehr einfach in den Schnitten wiederge-
funden werden können.

Zusammengefasst habe ich in dieser Doktorarbeit zwei neue, flexible und erweiterbare
Werkzeuge eingeführt. HelioScan hat meiner Meinung nach das Potential, zur Software der
Wahl in 2PM-Laboratorien zu werden, welche einen hohen Grad an Diversität bei Hardware
oder Funktionalität aufweisen oder häufige Änderungen derselben bewältigen müssen. Das
Aufkommen chronischer Präparationen erlauben es – dank virus-induzierter Expression
genetisch kodierter Calciumindikatoren – über Wochen oder gar Monate vom selben Tier
Daten zu erheben. Damit sinkt der relative Aufwand, welcher für eine anschliessende
Zelltypdiskriminierung mittels Immunhistochemie aufgewendet werden muss. Ich erwarte
daher, dass post-hoc-Zelltypdiskriminierung in Zukunft routinemässig angewendet werden
wird.
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Summary

The neocortex, especially that of humans, is considered to be the most complex structure
in the known universe. Functionally, it is involved in higher order brain functions such as
sensory processing, generation of motor commands, and cognitive processes. Structurally,
it encloses the cerebral hemispheres as a sheet that is one to four millimetres thick and
consists of a highly complex network of interconnected cells. Even though a wealth of
anatomical and physiological data has been collected over the past decades, the functional
organization of the neocortical microcircuitry is still a mystery. What is known for sure
is that information is represented and processed in the neocortex as membrane potential
fluctuations travelling through the neuronal network. We refer to such fluctuations as
neuronal activity.

Due to its tissue penetration capabilities of up to one millimetre and its high spatial
resolution with spatial resolution in three dimensions, 2PM has become the method of choice
to image populations of neurons inside the neocortex of living animals. In combination
with techniques that allow to load populations of several hundred cells with fluorescent
indicators of neural activity (in particular: calcium indicators), it is possible to observe
neuronal population activity inside the brain in vivo.

Researchers performing in vivo 2PM often use custom-built microscopy setups controlled
by custom-written software due to the high flexibility they require. The continuous tech-
nical advancement of the field created a need for new control software that is flexible enough
to supply both the biological researcher with the newest image acquisition techniques and
the developer with a solid platform from which various new extensions can be implemented
and ideas quickly realised. In the first part of this thesis, I introduce HelioScan, a software
package written in LabVIEW. It serves i) as a component collection allowing to flexibly
assemble a microscopy control software according to the individual needs of a researcher,
and ii) as a framework within which new functionality can be implemented in a quick and
structured manner.

A specific HelioScan application assembles at run-time from individual software com-
ponents, based on user-defined configuration files. This concept allows high flexibility with
regard to different hardware or functional requirements. Currently implemented compon-
ents enable i) camera-based imaging such as intrinsic optical signal (IOS) imaging, as well
as different laser-scanning modes employing ii) galvanometric mirrors and iii) acousto-optic
deflectors (AODs). Components are implemented in an object-oriented fashion, with generic
interface classes defining the component types as well as their possible interactions. New
components can be implemented by inheriting from existing base classes. Various scaffold
classes derived from the generic interface classes provide functionality that can be quickly
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extended. Due to its component-based architecture, HelioScan promotes collaborative ef-
forts in which several developers work in parallel on implementing new functionality.

The cellular components of the neocortical neural network are diverse with respect to
their precise morphology, physiology and molecular composition. Their diversity does not
form a continuum, however. As a consequence, they can be grouped into different classes
based on common, or, at least, similar features. Different functional roles can be attributed
to these classes (cell types). Thus, it is important to be able to distinguish between different
cell types in two-photon calcium imaging. In the second part of this thesis, I present three
methods for cell type discrimination in two-photon calcium imaging of the neocortex.

The first of these methods allows one to distinguish between GABAergic cells, astro-
cytes and excitatory neurons. It is based on a preparation with three fluorescent labels
that can be simultaneously imaged and spectrally resolved. In particular, it involves the
GAD67-GFP transgenic mouse line (in which GABAergic neurons express green fluorescent
protein (GFP)), the red dye sulforhodamine 101 (SR101) for astrocyte-specific labelling and
unspecific loading with the green calcium indicator OGB-1.

The second method uses post hoc immunostaining to discriminate cells according to
their expression of molecular markers. Specifically, after in vivo two-photon calcium ima-
ging and the acquisition of a three-dimensional reference image stack, the brain is fixed and
then cut into coronal sections. Slices containing parts of the volume-of-interest are selected
based on the blood vessel pattern on their thin stripe of pial surface. After immunostaining,
the slices are imaged and rotation-fitted to the reference image stack. Cell-to-cell assign-
ment between reference image stack and slice image stacks allows cell type discrimination
according to different combinations of molecular markers. In this thesis, I demonstrate the
applicability of this approach by discriminating different GABAergic cells based on their
expression of calcium-binding proteins both in GAD67-GFP mice and in wild type mice
expressing a genetically encoded calcium indicator (GECI).

The third method is similar to the second one, but it uses a cutting procedure that
results in tangential sections and provides intrinsic rotation-fitting. Although further ex-
ploration of this approach is still pending, the first results indicate that cells previously
imaged in vivo can be easily re-identified in the sectioned brain.

In summary, I introduced two flexible and extensible tools. I expect HelioScan to become
the software of choice in two-photon imaging laboratories that have to deal with diverse
and frequently changing hardware and functionality requirements. The rise of chronic pre-
parations based on viral-induced GECI expression allows activity read-outs to be recorded
over weeks or months. Due to the associated decrease in the relative overhead, I expect
post hoc cell type discrimination to become a technique that is routinely applied in future
2PM calcium imaging experiments.



1 Introduction

[...] for the limits to which our thoughts are confind, are small in respect of the
vast extent of Nature itself; some parts of it are too large to be comprehended
and some too little to be percieved. And from thence it must follow, that not
having a full sensation of the Object, we must be very lame and imperfect in our
conceptions about it, and in all the propositions which we build upon it; hence
we often take the shadow of things for the substance, small appearances for good
similitudes, similitudes for definitions; and even many of those which we think
to be the most solid definitions, are rather expressions of our own misguided
apprehensions then of the true nature of the things themelves.

Robert Hooke [140]

1.1 Microanatomy of the neocortex

1.1.1 The beginning
Cellular neurobiology has a rather young history. The cell was proposed as the basic
building unit of all animals1 at the end of the 1830s, but the nervous system was still
considered to be an exception to that rule during the second half of the nineteenth century.
The nervous system was thought of as a continuous network rather than an aggregate of
individual cellular units. This so-called reticular theory was challenged by the hypothesis
of free endings, which initially had only a few followers (Figure 1.1a on page 8).

Using a newly developed staining method, the Spanish neuroscientist Santiago Ramón
y Cajal finally helped the hypothesis of free endings to get accepted [235, 64]. With his
staining technique, Cajal managed to reliably visualise the morphology and connectivity of
different types of neurons (Figure 1.1b and Figure 1.1c on page 8). Based on his observa-
tions, he proposed some of the most fundamental corner stones of neuroscience, including
the neuron doctrine2 (1888), the existence of the dendritic spine (1888), the existence and
function of the axonal growth cone (1890), the law of dynamic polarisation3 (1891), the
neurotropic hypothesis4 (1892), and the concept of learning as selective strengthening of

1The so-called cell theory.
2The neuron doctrine is the basic principle of neuroscience declaring individual neurons to be the

elementary signalling units of the nervous system [155].
3The law of dynamic polarisation states that electrical signals within a nerve cell flow only in one

direction: from their reception sites towards the soma and from there through the axon towards target
cells [155].

4In his neurotropic hypothesis, Cajal proposed that chemoattractive substances might guide the growth
cones towards their final targets during the development of the nervous system [234, 65].

7
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synapses [8, 65, 64].

(a) (b) (c)

Figure 1.1: Cajal’s microanatomical studies of nervous tissue. (a) Drawing explaining the differences
between the reticular (left) and the neuron (right) theory. (from [68]). (b) Photomicrograph of one of
Cajal’s original preparations (here: rabbit pyramidal cells) obtained using the double impregnation method
(from [65]). (c) Drawing showing synaptic connections and the suggested flow of information in cerebral
circuits (from [65]).

1.1.2 Main cell types
In the brain—as in any other organ—cells are specialised for different functions. In biology,
form and function always go hand in hand. It is therefore not surprising that already
Cajal in his extensive histological studies found a plethora of different neuron shapes [8].
Today, with many more tools at hand, researchers categorise neural cells not only according
to morphology as did Cajal, but also according to electrophysiology, connectivity, and
molecular phenotypes (see Section 1.2.1) [20]. In fact, one of the two main achievements
of this thesis is a technique that can be employed for cell type discriminiation (see Section
1.6.2 and Chapter 3).

Below, I briefly describe the major cell types in order to introduce the key players in the
following sketches of cortical microcircuits. Additionally, in the section about GABAergic
cells, I will present in more detail the ongoing dispute on cell classification (Section 1.2).

Pyramidal neurons

Pyramidal neurons received their name due to the shape of their cell bodies, which possess
a triangular cross-section (Figure 1.1 on page 8). The upper tip of their cone-shaped
somata continues into the apical dendrite, which ascends vertically to the border of cortical
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layer I (L1) and cortical layer II (L2), where it branches into a terminal dendritic tuft.
Nearly horizontal side branches can divert from the vertically oriented apical dendrite.
Basal dendrites emanate directly from the cell body and radiate into all directions. Most
dendrites are strewn with small membrane protuberances called dendritic spines (a few
ten thousands per cell), serving as input compartments for synapses with other neurons’
axon terminals. The base of the cell body gives rise to the axon that descends vertically
downwards, in most cases leaving the cortex and diving into the white matter. Collaterals
branch off the main axon and ramify in well-defined patches to contact nearby cells [9].

Pyramidal neurons exert excitatory action onto their postsynaptic target neurons using
the neurotransmitter glutamate [155].

Interneurons

Although different types of pyramidal neurons have been shown to exist [301, 300], the
diversity among non-pyramidal neurons is even more staggering. To bring order into this
diversity, classifications can be made according to different criteria.

One major distinction can be made between projection neurons sending efferents to
other brain regions through the white matter and interneurons forming local connections.
Based on this criterion, most non-pyramidal cells can be classified as interneurons ("short-
axon" neurons in the terminology of the first pioneers who studied them [183]).

Another distinction can be made based on the effect neurons exert on their postsynaptic
targets by classifying them into excitatory or inhibitory. The most prominent excitatory
interneuron type is the spiny stellate cell in cortical layer IV (L4), which serves as the
major input relay station for sensory afferents. They are equipped with spine-studded
dendrites radiating from the soma in a star-like appearance, and the main axon branches
either ascend or descend vertically to reach their supra- and infragranular target layers.
In contrast, the population of inhibitory interneurons accounts for most of the diversity
among non-pyramidal neurons. The latter can also be categorised according to their neur-
otransmitter content. Here, it is most important to distinguish according to the presence
or absence, respectively, of the neurotransmitter γ-amino butyric acid (GABA)5.

These three classification schemes largely overlap; GABAergic cells are almost exclus-
ively of inhibitory nature and can mainly be categorised as interneurons. For the moment,
we will leave the topic of GABAergic interneurons. It will be more extensively examined in
Section 1.2.

Glial cells

The non-neuronal neocortical cell population mainly consists of glial cells. These cells
serve a multitude of functions; for example, providing support for the neural tissue or
maintaining homeostasis [290]. In the adult neocortex, astrocytes and microglia are two
key players in the glial population.

5IUPAC name: 4-hydroxy butanoic acid
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Astrocytes, named after their star-like appearance, closely contact microscopic blood
vessels with their end feet. This morphological feature is related to their involvement in
the blood-brain barrier and the provision of nutrients to the neural cells. For in vivo two-
photon microscopy as used in this thesis, astrocytes can be selectively labelled by applying
the red fluorescent dye SR101 to the brain surface [219]. Rapidly taken up by transporter
proteins, the dye is transported through a syncytium of gap-junction-coupled astrocytes
by passive diffusion [219, 143].

Related to cells of the monocyte/macrophage lineage, microglia are a key component
of the brain’s immune system. Being able to perform amoebal movements, they scavenge
the surrounding tisse for cell debris, infectious agents and plaques [107, 218].

1.1.3 Laminar structure

Already in 1782, Francesco Gennari observed a layered structure of the part of human
cortex that later became known as the striate cortex. Roughly one hundred years later, cell-
staining techniques revealed that the neocortex indeed consists of several distinct tangential
layers. A six-layered structure of the neocortex became generally accepted at the beginning
of the twentieth century and is reflected in cytoarchitectonics6, myeloarchitectonics7 and
chemoarchitectonics8 (Figure 1.2 on page 11) [9]. The faint band originally observed by
Gennari, termed lamina granularis due to its densely packed cell bodies as revealed by a
Nissl stain, is now mostly referred to as L4 and still dominates nomenclature by dividing
the cortex into supragranular and subgranular layers [252].

Differences in the characteristics of the separate layers (cell density, thickness and
constituent cell types) among different parts of the cortex have been used to define different
cortical regions [293, 28].

1.1.4 Vertical structure

Rafael Lorente de Nó, a former student of Cajal [8], observed in 1938 that chains of
synaptically connected neurons in the neocortex are preferentially oriented vertically [9]
(Figure 1.3a on page 11). Based on this finding, he later proposed that an elementary unit
of the cortex, a vertical cylinder, could contain all the elements necessary to accomplish
the process of transmitting impulses from the afferent fibre to the efferent axon [142].
Different aspects of verticality, in terms of anatomy and physiology, have subsequently
been discovered in the cortex, coining the term of the cortical column [210, 142]. However,
the terminology in the field is not well-defined and can be confusing.

6Cytoarchitectonics refers to the arrangement of cell bodies, as well as their size, shape and densities.
It can for example be visualised by a Nissl or nuclear stain (e.g. a 4’,6-diamidino-2-phenylindole (DAPI)
stain).

7Myeloarchitectonics refers to the arrangement, density and thickness of neurites.
8Chemoarchitectonics refers to the distribution of specific chemical substances.
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Figure 1.2: Layered structure of the neocortex
(from [9]). Left: cytoarchitectonics; middle: my-
eloarchitectonics; right: lipofuscin pigment archi-
tectonics. Numbering of layers is from outside (pial
surface) to inside of the brain [155]:
• Layer I (L1): mostly tangentially oriented

axons and dendrites of neurons located in
deeper layers, also some sparsely distributed
cells (most of them GABAergic).

• Layer II (L2): densely packed, mainly small
and spherical cells.

• Layer III (L3): largely pyramidal-shaped
cells, which seem to form vertical columns;
on average, soma size increases with depth.

• Layer IV (L4): small cell bodies of polyhed-
ral shape.

• Layer V (L5): mainly pyramidal cell bodies.
• Layer VI (L6): rather heterogeneous in

terms of cell body shapes; blends into the
subjacent white matter.

(a) (b) (c) (d)

Figure 1.3: Different vertical structures in the neocortex. (a) Diagram of cortical structure by Lorente
de Nó (1938) depicting the preferentially vertical orientation of neuron chains in the neocortex (from [9]).
(b) Nissl stain revealing vertical cell rows in L2/3 (adapted from [240]). Scale bar: 100 µm. (c) Bundles
of apical dendrites revealed by immunostaining of microtubule-associated protein 2 (adapted from [240]).
Scale bar 200 µm. (d) Bundles of myelinated fibers in human cortex (adapted from [38]; scale bar not
provided in source).

The minicolumn

Minicolumns (sometimes called microcolumns) refer to vertical anatomical structures with
a diameter of 20–60µm that are horizontally repeated with a mean distance of 80 µm
(reviewed in [208, 210, 38, 240]). Differently defined structures (Figure 1.3 on page 11)
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have been shown to largerly overlap. The minicolumn has therefore been suggested as a
basic neocortical unit containing the majority of neocortical constituents.

During development, neocortical cells are provided by a series of asymmetric divisions of
progenitor cells. They then migrate into the cortex in a radial fashion along so-called radial
glial cells, thereby forming ontogenetic cell columns. It is assumed that these columnar
structures eventually develop into the above-mentioned minicolumns [210].

Structures of minicolumnar dimensions have also been identified in various functional
studies (reviewed in [38]), which in some cases have been shown to be correlated to un-
derlying anatomical structures. For example in sensory cortex, cells belonging to the same
minicolumn have similar overlapping receptive field location and submodality [240].

None of the different vertical structures shown in Figure 1.3 spans the whole six neocor-
tical layers [240]. Furthermore, the degree of verticality strongly depends on the cortical
region [240] and also varies among species and even individuals [142]. Even within an
area, minicolumns are thought to be variable [208, 240]. Taking into consideration this
variability (reviewed in [142, 38]), it is not surprising that it is still a matter of debate how
far an anatomical minicolumn is identical with a module or building brick of the neocortec
in terms of function or microcircuitry [62, 142, 77, 210, 39].

The macrocolumn

In the sensory cortex, functionally defined cortical columns have been found to be an
organising principle [155]. Seminal experiments by Vermont Mountcastle (1957) in the
somatosensory cortex [209] and shortly thereafter by Torsten Wiesel and David Hubel
(1963) in the visual cortex [145] showed that neurons close to each other in the horizontal
dimension do not only have spatially overlapping receptive fields, but may also share the
selectivity for a certain stimulus modality or a specific extent of a stimulus feature.

The diameters of such functionally defined columns have been reported to be in the
range of 300–600µm. The hypothetical construct of the macrocolumn was introduced as a
bundle of neighbouring minicolumns bound together by many short-range horizontal con-
nections, which share certain static or dynamical physiological properties [210]. However,
except for the columns representing individual whiskers in the rodent barrel cortex, clear
anatomical substrates of macrocolumn-sized functionally defined columns have not been
found. The concept is further challenged by the fact that columns defined by different
stimulus features are arranged in non-congruent patterns. It has thus been suggested that
it is the pre-structured afferent input that organises cortical neurons into columns in a
dynamic fashion [142].

1.2 GABAergic interneurons of the neocortex
As briefly mentioned in Section 1.1.2, GABAergic cells are the main inhibitory neurons
of the cortex. Inhibitory means that their own activity decreases the firing probability
of their target neurons. Briefly, the inhibitory action of their neurotransmitter GABA is
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mediated by the inflow of chloride ions through ionotropic GABAA receptors or by indirectly
inhibiting action through metabotropic GABAB receptors [155].

Only recently has it become possible to distinguish GABAergic from non-GABAergic
neurons or even discriminate subtypes in the GABAergic population using in vivo two-
photon calcium imaging (see Section 1.3 and Section 1.4 for more details on this technique).
This achievement is one of the two main topics of this thesis. For this reason, I will use
this section to shine light on the known facts about neocortical GABAergic neurons.

1.2.1 Diversity
In addition to their mostly inhibitory action on target neurons, the most prominent feature
of GABAergic neurons is their diversity [199]. Various classification attempts have been
suggested (see below), but the individual outcomes have rarely been completely congruent
or without exceptions [13, 192, 79, 124]. As a result, a continuum of GABAergic cells has
been suggested as an alternative to distinct subtypes [192, 224]. Even more drastically,
the question has been raised whether GABAergic neurons might endanger the concept of
cell types [264] in the brain. Certainly, reality is more complex than the abstractions we
build on top of it. However, in that respect, GABAergic cells are not much different from
any other topic in biology [30]—maybe, their diversity is just more salient to the human
observer than that of excitatory neurons [301, 205].

Classification approaches

The following classical classification approaches are frequently used, either alone or in
combination (reviewed in [192, 13, 35]). They are based on properties of GABAergic neurons
that are more thoroughly discussed in Section 1.2.2

• Morphological properties, including cell body shape and size, as well as arrangement
and structure of dendrites, axon and boutons relative to the own soma and that
of target cells can be used for classification [183]. Limited information about such
features can already be obtained in vivo or in vitro using appropriate fluorescent
labelling and microscopy techniques. More detailed information about the three-
dimensional (3D) structure of a neuron is usually obtained by targeted filling of
particular neurons with biocytin9.

• Various molecular markers have been identified that occur only in some GABAergic
neurons. Markers at the protein- or peptide-level can be detected using immunohis-
tochemistry (IHC) [67]. At the messenger RNA (mRNA)-level, techniques such as fluor-

9The cell is usually patched in whole-cell mode and filled with biocytin solution. Tissue sections are
then incubated with a solution of the biocytin-binding protein Avidin conjugated either to a fluorescent
label or the enzyme horse-radish peroxidase. The latter can then catalyse a reaction leading to local
accumulation of a dark stain.
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escence in situ hybridisation (FISH)10 [176] or reverse transcription PCR (RT-PCR)11
[269, 282] can be employed. Although the presence of a certain mRNA can be inter-
preted as a strong hint that also the encoded protein or peptide is present in the cell,
th translation products cannot always be detected with IHC [44, 35]. Such discrep-
ancies can be explained by the lower sensitivity of IHC compared to RT-PCR or by
regulatory mechanisms acting at posttranscriptional levels [4].

• Different spiking patterns—recorded with electrophysiological techniques such as whole-
cell patch-clamp or intracellular recordings—can be observed upon injection of a
current pulse and used to classify GABAergic neurons.

While such approaches have been used for a few decades, the future will probably lie in
unsupervised classification approaches. In the latter, morphological, molecular and electro-
physiological properties are quantitatively described and fed into mathematical algorithms
searching for clusters in a multidimensional feature space or for correlations between in-
dividual features [281, 45]. For such attempts, the Petilla convention provides a strong
foundation by listing the parameters that can be used to describe individual interneur-
ons. Maybe, in the future, neuroscientists will no longer try to strictly attribute individual
cells to single cell types according to different non-congruent classification schemes; rather,
fuzzy classification approaches might express the percentage of how much a particular cell
belongs to each of a small number of archetypes [124].

GABAergic neurons in the neocortex differ from their non-GABAergic counterparts in that
they migrate to their residential area from distant sites of the telencephalon. Many, if not
all, GABAergic neurons originate from the subcortical ganglionic eminences and migrate
tangentially into the cortex [305]. Thereby, it seems to be their precise location and time
of origin that determines their later properties [36, 311] (reviewed in [305, 108]). As a
consequence, it has been suggested that GABAergic cells should be classified based on their
origin. In turn, the spatiotemporal characteristics of their origin is probably reflected in
the set of transcription factors active during their time of "birth". Thus, this combination
of transcription factors might be another way to classify them in the future [316].

1.2.2 Important characterising properties

Connectivity

As already mentioned (Section 1.1.2), most GABAergic neurons are interneurons, i.e. their
axons do not leave grey matter, but rather contact postsynaptic targets in close vicinity of

10In FISH, fluorescently labelled oligonucleotide probes cooperatively bind to specific mRNA molecules
present in cells in thin tissue slices.

11In RT-PCR, one or several mRNAs contained in a mixture are first reverse-transcribed to deoxyribonuc-
leic acid (DNA) by reverse transcriptase and subsequently amplified in a regular PCR reaction. In single-cell
RT-PCR, the cytoplasm of a specific cell is sucked into a micropipette and then processed accordingly, such
that the transcriptional state of the cell is revealed.
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their cell bodies12.

(a) (b) (c)

Figure 1.4: Axonal targeting patterns of GABAergic neurons in the neocortex (adapted from [35, 192]). (a)
Dendrite targeting cells (shown in black). Left: double-bouquet cells have an axon that is oriented away
from the pia; right: Martinotti cells have an axon that is oriented towards the pia. (b) Soma-targeting
cell (shown in black). (c) Axon-targeting cell (shown in black).

A characteristic feature of GABAergic neurons is the axonal targeting pattern. They can
contact different membrane domains of the postsynaptic neurons. An individual GABAergic
interneuron forms synapses mainly on the same domain. Based on this target domain, we
can distinguish between the three groups of GABAergic neurons listed below. Probably,
these structural differences are also reflected in the impact the respective GABAergic neur-
ons have on their postsynaptic targets.
• The inhibitory postsynaptic potentials (IPSPs) induced by dendrite-targeting cells

(Figure 1.4a on page 15) arrive only in attenuated form at the axon hillock of postsyn-
aptic targets, where action potential (AP) generation is initiated [155]. It is assumed
that their effect is mainly of a fine-tuning kind by contributing to spatiotemporal
integration in the dendritic tree, influencing plasticity or affecting the generation of
dendritic calcium spikes [192]. Examples include double bouquet cells, bipolar cells,
bitufted cells and Martinotti cells [157, 35, 192].

• The impact of soma-targeting cells (Figure 1.4b on page 15) on the firing probability
of the target neuron is thought to be of greater extent than that of dendrite-targeting

12As exceptions to this rule, GABAergic neurons forming long-range connections through the white matter
of the brain have been identified [274, 136] (reviewed in [283]).
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cells, due to the proximity to the axon hillock (see [96] for a review of perisomatic
inhibition). Examples include different types of basket cells (large, small and nest
basket cells [157, 299]).

• Axon-targeting cells (Figure 1.4c on page 15) are hypothesised to be in a pole position
to impact the firing probability by directly targeting the axon initial segment (AIS) of
pyramidal cells (reviewed in [144]). They could thus exert a veto right on AP firing.
The only type known, the chandelier cell [262], was also shown to be able to exert a
depolarising effect on its targets due to the higher chloride reversal potential in the
AIS than in the soma [273, 307] (reviewed in [308]).

Neurochemistry

Especially substances from the following three groups have so far been found to be dif-
ferentially expressed in different GABAergic neurons, and have been used as markers for
subtype classification (reviewed in [79, 35, 192]).

• Three calcium-binding proteins (CaBPs) are differentially expressed among GABAergic
neurons: Parvalbumin (PV) [46], Calretinin (CR) and Calbindin (CB) (reviewed
in [16]). Although they tend to be present in three separate subpopulations of
GABAergic cells, some co-expression is nevertheless observed, especially between PV
and CB. No clear one-to-one relationship between the presence of a CaBP and mor-
phologically defined subtypes has been found, although certain tendencies can be
recognised [67].

• The four neuropeptides13 Somatostatin (SOM), Vasointestinal Peptide (VIP), Cholecys-
tokinin (CCK) and Neuropeptide Y (NPY) have been used as markers [35]. For in-
dividual neuropeptides, co-expression among each other and together with CaBP is
not uncommon. Certain neuropeptides have been found to be always expressed in
certain morphologically defined subtypes, while others are of exclusive nature [192].

• The combination of ion channels and receptor proteins expressed by a neuron can
directly influence its electrophysiological properties [155]. It is thus not astonishing
that the high diversity in electrophysiological properties (see next paragraph for
details) is reflected in the diversity of the underlying membrane proteins [280].

A vast number of studies based on IHC and RT-PCR have tried to relate the presence
of such molecular markers to morphology, electrophysiology, and the origin or function of
GABAergic neurons. They have revealed an abundance of tendencies and exceptions [281,
79, 192]). The situation is further complicated by the fact that exact marker expression
profiles depend on species [312, 138], cortical localisation [67, 175, 113], age [31, 66, 222],
neural activity [150] and pathophysiological conditions [236, 88].

13Neuropeptides can be released as signalling molecules acting in a modulatory fashion on other neurons
[155].
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Electrophysiology

The diversity of GABAergic neurons is also reflected in their electrophysiological properties,
both in their passive electrical membrane properties (e.g. resting membrane potential,
membrane time constant, input resistance) and their AP firing characteristics (reviewed
in [13, 35, 192]). For a long time, especially the AP firing characteristics have been used
to identify and classify inhibitory interneurons [196, 123, 13], mainly by looking at the
following two features of responses upon standardised current injection protocols:

• Firing onset: Upon a somatic current step that drives a neuron’s membrane potential
above firing threshold, different response types relative to the step onset can be
observed. Cells can respond with an initial burst of APs, in which the interspike
interval is much shorter than during the later steady-state firing pattern, they can
respond with a delay (i.e. delayed), or immediately engage in steady-state-like firing
without a burst or delay (an onset-type called continuous) [13, 123].

• Steady-state response: After extended current injection, cells can differ in their firing
pattern. Important features include the presence or absence of spike frequency adap-
tion, the maximum steady-state AP frequency, the variance of the interspike interval
and the occurrence of bursts. Based on these criteria, different classification schemes
have been suggested over time [13, 35, 192], using terms such as fast-spiking, irregular
spiking or bursting.

Certain correlations between spiking properties and molecular or morphological proper-
ties have been found. However, in most cases no strict rules could be established [171, 186].

1.2.3 Their role in microcircuits
Although GABA is also known for excitatory action [307, 120, 42], the main effect of
GABAergic neurons in the mature neocortex is the provision of inhibition. As part of
a local neuronal network they can exert different types of inhibition, depending on the
underlying wiring scheme. In turn, these different types of inhibition can serve different
functional roles. In combination with the high diversity discussed above, a huge range of
computational possibilities results [192]. In the following paragraphs, I will briefly present
three different wiring-dependent types of inhibition.

Feed-forward inhibition

In feed-forward inhibition, excitatory input from a common input drives both an inhibitory
interneuron and a target neuron (Figure 1.5a on page 18). The increased firing rate of the
inhibitory neuron in turns dampens the firing of the target cell. The effect of such inhibition
is an increased temporal precision of the target cell response: excitatory input to the two
neurons causes firing of the target cell, which is quickly suppressed by the inhibitory input
of the inhibitory cell [271, 40].
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(a) (b) (c)

Figure 1.5: Three basic types of neuronal inhibition (adapted from [35, 152]). Principal neurons are shown
in grey, inhibitory interneurons in black. (a) Feed-forward inhibition. (b) Feedback inhibition. (c) Lateral
inhibition.

Feedback inhibition

In the case of feedback inhibition, an excitatory neuron targets an inhibitory interneuron
which in turn connects back to the same excitatory cell (Figure 1.5b on page 18). Firing
of the excitatory neuron causes firing of the inhibitory interneuron, which in turn may
decrease the firing rate of the excitatory neuron, thus representing a regulatory feedback
cycle. The effect of such wiring is to provide stability by suppressing the build-up of
excessive neuronal activity [35, 152].

Lateral inhibition

Lateral inhibition is an extended case of feed-forward inhibition. Excitatory input to a
certain subpopulation of principal cells at the same time inhibits principal cells in another
subpopulation by means of intermediary inhibitory interneurons (Figure 1.5c on page 18).
If both subpopulations of principal cells receive common input, differences in synaptic
strengths can result in segregation of the resulting principal cell activity: one subpopula-
tion becomes more active than the other. Lateral inhibition can thus spatially sharpen a
population response by confining it to a certain subpopulation [35, 152, 9].

These three pure forms of inhibition can be easily grasped. In networks involving multiple
interconnected excitatory and inhibitory neurons, each of which equipped with a more or
less different set of properties, possible spiking behaviours are fairly more complex [152].
This richness explains why GABAergic cells play crucial roles in many important cortical
processes [261].

1.3 Two-photon laser-scanning microscopy
Two-photon laser-scanning microscopy (2PM) was the main technique used in this thesis.
Introduced in 1990 by Winfried Denk and colleagues [69], this type of three-dimensional
light microscopy has become very popular during the last years for observing neural cell
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populations in the brain of living animals due to its high penetration depth in scattering
tissue.

In this section, the underlying physical principles are introduced and the architecture
and mode of operation of two-photon microscopes are explained.

1.3.1 Fundamentals

Different modes of interaction between light and matter

When a photon hits an atom or molecule, there can be different types of interactions [279].
The most important processes in the context of this thesis are the following:

• Scattering: If the energy of the photon is not high enough to bring the atom or
molecule to an excited state, the photon is elastically scattered (i.e. its energy and
thus its frequency stays the same). The exact laws governing scattering are dependent
on the size of the particles (atoms, molecules or larger aggregates) relative to the
wavelength of the light with which they interact. Under our conditions, we can
generally state that light of shorter wavelength is more strongly scattered than light
of longer wavelength.

• Fluorescence: When the energy of the photon is high enough to excite the atom or
molecule to enter an excited state of higher energy than the lowest excited state, the
absorbed energy can be subsequently released by spontaneous emission of a photon
to reach states of lower energy.

• Photoeffect: The atom absorbs the photon and emits an electron with a kinetic energy
corresponding to the difference between the energy of the incoming photon and the
ionisation energy of the atom.

• Stimulated emission: In this case, the atom is already in an excited state and the
incoming photon has exactly the energy corresponding to the energy difference to a
lower state. The photon stimulates the emission of a second photon with the same
frequency, direction and phase, while the atom relaxes to the lower state.

• Photochemical reaction: After absorption, the electronically excited state promotes
changes in the chemical bonds of the molecule.

Fluorescence

The process of fluorescence consists of the following sequence of steps. First, the molecule
is lifted to an excited electronic state by absorption of an incoming photon. Excited
states of different energy levels can be reached with different probability, as is reflected in
the absorption spectrum14 characteristic for a given compound (Figure 1.6a on page 20).

14Also referred to as excitation spectrum.
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The excited molecule subsequently looses energy by colliding with surrounding molecules
and thereby steps down the ladder of vibrational energy states (Figure 1.6b on page 20).
After this process of radiationless decay, the still excited molecule emits the remaining
energy as a photon. The lifetime of the excited state is in the range of 10−8s, such that
emission occurs nearly immediately. With this spontaneous emission, the molecule can
reach different vibrational levels of the ground state, which results in the emission spectrum
[15, 267]. Because the photons emitted are of a lower energy than the stimulating photon,
the emission spectrum is shifted to longer wavelengths compared to the excitation spectrum
(Figure 1.6a on page 20).

Lasers

Nowadays, excitation of fluorophores is often—and also in 2PM—achieved using lasers.
For this reason, I will introduce some basic principles of laser physics in the following
paragraphs.

In the process of stimulated emission, an excited state of an atom or molecule is stim-
ulated to emit a photon of the same frequency as that of an incoming photon. The fact
that the probability of emission is dependent on the intensity of stimulating radiation can
lead to positive feedback and thus self-stimulating light amplification in a so-called laser15.
For a single molecule, this probability of stimulated emission is equal to the probability
of stimulated absorption. Thus, whether in total more photons are absorbed or emitted
depends on the relative population of the two energy states. Under conditions of thermal
equilibrium—according to the Boltzman distribution—a lower energy state is more densely
populated than a higher energy state (Figure 1.7a on page 21). Under these conditions,
absorption prevails over stimulated emission. As a consequence, there are the following
two key requirements for a laser [15]:

• An excited state that lives long enough to take part in stimulated emission (a so-called
15Laser is the acronym for ligth amplification by stimulated emission of radition.

Figure 1.6: Fluorescence. (a)
Normalised absorption (grey)
and emission (black) spectrum
of fluorescein acquired in eth-
anol solution. In the structure
of the fluorescein molecule,
note the highly conjugated π
electron system characteristic
for organic compounds fluor-
esceing in the visible range of
the spectrum. (b) Steps in-
volved in fluorescence (adap-
ted from [15]). The ground
state is shown in black, the ex-
cited state in grey. (a) (b)
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metastable excited state).

• Population inversion, i.e. a situation where the higher state is more strongly popu-
lated than the lower state (Figure 1.7b on page 21).

(a) (b) (c)

Figure 1.7: Laser action (adapted from [15]). (a) Thermal equilibrium: the ground state is more populated
than the excited state. (b) Population inversion: the excited state is more populated than the ground
state. (c) Laser action: light amplification by stimulated emission.

The first condition is met by a suitable laser medium. In the case of the Ti:sapphire
laser, which is typically used in 2PM, the laser medium is a sapphire (Al2O3 crystal)
containing a small proportion of Ti3+ ions [207]. The Ti3+ ions in the crystal structure
lead to more vibrational energy levels [279], enabling transitions by stimulated emission
from the lowest vibrational level of the excited state to many different vibrational levels of
the ground state. This is the basis for the tunability of the Ti:sapphire laser: the output
wavelength can be chosen by the user from a spectral range between 670 nm and 1070 nm
[98].

Population inversion is achieved in a process called pumping: an external light source
populates the excited state via an intermediate state16 [15].

The laser medium is confined to a region between two mirrors, the so-called cavity.
These two mirrors enable a photon to take part in many rounds of light-amplification
before it is released from the cavity (one mirror reflects hundred percent, whereas the
other transmits a small fraction of the light, resulting in the laser beam). Furthermore, the
characteristics of the cavity also select the type of photons that are amplified, i.e. their
frequency, polarisation and direction:

• Frequency: Only wavelengths λ that can build standing waves in a cavity of length
L are supported, i.e. those fitting the following condition:

n
1
2λn = L, where n ∈ N. (1.1)

Of these wavelengths, in turn, only a subset (the resonant modes) are amplified by
the laser medium, resulting in a limited number of laser lines.

16In Three-level lasers, different intermediate states I quickly populate the excited state E via radiation-
less decay. From E, stimulated emission to the ground state G can take place if spontaneous decay to G
is relatively slow. However, due to the initially highly populated ground state G and unpopulated excited
state E, population inversion is rather difficult to obtain. It is easier to achieve in four-level lasers, where
stimulated emission takes part from E to lower excited state E′. Because E′ is initially unpopulated, any
population of state E immediately creates a situation of population inversion.
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• Polarisation can be achieved by integrating polarising filters into the cavity. In this
case, only photons of suitable polarisation will be amplified.

• The direction of photons is given by the spatial extension of the cavity, because
photons not travelling strictly parallel to the axis of the cavity are lost during amp-
lification rounds by exiting through the side walls of the cavity. As a result, a laser
beam is strongly collimated.

A further characteristic of the light of a specific laser line is that it is strongly coherent17
when exiting the laser, both spatially (across the diameter of the beam) and temporally
(i.e. along the beam)18. This results from the fact that a photon generated by stimulated
emission has the same phase as the stimulating photon.

A laser can generate light as long as population inversion in the laser medium is main-
tained. In continuous-wave lasers, this is achieved by continuous pumping. Either to
prevent overheating or due to the intrinsic properties of the underlying architecture, some
lasers can only operate in a pulsed mode. Pulsing can be achieve in several ways. The
one relevant in the case of the Ti:Sapphire laser is mode-locking. In mode-locking, the
phases φn of N individual resonant modes are locked together (i.e. φn = const. in the
below equation), resulting in interference (An and ωn: amplitude and angular frequency,
respectively, of a mode; I: intensity):

I(t) =
N∑
n=0

An sin(ωnt+ φn) (1.2)

In spatial terms, sharp peaks of high intensity due to constructive interference are separated
by regions of destructive interference. In temporal terms, a short pulse of light is travelling
back and forth in the cavity and further amplified with every round-trip; thus, it results
in a pulsing frequency of c/2L. Mode-locking can either be achieved actively by driving a
switch that impairs the cavity at the pulsing frequency, or passively. In the latter case, the
laser light itself affects optical properties of the cavity, such that spontaneous fluctuations
in intensity can build up to stable pulsing [15]. The Ti:sapphire laser used for 2PM uses
passive mode-locking. In this case, the sapphire acts as a lens at high light intensities.
As a result, pulses are focused more strongly than a continuous-wave beam due to their
higher intensity. This eventually leads to self-stabilisation of pulses at repetition rates of
80-100MHz [98]. Pulse durations in the range of 10-100 fs can be reached. Thus, we also
speak of a femtosecond laser. Due to their short duration, pulses have a significant spectral
bandwidth ∆λ:

∆ω∆t ≈ 2π, therefore ∆ω ≈ 2π
∆t and ∆λ ≈ λ2

c∆t (1.3)

For example, pulses with the duration of ∆t = 100 fs have a spectral bandwidth of ∆λ =
21 nm.

17Coherence indicates that the electromagnetic waves have the same phase.
18Temporal coherence is not indefinitely maintained because no laser beam is perfectly monochromatic.
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Two-photon absorption (TPA)

The excited state required for fluorescence emission is usually obtained by the absorption of
a single photon (Section 1.3.1). Under conditions of extremely high light intensity (photon
density), a molecule or atom can also reach an excited state by simultaneous absorption of
two photons in a process called two-photon absorption (TPA)19 [111, 154]. This statistical
process is proportional to the square of light intensity I. This is in contrast to one-photon
absorption, which is proportional to light intensity (x: path along which the absorbing
substance is present; c: concentration of the absorbing substance; σ: absorption cross-
section; β: TPA cross-section):

d
dxI = −σcI for one-photon absorption, and (1.4)
d

dxI = −βcI2 for TPA (1.5)

TPA spectra are usually broader than the single-photon absorption spectra of the same
compound; however, they are not just simply scaled versions thereof [21, 310].

1.3.2 A generic two-photon microscope setup

Principle

Two-photon microscopy (2PM) is a type of laser-scanning microscopy (LSM). In LSM, a
focused laser beam scans the specimen and the fluorescence excited at the scanning focal
point is detected and sequentially assembled to an image (Figure 1.8a on page 24). It is
important to note that the fluorescence detected can be assigned to the focal point alone
rather than to the whole laser light cone in the sample. This feature essentially allows one
to probe the fluorescence of the specimen in three dimensions by moving the focal point
around accordingly. The two main types of laser-scanning microscopy differ in the way
this focal constraint is achieved [131]:

• In confocal laser scanning microscopy [201, 6], fluorescence excitation is based on
single-photon absorption and thus occurs within the whole light cone of the focused
laser beam [225] (Figure 1.8b on page 24). Focal assignment is achieved on the
detection side; light from outside the focal plane cannot pass through a so-called
pinhole and does not reach the detector.

• In two-photon laser laser scanning microscopy, focal assignment is achieved on the
side of excitation. Due to the fact that TPA depends on very high light intensities, it
is essentially restricted to the laser focal point (Figure 1.8b on page 24) [70]. At any

19Under conditions of bright sunlight, a rhodamine B molecule, which possesses a high absorption and
TPA cross-section, undergoes a single-photon absorption on average about once per second, and a TPA
about every 107 years [70].
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point of time, all light reaching the detector can be attributed to the focal point—
provided that any reflected or scattered laser light is excluded (Figure 1.8c on page
24).

(a) (b) (c)

Figure 1.8: Two-photon laser-scanning microscopy. (a) General architecture of a laser-scanning micro-
scope: the focal point of a laser scans a sample, thereby exciting fluorescence. Part of the emitted light
is detected and assigned to the current scan position. (b) Different types of excitation in laser-scanning
microscopy (adapted from [276]). Left: single-photon excitation is linearly proportional to light intensity,
such that fluorescence does occur in the whole light cone (although more strongly towards the focal point).
Right: two-photon absorption (TPA) depends on the square of light intensity. Fluorescence is thus essen-
tially limited to the region around the focal point. (c) In scattering tissue, photons emitted in directions
outside the aperture angle can still be detected if they are scattered accordingly (adapted from [276]).

Features

While confocal laser-scanning microscopy uses laser light in the ultraviolett (UV) and visible
range of the spectrum, 2PM employs a femtosecond laser emitting in the near infrared (IR)
range. The following three advantages result for 2PM and make it particularly suitable for
long-term imaging in highly scattering tissue, such as the neocortex of living animals [131]:

• Reduced bleaching and phototoxicity: Most tissues do not contain single-photon-
absorbing molecules for the excitation wavelengths used in 2PM [131], while two-
photon absorption is limited to the perifocal volume. As a consequence, light above
and below the focal plane induces less photochemical reactions than is the case for
confocal laser-scanning microscopy.

• Intrinsic optical sectioning: Due to excitation-based focal assignment of the emitted
light, all photons in the relevant emission bandwidth can be collected for detection
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while still achieving three-dimensional resolution20. A pinhole as in confocal laser-
scanning microscopy is not required, resulting in comparably higher light collection
efficiency.

• Better compatibility with highly scattering tissue: The IR beam of the femtosecond
laser is less susceptible to scattering than the shorter-wavelength laser light used
in confocal laser-scanning microscopes. As a result, deeper imaging depths (up to
1mm) can be achieved [276].

Instrumentation

Here, I briefly introduce the main components of a two-photon microscope (Figure 1.8a on
page 24).

Excitation laser In order to allow TPA of fluorophores emitting in the visible range of
the spectrum, 2PM relies on pulsed IR laser light. Ti:Sapphire lasers are typically used
as they are freely tunable in a range between 700 and 1000 nm and provide pulses of
approximately 100 fs at repetition rates of around 100MHz [70].

It is important to have a very stable beam intensity due to the non-linear dependence
of fluorescence emission from excitation intensity.

Also, group velocity dispersion21, caused by the significant amount of glass in the beam
path of the microscope (due to the various lenses), should be minimised in order to keep
short pulses at the specimen for optimal excitation. For this purpose, so-called pre-chirping
arrangements can be introduced into the beam path. They consist of one or several prisms
or gratings splitting up the pulse spectrum into the constituent wavelengths, and a delay
path on which shorter wavelength components receive a negative pre-chirp that is precom-
ponensating the dispersion in the glass, thus restoring short pulses at the specimen [131].
Some modern commercial laser systems already have inbuilt dispersion compensation units
automatically adjusting their arrangement to the selected output wavelength of the laser22.

In order to adjust the laser intensity to the imaging depth and absorption efficiency of
the fluorophores used, a device with controllable transmission efficiency is introduced into
the beam path. One possibility is to have a neutral density filter wheel with gradually
variable transmission. Another is a polarisation filter that allows a variable fraction of the
polarised laser light to transmit. In both cases, the rotation angle and thus transmission
efficiency can either be adjusted manually or controlled in a motorised fashion. A faster

20Resolution in 2PM is non-isotropic, with lower resolution in depth (z direction) than in x/y direction.
A small sphere is typically imaged as a vertically oriented, rugby-ball-shaped structure (representing the
so-called point-spread function of the microscope.

21Laser pulses are not perfectly monochromatic but posses a wavelength spectrum that is directly related
to their pulse duration (equation 1.3 on page 22). When travelling through matter, the speed of light is
wavelength-dependent: components of longer wavelength travel faster than those with shorter wavelength,
resulting in an effective pulse broadening.

22MaiTai DeepSee: http://www.newport.com/InsightDeepSee
Chameleon Vision: http://www.coherent.com/products/?1841/Chameleon-Vision-Family
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method, that even allows the modification of light intensity on a pixel-by-pixel basis, is
to use a Pockels cell. This electro-optical device contains a crystal of ammonium dihydro-
genphosphate (NH4H2PO4) that modifies the polarisation direction of the laser light in
relation to the applied voltage, followed by a polarisation filter that acts as analyser and
lets only a fraction of the light to pass through [15].

Laser scanners Different types of physical devices can be used to deflect the laser beam
at high speeds in a more or less controllable fashion and thus achieve scanning of the laser
focal point in a horizontal plane through the specimen. Below is an overview of the most
prominent of these devices (Figure 1.9 on page 27):

• Galvanometric scan mirrors reflect the laser beam (Figure 1.9c on page 27). The
deflection angle can be electrically controlled [106, 105] (Figure 1.9a on page 27).
An advantage is their easy controllability. The deflection angle is proportional to an
analogue input voltage applied to their controller electronics (or for other types, can
be digitally controlled). Their disadvantage is their mechanical inertia. At higher
scan speeds or accelerations, the deflection angle starts to deviate from the control
value.

• Acousto-optic deflectors (AOD) diffract the laser beam in a controllable fashion (Fig-
ure 1.9b on page 27): the angle of diffraction is dependent on the frequency (in the
MHz range) of acoustic waves travelling through them [245]. Because no mechanical
parts are involved, much faster beam deflection changes are possible than with gal-
vanometric mirrors: the focal point can essentially hop from one position to another.
Control and adjustment of AODs is more complicated than that of galvanometric
scanners, however. In addition, because the beam has to transmit through signi-
ficant amounts of glass, significant intensity losses and pulse broadening have to be
compensated for [116].

• Resonant scanners contain a mirror that resonates harmonically around an axis at
a fixed frequency (several kHz) (Figure 1.9c on page 27). Higher scan speeds than
with galvanometric scan mirrors cans be achieved, which enables image acquisition at
video rates [247, 215]. However, since the only modifiable parameter is the oscillation
amplitude, control over the scan pattern is limited.

• Piezo-electric elements can be used to move the ends of an optical fibre at high
speeds (in resonant or non-resonant modes), thereby changing the exit angle of laser
light travelling through the fibre [86, 249] (Figure 1.9d on page 27). This approach
has been used for miniature two-photon microscopes implanted on the head of freely
moving rodents [250].

Detector system Stimulated fluorescence emission light has to be transformed into a
stream of electrical signals that can eventually be assembled into an image. Thereby, it is
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(a) (b) (c) (d)

Figure 1.9: Different scanner types for custom-built two-photon micrsoscopes: different types of laser-
scanners. (a) Galvanometric scan mirrors. (b) AODs. (c) Resonance scanner (upper half) compared to
galvonometric scanner (lower half). (d) Piezo-electric fiber scanner.

important that back-reflected laser light does not reach the photon detectors responsible
for transforming incoming photons into electrical impulses. This is usually achieved by
guiding the fluorescence emission light into the detector system by a dichroic mirror that
reflects mainly in the visible range, but much less in the IR range. Before reaching the
photon detectors, the light further passes through filters that block any remaining IR light.

In many cases, different fluorescent dyes are present in the specimen. Due to the broad
two-photon excitation spectrum of many dyes, often several fluorophores can be excited at
the same time. With tunable femtosecond lasers, it may even be possible to compensate
for differences in the individual excitation spectra. As much as possible, the detector
system should separate the contributions of individual flurophores to the emission light.
For this purpose, the incoming fluorescence emission light has to be split up into different
spectral components that are guided to separate photon detectors (Figure A.4 on page 176).
This is usually achieved by additional dichroic mirrors of suitable cut-off wavelengths and
appropriate band-pass filters mounted in front of the individual detectors.

When imaging deep in biological tissue, as is the case for in vivo 2PM of the neocortex,
fluorescent light arriving at the brain surface mainly contains diffuse light consisting of
scattered photons. After passing through the objective, scattered photons do not—in
contrast to ballistic photons—travel in parallel, which imposes some constraints on an
optimal architecture of the detector system:

• Short paths should be maintained in order to minimise the loss of photons on the
way; especially the most sensitive channel should be arranged as close as possible to
the light source.

• Large apertures of lenses, filters, mirrors and detectors are important in order to let
most of the photons pass through. For this reason, photo-multiplier tubes (PMTs)23

23PMTs are based on the photoeffect (Section 1.3.1): photons hitting a photocathode provoke the emission
of electrons, which are subsequently amplified in a cascade of high-voltage electrodes (so-called dynodes),
ultimately resulting in a detectable electric current at the anode.



28 CHAPTER 1. INTRODUCTION

are usually employed as photon detectors due to their comparably large opening
windows [131].

Control software Laser-scanning microscopy relies on specialised software that is able
to control the scanners guiding the laser focal point in suitable trajectories through the
specimen and to assign the acquired fluorescence signals to the corresponding pixels of an
image. Both processes should optimally be performed in real-time so that the user can
modify parameters of the scan trajectory while immediately receiving feed-back via the
image that is being assembled. Design and application of such software is one of the two
main topics of this thesis and will be extensively discussed in Chapter 2, such that I do
not go into more detail here.

1.4 In vivo two-photon calcium imaging

Different modalities of functional imaging allow one to probe developmental, physiological
and pathophysiological processes in nervous tissue at multiple spatial and temporal scales
[133, 242]. In particular, two-photon calcium imaging enables access to such processes
in the brain of living animals at a spatial scale ranging between cell populations and
subcellular structures while providing subsecond temporal resolution.

Here, I introduce the basic principles underlying calcium indicators and present different
existing possibilities to place such indicators into the tissue of interest. I will end this
section with a brief overview of approaches to analyse data acquired in calcium imaging
experiments.

1.4.1 Fundamentals

Action potentials and calcium

Cells in general, and neurons in particular, maintain concentration gradients for certain
ions across their cell membranes by means of ion-specific pumps. In combination, these
ion gradients build up an electrical membrane potential. In electrically excitable cells
such as neurons, gateable transmembrane channels can temporarily change the permeab-
ility for certain ions types, which in turn affects the ion concentrations and thus mem-
brane voltage. In neurons, membrane depolarisations—as associated with action poten-
tials (APs)—are accompanied by an influx of calcium ions along their concentration gradi-
ent through voltage-gated calcium channels, leading to an increase of intracellular calcium
concentration [155, 4]. Part of the inflowing calcium ions binds to intracellular buffers
(mainly calcium-binding proteins (CaBPs)) so only a fraction is available as free calcium
ions [132]. The increase in intracellular calcium concentration is only temporary because
active mechanisms immediately engage in removing calcium ions from the cytoplasm—
either to intracellular calcium stores or to the extracellular space [155, 4].
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Calcium indicators

As early as the 1960s, success in optical probing of neural activity was already achieved [182,
257]. First measurements focusing on changes in intrinsic optical properties (birefringence,
polarisation and scattering) of axons [55, 56, 294] were soon followed by the development of
techniques involving the application of exogenous fluorescent probes of membrane voltage
changes [294, 241, 43]. Such probes, now known as voltage-sensitive dyes, are still in use
today. However, the relative changes of the optical read-out that need to be measured with
all of these approaches are very small, and extensive signal averaging is usually required
to isolate them from noise.

As outlined above, APs are accompanied by changes in intracellular calcium concen-
tration24. Chemical compounds changing their optical properties upon the fluctuation in
calcium concentration have been explored as intracellular indicators since the late sixties
[14, 17, 29]. This culminated in the development of the first fluorescent calcium indicators
[239] and a non-disruptive loading technique [288] by Roger Tsien around 1980.

A calcium indicator, Ind, binds to free calcium ions, resulting in the complex Ca−Ind.
For a good indicator, this reaction, as well as its reverse reaction, are much faster than the
inflow of calcium such that equilibrium conditions apply to the binding process:

Ca2+ + Ind 
 Ind−Ca2+ (1.6)

The affinity of the indicator is quantitatively expressed by the dissociation constant
KD:

KD = c(Ca2+)c(Ind)
c(Ind−Ca2+)

(1.7)

where

ctotal(Ca2+) = c(Ca2+) + c(Ind−Ca2+) (1.8)
ctotal(Ind) = c(Ind) + c(Ind−Ca2+) (1.9)

At a specific emission wavelength λ, the fluorescence intensity F is the sum of the contri-
butions by Ind and Ind−Ca2+:

Fλ = βλc(Ind) + γλc(Ind−Ca2+) (1.10)

For a fluorescent calcium indicator, βλ 6= γλ due to different absorption and/or emission
characteristics of Ind and Ind−Ca2+. As a result, the fluorescence intensity depends on
the total calcium concentration in a non-trivial way:

Fλ = f(ctotal(Ca2+), ctotal(Ind), λ) (1.11)
24More precisely, the concentration of Ca2+ ions, to which I will simply refer to as calcium concentration

from now on.
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Calcium imaging

For a neuron filled with an Indicator Ind at a concentration ctotal(Ind), the baseline fluores-
cence F0 is dependent on the intracellular calcium concentration ctotal(Ca2+) under resting
conditions (5–10nm). A calcium influx during an AP leads to an increase of the total
intracellular calcium concentration by ∆c(Ca2+) (several µm can be reached), and the
fluorescence intensity changes accordingly. Observed intensity changes are usually repor-
ted relative to the baseline fluorescence as ∆F/F :

∆F/F = F − F0

F0
= f(ctotal(Ca2+) + ∆c(Ca2+), ctotal(Ind))− f(ctotal(Ca2+), ctotal(Ind))

(1.12)
These fluorescence changes can be observed using epifluorescence microscopes with a cam-
era, with confocal microscopes, or—using appropriate indicators—also with two-photon
microscopes. The latter enable calcium imaging of cellular compartments of various sizes
deep in scattering tissue. Studies in both brain slices and in vivo have been published
during the last decade with a focus on cell bodies [163, 248, 139], dendrites [105, 270, 134],
spines [48, 110] and axons [19].

1.4.2 Classical calcium indicators
Modern synthetic fluorescent calcium indicators are based on the aforementioned seminal
work by Tsien. Consisting of organic dye molecules with low molecular weight, the general
principle inherent to their molecular structure is a fluorescent part covalently bound to a
calcium-binding part (Figure 1.10a on page 31).

When choosing an indicator for two-photon calcium imaging, important criteria are the
following:

• The calcium affinity as expressed by the dissociation constant KD: high-affinity
indicators (i.e. with lowKD) are required for detection of small changes in the calcium
concentrations such as those associated with single APs. However, higher affinity also
implies that the indicator is more easily saturated during bursts of action-potentials
[104].

• The TPA cross-section: the indicator has to be a good two-photon absorber at
those excitation wavelengths compatible with other possible restrictions. Not all
wavelengths available from the laser source and well-suited for excitation might be
favourable. At shorter wavelengths, photodamage is usually stronger. In case of
multi-label imaging, cell-specifically localised fluorophores may or may not want to
be excited at the same time [175, 260, 219, 304].

• The emission spectrum: it should match the wavelength range in which the PMT
is most sensitive. In addition, in the case of multi-label imaging, overlaps of the
emission spectrum of the indicator with that of other labels in the specimen should be
avoided as far as possible in order to maintain a good signal-to-noise ratio (SNR) [175,
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(a) (b)

Figure 1.10: Classical calcium indicators. (a) Molecular structure of the classical calcium indicator used
for the experiments presented in Chapter 3 of this thesis: Oregon Green 488 BAPTA-1 (OGB-1) (here dis-
played as the hexapotassium salt). The calcium-binding part (1,2-bis(o-aminophenoxy)ethane-N,N,N’,N’-
tetraacetic acid (BAPTA)) of the molecule is marked with a grey box, the fluorescent part (Oregon Green
488) with a white box. (b) Spontaneous calcium transients recorded in vivo (sampling rate: 10Hz). For
the first transient, an exponential function is fitted for the decay phase (τ = 0.71 s).

304] (unless selective excitation is possible in case of sufficiently distinct absorption
spectra, see previous point).

Loading techniques

Various techniques to fill neurons with synthetic fluorescent calcium indicators have been
developed during the last thirty years (reviewed in [104]).

The approach that was initially used for the first calcium imaging experiments in the
1960s25 was simply to gain access to a cell’s cytoplasm via a micropipette and fill it with
an indicator solution by a diffusion-based process. Especially for experiments that involve
electrophysiological recordings via whole-cell patch clamp recordings, this is still the most
convenient method today (Figure 1.11a on page 32). Another method based on micro-
electrodes is targeted single-cell electroporation. Similar to patch clamp recordings, the
electrode can be guided to distinct cells using two-photon microscopy [168]. However, a
gigaseal is not necessarily established. Rather, an electrical pulse is applied to the electrode
once it has contact with the target cell (Figure 1.11a on page 32). This pulse temporarily
breaks down the cell membrane integrity and transports the electrically charged indicator
molecules into the cell by means of electrophoresis [214, 165]. With a modified protocol,
electroporation can be used to load a small number of cells in a small volume surrounding
the pipette tip (local electroporation; Figure 1.11b on page 32) [213].

Calcium indicator molecules conjugated to dextrans can be locally injected into the
25These experiments involved the protein Aequorin, which changes its luminescence properties upon

calcium binding.
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(a) (b) (c)

Figure 1.11: Loading techniques for classical calcium indicators (adapted from [104]). (a) Single cells can
be filled under guidance of the two-photon microscope either by whole-cell patch clamping or by single-cell
electroporation. (b) Cells in the vicinity of a pipette filled with indicator solution can be loaded by local
electroporation. (c) Multi-cell bolus loading (MCBL) fills cells non-selectively in a larger volume.

brain and are spontaneously endocytosed by surrounding neurons. By means of retrograde
axonal transport, the indicator-dextran conjugate can reach other areas in the brain. This
is an excellent method to label cells projecting to a specific target area.

The method of choice to label larger volumes in brain slices or in vivo is called multi-cell
bolus loading (MCBL), which is based on a method originally developed for bath application
of calcium indicators to dissociated cells in vitro [288]. This latter method, which is still
used for cultured cells today, employs a modified version of the indicator molecules, in
which originally polar carboxy groups are rendered apolar by esterification (typicallly as
methyl esters). Due to their apolar nature, the esterified indicator molecules can diffuse into
cells26, where non-specific intracellular esterases cleave the ester bonds of the molecules,
resulting in free carboxy groups that are partly ionised under physiological conditions. The
indicator molecules thus become trapped inside the cells due to their now polar or even
ionic character. Also, the de-esterification restores the calcium-binding character of the
molecules, which is based on a chelate effect of the free carboxy groups. In MCBL, a small
volume of the acethoxymethyl ester (AM) indicator solution is injected locally to the site
of interest (Figure 1.11c on page 32), where the apolar indicator molecules are taken up
by cells within the "bolus" of indicator solution (typically around 300 µm in diameter) and
subsequently entrapped after intracellular hydrolysis [102, 266].

26Usually, this process is facilitated by adding a detergent such as Pluronic F-100 to the indicator
solution. Detergents increase the permeability of biological membranes.
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1.4.3 Genetically-encoded calcium indicators

Structure and mechanism

Genetically encoded calcium indicators are engineered proteins that are artificially ex-
pressed in target cells after introducing the encoding DNA sequences (reviewed in [188,
166, 232]). Similar to classical indicator molecules, GECI molecules consist of fluorescent
and calcium-binding parts. Upon binding of calcium ions to the calcium-binding domain,
a conformational change is induced in the protein molecule, which changes the fluores-
cence properties of the fluorescent domain(s) (see [188] for a detailed review of different
mechanisms).

For example, in the GECI Yellow Cameleon 3.60 (YC3.60), which was used for the ex-
periments presented in Chapter 3 of this thesis, a cyan fluorescent protein (CFP)- and a
yellow fluorescent protein (YFP)-derived domain are fused together via a domain derived
from the CaBP Calmodulin and the Calmodulin-binding site M13 [212]. The two fluor-
escent domains can take part in fluorescence resonance energy tranfer (FRET), with the
CFP domain acting as FRET donor and the GFP as acceptor. FRET efficiency is strongly
dependent on the distance between the donor and the acceptor27. In YC3.60, this distance
is strongly affected by a conformational change provoked by calcium binding to the calm-
odulin domain; the latter exposes a hydrophobic site that binds to the neighbouring M13
site, thereby moving the two fluorescent domains relative to each other.

FRET-based GECIs, such as the described YC3.60, are excited at wavelengths well ab-
sorbed by the domain acting as FRET donor, while fluorescence is monitored independently
at suitable emission spectral ranges for both the donor and the acceptor domain. Upon an
increase in calcium concentration, the fluorescence intensity of the donor decreases (due
to increased FRET), while the fluorescence intensity for the acceptor increases. The actual
read-out is the ratio of the two acquisition channels. Such ratiometric indicators have the
advantage of being less susceptible to motion artefacts.

Expression approaches

In order to induce the production of a GECI in neuronal cells, the latter have to be provided
with the DNA encoding the constituent polypeptide chain. Furthermore, the DNA section
has to contain at least a promoter region in order to stimulate transcription [72]. Using
appropriate promoter sequences, a limited cell type specificity can be achieved (e.g. the
human synapsin promotoer stimulates expression only in neurons, but not in glial cells
[164]). Further cell type specificity at the transcriptional level would require additional
upstream or downstream regulatory sequences [289, 198], or even site-specific integration
into the genome [275]. However, the latter strategies are not equally compatible with all of
the techniques used to transfer DNA into target cells. These techniques are briefly presented
in the following list:

27The FRET efficiency is given by the Förster equation: EFRET(r) = R6
Förster

R6
Förster+r6 , where RFörster corres-

ponds to the distance where EFRET = 1/2 [99].
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• Virus-mediated expression is a method that has been frequently employed in vari-
ous studies in recent years [184, 130, 7, 189]. Briefly, the DNA is packaged into
virus particles that are able to infect the cells of interest. A small amount of liquid
containing virus particles is then stereotactically injected at the site of interest. In
principle, two-photon targeted injection would be possible and it would allow more
precise targeting. Viral tropism can provide certain cell type specificity [164], which
can be enhanced or modified by pseudotyping [57].

• Single-cell electroporation allows the transfer of DNA into specific cells under two-
photon guidance [153].

• Transgenic animal lines stably expressing a GECI have been produced in the past
[71, 212]. Their drawback is the high initial effort required to produce them; their
advantage that individual animals are easily available once a line has been estab-
lished. Therefore, and given the currently fast evolution of GECIs, viral expression
strategies allow researchers to experiment more flexibly with the newest GECI con-
structs available.

• In utero electroporation is frequently used to express transgenes in the developing
animal. New strategies based on in utero electroporation allow the integration of the
transgene into the host cells’ genome [315] and may be employed to express GECIs in
adult animals in the future.

1.4.4 Data analysis
The analysis of in vivo two-photon calcium imaging data presents two main problems.
First, the raw time series of the fluorescence intensity have to be extracted from the in-
dividual structures of interest. Second, from the extracted fluorescence intensity time
series, the occurrences of underlying spiking events (optimally, single AP events) need to
be inferred.

Time series extraction for individual units

When one is interested in whole populations of cells across many individual measurements,
this process can be rather tedious when carried out manually. Reproducibility in this case
is also limited, which may further increase the variability in data quality across different
region-of-interests (ROIs). In particular, there is a trade-off between SNR and purity of the
signal with respect to so-called neuropil contamination. In order to achieve a maximum
SNR, as many pixels as possible should be averaged for a particular ROI (e.g. a cell soma).
However, due to the three-dimensional structure of the point-spread function (PSF) of the
two-photon microscope, each pixel contains contributions from surrounding pixels as well as
volumes above and below the actual imaging plane28. The closer a particular pixel is to the

28Due to the non-isotropic resolution of two-photon microscopes that is reflected in the elongated PSF in
z direction, these vertical contributions from above and below the imaging plane can be even stronger than
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cell boundaries, the higher the contribution from the surrounding neuropil is. Especially
for cells in which the imaging plane deviates from the equatorial plane, even a pixel in the
middle of the soma can be significantly "contaminated" by contributions from the neuropil
above or below the cell. This trade-off may be more reproducible if automated segmenta-
tion algorithms are used to define the ROIs. For experiments involving many ROIs, such al-
gorithms also provide a significant gain in productivity. These algorithms have to deal with
relatively low contrasts that might also be varying over a field of view29. Approaches based
on independent component analysis (ICA) have been successfully demonstrated, making use
of correlations in the activity-induced changes in the fluorescence among different pixels,
to find associated regions that correspond to individual cells [211, 86]. Other methods are
based on tracking contrast-gradients associated with cell borders [178] after pre-processing
involving non-homogeneous contrast enhancement. This latter approach has also been
successfully applied to segmentation of 3D reference stacks that are part of 3D two-photon
calcium imaging (unpublished results achieved at our laboratory) [106, 179].

Inference of neural activity

Different algorithms to infer the underlying AP events from calcium imaging data have
been published [291, 292]. For example, a recent paper presented a "peeling" algorithm, in
which the time series is matched against an elementary transient as expected for a single
AP. If found, the elementary transient is subtracted from the time series. This procedure
is repeated until no more elementary transients are found. Especially in conjunction with
high-speed recordings at sampling rates of several hundred Hertz, this approach proved to
be very efficient and it was able to identify single APs in bursts of up to 30Hz [116].

1.5 Recent technology developments

This thesis is primarily concerned with the application of 2PM for calcium imaging in the
brain of living animals. In this field, laboratories developing new techniques have mainly
focused on three aspects during the last few years (reviewed in [115]): (i) sampling more
cells at once, (ii) sampling at higher speeds, and (iii) applying techniques to awake or even
freely behaving animals. In this section, I will briefly discuss recent achievements.

the contribution from surrounding pixels in the imaging plane. The relative contributions depend on the
physical resolution in the x and y direction (expressed in µm per pixel) as well as the three-dimensional
extents of the PSF. The latter is dependent on characteristics of the objective (in particular, the numerical
aperture (NA)) and their relation to the laser beam size (see [104] for a detailed description).

29Varying contrast over a field of view might have different causes, including non-homogeneous dye
distribution (especially at the border of a bolus injection) and non-homogeneous illumination due to a
suboptimally adjusted microscope or light-absorbing surface blood vessels. It has recently been demon-
strated that the problem of light-absorbing blood vessels can be minimised by replacing the animal’s blood
by a non-absorbing perfluorocarbon emulsion suitable for oxygen transport [127].
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1.5.1 Extending the population size
Many of the studies published during the last decade that employed in vivo two-photon
calcium imaging recorded only around a dozen cells at once [163, 184, 248, 266]. This
restriction is rooted in the two following points:

• the two-dimensional imaging plane (usually not all visible cells are optimally hit or
they are not in focus);

• the relationship between noise and time sampled from a given neuron;

Various approaches have been explored in recent years to overcome these limitations and
enable recordings from a higher number of cells. A number of pioneering achievements were
dedicated to extending the two-dimensional sampling area to three-dimensional volumes.
They all relied on techniques that allow the fast movement of the focal point along the
z axis. Some of them are based on piezo-electrical focusing devices moving the objective
quickly up and down [106, 105, 7]. Others employ electrically [117] or hydrostatically [286]
controllable lenses in conjunction with traditional microscope objectives, still others use
a mirror that can vary the length of the optical path for excitation light before entering
the objective [27] or a wily arrangement of AODs that not only allows x/y scanning, but
additionally fast z focusing [81]. Other approaches are based on sampling the specimen
with more than one laser beam focus simultaneously. Examples include novel laser designs
generating multiple beams [256], multiplexing with a single beam [49], or the use of a
rotating disk with micro-lenses that splits up a beam into an array of beams [22].

1.5.2 Increasing the sampling rate
According to contemporary assumptions in neuroscience, APs in neurons are the key events
in neural computation. Signal processing is thought to be fundamentally related to tem-
poral sequences of APs in individual neurons30 [125, 33]. Given this paradigm and the im-
portance of precise timing of APs [1, 128], it is highly desirable to obtain as high sampling
rates as possible for in vivo two-photon calcium imaging. In traditional frame-scan-based
approaches, a lot of time is wasted on neuropil or out-of-focus cells during sampling. Al-
though approaches have been explored that drive galvanometric mirrors at their maximum
acceleration and velocity to minimise the time spent on non-important regions [180], there
are limits due to mechanical inertia that cannot be overcome. Resonant scanners move at
faster speeds and allow video-rate frame-scan imaging [215, 177, 247]. However, limited
control over their motion does not allow to skip non-important regions. Recent achieve-
ments with AODs can overcome these limitations and allow sampling rates in the range of
several hundred Hertz even for dozens of cells using random-access scan patterns in two or
three dimensions [247, 81, 148].

30On an abstract level, we can think of a state space in which the state of each neuron as firing or
non-firing is represented as an own dimension. Each possible brain state is represented as a specific point
in this multidimensional state. Brain activity can then be thought of as a trajectory through this state
space [90].
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1.5.3 Imaging awake and behaving animals
In vivo two-photon calcium imaging allows the investigation of populations of neurons
in their natural environment, i.e. the intact brain of a living animal [104]. However,
until recently, most studies have been performed on anaesthetised animals in order to
minimise animal suffering and ensure a stable preparation with minimal motion artefacts
[163, 248, 317, 162]. During the last two years, a trend from acute preparations based on
classical calcium indicators to long-living preparations based on the expression of GECIs
could be observed. Such preparations involve the implantation of permanent windows into
the skull, through which calcium imaging in repeated sessions is possible [7]. Significantly
more data can be acquired from a single animal, which not only strongly reduces animal
consumption, but also allows animals to be trained in an economic fashion such that
imaging animals that are awake became possible. Most current studies involving awake
animals are based on head-restrained preparations, for example using treadmills or floating
balls. Such systems can even include virtual visual environments presented to the animal
as part of a closed-loop system (i.e. motion of the animal on a floating ball is tracked and
allows the animal to navigate in the virtual environment) [76, 75]. Studies involving freely
moving animals are still in a pilot phase, while miniaturised, head-mountable two-photon
microscopes are being improved [250].

1.6 Motivation and goals of this thesis

1.6.1 A software framework for two-photon microscopy
As outlined in Section 1.5, the field of in vivo two-photon microscopy is in constant devel-
opment, with new technical advancements being published by some research group nearly
on a monthly basis. Many of these developments consist not only of progress on the op-
tomechanical or electronic side, but also require suitable support by the software used
for controlling the microscope components, as well as for acquiring and processing the
generated data streams accordingly.

For two reasons it is highly desirable to have a software system accessible that is com-
patible with the various possibilities available on the hardware side, as well as flexible
enough to follow the evolution of new methods and techniques:
• For the purely application-oriented researcher who wants to make use of the best

technologies within reach to answer his scientific questions, it is preferable to have
a single multi-purpose microscopy software at hand, rather than having to switch
between different software packages. First, a certain package might support a new
functionality or piece of hardware, but not be compatible with other requirements
imposed by the researcher. Second, a significant entry barrier is usually associated
with familiarising oneself with new software.

• For the developer of new methods, productivity would be highly increased if he does
not have to start from scratch when realising a new technical concept, but rather is
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able to build on an already existing software system. In addition, the dissemination
of his achievements is much easier if his new method is not based on a proprietary and
exotic control software, but can rather be plugged into a well-established software as
an add-on module.

At the beginning of my thesis work, I wanted to use existing two-photon imaging tech-
nology to approach a biological topic (see below). As I soon realised, the microscopy control
software already in use at the laboratory was not able to cope with several requirements
imposed by the biological problem. Unfortunately, this software had not been programmed
for a newcomer to understand or extend the code. Following an initial phase of anger and
frustration, I decided to design and implement a software framework complying with the
above-mentioned primary requirements in order to make my future work, and that of any
successors, more satisfying.

It is this microscopy control software framework, named HelioScan, that I will present
as the first major part of this thesis (Chapter 2).

1.6.2 A flexible method for cell type discrimination applicable
to in vivo two-photon calcium imaging

When I started with my thesis work, in vivo two-photon calcium imaging did not yet
allow the distinction between different neurons. The only established technique for cell
type discrimination was the application of sulforhodamine 101 (SR101), which results in a
selective counter stain of astrocytes [219].

As outlined in the first two sections of this introductory chapter, the neural popula-
tion is highly diverse and different subtypes are known to engage in different specialised
functions. Thus, it is highly desirable to have methods at hand that allow the researcher
to dissect a neural population—from which calcium imaging data has been acquired—into
cellular subtypes. Therefore, as a first goal, I decided to establish a method that allows
discriminating GABAergic from non-GABAergic neurons in two-photon calcium imaging.
As a subsequent goal, subtype discrimination of GABAergic neurons based on molecular
markers should be achieved.

As for the second major part of my thesis, I will present a method that allows cell type
discrimination for in vivo calcium imaging by post hoc immunostaining (Chapter 3).

These two parts constitute significant methodological contributions to the developing field
of in vivo 2PM.
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And now, O Muse Calliope, daughter of Zeus, begin to sing of glowing Helios
whom mild-eyed Euryphaessa, the far- shining one, bare to the Son of Earth and
starry Heaven. For Hyperion wedded glorious Euryphaessa, his own sister, who
bare him lovely children, rosy-armed Eos and rich-tressed Selene and tireless
Helios who is like the deathless gods. As he rides in his chariot, he shines upon
men and deathless gods, and piercingly he gazes with his eyes from his golden
helmet. Bright rays beam dazzlingly from him, and his bright locks streaming
form the temples of his head gracefully enclose his far-seen face: a rich, fine-
spun garment glows upon his body and flutters in the wind: and stallions carry
him. Then, when he has stayed his golden-yoked chariot and horses, he rests
there upon the highest point of heaven, until he marvellously drives them down
again through heaven to Ocean.

Hesiod - Homeric Hymn to Helios [135]

2.1 Introduction

2.1.1 Situation analysis

From the perspective of the software developer, custom-built microscopy systems, which
are common for example in the field of in vivo 2PM, provide a couple of problems.

Problems

Hardware diversity Each custom-made imaging setup is usually a unique combination
of hardware components. Even within a single laboratory, several not completely identical
set-ups can exist. Across laboratories, differences between set-ups are usually even more ex-
tensive. Among the reasons for structural diversity are i) different functional requirements,
ii) historical reasons (i.e. when individual set-ups are built sequentially, the state of the
art for individual parts usually changes over time), iii) personal preferences of the involved
engineers or scientists and iv) the fact that labs developing new image acquisition tech-
nologies are constantly experimenting with various new hardware equipment. Examples
of such hardware diversity include different microscopy stages, different signal acquisition
and signal generation devices, and different types of scanners in the case of laser-scanning
microscopes (Figure 1.9 on page 27) [50].

39
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Functional diversity Researchers generally desire an imaging system with functionality
tailored to their experimental objectives. Since these objectives differ between researchers,
and also change over time, a general consensus of what an imaging system should be capable
of can hardly be reached [50]. Prominent examples for different kind of functionalities
are different scanning trajectories in the case of 2PM set-ups (Figure 2.1 on page 40)
and different kind of output patterns for sensory stimulation of animals in neuroimaging
experiments.

(a) (b) (c) (d)

Figure 2.1: Example of functional diversity of custom-built two-photon microscopes: different types of
laser-scanning trajectories. (a) Horizontal frame scan. (b) Custom horizontal line scan. (c) Three-
dimensional spiral scan. (d) Custom three-dimensional line scan.

Understandability of code The third problem is understandability of code. Larger
pieces of software written by the typical scientist without experience in structured pro-
gramming can quickly become difficult to understand (so-called spaghetti code, see Figure
2.2 on page 41 for an example). The main reason is a lack of structure and the fact
that unstructured code cannot be documented. Unstructured, uncommented and undoc-
umented code, in turn, requires a lot of time to be understood by outsiders. Even with
well-structured program code, there are still differences between particular programming
languages to be considered. Depending on the elements these programming languages
provide and the way they are represented, they intrinsically differ in terms of how much
time a newcomer to the project needs to understand the code.

Multiple developers When huge monolithic software is modified independently by dif-
ferent researchers that want to adapt it to their individual needs, different versions quickly
arise (so-called forking, Figure 2.3 on page 41). New functionality introduced in one version
cannot be used by a researcher using another version. Also, the programmer is often not
even aware that a certain problem has already been solved by a colleague and thus has to
reinvent the wheel.

Usability In an academic environment, software developed to control an experimental
set-up is often not only used by the original programmer, but also by his colleagues or



2.1. INTRODUCTION 41

Figure 2.2: Example of badly structured, undocumented LabVIEW code that is difficult to understand
for outsiders (real application encountered in an academic environment).

Figure 2.3: Example of
version branching of ima-
ging software written by
individual scientists (au-
thors are colour-coded).

successors. Unfortunately, attention is often not paid to usability, thus leading to accumu-
lating cost over time. Specific problems revealed by follow-up users may include unlabelled
graphical user interface (GUI) elements, run-time errors occurring when the GUI is accessed
in a different sequence or timing than by the original developer, as well as poor or non-
existing documentation. The following key features characterise software of high usability
[147]:

• Effictiveness: the software does what the user wants.

• Efficiency: it requires minimum time to understand and learn how to use the soft-
ware and later to perform a task. This aspect is centred around well-designed GUIs,
which should be as self-explanatory as possible and allow fast work-flows, as well as
documentation that can be consulted when in doubt.

• Satisfaction of the user: this is highly dependent on the above-mentioned two aspects.
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Existing systems

A number of different software packages for microscopy applications already exist. Com-
mercially available packages provide the advantage that a lot of man hours have been
invested into their development and that many of the needs of a standard user have been
taken into account. All big microscope manufacturers develop imaging software custom-
ised to control their hardware products (examples are ZEN from Zeiss1, LAS from Leica2,
cellsens from Olympus3, NIS-Elements from Nikon4, Metamorph from Molecular Devices5
and iQ Software from Andor6). The drawbacks of these commercial packages are their
high prices and the fact that their source code is usually not available for modification. In
addition, the standard user targeted by these packages is usually working with fixed tissue
or cell cultures, such that it is not optimised for the needs of a neuroscientist performing
in vivo microscopy. On the non-commercial side of the spectrum, a few software packages
already exist:

• ScanImage is a two-photon microscopy software package written in Matlab7 [231]8.

• MPScope is a two-photon microscopy software package written in Delphi9 [217, 216]10.

• Colibri is a two-photon microscope control program written in LabVIEW1112.

• µManager is a powerful microscopy software framework that interfaces to ImageJ
[268, 84, 50]13.

2.1.2 Rationale and goals
I concluded that in the expanding field of in vivo two-photon imaging systems the need
for a software framework14 exists. Commercially available packages did not fit the require-
ments and neither did the existing non-commercial packages because both do not provide
frameworks but rather ready-made packages. An exception is the µManager mentioned
above, which I was unaware of at the time the HelioScan project was started.

1http://www.zeiss.com/ZEN
2http://www.leica-microsystems.com/products/microscope-software
3http://www.microscopy.olympus.eu/microscopes/
4http://www.nis-elements.com
5http://www.moleculardevices.com/Products/Software/Meta-Imaging-Series/MetaMorph.html
6http://www.andor.com/software/iq/
7http://www.mathworks.com
8http://www.neuroptikon.org/projects/display/ephus/ScanImage
9http://en.wikipedia.org/wiki/Embarcadero_Delphi

10http://www-physics.ucsd.edu/neurophysics/links.html
11http://www.focusonmicroscopy.org/2011/PDF/373_Seebacher.pdf
12http://www.lrz.de/~chr
13http://valelab.ucsf.edu/~MM/MMwiki
14A software framework models a specific domain or aspect thereof, while providing a reusable design

and reusable implementations [238].
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The goals for this project were to design and implement a microscopy software frame-
work promoting applications with the following properties:

• flexibility to meet many different hardware and functional combinations;

• extensibility, which requires understandable and well-documented code that can be
edited by multiple developers in parallel without interference;

• usability according to the definition given above.

Trade-offs between these requirements might have to be made in certain cases, espe-
cially between flexibility and extensibility on the one side and usability on the other. A
software can be exactly tailored to a certain purpose or workflow and the specific needs
of a single user. However, this increases the probability that the underlying program code
will become monolithic (i.e. tightly coupled) and thus neither flexible nor extensible. Or,
from another perspective, for an application framework, which by definition has to allow
for the implementation of different actual applications, the underlying architecture has to
be designed in a very abstract and modular way. Due to the loose coupling required for this
purpose, certain very specific interactions between modules might not be possible without
impairing flexibility.

2.1.3 Solution approach

Definition of HelioScan

HelioScan has been developed to approach the problems listed above (Section 2.1.1). In
this context, the term HelioScan15 has two distinct meanings:

• a software framework facilitating the development of microscopy control applications
according to a structured approach;

• a collection of components, built inside the above framework, that can be used to
assemble a microscopy control application with high flexibility

These two aspects complement each other. First, from the developer’s perspective, one
does not have to start implementing an application from scratch but can make use of the
many components already existing. Second, from the user’s perspective, many needs can
already be met by assembling and configuring existing components in an appropriate way.
If a piece is missing, it is only this very piece that has to be newly implemented, according
constraints provided by the framework.

15A catchy name is important for software package to become known in the community [85]. Helios, the
Greek god of the sun who travels in his chariot over the sky, is a perfect metaphor for the laser focal point
scanning the specimen in 2PM.
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The basic concept

The basic concept of HelioScan is that a running application assembles at run-time from
individual components. All components are derived from some abstract component types
that define their basic behaviour and interaction (Figure 2.4 on page 44). Components of
the same type can be exchanged for each other. This allows HelioScan to reach the goals
presented above (Section 2.1.2) as follows:

Figure 2.4: Basic concept of component-based architecture in HelioScan. Both hardware and functionality
are encapsulated in software components (labelled boxes). HelioScan assembles at run-time from actual
components (boxes on grey background) that are derived from abstract (generic) component types (boxes
on white background). Each of the generic components provides an interface (shown as lollipop) that
is inherited by and, thus, common to all derived components. In this example, a running HelioScan
application instances the two components displayed as bold boxes, which—although of specialised nature—
are still able to communicate with each other due to the generic interfaces inherited from their superordinate
component types.

Flexibility All distinct hardware components are encapsulated as software components.
Different hardware combinations can be addressed by the corresponding combination of
software components. As an example, different microscopy stages are encapsulated by
different Stage components. The user chooses which Stage component he wants to use
according to the actual stage device present at his setup. Likewise, different units of func-
tionality are abstracted as distinct component types. Thus, as with hardware-abstraction
components, a given functionality of a certain abstract type can be swapped for another
functionality of the same type. For example, different laser-scanning trajectories can be
swapped for each other (see Figure 2.1 on page 40).

Extensibility If a software component supporting a specific hardware device or func-
tionality does not yet exist, it can be created by deriving it from the corresponding abstract
component type. The required time and effort is minimal because the framework already
provides a lot of structure and established procedures for solving the problem. The ex-
isting components, especially the generic ones defining the actual framework, should be
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well-documented, well-structured and programmed according to established style-rules [24].
This enhances both understandability of existing code and also promotes understandab-
ility of the code that underlies a new component. In order to develop a new component,
the developer also does not have to understand the whole HelioScan framework or all of
the already existing components in detail. Rather, due to the hierarchical architecture of
the framework, he will only have to understand in a top-down fashion the vertical slice to
which his new component will belong to. The fact that a HelioScan application assembles
from individual components at run-time further implies that multiple developers can work
simultaneously on different components Section 2.2.4. As long as they do not modify the
interfaces defined at the level of generic component types, they will not interfere with each
other. If such modifications at the abstract level are to be carried out, this has to be well-
orchestrated because the implications will affect many components and their responsible
developers and users.

Usability Usability is mainly determined by the usability of the individual components
and is thus the responsibility of the individual developer. For a component to be part of the
official HelioScan distribution, it should comply to basic quality standards such as listed in
[24]. Components with low understandability and usability can still be implemented, but
their poor quality remains restricted and does not affect the remaining part of HelioScan.

The LabVIEW development environment

It was decided to implement HelioScan using LabVIEW due to a number of reasons (see
Section 2.3 for a discussion of the problems encountered with LabVIEW during the project).

Visual programming LabVIEW16 is a graphic programming environment introduced
in 1986 by National Instruments (NI)17 to facilitate the development of data acquisition and
automation applications based on their proprietary hardware [18]. The actual programming
language featured by LabVIEW is called G. However, the latter term is rather uncommon
and the word LabVIEW is often used for both the programming language as such as well
as the surrounding integrated development environment (IDE). G (to which I will refer to
simply as LabVIEW in the following) differs in two aspects from well-known programming
languages such as C, C++, C#, Java, Python, Perl or Ruby.

First, it is a so-called data-flow programming language, which employs a programming
paradigm that is fundamentally different from that of the conventional imperative program-
ming languages listed above. The key advantage is that more than one operation can be
executed in parallel [151] (see Figure 2.5 on page 46). Data-flow approaches had originally
been developed to exploit massively parallel hardware architectures [151]. Although spe-
cific data-flow hardware architectures existed, LabVIEW was introduced for conventional
computers and operating systems [303]. However, with the recent advent of multi-core

16originally an acronym for Laboratory Virtual Instrument Engineering Workbench
17http://www.ni.com



46 CHAPTER 2. HELIOSCAN

architectures in PCs, the intrinsic support of LabVIEW for parallelism has experienced a
revival. Another key feature of pure data-flow languages is the absence of side-effects18
because the output tokens are newly created upon completion of a node [151]. LabVIEW
provides various constructs that can provoke side effects. These include local and global
variables, references, input/output (I/O) from and to peripheral hardware or communica-
tion with other programs running on the same or another computer. Thus, a LabVIEW
program is usually far from side-effect free. However, although easily circumvented, the
data-flow principle should be followed as far as possible in LabVIEW in order to at least
minimise the number of side effects [24].

(a) (b) (c)

Figure 2.5: Imperative versus dataflow paradigm (adapted from [151]). (a) Simple program in an imperat-
ive pseudo-language. Each command is executed sequentially. (b) The corresponding data-flow equivalent,
represented by a directed graph. Here, data flows along the edges of the graph as tokens. As soon as all
input tokens have arrived at a node, the node is executed and the resulting value(s) flow as token(s) into
the output edge(s). With these preconditions, the two parts underlaid in light grey can be executed in
parallel. In addition, when the part underlaid in dark grey is being executed, the parts underlaid in light
grey can already operate on a new set of data tokens (so-called pipelining). (c) How the program is im-
plemented in LabVIEW. The edges of the graph in (b) are represented as wires. Pipelining as mentioned
in (b) is not activated by default, but can be enabled by inserting a so-called feed-back node into a wire.

Second, while the above prominent languages are verbal programming languages19,
LabVIEW is a visual programming language (VPL) [251]. Productivity improvements up
to ten times have been demonstrated with VPLs compared to verbal programming lan-
guages [18]. This can be attributed mainly to the native support of off-the-shelf interface
cards in the case of industry-promoted languages such as LabVIEW [18]. Another effi-
ciency boost stems from changes enabled in the software development life-cycle, namely
the communication between customer, developer and computer [18].

Basic features The basic building bricks of a LabVIEW program are termed Virtual
Instruments (VIs). A VI consists of a front panel, which is identical to the GUI when the

18In computer science, a side effect denotes the change of a variable’s value without this modification
being explicitly recognisable in the program code [121]. Side effects render program execution dependent
on history (i.e. stateful) and render the program code difficult to understand.

19Also referred to as textual or text-based programming languages, although strictly speaking a text is
also a kind of visual information, thus textual is not actually complementary to visual.
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VI is executed by the user directly, and a block diagram, which contains the VPL program
code (Figure 2.6 on page 47). The front panel can contain various types of controls and
indicators, by means of which data can be entered or displayed, respectively. Each front
panel element is represented on the block diagram as a terminal, which represents either
a data source (in the case of controls) or data sink (in the case of indicators). Controls
and indicators of a VI can be connected to a so-called connector pane. A VI can be used
as a building brick on the block diagram of another VI, acting as a subVI to which input
and output wires can be connected as defined by the connector pane. This means that
in addition to the many VIs already provided by LabVIEW itself or by third parties, the
developer can also create his own building bricks.

(a) (b)

Figure 2.6: Front panel and block diagram of a LabVIEW VI. (a) Front panel of a LabVIEW VI. (b)
Part of a VI’s block diagram. The orange box labelled output voltage is the terminal correponding to the
slider control element with the same name in (a). The square boxes are subVIs called by this VI.

Hardware access A central aspect of LabVIEW is that it provides immediate access
to a huge catalogue of signal acquisition and generation hardware of NI. While NI also
provides drivers to access their hardware from languages such as C++, it is clearly an ad-
vantage when both hardware and interfacing software is developed and tested by the same
manufacturer. Additionally, due to the broad acceptance of LabVIEW in the automation
and signal acquisition community, a growing number of hardware-producing companies
also provide LabVIEW code to control their own products.

Understandability The data-flow paradigm, especially when displayed visually as in
LabVIEW, is intrinsically familiar to researchers and engineers in academia because it is
similar to many other concepts used in this environment (e.g. flowcharts, signal transmis-
sion between technical components). Thus, LabVIEW has a steep learning curve at the
beginning and well-structured LabVIEW code can even be explained to somebody who has
little or no understanding of computer programming.
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Acceptance LabVIEW is frequently used in the academic world for controlling custom
laboratory equipment and data acquisition. In addition, LabVIEW is well-established for
signal acquisition and automation applications in the industry.

Speed LabVIEW provides speed in several aspects.

• During development: Instantaneous type-checking ensures wires are only connected
to possible target nodes. Wrongly connected wires are immediately visualised. A
VI is executable only when all required wires are connected in a correct fashion. In
addition, unlike for other compiled languages, LabVIEW code is instantly compiled
in the background, which means that a syntactically correct VI can be executed at
any time. This makes feed-back and testing cycles much faster than in languages
where source code modifications have to be followed by a phase of compiling and
linking before testing is possible. Also, the development or modification of GUIs is
easy and fast due to the front-panel/block-diagram approach described above.

• Execution: LabVIEW code gets compiled and thus finally translated to machine
code. As a result, its is execution fast. Due to the intrinsic support of data-flow
programming languages for parallelism, programming multi-threaded code is very
easy. In principle, LabVIEW can assign any two paths of data-flow that can be
executed in parallel to different cores of a multi-core processor or to different pro-
cessors on a multi-processor computer. In combination with the LabVIEW FPGA
module20, appropriate VIs can even be compiled to a bit file that is executed on a
field-programmable gate array (FPGA) on NI reconfigurable I/O hardware, allowing
highly parallel real-time execution of code at iteration speeds of up to more than
100MHz. FPGA hardware from NI is especially well-suited to enable high-speed pre-
processing of acquired data or on-the-fly generation of analytically defined signals.

Structured programming As with probably any programming language, certain ways
of solving a problem have been accepted as standard solutions and are propagated as
so-called patterns [24]. In addition, NI and third parties are constantly integrating new
technology into the LabVIEW environment, either as integrated features or add-on mod-
ules. Some of these features specifically facilitate structured programming. These are:

• LabVIEW object-oriented programming (LVOOP): object-oriented programming (OOP)
(Section B.2) was originally only accessible via the commercially available GOOP
add-on21. However, since LabVIEW 8.2, NI provides OOP as an integrated part of
LabVIEW (LVOOP), which can now be used independently of, or in conjunction with,
GOOP. The basic differences between the two technologies is that GOOP works with
reference-based class instances, while LVOOP strictly follows the original data-flow
approach. A third approach, called G#22, is available as a free add-on. Similar to

20http://www.ni.com/fpga/
21http://www.symbio.com/products
22http://www.addq.se/gsharp
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GOOP, it allows reference-based objects. Furthermore, it provides additional fea-
tures, such as interfaces and abstract classes.

• Statechart module: Available since LabVIEW 8.6, the statechart module allows pro-
grammers to graphically define state machines and directly embed LabVIEW code
into states, transitions and guards. After compilation, a statechart can be embedded
into a VI and reacts to external messages by state transitions. Using statecharts, cer-
tain program logic can be implemented on a higher abstraction level, which enhances
both implementation efficiency as well as understandability.

• Unit Testing Framework: Introduced with LabVIEW 2009, the Unit Testing Frame-
work allows the developer to write unit tests for VIs using LabVIEW code. Unit
tests provide the possibility to test programmatically whether certain software units
are behaving as specified by their interface contracts. This is especially important
to minimise the frequency of software bugs23 introduced by code modifications. Unit
tests work by feeding pre-defined test data vectors into the units to be tested and
checking whether the produced output is as expected.

Subversion

In HelioScan, the forking problem (Section 2.1.1) is solved by splitting up the software into
many components that can be modified independently. New functionality can be added
by either extending an existing component accordingly or implementing it as a completely
new component. Thus, an individual component is not subject to version branching, but
maintains a linear version history.

In software development, a crucial productivity enhancement is achieved by introdu-
cing a version control system (VCS) [3]. Among others, a VCS brings the following major
advancements:

• A developer has access to any version of a file that has been committed to the
VCS repository in the past. Thus, he can easily revert changes that proved to be
unsucessful. The same approach helps the developer to track down the version a
certain software bug first appeared and the modification that introduced the bug in
the first place.

• The same version of software can be accessed from different computers and by dif-
ferent developers or users. Here, the VCS acts as a means of synchronising different
computers.

• Each revision has a unique identifier. It is time-stamped and optimally also supplied
with a comment by the developer responsible for committing it to the repository.

23A software bug refers to a programming error that hinders a computer program from working as
intended. See http://americanhistory.si.edu/collections/object.cfm?key=35&objkey=30 for how
in earlier times of computer programming the word bug had to be taken even more literally.
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For HelioScan, I decided to use the very common Subversion as a VCS [59]. Both server24
and client25 software can be downloaded and used for free.

24http://subversion.tigris.org
25http://tortoisesvn.tigris.org
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2.2 Results

2.2.1 Software architecture

Object-oriented implementation of components

The core building bricks of HelioScan are so-called components. By definition, a component
is a piece of software that can be replaced by another piece that shares the same interface
through which it interacts with the rest of the software. I decided to implement these
components in an object-oriented fashion, i.e. as LabVIEW classes, in order to make use
of the advantages of OOP (Section B.2). In the case of HelioScan, components of a certain
kind share a common parent class and thus a common interface of methods through which
they can be accessed and manipulated from superordinate program code. In the following,
I will refer to the kind of a component as component type.

As a common rule, whenever I identified a functional or physical entity that could occur
in different forms depending on the physical hardware of microscopes or functional re-
quirements of the user, I specified these peculiarities as different child classes of a common
abstract base class defining the common interface and thus the common component type.

Since even classes of different component types share some common functionality, the
latter has been factored out into the common base class GenericComponent, from which
all other component classes are derived (Figure 2.8 on page 55). This class provides both
common abstract methods that only exist for interface definition and methods that provide
actual functionality (Table 2.1 on page 51). Thus, all of these methods are available for any
HelioScan component class, but not all of them will necessarily provide actual functionality.

Table 2.1: Some important methods of GenericComponent.

Method Abstract? Purpose

cmp.construct no calls cmp.read_config_file if a configuration
name is specified

cmp.configure yes to be overridden to implement a configuration
dialog

cmp.initialise yes to be overridden to initialise resources
cmp.terminate yes to be overridden to release resources
cmp.read_config_file no reads the configuration file
cmp.write_config_file no writes the configuration file
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Component life cycle

All HelioScan components have the same basic life cycle (Figure 2.7 on page 52). Initially,
its construct and initialise methods are executed26 (Table 2.1 on page 51). Then,
the component is ready for use until the terminate method is executed. It is important
to note that all three methods have to be overridden mandatorily if the component har-
bours subcomponents. In these cases, the corresponding method of each subcomponent
instance has to be executed in addition to performing any other operations. In addition,
the corresponding parent’s method has to be executed in order to execute any superor-
dinate construct/initialise/terminate method in the inheritance hierarchy (which at
least includes that of GenericComponent, see Table 2.1 on page 51).

Configuration files

Values that rarely change should be placed into configuration files. In contrast to hard-
coding these values in the source code, this allows the user to customise them according
to his goals and thus strongly increases flexibility. Furthermore, it allows different users
to use the same program with different configuration values. Configuration files should
comply with the following requirements:

• A HelioScan application assembles at run-time from individual components, the com-
bination of which is usually different from case to case. Therefore, it makes sense
to keep these components as independent as possible. Configuration files should not
unnecessarily bind together different components.

• Different instances of the same component should be able to load different configur-
ations.

• The configuration files should be easy to interpret for both humans and software.

I decided for the following solution: Each component type has its own configuration
files. As a result, components are not bound together by a single, global configuration file.
Component instances load configuration files with a name set at run-time. Therefore, dif-
ferent instances can load different configurations. Configuration values are encoded in the

26One might argue that the two methods could be merged into one. Historically, there initially was just
a single method for initialisation. However, cases were encountered where a separation of the two steps was
desirable. Thus, I decided to split them up into the two separate methods construct and initialise.

Figure 2.7: HelioScan component life
cycle. In the construct activity, if spe-
cified, the configuration file is read. In
the initialise activity, hardware or
software resources are initialised, which
are released in the terminate activity.
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files using Extensible Mark-up Language (XML), which can be quickly parsed and generated
programmatically27. It is also human-readable as the following example demonstrates:

<config_data>
<device_name>img0</device_name>
<camera_type>gray scale</camera_type>
<connection_type>CameraLink</connection_type>

</config_data>

Top-level components (TLCs)

I distinguish between top-level components (TLCs) and subcomponents (SCs). Only TLCs
can be directly accessed by the HelioScan main application (i.e. the main VI), whereas SCs
exist merely as attributes of a superordinate component. Both TLCs and SCs can host their
own SCs. TLCs share the following common features:

• TLC queue: TLCs are sent to the main application via the TLC queue either by the
main application itself (when manually selected by the user) or by other TLCs (usually
by the ImagingMode TLC, as specified in its configuration file; Figure 2.9 on page
56).

• State machine: TLC classes define a run method that is being executed continuously
during nearly the whole life-cycle of a TLC object (or, more precisely, as soon as
the TLC has been received by the main application). These run methods have their
own GUIs, which are loaded into subpanels of the main application’s GUI at run-
time and are thus permanently available to the user. A run method executes its own
state machine, which reacts to a defined set of messages from outside (in the following
referred to as triggers) [78]. These triggers can either be issued due to user interaction
or software-internal state transitions. The state machines of individual TLCs execute
in parallel while communicating with each other mostly in an asynchronous manner.
Thus, they exploit multi-threading technology and the multi-core CPU architecture
of contemporary PCs.

• Mutex: In a running HelioScan application, there is always only a single most up-
to-date instance available of a given TLC component type. In order to avoid race
conditions28 in the strongly multi-threaded HelioScan application, each TLC provides
a mutex29. If a TLC’s data (which includes any of its SCs) is to be modified, the
modifying part of the software has to obtain the newest instance and lock the TLC.
After modification, it has to release the TLC such that it becomes available again for
modification to other parts of the software.

27HelioScan uses easyXML as a XML parser and generator. EasyXML is a commercial third-party add-on
to LabVIEW: http://jki.net/easyxml

28A race condition refers to a situation where two processes try to access the same resource at the same
time.

29Mutex stands for a mutual exclusion mechanism where only one process can access a resource at a
time.
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• Command queue: TLCs can send and receive command objects according to the
command design pattern [100]. Command classes inherit from the abstract SC class
GenericCommand and override its execute method.

• Data queue: TLCs can register as observers of other TLCs according to the observer
design pattern [100]. If the observee has a data package ready, observers receive a
copy of the data packets via the data queue.

These common features are defined in the class GenericTopLevelComponent, which is
the common base class of all TLC classes (Figure 2.8 on page 55). Since SCs usually do not
have these features, they also do not inherit from GenericTopLevelComponent, but rather
from GenericComponent directly.

TLC component types

The component types of TLCs are defined by the corresponding generic component classes
(Figure 2.8 on page 55) (as is also the case for SCs). The fact that each TLC inherits the
functionality listed above from GenericTopLevelComponent, opens a wealth of possibil-
ities for how actual implementations of TLCs can interact with each other. The types of
interactions are as follows:

• In principle, each TLC can (like the main application) determine the instances used
for other TLC component types (by dispatching them via the TLC queue). Before
doing so, it can transfer values to these TLCs via so-called Adapter classes. Adapter
classes are based on the mediator pattern [100] and allow the transfer of data between
the two classes using more specialised accessor methods not present at the level of
generic TLCs.

• Each TLC can send triggers to other TLCs. We distinguish between common triggers
that are compatible with all TLC component types and TLC-specific triggers that can
be sent only to a specific TLC component type.

• Each TLC can execute public methods of other TLCs. For methods that modify the
callee, the mutex functions checkout/checkin have to be used to temporarily lock the
callee and avoid race conditions.

• Each TLC can send pre-populated Command class instances to any other TLC. De-
pending on the level of abstraction, at which the Command object will act on the
target TLC, more or less specialised Command classes have to be implemented. More
specifically, if the Command acts on the target TLC only by executing methods
defined at the generic level of the component type, it can act on any class of that
component type. However, if the Command is designed to carry out very specific
manipulations of a particular target TLC, it cannot be executed by another TLC of
the same component type.
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Figure 2.8: Hierarchy of HelioScan component classes. GenericComponent is the common parent from
which all other components are derived. In contrast to SCs, top-level components (TLCs) have Generic-
TopLevelComponent as a common intermediate base class. For each component class, some selected
interface methods are displayed (coded with different shades of grey in the case of TLCs: methods related
to the TLC queue; methods related to the state machine; mutex-related methods; methods related to the
raw data and raw image queues). Abstract methods are shown in italic font, methods with implemented
functionality in normal font.

• Each TLC can register as an observer of any other TLC component type and thus
receive copies of the data produced by the observee. This allows to build arbitrary
and even branched data processing pipelines (Figure 2.11 on page 58).

In the following, I will present the individual TLC component types. In addition to
the purpose of each component type, I will also describe typical interactions between
them. Although, on an abstract level, a huge number of different interactions between
TLC component types are possible as outlined above, it makes sense to name here only
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Figure 2.9: Dispatching top-level components (TLCs) via the TLC queue. In this metaphoric representation,
the facility buildings stand for the main program. The slots in the larger building symbolise the place
holders (one for each TLC component type), where TLCs can be housed. The TLC queues are represented
by lorries transporting incoming TLCs to corresponding gates on the docking side of the building. The
managers receiving the TLC instances are represented by little figures unloading the lorries and transporting
the contained machine (i.e. the actual TLC instance) into the corresponding slots, where it becomes active.
The machines can produce new machines that are packaged into lorries on the dispatch side of the building
and shipped to the gates on the docking side. This stands for TLCs specifying other TLCs by sending them
to the main program. Not only existing machines can create and dispatch TLC machines, but also the
facility (i.e. main application) itself can. Here, the customer figure standing in front of the customer desk
building stands for a user of a HelioScan application selecting a specific TLC to be loaded.

those interactions that are very common for the already implemented component classes.
It should be kept in mind that HelioScan provides a flexible framework while the actual
architecture can be flexibly determined by the component developer.

ImagingMode The central TLC is the ImagingMode, which specifies the mode of ima-
ging; for example, frame-scan laser scanning or IOS imaging. The ImagingMode class to
be instanced is usually selected based on user input on the main application’s GUI and
sent to the class’ manager by the main application itself (another common sender of the
ImagingMode is the ExperimentController, see below). Via its GUI, the ImagingMode can
accept user input further defining the represented mode of image acquisition (e.g. the scan
rate, the number of frames to acquire). Due to its defining nature, it usually sends other,
dependent TLCs via the corresponding TLC queues (Figure 2.10 on page 57). Those TLC
types are marked with a star (*) in this list.

ScanHead* The ScanHead TLC controls the scanners that move the focal point of a
laser through the sample. Thus, it is only important for laser-scanning-based modes of
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Figure 2.10: ImagingMode defining other
TLCs. In this UML component diagram,
arrows indicate the flow of component ob-
jects through the TLC queues, lollipops
indicate trigger reception interfaces, and
the little squares on the main VI box in-
dicate ports through which the user can
determine which component class (here:
which ExperimentController and which
ImagingMode class, respectively) is to be
loaded. While the Stage component is de-
termined by the main VI directly (based
on the main configuration file), it is the
ImagingMode, which usually defines all
remaining TLCs. In multi-sweep mode, the
ExperimentController can take over the
role of the user by selecting the Imaging-
Mode automatically.

imaging. The ScanHead receives from the ImagingMode a pre-configured Trajectory ob-
ject that defines the path of the laser focal point. While the basic shape of this path
is determined already when the ScanHead receives the Trajectory, modification of some
trajectory properties such as scaling factor, rotation angle or laser intensity can still be
possible during scanning. However, details depend on the actual ScanHead and Trajectory
classes that are used.

DAQ* The DAQ TLC is responsible for continuous data acquisition, such as reading from
an analog-to-digital converter (ADC) that digitises PMT signals. Thus, the DAQ component
acts as a source of data and typically stands at the beginning of a data processing pipeline.
Other TLCs that want to make use of this data can register as observers in order to receive
a copy of the data (Figure 2.11 on page 58). The DAQ can read in data and pass it on
to its observers either as a stream of samples from an arbitrary number of channels, or as
complete images in the case of camera-based devices.

ImageAssembler* When present, the ImageAssembler TLC usually registers as an ob-
server at the DAQ and assembles the raw pixel stream into complete images. Alternatively,
when the DAQ component encapsulates a device that produces images instead of a pixel
stream, an ImageAssembler can still be involved in order to perform post-processing of raw
images.

DataCollection* The DataCollection TLC stores image data to hard disk for later re-
trieval. In addition, via its GUI, it can provide the functionality that the user can access
image data already acquired. The image data is usually obtained from the ImageAssem-
bler, at which the DataCollection has registered as a observer (Figure 2.11a on page 58).
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(a) (b)

Figure 2.11: Data processing pipelines realised using the observer concept. (a) During data acquisition,
the DAQ component reads in data and passes it on (symbolised by dashed arrows) to the ImageAssembler,
which has registered as an observer at the DAQ component. Images produced by the ImageAssembler are
in turn handed over to the DataCollection, Display and Analyser, which have registered as observers at
the ImageAssembler. Independent of data acquisition, the DataCollection can also send stored images to
Display and Analyser upon user interaction if the latter two have additionally registered as observers at the
DataCollection. (b) If data acquisition is too fast and not all data can be processed by the ImageAssembler
in real-time, this alternative connection pattern can be a solution. The DataCollection has registered as
a DAQ observer and is thus directly receiving a copy of original raw data that it can stream to disk in
a raw data format. The ImageAssembler—also registered as a DAQ observer and now only responsible
for producing images for on-line display—can skip some of the data received if the input queue size is
reaching a threshold. Independent of data acquisition, the DataCollection can play back past raw data
to the ImageAssembler upon user input, as the latter has additionally registered as a observer at the
DataCollection.

If very fast saving is of importance, one can also think of a architecture in which a Data-
Collection component registers directly as a DAQ observer and streams raw image data
directly to disk (Figure 2.11b on page 58).

Display* The Display TLC is responsible for displaying images to the user. Thus acting
as a image sink, it registers at any source of images, typically at the ImageAssembler and
the DataCollection. Since the image data received are copies, it can carry out arbitrary
image manipulation prior to display without affecting the original data.

Analyser* The Analyser TLC can perform on- or off-line analysis on image data received
from components at which it has registered as an observer (Figure 2.11a on page 58).

Stimulator* The Stimulator TLC encapsulates and controls any kind of device capable
of generating stimuli delivered to the specimen.

Stage The Stage component is responsible for controlling and reading out any motorized
microscope stage. Since the stage is usually a permanent part of a given setup and does
not depend on the mode of imaging, it is defined by the main application itself, rather
than by any of the TLCs.

Instrument* The Instrument TLC can control and hold information about any further
parts of the microscope, such as detectors, beam splitters, filters, lasers etc.
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ExperimentController The last type of TLC, which is only occasionally involved, is
the ExperimentController. HelioScan can operate in three different run modes:

• Free run: In this run mode, image acquisition runs continuously, usually without
storing data. This mode can be used to locate the right position within the sample
and to adjust or test parameter settings.

• Single sweep: Here, a specified number of scans is performed or images acquired
(corresponding to a single sweep). Acquired data is usually stored to disk.

• Multi-sweep: In this mode, sweep control is handed over to a user-selected Experi-
mentController. The ExperimentController can execute several sweep acquisitions in
a sequential fashion.

Possible multi-sweep scenarios are, for example, when an ExperimentController starts
sweeps at the edge of a transistor-transistor logic (TTL) trigger or in specific time intervals.
It is even possible that the ExperimentController itself specifies the ImagingMode to be
used, thus allowing the implementation of automation scripts in which the Experiment-
Controller performs whole sequences of image acquisitions with different ImagingModes,
configurations or GUI settings (Section 2.2.6).

2.2.2 The main VI

The HelioScan main VI provides the platform on which HelioScan TLCs are instanced at
run-time and on which their GUIs (i.e. their front panels) are loaded into sub-panels that
can be accessed by the user (Figure 2.12 on page 60). In principle, different HelioScan
main programs can be implemented, according to the needs of the users. Currently, only
one main VI exists. Although it serves its purpose well, it should not keep future de-
velopers from creating other main VIs. In the following, I will briefly describe the current
implementation. Its GUI mainly contains the following elements:

• a sub-panel for each TLC component type, into which the GUIs of the respective TLCs
are loaded at run-time;

• buttons to start image acquisition or saving of already acquired data;

• drop-down menus to select the currently mounted microscope objective, the imaging-
Mode and the experimentController to load, as well as the run mode to use;

• a multi-line text field providing a notebook on which HelioScan writes basic para-
meters for each image acquisition during saving, and on which the user can take
additional notes.

The main VI first initialises its own front panel (i.e. populates the drop-down menus
mentioned above) and loads the Stage component. The data determining the details for
this initialisation task is contained in a main configuration file that lists the ImagingModes,
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(a) (b)

Figure 2.12: GUIs of the HelioScan main VI. (a) Before loading, all sub-panels are empty. (b) After
loading, the sub-panels are populated with the GUIs of the individual TLCs.

ExperimentControllers and microscope objectives to be made available to the user, as well
as the Stage component to be loaded. After initialisation, the main VI is responsible for
GUI event handling. The first events to be handled are triggered by the main VI; the
main VI automatically sets the selected drop-down menus to their default values specified
in the main configuration file. As a result, the main VI loads the selected ImagingMode,
ExperimentController and Objective components and sends them to their manager method,
which in turn executes their run method (the main VI directly executes the manager method
of each TLC component type as a subVI). Usually, it is the ImagingMode that, in turn,
loads all the remaining TLCs and sends them to the corresponding manager methods where
their run method will be executed (Figure 2.10 on page 57). It is the run method of each
TLC that eventually loads the respective component GUI into the corresponding sub-panel
of the main VI.

2.2.3 Extensibility

Rather than being a monolithic piece of software, HelioScan provides a framework for im-
plementing software controlling custom-built microscopes. Many application requirements
can already be covered by assembling a running HelioScan application from the available
components by means of suitable configuration alone. If a required functionality cannot
be obtained by configuration, new components can be developed in a straight-forward
fashion, thus assuring that HelioScan can easily be extended to support new technological
developments and future applications. In most cases, only minimal time is required to do
so compared to modifying another, already existing software package or developing com-
pletely new microscopy control software from scratch. Productivity is enhanced due to the
following points.
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Best practices Due to the highly structured framework approach, the developer of new
functionality is well guided during the design and implementation phase. Already existing
components serving as examples, as well as a collection of best practices, further facilitate
a fast and clean implementation of new components.

Component generator A generator program has been implemented, which automatic-
ally creates the basic structure of a new component. The user can specify the base class
from which the component should be derived, whether configuration files or settings files
will be used, and whether the component will contain SCs or a state machine. Using VI
server technology and VI scripting, the generator accordingly creates the LabVIEW project
file with a new component class, adapts the inheritance of the class accordingly, creates
type definitions and method VIs and already fills them with content as far as possible.
Since this automates steps that otherwise would have to be carried out manually, this not
only saves time, but also makes the procedure easier for inexperienced developers.

Scaffolding HelioScan is extensively modularised in horizontal direction in terms of its
subdivision into many components, which means that only a limited piece of software has
to be newly developed to add functionality. In addition, HelioScan is also vertically mod-
ularized: whenever functionality was thought to be useful for more than one component,
it was factored out into separate methods and moved up to a more generic level in the
class hierarchy. When it applied to both SCs and TLCs, it was placed into the Generic-
Component class, the common base class of all components; when it applied only to TLCs, it
was placed into GenericTopLevelComponent. If it applied only to components of a specific
component type, it was placed into the defining base class of that type (e.g. GenericDAQ
if the method was of potential use to all DAQ component classes). In addition, when I
thought that certain functionality would be used only in a fraction, but not all current or
future classes of a certain component type, I introduced intermediate classes, which har-
bour this common functionality and provide it to derived classes. I termed these classes
scaffold classes because they provide scaffold functionality (e.g. a run method including a
state machine), which does not have to be re-implemented in the inheriting child classes.
This means that if a new component class has to be developed, in most cases it can make
use of a lot of functionality inherited from the different levels of parent classes, thereby
drastically minimizing the time the developer needs to implement the component.

Building bricks A couple of common classes and libraries have been implemented that
can be re-used wherever needed in HelioScan, for example to represent images, image
stacks, 3D vectors/boxes, or dynamic XML trees. So-called XControls allow the LabVIEW
developer to implement new user interface controls of arbitrarily complex structure and
underlying logic. Basically, an XControl is a VI with both front panel and block diagram,
which can be embedded on the front panel of actual VIs (as opposed to subVIs, which are
used as modules on another VI’s block diagram). Only recently, we started to use XControls
as part of HelioScan components; however, the productivity increase was immense. For
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example, we implemented the XControl XImage, which provides the functionality to load
and display an image stack, draw, save and load various kinds of ROIs and display the Open
Microscopy Environment (OME) header of the image stack file. An instance of XImage can
simply be drag-and-dropped onto the front panel of the VI that will make use of it. Prior to
having this new building brick available, the underlying functionality had to be replicated
for and tediously integrated into each new VI that required the display of image stacks on
its GUI.

2.2.4 Collaborative efforts

Due to the fact that a HelioScan application assembles at run-time from component classes
based on user-defined configuration files, developers can work independently on their own
component classes without interfering with each other. Each component is organized as
an independent LabVIEW project in its own folder. Since components should be as self-
contained as possible, the developer also can test most of their functionality independent
from the main application.

It is the responsibility of the individual developer to ensure that his components are
in line with adequate programming style and are working properly, both on their own,
and in interaction with other components as part of a HelioScan application. When a
new component is finished and working properly, it can be added to the central version
control system (VCS) repository. Snapshots of the development branch are made available
as software updates to the users on a regular basis. The fact that individual developers
can work on their own component projects and that components are checked into the VCS
repository under central coordination avoids version branching and ensures that only one
central development branch unfolds over time.

At the time of writing this thesis, six developers were working in parallel on implement-
ing special imaging modes or other features (Table 2.2 on page 62).

Table 2.2: HelioScan components currently being developed by different developers.

Functionality currently being implemented Developer(s)

AOD-based random-access scan mode Marcel van ’t Hoff
fiber-scanner mode Roland Krüppel
photo-stimulation mode Marcel van ’t Hoff
trajectory-optimisation for galvanometric mirrors Adrian Negrean
frame-scan using a resonant scanner Andreas Keller, Dominik Langer
3D spiral scan mode for galvanometric mirrors Chetan Nagaraja, Dominik Langer
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2.2.5 File format

Requirements

For storing imaging data, a file format with the following features is desired:

• Metadata storage: It should be able to contain metadata about the image acquisition,
which includes both the configuration and settings values characterising the Helio-
Scan application at the time of image acquisition, as well as experimental parameters.
Optimally, metadata should be stored in a human-readable format.

• Flexibility: The file format should be flexible with regard to bit-depth, resolution,
number of frames and number of channels.

• Compatibility: It should be possible to easily import the files into standard image
processing software used in the microscopy community.

OME-TIFF format

The HelioScan component responsible for file storage is the DataCollection. In principle,
the developer is free to implement a DataCollection in order to save files in any format
he wants. A format or standard complying with the requirements listed in the previous
paragraph is the OME-TIFF file format developed by the OME consortium30 [272, 112]. It
stores image data in multi-page Tagged Image File Format (TIFF) files and metadata in
XML according to a well-defined and extensible schema31 as part of the TIFF file header.

Each HelioScan component class can override the method GenericComponent:provide-
_OME_data. By doing so, it can add specific data to any location in the XML tree of
OME-XML. Since the overriding methods are required to call the method of the base
class, data can be added at any level in the component inheritance hierarchy. Generic-
Component:provide_OME_data, which is eventually called, automatically converts config-
uration and settings data (if present) to XML and adds it as StructuredAnnotations to the
OME-XML:

<?xml version="1.0" encoding=’UTF-8’?>
<OME xmlns="http://www.openmicroscopy.org/Schemas/OME/2009-09"

xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
xsi:schemaLocation="http://www.openmicroscopy.org/Schemas/OME/2009-09/ome.xsd">

[...official OME part...]
<StructuredAnnotations>

<XmlStringAnnotation>
<HelioScan>

<DAQ name="DAQ_MG090622Camera">
<config_data>

<device_name>img0</device_name>
<camera_type>gray scale</camera_type>

30http://www.openmicroscopy.org
31http://www.ome-xml.org
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<connection_type>CameraLink</connection_type>
</config_data>

</DAQ>
[... other \acp{TLC}...]

</HelioScan>
<XmlStringAnnotation>

</StructuredAnnotations>
</OME>

Thus, all configuration and settings parameters provided by the individual components
are stored in the OME-XML metadata and can be accessed by other programs via the
corresponding XPath expression32.

2.2.6 Automation of image acquisition sequences

For experiments in which long-lasting, but well-defined measurement protocols have to
be carried out, it is desirable to automate these protocols. There are two approaches to
achieve this: either with the already mentioned ExperimentController (Section 2.2.1) or
with ActiveX scripting. These two approaches are presented in the following sections.

ExperimentController

In multi-sweep run mode, HelioScan hands over acquisition control to the currently loaded
ExperimentController. Thus, it is possible to implement an ExperimentController that
steers HelioScan in a fully automated fashion according to any thinkable protocol. An ex-
ample is ExperimentControllerDL090130Interval, which performs a defined number of
sweeps in a specified time interval. A sweep is defined by an object of a class derived from
GenericSweep. For example, an instance of SweepDL090926Automation can be arbitrarily
configured to perform a sequence of image acquisitions. Each of these image acquisitions
is defined by the ImagingMode to be used, as well as the configuration and settings files to
be loaded for this ImagingMode. In the simplest case, when the Sweep object is of the type
GenericSweep, ExperimentControllerDL090130Interval just repeats an image acquisi-
tion of the currently selected ImagingMode with its already defined configuration and GUI
settings every n seconds. In a more complex case involving SweepDL090926Automation,
a sweep could consist of several image acquisitions involving different ImagingModes with
different configurations and settings. The sweep protocol could in turn be automatically
repeated every five minutes, for example.

32XPath is a query language to address specific elements in an XML document. In
the example given above, the camera device name can be accessed by the xpath expres-
sion OME/StructuredAnnotations/XmlStringAnnotation/Helioscan/DAQ/config_data/device_name.
For details, see http://www.w3.org/TR/xpath/
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Interfacing to script languages

Script languages are easy to learn and script programs can be executed instantly without
having to be compiled. As a consequence, they are ideally suited for automating often-
used or extensive work sequences of other computer programs. The MPScope microscopy
software package provides the possibility of automating image acquisition procedures using
a script language via the Component Object Model (COM)/ActiveX interface [217, 216].

LabVIEW can act as an ActiveX server, thereby exporting its VIs and base types for
access from other programs running on the same PC. It is possible to access HelioScan VIs
(including component methods) from script languages (e.g. Matlab, Python, Ruby) using
ActiveX and control image acquisition parameters and sequences from such scripts. To
simplify this process, it makes sense to supply each HelioScan component with a wrapper
class written in the script language. When writing an automation script, the user would
not have to deal with low-level ActiveX functions, but can rather just instance the wrapper
classes of the components he wants to manipulate, and call their methods.

As a proof of principle, I started implementing a wrapper class hierarchy in the Ruby
language33. In this attempt, I succeeded in controlling image acquisition with a Ruby
script. The following example performs a frame scan with 200x200 pixels resolution in
free-run mode for a duration of five seconds.
require "./Helioscan.rb"
require "./ImagingModeDL090130Frame.rb"

helio = HelioScan.new # get the HelioScan application instance
imagingMode = helio.imaging_mode # obtain the ImagingMode wrapper

imagingMode.x_resolution = 200
imagingMode.y_resolution = 200
imagingMode.frame_rate = 3 # in Hz
imagingMode.update # transfer the parameters to HelioScan

helio.start # start image acquisition (we are in free-run mode by default)
sleep 5 # wait for 5 sec.
helio.stop # stop image acquisition

However, an unsolved problem was that HelioScan responded to the Ruby commands
only after a delay of a few seconds. This is problematic because neuroscience experiments
require response times in the sub-second range. The problem of delay has to be solved
before ActiveX automation of HelioScan can be used in practice.

2.2.7 Video camera mode

Background

Non-scanning microscopes usually acquire images using a camera. Even laser-scanning
microscopes often use a camera to align the specimen and coarsely navigate to the site of

33http://www.ruby-lang.org
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interest. For in vivo two-photon microscopy, the camera is especially important to acquire
images of the brain surface blood vessels because they provide navigational landmarks. In
two-photon-targeted patching, for example, the camera is used to guide the patch-pipette
to the location where it is intended to enter the tissue [168]. From the software-engineering
perspective, HelioScan as a general-purpose microscopy software framework provides the
environment and base functionality to integrate camera-based image acquisition. From the
user’s perspective, support of a video camera mode is practical because it allows switching
quickly between different modes of image acquisition from within the same environment,
saving to a common file format and using the same metadata and documentation standard.

Hardware architecture

HelioScan accesses a camera via image acquisition interface for LabVIEW (IMAQ), which
is part of LabVIEW’s Vision Development Module. Any camera for which an IMAQ driver
is available can be easily used.

Software architecture

Camera-based imaging modes in HelioScan differ from the laser-scanning-based modes dis-
cussed below; instead of a continuous pixel stream, complete image frames are read in
from the hardware. As a consequence, the DAQ component (DAQ_MG090622Camera) hands
sends an array of Image objects (index: channel) to all registered DAQ observers for each
acquired frame. One could argue that the ImageAssembler component is thus not needed
for camera-based imaging modes and that DataCollection, Display and Analyser compon-
ents could register directly as DAQ observers. However, in the configuration presented
here, we keep the ImageAssembler involved (Figure 2.13 on page 67). Specifically, we use
the component ImageAssemblerMG090623Binning, which performs spatial and temporal
binning on the raw image frames. This means that DAQ_MG090622Camera can acquire
frames at maximum resolution and full speed, while ImageAssemblerMG090623Binning
down-samples resolution and frame rate to the values desired by the user. Due to the tem-
poral averaging during the binning processes, noise levels can be decreased (Figure 2.14 on
page 67).

2.2.8 Intrinsic optical signal (IOS) imaging

Physiological background

The body surface is somatotopically represented in the somatosensory cortex. In humans,
each half of the body surface is represented as a humonculus (lat. for "little man") on the
somatosensory cortex of the contralateral hemisphere [155]. Similar somatosensory repres-
entations are found in rodents, where the whiskers—which serve as an important sensory
organ in these species—are represented in the so-called barrel cortex [226][227]. This so-
matotopical representation allows researchers to study cell-activity population dynamics
inside functional columns [210] into which sensory information can be fed in a controlled
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Figure 2.13: UML object diagram describing the interaction of core TLCs in video camera mode. The DAQ
component hands over Image objects (one per channel and frame) to the ImageAssembler component that
has registered as a DAQ observer. The DataCollection, Display and Analyser components have registered
as ImageAssembler observers and thus receive individual copies of the Image object arrays spatially and
temporally binned by the ImageAssembler component. The user enters acquisition parameters on the GUI
of the ImagingMode. These values are handed over to the DAQ, ImageAssembler and DataCollection
components by specific adapter components (A, B and C). Abbreviations: A, AdapterDL091214Imaging-
ModeToDAQ; B, AdapterMG090625ImagingModeToImageAssembler; C, AdapterMG090709ImagingModeTo-
DataCollection

(a) (b)

Figure 2.14: Noise-reduction by ImageAssemblerMG090623Binning. (a) Temporal binning: the frame
rate is down-sampled to a lower, specified frame rate by averaging all frames within a period. (b) Spatial
binning: the resolution of a frame is down-sampled to a lower, specified resolution by averaging pixels that
converge onto a new pixel.

fashion by stimulating the corresponding sensory organ (e.g. a specific whisker) [220]. In
order to target both the injection of fluorescent dyes and subsequent two-photon imaging
to the cortical representation of a specific sensory system, a method is required that allows
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one to localise such a representation with minimal invasion, high spatial resolution and
within a reasonable time.

Imaging of the IOS is such a method. It can be employed through either a previously
thinned skull (in young mice even through the intact skull) or after having performed a
craniotomy, and it does not rely on dye application. Using IOS, the cortical representation
of a sensory part of body surface can be localised within approximately ten minutes [26,
118, 97]. For example, the centre of a barrel column can be determined with a precision
of roughly 100 µm.

The IOS refers to changes in light reflectance caused by local neural activity. Underlying
these signals are activity-dependent changes in the optical properties (absorbance and
scattering) of neural tissue. The mechanism with the strongest effect is based on the
blood oxygenation level, which is shifted towards deoxy-hemoglobin during increased neural
activity. Different absorption properties of oxy- and deoxy-hemoglobin lead to an intensity
change of the reflected light. Reduced blood-oxygenation triggers an increase in local blood
flow by vasodilation of capillaries, which in turn also affects light absorption [118, 97].
Other components of the intrinsic signal, although weaker, are attributed to modified light
scattering due to changes in the ionic concentrations of extracellular fluid at higher AP
firing rates [54].

Hardware architecture

The intrinsic optical signal is a very weak signal; during increased neural activity, the
back-reflected light changes in the range of 1h. For this reason, a camera with high bit
depth per pixel is required. We decided on using the 3960DCL camera from Toshiba Teli
Corporation, which provides a resolution of 12 bit per pixel (i.e. 4096 grey levels per pixel)
and can be accessed from LabVIEW via a camera link card from NI.

We first built a stand-alone set-up exclusively designed for IOS imaging (Figure 2.15 on
page 69). It consists of a Nikon microscope pinion to which we attached a custom-built
holder carrying a macroscope built from two camera objectives facing each other’s front
lens. On the top side, the Teli camera was attached, while at the bottom of the assembly a
ring with both green and red LEDs was mounted. A stable and adjustable power supply was
built to power the LEDs, with the possibility to switch between green and red illumination
[129].

Then, we decided to integrate an IOS imaging system into our two-photon microscopes.
For this purpose, an LED ring was designed and built that can be attached to standard
microscope objectives (Figure 2.16 on page 69) [129]. The same optical path as for the
video camera mode was used to acquire images (Figure 2.16a on page 69).

Software architecture

Prior to the development of HelioScan, I implemented a stand-alone IOS imaging software
using LabVIEW. In retrospect, it suffers from the already described problems (Section
2.1.1): i) bad coding style and no documentation, ii) therefore low extensibility and adapt-
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(a) (b)

Figure 2.15: Stand-alone IOS imaging set-up.
(a) Assembly of camera, macroscope and LED
ring. (b) The complete imaging system with a
rat (bottom middle), a piezo stimulator (bot-
tom right) and the power-supply for the LED
ring (right).

(a) (b)

Figure 2.16: IOS imaging system integrated into a two-photon microscope. (a) For IOS imaging, the
dichroic mirror used to guide the fluorescence light into the detector system during two-photon microscopy
has to be removed whereas the mirror guiding the IOS image into the camera is blocking the laser beam
path. The LED ring is mounted directly onto the microscope objective. (b) The LED ring attached to the
microscope (upper picture), and alone (lower left) and mounted to a 4x objective (lower right).

ability, and iii) forking in order to support different hardware or functional requirements.
Nevertheless, the software is currently still in nearly daily use by several researchers at our
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laboratory due to its simple use and robustness, as well as for historical reasons.
Given the general architecture of HelioScan, I decided to integrate the functionality

required for IOS imaging. Most top-level components already existed because they had been
implemented for other imaging modes; only a new DataCollection and a new ImagingMode
component had to be implemented: DataCollectionMG091001IntrinsicImaging. This
DataCollection receives images that have previously been spatially and temporally binned
by ImageAssemblerMG090623Binning (Figure 2.17 on page 70).

Figure 2.17: UML object diagram of the HelioScan top-level components during IOS imaging. Abbre-
viations: A, AdapterDL091214ImagingModeToDAQ; B, AdapterMG090625ImagingModeToImageAssembler;
C, AdapterMG090709ImagingModeToDataCollection

Measurement protocol and results

An individual measurement (sweep) consists of the three image acquisition phases A, B
and C, each with the same duration (Figure 2.18 on page 71). Only phase C is acquired
with simultaneous sensory stimulation of the animal. For each time-point relative to the
start of a phase, an image with the relative difference between B and C, and C and B,
respectively, is calculated. Since both phase A and B are without sensory stimulation,
the relative difference of A and B correspond to a control measurement, while the relative
difference of B and C carries the actual IOS. The IOS is very weak; in order to achieve an
acceptable signal-to-noise ratio, signal averaging is important. Therefore, measurements
are usually repeated several times (using an appropriate ExperimentController component)
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Figure 2.18: Single sweep for IOS ima-
ging. Sweeps are repeated during an
experiment in order to collect enough
data for signal averaging.

and averaged (Figure 2.18 on page 71). For example, in order to localise the representations
of individual whiskers in the mouse barrel cortex, I converged on the following protocol.
Individual phases of a sweep had a duration of 5 s, while 15 of such sweeps were performed
in a 35 s interval.

Figure 2.19: Different kinds of signal averaging that can be performed after an experiment of IOS imaging.
Acquired images can be averaged independently for either a single measurement (sweep) yielding an average
over the time-course of the IOS. These average images can in turn be averaged over several sweeps, leading
to a better signal-to-noise ratio. If one is interested in the time-course of the signal, one can also average
over several sweeps for each single time point.
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(a) (b) (c) (d)

Figure 2.20: IOS imaging in the mouse barrel cortex. (a) Static IOS signal of a C1 whisker. (b) Same
experiment as in (b), showing the position of four cortical whisker representations determined with IOS
imaging. (c) The positions shown in (b) overlaid on a COX staining of the cortical tissue. The results
obtained with the two methods are in very good accord. (d) Time-course of the IOS obtained in a separated
experiment. Here, the stimulus was applied for only two seconds (indicated in grey).

2.2.9 Frame scan mode with galvanometric mirrors
Background In normal frame scan mode, the specimen is sampled by the laser focal
point line-wise in a horizontal plane. If, in addition to the x/y scan mirrors, a fast z-
focusing device is used, the imaging plane can also be tilted (so-called arbitrary plane
imaging [105]), thereby allowing the user to image oblique or vertical structures in the
specimen. With a motorised stage or a z-focusing device, it is also possible to acquire
image stacks by repeatedly moving the laser focal point in constant steps along the z-axis
between frames.

Hardware architecture PMT signals were digitised by a custom-built ADC and in-
tegrated during the duration of a pixel using an FPGA module from NI controlled by a
LabVIEW VI (see Materials and Methods, Section A.1.3, for details). Pixel data was con-
tinuously transferred to the host personal computer (PC), where all channels were read
out simultaneously and processed by HelioScan. The FPGA module also created a clock
signal driving the generation of command signals controlling the galvanometric mirrors, a
piezo-based z-scan device and the pockels cell for laser beam intensity adjustment.

Software architecture The scanner command signals were calculated in the Trajectory
component TrajectoryDL090201Frame_Scan based on parameters specified by the user
via the GUI of the ImagingMode component ImagingModeDL090130Frame. They are then
written to a digital-to-analog converter (DAC) card from NI by the ScanHead component
ScanHeadDL090202. This ScanHead component allows the modification the trajectory
coordinates in real-time to provide functionality such as zooming, rotation and tilting.

Results This imaging mode was used to acquire all of the two-photon calcium imaging
data as well as the anatomical image stacks presented in Chapter 3, such that no further
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time-resolved and 3D stack data is presented here. Rather, the reader is referred to Figure
2.21 on page 73, which shows four different angle combinations for arbitrary plane imaging
including both acquired three-channel fluorescence images and the underlying command
signals used to drive the x, y and z scanners.

(a) φ = 0◦, θ = 0◦ (b) φ = 45◦, θ = 0◦ (c) φ = 45◦, θ = 30◦ (d) φ = 45◦, θ = 90◦

Figure 2.21: Galvanometric scan mirrors: arbitrary plane imaging of a fluorescently stained pollen grain.
Command signals used for controlling the x, y and z scanners over a whole frame (512 lines) are shown in
the bottom row. Insets (middle row) show a magnified version of the command signals for ten lines. (a)
Horizontal frame scan. (b) Horizontal frame scan, rotated 45◦ around the z axis. (c) The imaging plane
tilted by 30◦ around the relative x axis shown as dashed line in (b). (d) The imaging plane vertically
oriented. The dashed line indicates the position of the horizontal imaging plane in (a).
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2.3 Discussion

2.3.1 Summary

In this chapter, I presented HelioScan as a software framework for microscopy control
applications. The framework solves some major problems observed with previous cus-
tom microscopy software used in the academic environment. In particular, it copes with
hardware and functional diversity by assembling at run-time from individual software com-
ponents. The high combinatorial flexibility is complemented by easy extensibility; due to a
highly structured approach, new software components can be rather quickly implemented.
In combination with the well-documented framework classes, the structured approach facil-
itates understandability of existing and newly implemented source code. High modularity
further allows multiple developers to work in parallel on extending HelioScan functionality.
I demonstrated the applicability of this approach by implementing different imaging modes
based on different image acquisition modalities. At peak times, up to four developers were
independently working on individual components in parallel, proving that a collaborative
effort is possible without version branching.

2.3.2 Technical issues

LabVIEW instabilities

The LabVIEW IDE itself is a highly complex piece of software. Especially new releases of
the LabVIEW core or of add-on modules can still contain serious software bugs. In the
HelioScan project, some of the most recent LabVIEW technology was used—often as soon
as it was released by NI—due to the advantages promised and expected. Particularly the
combination of such new technologies revealed underlying software bugs. Most likely, such
combinations had not been tested extensively enough by NI before release of the respective
LabVIEW versions. Software bugs in a given LabVIEW version could usually be overcome
by patches eventually provided by NI or by subsequent releases of LabVIEW. Nevertheless,
in total, several months of full-time work were lost for debugging34, communicating with
NI engineers and finding work-arounds35. Examples of the problems that were encountered
are:

• In the first version of the LabVIEW statechart module, state editing was extremely
slow when HelioScan component classes were used in the state code36. Later, Lab-
VIEW even crashed when closing states containing HelioScan classes after editing37.

34For many bugs it was initially not clear whether a problem occurring was due to a flaw in HelioScan
or in the underlying LabVIEW itself.

35Usually by a trial-and-error approach or simply re-programming the affected part of the source code.
36http://tiny.cc/statechartEditingSlow
37http://tiny.cc/statechartCrashes
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• During the first months of the HelioScan project, all component classes were part of
the same LabVIEW project. As the project grew larger, it became more and more
unstable. Crashes of the LabVIEW IDE occurred frequently during programming.
This was the original reason to create an individual LabVIEW project for every
HelioScan component. This not only rendered LabVIEW behaviour more stable, but
also allowed multiple programmers to work independently on different components
(Section 2.2.4).

• Certain run-time errors occurred that could not be attributed to flaws in the He-
lioScan source code and that could only by solved by re-implementing part of the
source code38 or explicit mass compiling, respectively39.

• LabVIEW crashed either when loading or editing certain files or when HelioScan was
executed40.

• With earlier versions of the LabVIEW FPGA module, dynamic FPGA VI references led
to strange behaviour in conjunction with FPGA VI containing strict type definitions41.
In addition, FPGA VI references lost their type definition binding when HelioScan was
installed on other setup PCs42.

• Seriously reduced performance of image acquisition with HelioScan was observed
under certain conditions, without obvious explanation43.

In conclusion, one has to be aware that when introducing new LabVIEW technology into
HelioScan, problems may arise. They may even show up with a delay or be detectable only
when using particular HelioScan component combinations or on specific PC models. In
the future, it might make sense to wait for the second release of a new LabVIEW version
or add-on before making use of it because it usually already includes some bug fixes. An
additional possibility would be to upgrade LabVIEW on a separate Subversion branch and
merge with the trunk when all emerged problems have been solved.

Hardware-related problems

Various hardware-related problems were encountered. In most cases, they were related
to upgrading driver software, installing HelioScan on a new PC model or re-inserting PXI
modules that had be temporarily removed from the PXI chassis. Examples of such problems
encountered include:

38http://tiny.cc/DAQmxInvokeNode
39http://tiny.cc/dynamicDispathBug
40http://tiny.cc/LVCrash1

http://tiny.cc/LVCrash2
41http://tiny.cc/FPGARefBroken
42http://tiny.cc/FPGATypeDefLost
43http://tiny.cc/LVSystemSubpanelSlow
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• Certain NI hardware permanently stopped working properly, but was still functioning
when tested on another setup PC44.

• NI hardware stopped working temporarily until the system was rebooted45.

• A previously properly working NI device permanently stopped working on all tested
PCs46.

• A newly delivered NI device did not work on one PC, but it did properly work on
another PC47.

• The NI hardware administration tool Measurement & Automation Explorer (MAX)
repeatedly corrupted its own database after start-up48.

All these problems could finally be resolved by either re-installing NI software, upgrading
drivers, installing bug-fixing patches released by NI, updating the BIOS of the setup PC or
sending affected devices back to NI for repair. However, as with the LabVIEW instabilities
mentioned above, weeks of work had to be invested in total to track down the actual sources
of the problems and find appropriate solutions. When the setup affected could not be used
to perform biological experiments while the problem was being solved, a further loss in
productivity resulted. In cases where the setup was shared by several investigators—which
was usually the case—multiple research projects could be blocked. I therefore suggest to
always create a backup image of the system disk before installing new NI hardware or
software (especially device drivers).

Upgrading the HelioScan release

A few problems occurred when users updated from an older HelioScan release to a newer
one. Here, they are discussed together with suggested solution approaches.

New software bugs Developers can unwillingly introduce new software bugs when
modifying source code with the intent to improve or extend HelioScan49. These bugs may
range from simply broken VIs to complex hardware-dependent timing problems emerging
only for certain component combinations under certain specific conditions. A HelioScan
distribution consists of many different components, a particular HelioScan application can

44http://tiny.cc/DAQcardNotSelectable
http://tiny.cc/FPGAFifoError
http://tiny.cc/DAQmxCardNotRecognised

45http://tiny.cc/FPGADiagramReset
46http://tiny.cc/DAQmxCardBroken
47http://tiny.cc/FlexRIOBIOS
48http://tiny.cc/MAXCorrupted
49This was especially the case with design changes performed from time to time at the framework level in

order to improve simplicity, performance or flexibility. The consequences of such changes often sent ripples
through the whole HelioScan class hierarchy. All potentially affected components had to be manually
checked and adapted if necessary.
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assemble from even more potential combinations of such components and a user can in-
teract with it in countless different ways. As a consequence, it is virtually impossible to
manually test every possible scenario before creating a new release. In order to minimise
the occurrence of the first two type of bugs mentioned, I recommend to use the LabVIEW
Unit Test Framework (see Section 2.1.3) in the future [89, 259]. Unit tests could be ex-
ecuted before each commit or even in regular time intervals on a dedicated test server.
They would identify VIs that are broken or otherwise not correctly operating. Regarding
software bugs that only emerge in a running HelioScan application, a shorter and tighter
feedback cycle between users and developers is required. Users should be taught to properly
use the existing issue tracking system by reporting bugs immediately and with a precise
description of the circumstances under which they occurred.

Installing a new LabVIEW version For some release upgrades, a newer LabVIEW
version must be installed (indicated by an increase of the left-most part of the release num-
ber, see Figure 2.22 on page 78). In the past, the procedure of installing newer versions
of LabVIEW modules or NI device drivers in some cases caused problems with other Lab-
VIEW programmes or installed hardware. As in the previous paragraph (Section 2.3.2)
I recommend to always create a system disk backup image before upgrading NI software.
Alternatively, a new hard disk with a fresh Windows installation (quickly created by copy-
ing a previously prepared disk image) is used to install the new LabVIEW environment.
When the new HelioScan release as well as all peripheral devices and other installed pro-
grams are working properly, the new hard disk can be permanently used. In the case of
unresolved problems, the original hard disk can still be temporarily connected in order to
use the microscope for biological measurements.

Incompatibility of configuration or settings files Many HelioScan components re-
quire configuration or settings files to work properly (Section 2.2.1). When advancing the
functionality of components, developers sometimes decide to change the configuration files.
Currently, existing configuration files of affected components50 have to be either deleted
and re-created from scratch or manually modified when up-grading or down-grading an
installed HelioScan version. However, this procedure is not only cumbersome, but also
error-prone. For example, developers might forget to properly communicate the change to
the user, the user might simply oversee the information or be confused by the description
of the steps to be undertaken. As a solution, I recommend the maintenance of migra-
tion files for each component that requires configuration or settings files. These migration
files would keep track of all structure modifications that took place for the corresponding
configuration/settings files between different HelioScan revisions (i.e. on a finer-grained
level than releases) in a machine-readable fashion. Components would contain a migrate
method that reads in the migration file and automatically performs all necessary modific-
ations to existing configuration or settings files. The user would only get involved if the

50These components are usually mentioned in the blog entry accompanying a new HelioScan release, see
http://www.helioscan.org.
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Figure 2.22: HelioScan version updates. The
subversion trunk tracks the continuous further
development of HelioScan including all compon-
ents. At specific versions, the core development
team decides to create a public release, which ba-
sically corresponds to a snapshot of the trunk at a
specific moment (i.e. it corresponds to a specific
revision of the trunk). Each release obtains a re-
lease number consisting of three parts. A change
of the first part indicates that an upgrade of the
LabVIEW version is required, whereas a change
of the second part indicates that the structure of
configuration or settings files has changed.

migrate method determines that missing information has to be filled in.

Further development

Further development of HelioScan as a collaborative effort faces the following problems.

Complexity Due to the fact that flexibility always has been the most important design
goal, HelioScan features a rather high complexity that can be daunting to people used to
monolithic software or not familiar with OOP.

A new developer can familiarise himself with the HelioScan principles either in a top-
down or bottom-up approach. My recommendation is to start bottom-up by implementing
a simple new subcomponent (optimally without using the HelioScan component generator
mentioned in Section 2.2.3). To do so, no knowledge about interacting TLCs is required
and the developer can familiarise himself with the basic features of a HelioScan component
step by step. In a next phase, the new developer can start to understand a HelioScan
application in a top-down approach. He has to familiarise himself on an abstract level with
the purpose of the individual TLCs component types and their way of interacting. After
that, he can start to dive down into the specific class hierarchy of the component type
he is interested in. In general, it is important to take note of the fact that the HelioScan
framework structure may be complex, but that there is structure and it follows a very
limited number of rules. Once a developer has understood these rules, the framework
structure will work in his favour.

Documentation At the time of writing this thesis, a complete documentation of all
existing HelioScan component classes was still missing. Such a documentation both for
the perspective of the developer and for that of the user will have to be created during the
coming months.



2.3. DISCUSSION 79

• For developers, the documentation of a component class should describe its purpose,
specify the base class from which it inherits, list the triggers it responds to including
the corresponding reaction (in the case of TLCs), as well as briefly describe the most
important methods (if this information is not already available in the base class).
Interface-defining component classes should precisely outline their interface contract.

• For users, information about how the component can be configured and used should
be given.

Just like the components themselves, the documentation should be locally managed (i.e.
not as a central file that holds all the documentation for the whole HelioScan). A possibility
would be to maintain an individual PDF file per class that is stored in the corresponding
component project folder and is maintained by the responsible developer. However, I
would recommend that documentation should be provided online, optimally via the already
existing wiki51. In that case, each component would have its own wiki page that could
be maintained by more than one person (but with the component lead developer as a
responsible). The wiki page would allow comments and discussions by both developers
and user (e.g. questions and answers, problems encountered etc.). It would also allow the
integration of hyperlinks pointing to the wiki pages of other components or the explanation
of procedures by means of embedded webcast videos.

Man power Having enough qualified and committed man power is clearly a key criterion
determining whether HelioScan will prosper or disintegrate. For HelioScan to stay a project
that is continuously perpetuated rather than splitting up into several poorly maintained
programs (see Section 2.1.1), it is of tremendous importance that it does not depend on a
single person, but rather that a team of several experienced developers familiar with the
HelioScan framework form a core team. This core team would be responsible for further
development at the framework level, the coordination of bug fixing, testing, creation of
releases and documentation. HelioScan core team members should be enthusiastic about
the HelioScan project (i.e. not only see it as a means but also as an end), dedicate a major
fraction of their work-time on it, possess an engineering mentality and quality awareness,
and have strong skills in structured programming and significant theoretical knowledge in
software engineering.

Usability

In the introduction of this chapter, usability was mentioned as one of the key require-
ments for HelioScan (Section 2.1.1). Here I want to discuss two usability-related issues of
HelioScan that can still be improved.

Configuration HelioScan is not a ready-made software that can be started right after
downloading. Rather, a combination of components has to be configured to assemble an ap-

51http://www.helioscan.org
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plication suiting the user’s needs. This configuration process can be difficult for newcomers
as it includes many individual steps. Specifically, the process has to occur bottom-up: all
subcomponents of a superordinate component have to be configured before the latter can
be configured itself. A configuration wizard simplifies this process significantly, especially
for the inexperienced user. However, all of the configuration data still has to be entered
manually even though a significant part of it is the same in most applications. In order
to further simplify this process, it would make sense to provide template configuration
files—either individually for each component or as complete collections covering several
components and targeting a specific application. The configuration wizard would still be
executed, but many of the configuration data would already be filled in and the user just
has to verify and complete it.

Speed Speed has a major impact on the usability of a data acquisition software. If the
sampling rates required for a measurement cannot be handled by the software, effectiveness
is affected. If the software reacts slowly to user inputs or needs a lot of time for central
operations like start-up, saving or loading files, user satisfaction is affected. Even on the
contemporary computer hardware used to run HelioScan, such speed problems still exist.
The architecture of HelioScan has been designed with the major goal of combinatorial
flexibility and easy extensibility. Some of the design choices made with these goals in
mind cause a significant overhead that decreases speed. However, it can be expected
that despite of this trade-off, speed optimisations are still possible without significantly
decreasing flexibility and extensibility. Especially when it comes to the speed of processing
acquired data, gains are expected from identifying and tackling the major bottlenecks52.
Further approaches to deal with speed problems are discussed in the outlook section below
(Section 2.3.3).

2.3.3 Outlook

Using the new FlexRIO system

Due to the architecture of HelioScan based on the different TLCs running in parallel, a Helio-
Scan application can make use of the multi-core architecture of current CPUs. In addition,
for applications employing an FPGA module, some computation can be outsourced from
the setup PC. An overflow of the FPGA-to-PC transfer buffer has been encountered with the
PXI FPGA module we used (PXI-7813R), especially when acquiring at high sampling rates.
I think that in the future this problem can be overcome by using one of the new FlexRIO
systems from NI53. In a FlexRIO pilot system we implemented recently, the FPGA mod-
ule harbours 512MB of random-access memory (RAM), which is enough to store several
high-resolution images. Hence, it will be possible to perform the image assembly process

52The LabVIEW VI Analyzer is expected to be a powerful tool in the search for bottlenecks and the
most time-consuming VIs.

53A FlexRIO system is a combination of a special FPGA module and an adapter module that can be
flexibly chosen to perform on-board analogue or digital data acquisition.



2.3. DISCUSSION 81

directly on the FPGA. Due to the higher number of direct memory access (DMA) channels
provided by PXI express (PXIe) systems, it is also not necessary anymore to perform mul-
tiplexing for multi-channel acquisition. Rather, up to 16 target-to-host FIFO buffers can
transfer data simultaneously to the setup PC. In the case of limited computational power
of a single FPGA module, the FlexRIO generation of FPGA modules allows peer-to-peer
data streaming from one module to another54. A further advantage of the new FlexRIO
FPGA modules is their external clock input, which could allow the digitising process to be
clocked by the pulsed laser used in 2PM. This would ensure a constant number of laser
pulses per pixel, thus eliminating a noise source present in the current system.

The FPGA module is well-suited for outsourcing simple computation close to I/O pro-
cesses. More complex algorithms will still be performed on the setup PC itself. An addi-
tional aspect not to be neglected is that the key feature of HelioScan is its combinatorial
flexibility. While the PC-hosted part of HelioScan dynamically assembles at run-time from
individual components, an FPGA VI has to be compiled before run-time. As a consequence,
for each distinct combination of functionalities that is required by a user, a correspond-
ing FPGA VI would have to be programmed in advance. Combinatorial flexibility could
be realised by combining several FPGA modules, each downloading at run-time a certain
FPGA VI and acting in principle like a hardware-based TLC. However, this approach would
be rather expensive at current FPGA prices55.

Distributed computing and distributed experiments

Apart from the above-mentioned outsourcing of certain simple but highly repetitive com-
putation to an FPGA module, a HelioScan application runs on a single computer. For
several reasons one can argue that the HelioScan component architecture should be exten-
ded so it becomes possible to run a single HelioScan application instance in a distributed
fashion on several computers simultaneously:

• Certain applications may bring about a computational load that cannot be handled
by a single computer alone or is impractical to outsource to an FPGA. Examples
include advanced on-line analysis or visualisation schemes. Currently, each TLC com-
ponent type is present as only one instance in a HelioScan application. For future
applications such as multi-area imaging, it might be necessary that certain TLC com-
ponent types are present in several instances simultaneously (e.g. multiple ScanHead
instances controlling different trajectories at the same time), which might in turn
exceed the capabilities of a single computer.

• Scenarios would become possible where an experiment is performed by several re-
searchers in a truly collaborative approach. While the space available close to the
microscope may be limited and not allow more than one or two persons being present,
an unlimited number of researchers could plug into the HelioScan application with

54http://tiny.cc/ptpStreaming
55Currently, an NI PXIe-7962R module is available for an off-the-shelf price of roughly 7000 CHF if

academic or original equipment manufacturer (OEM) discount is not taken into account.



82 CHAPTER 2. HELIOSCAN

their own computers. Given enough network bandwidth, they would not even have
to be physically present at the same institute. Given that in vivo 2PM is currently
only performed in rich countries due to the expensive equipment required, this could
in principle allow scientists lacking the money for an own 2PM setup to take part in
collaborations.

• Users might want to connect to third-party software or to their own data processing
routines written in programming languages other than LabVIEW. Also in this case,
these other programs might run on a separate computer for performance reasons.

In the envisioned scenario, a computer can execute a HelioScan application implement-
ing one or several data processing pipelines according to the observer principle outlined in
Section 2.2.1, but with the novelty that data sources and sinks do not necessarily have to
run on the same computer (compare to [263]). This would for example allow to perform
high-speed data acquisition (by a DAQ component instance) and streaming of raw-data
to disk (by a dedicated DataCollection instance) on one computer, while images are as-
sembled (by an ImageAssembler instance), displayed (by a Display instance) and stored
(by an instance of a different DataCollection component) on a second computer. While
one person is performing the experiment on-site using these two PCs, another researcher
located in another country and dedicated to on-line analysis sits in front of a third PC on
which HelioScan is running with a DataCollection, a Display and several different Analyser
instances that have registered as remote observers (clients) at the host ImageAssembler
instance running on the setup PC.

Workflow improvements

In addition to realising these on-line data processing pipelines, the off-line approach based
on copying and processing image files should also be advanced to allow a smoother workflow,
better reproducibility of the performed data processing steps and easier interaction between
collaborators. For this purpose, a DataCollection component could be implemented that
interfaces directly to an microscopy image database, such as the OMERO platform [206]
developed by the Open Microscopy Environment (OME) consortium56. Along this line,
it would also make sense to extend the OME-XML by a StructuredAnnotations schema
dedicated to in vivo brain imaging in order to store metadata describing the experiment
parameters and subsequent off-line analysis steps.

2.3.4 Conclusion
During the next couple of months, the primary goal should be to tackle the problems
discussed in Section 2.3.2 with a special focus on usability. Furthermore, I recommend the
active promotion of HelioScan in the in vivo 2PM community in order to increase the level
of awareness of its existence and strengths.

56http://www.openmicroscopy.org
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In addition, basic HelioScan features should be advanced as suggested in this outlook
section. Even if a first distributed experiment is performed merely as a proof of principle,
it could allow new levels of collaboration that so far have only been known to very few
scientific disciplines such as astronomy or particle physics [58]—but not neuroscience.
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2.4 Contributions
Camera-based imaging mode I designed all required HelioScan components. Imple-
mentation was performed together with Maurice Göldi.

IOS imaging mode I designed the architecture for the stand-alone IOS imaging set-up
together with Helge Johannssen, Fritjof Helmchen and Stefan Giger. All electronics were
designed and built by Hansjörg Kasper, whereas mechanical components were built by
Stefan Giger. The LED ring for the second generation of the IOS imaging system was
designed by Hansjörg Kasper, who built it with Stefan Giger. The original stand-alone IOS
imaging software I programmed with minor contributions from Werner Göbel. I designed
all required HelioScan components, whereas implementation was performed together with
Maurice Göldi. I modified a stimulation and image acquisition protocol kindly provided
by Carl Petersen.

Component generator The HelioScan component generator was implemented together
with Markus Ruchty.



3 Post hoc immunohistochemistry

The brain is a tissue. It is a complicated, intricately woven tissue, like nothing
else we know of in the universe, but it is composed of cells, as any tissue is.
They are, to be sure, highly specialized cells, but they function according to
the laws that govern any other cells. Their electrical and chemical signals can
be detected, recorded and interpreted and their chemicals can be identified; the
connections that constitute the brain’s woven feltwork can be mapped. In short,
the brain can be studied, just as the kidney can.

David H. Hubel

3.1 Introduction
Cortical information processing relies on the intricate balance of excitation and inhibition
in neocortical networks [126], with inhibition playing a crucial role not only for the control
of excitatory signal flow but also for synchronisation of neural activity and the generation
of rhythmic oscillations [5, 298]. Inhibition in the neocortex is provided by GABAergic
interneurons, which constitute around 10 to 20 % of cortical cells and exhibit a remarkable
diversity in terms of their morphological characteristics (in particular axonal targeting
patterns), electrophysiological properties and molecular composition [192, 261, 35, 79, 94].
Based on these features, many subtypes of GABAergic interneurons have been defined;
however, no consensus on a full catalogue of distinct classes has been reached [13, 94].
In addition, little information is available on the in vivo activation patterns of particular
subtypes, especially during specific behaviours. This lack of information is due to the fact
that GABAergic interneurons are sparsely distributed within cortical microcircuits, which
makes it difficult to identify and target these cells in vivo.

Direct studies of behaviour-related membrane potential dynamics in specific GABAergic
subtypes have become possible only recently with the availability of mice expressing fluor-
escent proteins in genetically-defined neuronal subtypes [221, 198, 275] and with the em-
ployment of whole-cell or cell-attached recordings guided to target cells using two-photon
laser-scanning microscopy (2PM) [168]. These studies highlighted the functional diversity
of the GABAergic population [109, 61, 185]. In addition to electrophysiological recordings,
in vivo two-photon calcium imaging enables activity measurements in neocortical popula-
tions (reviewed in [131, 115, 296]). To distinguish excitatory and inhibitory interneurons, a
small number of studies have applied bulk-loading of synthetic calcium indicators to trans-
genic mice in which all GABAergic neurons express a fluorescent protein [275], revealing
for example differences in orientation tuning in visual cortex [260, 162]. Further discrim-
ination of GABAergic subtypes is desirable, and, in principle, can be achieved with two

85
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methods. First, in vivo calcium imaging can be performed in mice expressing a fluorescent
protein in a particular subset of GABAergic neurons. This promising approach has been
taken up only very recently [244, 317]. Second, various subtypes of GABAergic neurons
may be discriminated post mortem by means of IHC. For that purpose, cells previously
imaged in vivo have to be identified in fixed brain slices treated with antibodies against
specific chemical markers. Recently, the feasibility of such post hoc IHC for discriminating
GABAergic subtypes has been demonstrated in a few studies [296, 220, 162]. However, this
approach is just emerging and experimental procedures are not yet satisfactorily estab-
lished. Therefore, advancing the combination of in vivo calcium imaging and post hoc IHC
is an important direction for further dissection of neocortical population activity into its
different cellular components.

Here, I present post hoc IHC as a valuable method to identify GABAergic subtypes in
cortical networks, from which calcium indicator measurements have been performed pre-
viously in the living animal. I evaluate the method in terms of post hoc cell identification
yield, different antibody stains against calcium-binding proteins and its applicability to
tissue labelled with either synthetic or genetically-encoded calcium indicators. I demon-
strate spontaneous calcium transients in interneurons of identified subtype. Combining in
vivo calcium imaging with post hoc IHC opens numerous opportunities for investigating
specific activity patterns within local neural circuits.
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3.2 Results

3.2.1 Discrimination of excitatory neurons, GABAergic cells and
astrocytes in vivo

Triple-labelling in vivo

To broadly discriminate between excitatory and GABAergic neurons, I first employed in vivo
two-photon imaging in GAD67-GFP transgenic mice [275], in which GABAergic interneurons
express enhanced green fluorescent protein (here simply referred to as GFP). Astrocytes
were counterstained by brief application of SR101 to the cortical surface [219]. In addition,
cells were unspecifically loaded with the calcium indicator OGB-1 by MCBL (Section 1.4.2;
[266]). Using a single excitation wavelength (850 nm), SR101-labelled astrocytes were read-
ily identified in the red detection channel, while both OGB-1 and GFP were visible in the
blue and the green channel with the optical settings chosen (see Figure A.4a on page 176
for details about the detector system and Figure 3.1a on page 87 for details about chan-
nel bleed-through). Despite this cross-talk, GFP-positive cells could be unambiguously

(a) (b)

Figure 3.1: Emission and excitation of in vivo triple-labelling fluorophores. (a). Separate imaging of the
three in vivo fluorophores (GFP, OGB-1 and SR101) in three independent experiments with excitation at
850nm (detector scheme A1 in Figure A.4 on page 176). From [175]. Scale bars: 50 µm. GFP-positive cells
(top row) in GAD67-GFP mice were identified by their strong contribution to the blue channel (450-500 nm)
but they are also visible in the green channel (500-590nm). The OGB-1 signal (middle) is strongest in the
green channel but also partially bleeds through in the blue channel. SR101-stained astrocytes (bottom)
are detected in the green and red channel but are the only cells visible in the red channel (590-650nm).
(b) Two-photon excitation spectra of GFP and OGB-1. The measured emission values were compensated
for changes in output laser power. Note that due to wavelength-dependent transmission efficiency of the
lenses in the microscope, this might not necessarily correspond to constant excitation power at the sample.

identified in triple-labelled populations based on the ratio of fluorescence in the blue and
green channel (Figure 3.2b on page 88). In a control experiment, I counted GFP-positive
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(a) (b)

Figure 3.2: Discrimination of GABAergic and non-GABAergic cells in vivo. (a) These two diagrams show
150 cells (50 astrocytes in red, 50 non-GABAergic neurons and 50 GABAergic neurons). Left: red channel
intensity plotted versus green channel intensity; right: blue channel intensity versus green channel intensity.
Note that the flat distribution of astrocytes in the left diagram is due to saturation of the red channel’s
ADC. (b) This diagram shows the same cells as in (a), but now with the channel intensity ratio blue:green
plotted versus the channel intensity ratio red:green. Here, each cell group forms a distinct cluster, which
is either horizontally or vertically clearly separate from the other two clusters.

cells before and after MCBL of OGB-1 and found that 100% of GFP-positive cells (63 of 63
cells) could be identified. Thus, this triple-labelling approach enabled discrimination of
astrocytes, GABAergic cells and excitatory neurons in vivo (Figure 3.3a on page 89).

In vivo two-photon calcium imaging

In all three cell types, spontaneous calcium transients could be observed (Figure 3.3b on
page 89). Astrocytes showed slow fluctuations of the OGB-1 fluorescence traces consistent
with previous reports [137, 297, 219]. In identified excitatory neurons, individual and com-
pound calcium transients were evident with sharp onsets, 10% to 50% ∆F/F0 amplitude
and slow exponential decays over a few hundred milliseconds (Figure 3.3b on page 89),
which is consistent with action potential-evoked calcium transients [163, 101, 266, 313, 162].
In contrast, spontaneous calcium transients in GABAergic interneurons were more variable.
Some cells displayed individual, sharp calcium transients similar to excitatory neurons
while others showed rather slow fluctuations of the OGB-1 fluorescence signal (Figure 3.3b
on page 89). These differences in calcium transient shape might reflect differences in
electrophysiological and calcium buffering properties between subtypes of GABAergic in-
terneurons [87]. The discrimination of these subtypes and their functional signals in vivo
will be essential for understanding local microcircuit dynamics. Therefore, I set out to
devise a method to further dissect cell types within neuronal populations characterised by
in vivo two-photon calcium imaging.
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(a) λex = 850nm (GFP/OGB-1/SR101) (b) λex = 850nm

Figure 3.3: Triple-stain enabling calcium imaging of identified GABAergic neurons in vivo (from [175]).
(a) Overlay of simultaneously acquired two-photon images in all three spectral channels in an experiment
in which OGB-1 and SR101 labelling were applied to the neocortex of a GAD67-GFP mouse. Astrocytes
(yellow), excitatory neurons (green) and GABAergic neurons (blue) can be readily discriminated with this
in vivo triple stain. (b) Spontaneous calcium transients for all three distinguishable cell types for the
example cells numbered in (a).

3.2.2 Identification of cells previously imaged in vivo: in coronal
sections

My goal was to establish subtype discrimination within the GABAergic population by IHC
against neurochemical markers. For this purpose, the brain has to be perfusion-fixed and
cut into slices. In principle, coronal, parasagittal, transverse or surface-tangential slices
may be used (see Section 3.3). I decided to start by exploring coronal1 sections.

Finding the relevant slices

In a first step, I aimed at identifying those coronal brain slices that contained a particular
cortical volume previously imaged in vivo (Figure 3.4 on page 90). For this purpose, I
used GAD67-GFP mice without extra labelling. In addition to an overview camera image
of the brain surface vasculature, a high-resolution two-photon reference image stack was
acquired in vivo, which defined the volume of interest (Figure 3.4a on page 90). After
perfusion fixation of the brain, a large-field-of-view surface map of the whole craniotomy

1In the context of this thesis, the term coronal is used according to the homologous sections of the
human brain, i.e. perpendicular to the rostrocaudal axis.
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(a) in vivo (b) fixed tissue

Figure 3.4: Preparation of fixed coronal brain slices and registration to the volume of interest (from
[175]). (a) Left: in vivo large-field-of-view camera image of the blood vessel pattern at the cortical
surface within a craniotomy in a GAD67-GFP mouse. Right: high-resolution reference stack acquired in
vivo with the two-photon microscope from the region indicated by the red box on the camera image,
revealing the sub-population of GFP-expressing cells. (b) Left: large-field-of-view two-photon image of
the cortical surface originally below the craniotomy, captured after perfusion fixation. This additional
reference map of the surface blood vessels complements the camera reference map acquired in vivo. Right:
After coronal sectioning of the fixed brain, two-photon image stripes acquired from the pial surfaces of
slices were registered to, and overlaid on, the two-photon blood-vessel reference map. In this example,
slices 11 to 13 were identified as being the relevant ones because they cover the volume contained in the
in vivo two-photon reference image stack shown in 3.4a (marked by a red box)

area was obtained with the two-photon microscope, with larger blood vessels still clearly
visible (Figure 3.4b on page 90). A tissue block containing the craniotomy area was then
cut into coronal slices of 140 µm to 200 µm thickness using a cryostat. The resulting slices
were individually mounted between two cover slips and positioned vertically under the
two-photon microscope to image their segment of pial brain surface (Figure A.6 on page
178). By matching the surface blood vessel pattern of each slice against the large-field-of-
view surface map, I was able to identify the slices that contained the volume of interest
(Figure 3.4b on page 90). Only these slices (typically two to three) were selected for further
processing.

Relocating the same cells

In the next step, I used GAD67-GFP mice to re-identify in fixed coronal sections those cells
that were previously imaged in vivo. Slices selected according to the procedure described in
the previous paragraph were mounted horizontally and high-resolution two-photon image
stacks were acquired in coronal view (XZ-view). Fields-of-view corresponded to the in
vivo reference image stack. I employed tissue clearing with a sucrose gradient [285], which
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allowed me to acquire image stacks throughout the entire slice thickness (up to 200 µm)
without a significant loss in imaging quality. In contrast to tissue clearing with Murray’s
clear [73], sucrose clearing preserved cell-specific localization of GFP fluorescence.

(a) in vivo (b) brain slices (c)

(d) in vivo (e) brain slices (f)

Figure 3.5: Identifying the same GABAergic neurons in images acquired in vivo and from coronal brain
slices (adapted from [175]). (a) High resolution reference image stack acquired in vivo from a GAD67-GFP
mouse. (b) Image stacks acquired from coronal slices covering the volume of interest (the same slices as
in Figure 3.5b on page 91). (c) Three-dimensional composite view of the in vivo stack and a single slice
stack following rotation fitting and alignment. (d) Example XY-view from the marked frame in the in
vivo reference stack in (a). (e) XY-view reconstructed from several adjacent slices showing the same area
as in (d). Slice borders are indicated by green dashed lines. Matching the same GFP-expressing neurons in
the in vivo reference stack and in the brain slices is possible; orange boxes highlight example constellations
of cells that are easily recognised in both images. The dashed red line corresponds to the frame shown in
(f) (arrow heads indicating corresponding cells). (c) Example coronal XZ-view from the marked frame of
slice 13 stack in (b).

For slice cutting, the sectioning plane was oriented as perpendicularly as possible to
the pial brain surface. Nevertheless, the in vivo reference image stack and the 90◦-rotated
image stacks acquired from the corresponding coronal slices were usually slightly tilted
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with respect to each other (Figure 3.5c on page 91). Therefore, the image stacks from
each coronal slice were fitted to the in vivo two-photon reference stack by applying linear
transformations (rotating, scaling and translating). Surface and descending blood vessels
served as key landmarks. In spite of slight non-linear tissue distortions, cells imaged in vivo
could readily be identified in the image stacks from brain slices following this alignment
procedure. For comparing cellular staining patterns, it was beneficial to view both stacks
(obtained in vivo and in fixed slices) in either XY- or XZ-view. Local neighbourhood rela-
tions between cells in 3D space (e.g. characteristic groups of cells, proximity to prominent
blood vasculature features) facilitated the identification of the exact same cells in the two
data sets (Figures 3.5d and 3.5e on page 91).

I quantified the fraction of GFP-positive cells that could be re-identified in brain slices
in this manner. The overall percentage of manually matched cells depended on the time
invested. Matching rates of around 80% could be readily achieved with about 20 h of
work (one person) for a cortical volume of about 300 µm to 400 µm side length containing
approximately one thousand GFP-expressing GABAergic neurons (647, 826, 1056 and 1039
cells, respectively; on average about one cell per minute). With more time invested (around
50 h), cells in more difficult regions could also be matched. The achieved matching rates
increased to between 95% and 100% for similarly sized volumes. Essentially, all GFP-
positive cells could be identified in the middle of the brain slices, while at the cut surface
a few cells were either lost or could not be unambiguously identified (Figure 3.6a on page
93). However, even close to the cut surface, high matching rates (>95%) were reached
(Figure 3.6b on page 93). This analysis demonstrates that large cell populations imaged
in vivo can be re-identified almost completely in coronal slices following brain fixation.

3.2.3 Identification of cells previously imaged in vivo: in tan-
gential sections

Finding the relevant slices

Tangential sectioning is a sensible alternative to coronal sectioning (see Section 3.3.2 for
a discussion of advantages and disadvantages). In the following paragraphs, I describe a
procedure that facilitates the matching between in vivo and fixed tangential slices at the
volume and cell level. The key objective is to obtain sections that are as parallel as possible
to the in vivo imaging plane. In a recently published study, this is achieved by sectioning
the whole mouse head including skull after aligning it based on the head plate to which it
is still glued. Only once the head plate is oriented perfectly parallel to the cryostat blade
the former is removed and sectioning started [162].

The procedure described here similarly makes use of the head plate as an alignment
guide. The frozen head was sawed parallel to the plate. Then, the upper half of the head
was glued to a cryostat sample socket (Figure A.5b on page 178). The head plate was
removed, and the head embedded and sectioned parallel to the original orientation of the
head plate. Like this, the obtained sections were very well aligned to the frames of the in
vivo reference image stack.
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(a) (b)

Figure 3.6: Cell matching
efficiency for coronal brain
slices (from [175]). (a)
Fraction of matched GFP-
positive cells analysed in
20 µm-bins for the single ex-
ample volume shown in Fig-
ure 3.5e on page 91. Slice
borders are indicated as dot-
ted lines. (b) Pooled ana-
lysis of the average frac-
tion of matched cells as a
function of distance from
the closest cutting plane.
The number of slices con-
sidered is specified for each
bin (slices from 4 mice; er-
ror bars indicate SEM)).

After sectioning, the slices of interest have to be selected using a similar approach as
that for coronal sections (compare Section 3.2.3). The overall procedure is as follows:

1. In vivo: a high-resolution camera image of the brain surface providing a map of the
surface blood vessels is acquired.

2. After perfusion fixation but before sectioning, a high-resolution, low magnification (4x
objective) surface reference map of the brain surface inside the craniotomy is acquired
using the two-photon microscope. This second surface reference map complements
the in vivo camera image because it emphasises the locations where surface blood
vessels vertically descend (visible as dark spots; Figure 3.7b on page 94).

3. The head is tangentially sectioned as described in the paragraph above.

4. Using the same settings as in step 2, an overview image of the horizontally aligned
top-most section is acquired. Using surface blood vessels as clues, it is then registered
to the merged surface reference map acquired in steps 1 and 2 (Figure 3.7c on page
94).

5. If the slice already contains part of the volume-of-interest, an image stack of this
region is acquired with the 20x objective. This gives information about up to which
depth the volume-of-interest is already covered. Furthermore, it facilitates fast fine-
alignment of the slice when re-imaging after immunostaining, thus minimising fluoro-
phore bleaching.

6. Steps 4 and 5 are repeated until the whole volume-of-interest is completely covered
and assigned to individual slices. Since slices get bigger with increasing depth of
the sectioning plane, after a certain depth they might not fit anymore into a single
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(a) in vivo (b) post mortem

(c) slice 1 (d) slice 2 (e) slice 3

Figure 3.7: Registering and selecting tangential slices (100 µm thick in this experiment). (a) Left: Top-
most frame of reference map of volume-of-interest acquired in vivo. Right: In vivo camera reference image
acquired from craniotomy. (b) Two-photon surface reference map acquired after perfusion fixation. This
image emphasises descending blood vessels as dark spots and thus complements the in vivo reference map
obtained with the camera. (c)-(e) First three tangential slices registered to the blood vessel pattern
in the camera image and to each other. While the first two slices contain surface blood vessels that
can be registered to those in the camera image, the third slice has to be registered using characteristic
cross-section patterns of vertically descending blood vessels (marked by yellow boxes). Note that in the
experiment shown, the brain surface got damaged during or after perfusion fixation (see crevice on the right
side of the slices). Thus, it is highly important to protect the brain surface during the whole procedure
until sectioning is performed.

low-magnification image stack due to a restricted field of view. Landmarks such as
blood vessel cross-sections or characteristics of the slice border may then be used to
guide stack acquisition to the most promising region. While for the first slice, surface
blood vessels are most helpful as landmarks for registration, subsequent sections
rely on both surface blood vessel fragments contained in the stripe of brain surface
surrounding each slice and on the cross-sections of vertically descending blood vessels.
At a certain depth, the surface contained in the slice border is not contained in
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the craniotomy anymore and registration has to rely entirely on blood vessel cross-
sections (Figure 3.7e on page 94).

Relocating the same cells

Stacks acquired in step 5 of the procedure outlined in the previous paragraph (or, accord-
ingly, at the same place and orientation after IHC has been performed) can be readily used
for assigning cells to the in vivo reference image stack. In a pilot experiment performed,
the two image stacks were already intrinsically very well aligned such that no further
rotation-fitting was required (Figure 3.8 on page 95).

3.2.4 Subtype discrimination of GABAergic neurons by triple im-
munostaining

After the successful identification of individual GABAergic neurons in fixed brain slices, I
next aimed to discriminate subtypes by IHC. First, I decided on a suitable set of antibodies.
In general, antibody combinations can be flexibly chosen as long as antibodies do not
cross-react, permit independent signal acquisition and the resulting staining sufficiently
penetrates the tissue. Here, I chose three classical interneuron markers that are commonly
used to define multiple subtypes, namely the calcium-binding proteins PV, CR and CB
[160, 192, 79]. Primary antibodies were taken from different host species and appropriate
fluorescence labels for secondary antibodies were selected to enable multi-colour IHC (Table
A.2 on page 180; Figure A.7 on page 180).

A critical issue is how well antibodies penetrate into slices because the diffusion of high-
molecular antibodies is hindered by the extracellular matrix. To test antibody penetration,
I analysed the depth-dependence of the antibody stain and found an exponential decline
of intensity with distance from the slice border (space constant 25 µm in the case of the
anti-PV stain; Figure 3.9a on page 96). I chose 140 µm thick slices, which enabled sufficient
staining of cell bodies in the slice center (Figure 3.9b on page 96; Figure 3.10 on page 96)

(a) in vivo (b) post mortem

Figure 3.8: Identifying the same
GABAergic neurons in images ac-
quired in vivo and from tangen-
tial brain slices. (a) Part of the
in vivo image stack shown in Fig-
ure 3.7a on page 94. (b) Cor-
responding area in slice 3 shown
in Figure 3.7d on page 94. Note
that no rotation-fitting has been
performed on the acquired image
stack. A characteristic cell con-
stellation is marked with a white
box.
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(a) (b)

Figure 3.9: Antibody penetration into coronal brain slices (from [175]). (a) Intensity of anti-Parvalbumin
(PV) staining decreases exponentially with distance from cut surface but positive and negative cells can
still be distinguished at depths up to 100 µm. (b) Predicted penetration profile for 140 µm thick slices
with antibodies penetrating from both sides (solid lines: effective stain; dashed lines: contribution from
each side). Anti-PV-staining is clearly above background staining in the slice center.

while providing enough blood vessel surface pattern for convenient slice selection.

(a) anti-PV (b) anti-CR (c) anti-CB

Figure 3.10: Labelling efficiency for coronal slices (from [175]): abundance of cells identified as PV-, CR-
and CB-positive, respectively, as a function of distance from the slice surface for 140 µm thick slices (relative
to GFP-positive cells in L2/3 of GAD67-GFP cortical slices; mean ± SD; n = 4 slices). No significant depth-
dependence was observed (P > 0.3; one-way ANOVA), proving that antibody penetration is sufficient for
this slice thickness. (a) anti-PV stain. (b) anti-CR stain. (c) anti-CB stain.

Following antibody staining, I acquired stacks of two-photon images from horizont-
ally mounted coronal slices using 3-channel fluorescence detection. The red anti-PV stain
marked a subset of GFP-positive cells, all of which were clearly visualised using 850 nm
excitation wavelength. Switching the excitation wavelength to 720 nm, the green anti-CR
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and blue anti-CB stain could be well discriminated because negligible GFP fluorescence was
excited at this wavelength (Figure 3.11 on page 98). With this approach, I was able to
distinguish cells that were negative for all three markers and those that contained one or
several markers (Figure 3.12 on page 98).

In principle, the sequence of in vivo imaging, slice cutting, slice selection, immuno-
staining and cell matching can be applied to large volumes, limited only by the in vivo
penetration depth of the two-photon microscope. In my experiments, I was able to cover
volumes as large as the supragranular part of a whole barrel column, covering L1 through
L2/3 with nearly one thousand GABAergic interneurons (874 and 842, respectively; Figure
3.13a on page 99). For two such data sets I analysed the depth-dependent distribution
of different interneuron subtypes (Figure 3.13b on page 99). GABAergic cells in L1 nearly
exclusively were negative for all three markers. PV-positive cells were more abundant with
increasing depth, approaching around 45% of the GFP-positive cells at 250 µm depth. CR-
positive cells were sparsely found in L1 but constituted about 10% to 20% throughout L2.
CB-positive cells started to appear at 50 µm to 100 µm depth and accounted for 7% to 14%
of all GABAergic cells down to 250 µm, roughly half of this fraction in co-localization with
PV. Overall, this depth-dependent marker distribution in superficial cortical layers is in
accordance with previous studies [113, 114, 275].

3.2.5 Combination of in vivo calcium imaging with post hoc im-
munostaining

Next, I applied post hoc IHC to interneurons for which spontaneous calcium transients had
been previously measured in vivo, similar to those shown in Figure 3.3 on page 89. The
additional in vivo stains of SR101 (red) and OGB-1 (green) did not interfere with post hoc
antibody staining. SR101 was washed out in fixed slices while OGB-1 remained as a diffuse
background of a much lower intensity than the green anti-CR stain (Figure 3.14c on page
100). Thus, it was possible to assign the CaBP expression pattern to spontaneous calcium
traces (Figure 3.14d on page 100) by identifying the same set of GABAergic cells in fixed
slices following triple-staining IHC. The calcium transients recorded in GABAergic neurons
varied in their temporal characteristics, confirming the results of previous measurements
(Figure 3.3b on page 89). PV-positive interneurons typically showed relatively slow and low-
amplitude fluctuations of the calcium signal. CR-positive cells displayed fewer and sharper
calcium transients while triple-negative interneurons tended to exhibit larger-amplitude
and superimposed calcium transients. However, attempts to reveal significant differences
among the spontaneous calcium transients (e.g. with respect to frequency, amplitude or
shape of transients) that would correspond to the post hoc classification obtained by IHC
remained inconclusive. Nonetheless, my experiments demonstrate that it is possible to
relate functional signals measured in local populations under in vivo conditions to the
neuronal subtypes as identified by post hoc IHC.
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Figure 3.11: Superficial cortical layers in a
coronal slice stained for PV, CR and CB (from
[175]). Different stains can be excitated at dif-
ferent wavelengths. (a) At 850 nm excitation,
GFP-positive cells are clearly visible as blue cells
while PV-positive neurons appear orange. (b)
At 720nm excitation, the three antibody stains
for PV, CR and CB are visible in the red, green
and blue channel, respectively. (a) exc. 850 nm (GFP/PV) (b) exc. 720nm (PV/CR/CB)

(a) GFP+PV+CB- (b) GFP+PV+CR-CB- (c) GFP+PV+CB- (d) GFP+PV+CB- (e) GFP+PV+CR-CB-

Figure 3.12: Examples of GABAergic interneurons with different combinations of marker proteins (from
[175]). Coronal views from fixed slices; upper left insets: in vivo images of the same, GFP-expressing cells.
Scale bars: 20 µm. (a) PV-positive GABAergic cell with multipolar dendritic morphology, presumably a
basket cell. (b) CR-positive cell with typical bipolar dendritic morphology [192]. (c) CB-positive cell. (d)
Neuron positive for both PV and CB. (e) Triple-negative GABAergic cell.

3.2.6 Post hoc immunostaining of cortical neurons expressing a
genetically encoded calcium indicator

Recently, improved genetically-encoded calcium indicators have emerged as powerful tools
that enable repeated, chronic functional measurements from local neuronal populations
[184, 7, 189]. Therefore, in a collaboration with colleagues experienced in this type calcium
imaging, I examined whether my approach can also be applied to cortical populations
expressing the genetically-encoded calcium indicator YC3.60 [212]. We processed the brains
of three wildtype mice, in which neuron-specific YC3.60 expression had been induced by
local injection of an adeno-associated viral construct [184] (Figure 3.15a on page 101). Cell
identification in fixed brain slices was possible like in GAD67-GFP mice, although matching
had to mainly rely on prominent blood vessel curvatures and bifurcations in the densely
YC3.60-labeled populations (Figures 3.15a and 3.15c on page 101).

In another experiment, we successfully applied double-labeling IHC to YC3.60-expressing
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(a) PV/CR/CB/unmatched (b)

Figure 3.13: Depth-dependent distribution of GABAergic cell subtypes identified by triple-immunostaining
against CaBPs. (a) Three-dimensional view of an image stack of a large population of GABAergic neurons
(874 cells) acquired in vivo with colour-coded overlay of the classification determined by post hoc im-
munostaining: PV+ (red), CR+ (green), CB+ (blue), PV+/CB+ (pink), GFP+ only (grey), GFP+ but not
matched (yellow). The estimated extent of the C2 barrel column located by intrinsic optical imaging is
indicated with dashed lines. (b) Layer-dependence of the abundance of GABAergic interneurons express-
ing different protein marker combinations. The percentage fraction of a specific marker combination from
all GFP-positive neurons is shown in 50 µm bins for two volumes from two different animals (left: centered
to C2 barrel; right: centered to D2 barrel). CR+/- indicates that the presence or absence of CR can not be
specified with certainty due to bleed-through from the blue channel under our conditions.

cell populations, identifying both PV-positive and CR-positive subsets of interneurons (Fig-
ure 3.15d on page 101). For dual-immunostaining, we chose a slightly different set of an-
tibodies that was more compatible with the YC3.60 fluorescence spectrum (Table A.2 on
page 180).

In conclusion, interneuron subtype discrimination with post hoc IHC is possible in local
cortical circuits densely labelled with genetically-encoded functional markers.
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(a) λex = 850nm
GFP/OGB-1/SR101

(b) λex = 850nm
GFP/PV

(c) λex = 720nm
PV/CR/CB

(d) (e)

Figure 3.14: Post hoc classification of in vivo calcium traces from GABAergic interneurons according to
the expression profiles of CaBPs (from [175]). (a) Field of view in barrel cortex of a GAD67-GFP mouse
(150 µm depth below the pia), in which two-photon calcium imaging was performed in vivo. (b) The
same area reconstructed from immunostained coronal slices by means of rotation fitting; excitation at
850nm. A slice border is indicated as a green dotted line. Matching of GABAergic neurons 1-4 with the in
vivo image in 3.14a is indicated. (c) Same as in 3.14b, but with excitation at 720nm. (d) Spontaneous
calcium transients recorded in the example cells marked with arrows in 3.14a (1-4: GABAergic neurons;
5-8: excitatory neurons). Trace colours indicate the cell type classification as revealed in 3.14a - 3.14c:
GFP+PV-CR-CB-, GFP+PV+CR-CB-, GFP+PV-CR+CB-, GFP+PV+CR+/-CB+, GFP-SR101-. (e) Examples of
spontaneous calcium transients from identified GABAergic neurons with different types of marker combin-
ations; observed in two animals. All traces are recorded at different time-points except for those marked
by arrows and stars.

3.3 Discussion

In this chapter, I presented how in vivo two-photon calcium imaging can be combined with
post hoc triple-immunostaining to discriminate functional signals in GABAergic neuronal
subtypes. I re-identified cells in fixed brain slices by matching corresponding neuronal
populations in relatively large volumes. Antibody staining against calcium-binding proteins
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(a) in vivo (b) fixed (YC3.60/PV) (c) fixed (YC3.60/PV) (d) fixed (YC3.60/PV/CR)

Figure 3.15: Post hoc single-stain IHC and cell matching in cortical tissue expressing YC3.60 (from [175]).
(a) In vivo two-photon image of a L2/3 neuronal population expressing YC3.60 following viral injection. A
particular cell constellation is highlighted by a orange box. (b) The same cell population in two adjacent
fixed slices, rotation-fitted to the in vivo XY-view. The anti-PV immunostain is overlaid in red. The green
dashed line indicates the slice border. (b) Coronal side-view at the level of the dashed red line in (b).
The PV-positive cell marked by the arrow head is the same cell marked in the cell constellation in (a) and
(b). (d) Anti-PV/anti-CR double-immunostaining of YC3.60-expressing cells in neocortex. In this coronal
side-view the bipolar morphology of CR-positive interneurons is evident.

permitted me to start comparing calcium transients in specific GABAergic subtypes. The
method can be combined with both synthetic and genetically-encoded calcium indicators.
Therefore, it is particularly well-suited for cell discrimination following chronic in vivo
imaging. Post hoc IHC opens novel and flexible possibilities to decompose in vivo network
activity patterns into circuit sub-components and thereby advance our understanding of
signal flow through neuronal microcircuits.

3.3.1 Genetic markers versus post hoc immunostaining
Two main approaches currently exist to distinguish different cell types, according to dif-
ferential gene expression, in two-photon calcium imaging studies.

Genetic approaches

First, advanced transgenic methods enable the expression of fluorescent proteins in specific
cell types in vivo (reviewed in [203, 20]). For example, transgenic rodent lines have been
produced that express a fluorescent protein in either nearly all GABAergic neurons [275, 289]
or a subset thereof [221, 47, 186, 198]. Moreover, driver lines with cell-type-specific expres-
sion of the site-specific recombinase Cre can be used to express an arbitrary fluorescent
protein either through cross-breeding with a reporter line [187] or through local injection of
customised viral shuttles [172]. Another promising approach to label specific interneuron
subtypes is genetic fate mapping by conditional activation of Cre recombinase expression
at different time points during development [37]. While two-photon calcium imaging in
the GAD67-GFP mouse has already been performed in several studies [175, 260, 162, 304],
the combination with Cre lines driving fluorophore expression in subclasses of GABAergic
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neurons is just emerging [244, 317]. A major advantage of transgenic approaches is that
specific cells can be identified and targeted during the in vivo imaging experiment. In
particular, imaging of the local population activity may be combined with targeted elec-
trophysiological recordings [109, 61]. However, the production of transgenic mouse lines
is still time-intensive [187] and the possibilities to combine multiple fluorescent labels and
indicators are limited.

Post hoc immunostaining

The second, IHC-based approach detects cell-specific marker proteins post hoc in fixed
tissue, as shown in this thesis and in a few recent studies for GABAergic neurons [162, 296,
220]. This method is not limited to GABAergic neurons or the three CaBP used in this thesis.
First, it can be applied to any mouse line expressing a fluorescent protein in a cell-type-
specific manner in order to further dissect the labelled cell population. Second, as I have
demonstrated by applying the method to YC3.60-expressing cortical tissue, it also masters
situations where no sparse candidate cells are present, but rather all cells are more or less
equally fluorescent. Thus, the method could even be applied to other species, for which
transgenic lines with cell-type specific labelling are not available [156, 130, 51]. Third, in
principle, the set of primary antibodies used can be freely chosen as long as the penetration
depth and sensitivity is compatible with the chosen thickness of sections. Key advantages
of post hoc IHC are its high flexibility, combinatorial application of multiple fluorophores
and that both the target antigen and the fluorescence labels can be exchanged quickly.
However, a disadvantage of the IHC-based approach is that staining is available only post
mortem. Unless other readily accessible features such as typical cell morphology can be
correlated to the presence of a marker protein or peptide, the respective cells of interest
cannot be identified and targeted in vivo. Nevertheless, since the two approaches (genetic
vs. immunostaining) are complementary, they can also be combined to first achieve in
vivo targeting of one cell type, followed by a more complete post hoc IHC discrimination
of subtypes (this is essentially what I did with the GAD67-GFP mice).

3.3.2 Technical aspects

Coronal versus tangential sectioning

Fixed tissue can be sectioned in different orientations. While I originally chose coronal
sectioning, tangential sectioning is a reasonable alternative as demonstrated in Section
3.2.3 and [162]. The two sectioning orientations have different advantages when compared
to each other. First, with the coronal sectioning approach, a high-resolution side-view
of the cell morphology is readily available. Especially for cells with dendritic and axonal
arborisations extending over several cortical layers, morphology reconstruction is easier in
coronal sections because it does not have to follow neural processes over several tangential
sections. In addition, coronal sectioning is also compatible with the recent achievement
of performing in vitro electrophysiology on acute slices obtained from cortex on which
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calcium imaging has been previously performed in vivo [167]. For acute slices, coronal or
parasagittal sectioning is mandatory because tangential sectioning would largely destroy
layer-spanning neurons. Second, with coronal sectioning, the thickness of all slices can be
precisely controlled as opposed to tangential sectioning, where the thickness of the first
slice is usually not well defined. In contrast, tangential sections can be cut arbitrarily
thin, while the coronal sectioning approach requires a certain slice thickness to enable
slice identification based on the pial surface blood vessel patterns. For antigens of low
abundance, sections as thin as possible are usually required. In addition, with tangential
sectioning it is easier to ensure that the orientation of slicing closely matches the in vivo
imaging plane [162]. We can conclude that the two approaches complement each other,
so that in future studies one can choose whichever method better fits the experimental
requirements.

Approaches to facilitate matching

For coronal sections, optimal rotation fitting of the fixed-tissue image stack to the in vivo
reference stack greatly simplifies matching cells. This is especially the case for YC3.60-
infected cortical volumes, where characteristic 3D constellations of sparse landmarks are
missing. While I obtained good results by empirically determining angles for rotation by
a trial-and-error approach, automated rotation fitting could be used in the future. Based
on a set of at least three matched landmarks, rotation angles can either be determined
by iterative optimisation algorithms [34] or directly calculated [167, 141, 11]. In addition,
matching could be assisted by algorithms suggesting the expected position of a cell in the
fixed tissue image stack based on its position in the in vivo reference image stack and
the coordinate system transformation defined by the already matched landmarks. Such
algorithms could even be extended to suggest the most likely match of available candidate
cells based on local energy minimisation. Furthermore, image segmentation algorithms
could be employed for automated detection of soma positions [178].

Decreased matching efficiency at slice borders

Despite the high matching rates achieved for coronal sectioning, I observed a slight decrease
towards slice borders (Fig. 4e). Two reasons may account for this observation. First, cells
cut in half may be more difficult to identify. Second, the local neighbourhood, which helps
the identification a particular cell, is only partly available at slice borders. Both of these
underlying problems could be circumvented by rotation-fitting the in vivo reference image
stack to the image stack acquired from the stained slices and comparing both in coronal
XZ-view. Especially in combination with a matching-assistance algorithm as suggested
above, this approach could further improve the matching rate at slice borders.

Channel bleed-through

With my choice of fluorophores for tagging the secondary antibodies and the detection
system used, I still experienced some channel bleed-through. The green channel was sub-
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stantially contaminated by the blue fluorophore (aminomethylcoumarin acetate (AMCA))
and slightly also by the red fluorophore (DyLigth594). Both the choice of fluorophores and
of filters in the detector system could be further optimised to minimise this bleed-through.
For example, the emission spectrum of DyLight405 is slightly blue-shifted compared to
AMCA and would thus contaminate the green channel less. Furthermore, the band-pass
filter I used in the green channel (BG 39) has a rather broad spectral window. A filter
with a narrower window (e.g. a 535/50 bandpass filter) would lead to a purer signal.
Alternatively, modern, commercially available confocal microscopes provide sophisticated
fluorescence excitation and detection schemes. With these, the contributions of the indi-
vidual fluorophores can be separated much better than with the custom-built two-photon
microscope used to achieve the results presented here. Therefore, we can expect simultan-
eous immunostaining and discrimination of four markers instead of three without significant
channel bleed-through to be possible.

3.3.3 Calcium imaging of GABAergic subtypes
Besides the expression pattern of marker proteins and neuropeptides as revealed by IHC or
single-cell RT-PCR [281], the electrophysiological properties of GABAergic neurons, specific-
ally their AP firing characteristics, are key criteria for classification. Despite controversy in
the field, some correlations between the presence of certain markers and the firing pattern
of a GABAergic neuron have been found [124, 192, 44, 45]. AP-evoked calcium transients in
the soma presumably differ between subtypes of GABAergic neurons because they depend
on AP shape, abundance of voltage-dependent calcium channels, as well as the presence
of CaBPs [52, 87]. In particular, PV is expressed in fast-spiking GABAergic neurons that
can fire at high frequencies [196, 159]. These neurons exhibit short APs that elicit ele-
mentary somatic calcium transients with an amplitude about ten-fold smaller compared
to pyramidal neurons [162]. Therefore, one might expect that in PV-positive neurons,
single-AP-evoked calcium transients will be hard to detect [95]. Rather, fluctuations in AP
frequency should be reflected in a modulation of the fluorescence signal. My results are
at least qualitatively consistent with this expectation. However, similar calcium transients
might result from the summation of a few large-amplitude or many small-amplitude cal-
cium transients, respectively. My failure to observe clear correlations between the presence
of GABAergic subtype markers and characteristic features of the corresponding calcium
signals thus indicates that it may not be straightforward to classify neurons solely based
on their calcium transients. This, in turn, further emphasises the value of post hoc IHC.

Further marker combinations for post hoc immunostaining

Further steps are necessary to understand the relationship between observed calcium tran-
sients and underlying firing patterns throughout an entire local population with all different
neuronal types identified. First, a better characterisation of elementary somatic calcium
transients, evoked by single APs, is necessary for the various subtypes of GABAergic in-
terneurons. These data would be best obtained from in vivo measurements, and they
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should take into account AP characteristics and calcium-buffering properties. Second,
advances in high-speed in vivo calcium imaging [116, 49] may help to reveal small but
characteristic differences in calcium transient shapes. Third, other neurochemical marker
combinations might be better suited for coarse subtype discrimination. For example, PV,
SOM and VIP have recently been shown to label three non-overlapping subpopulations of
the GABAergic cells [312, 162]. Moreover, the combination of PV, SOM and the ionotropic
serotonin receptor 5HT3a has been identified to label 100% of the neocortical GABAergic
neurons while distinguishing three major cell groups of different developmental origin [243].

The goal of characterizing the cell-type-specific relationships between calcium indicator
fluorescence changes and underlying APs would be to enable the reconstruction of neural
spike trains from fluorescence recordings also in the diverse GABAergic neuron population.
Only this will provide a full picture of the temporal sequence of suprathreshold activation
of the various components of a local cortical circuit under in vivo conditions.

3.3.4 Future prospects
In recent years, in vivo two-photon calcium imaging of neocortical populations has ad-
vanced significantly along several lines. First, new scanning methods have been developed
that permit measurements from larger populations in three dimensions and/or at a higher
cell sampling rate [106, 116, 49]. Application of post hoc IHC methods to populations
monitored with these specialised techniques should help to obtain a comprehensive picture
not only of the distribution of neuronal tuning properties within local networks but also
of network dynamics occurring on a short timescale. Second, two-photon imaging is now
increasingly applied to behaving animals under either head-restrained or freely behaving
conditions [74, 76, 7, 220, 250]. This type of experiment opens entirely new directions
for examining the neural correlates of certain behaviours or—vice versa—the behavioural
relevance of activity in particular cell types. Post hoc IHC can be expected to have a
large impact for this research field because it allows the assignment of behaviour-specific
activity patterns to particular GABAergic subtypes and thus should help expand on re-
cent findings of differential interneuron activation in an electrophysiological study [109].
Finally, genetically-encoded calcium indicators now enable repeated imaging of the same
cells over extended periods of time, sometimes over months [189, 278, 7]. At the end of
such longitudinal experiments, post hoc IHC would offer the unique opportunity to gain
additional information about particularly interesting sub-ensembles of neurons—identified
during the course of an experiment—especially if these constitute only a small fraction of
the population.

In conclusion, we can expect post hoc IHC to become a valuable method for assigning
specific cell types to functional neuronal signals and thereby contributing to new insights
into the fine-scale functional organisation of cortical microcircuits.
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3.4 Contributions
The in vivo triple-stain two-photon imaging using GAD67-GFP mice was developed based on
an idea by Fritjof Helmchen. Mara Modest helped with establishing the first IHC staining
protocols. Steven Broadley and Sarah Hintermayer contributed to the implementation of
an iterative rotation-fit optimisation algorithm (not presented in this thesis). Flavio Cueni
contributed significantly to cell matching in experiments with GAD67-GFP mice. Kristina
Schulz collaborated on applying the method based on coronal slices to YC3.60-expressing
mice. Dubravka Göckeritz carried out many of the immunostainings and prepared custom-
made solutions. The pilot experiment for tissue-reconstruction from tangential slices was
carried out together with Lazar Sumanovski. The underlying idea of tangential sawing of
the head was provided by Fritjof Helmchen.



4 General discussion

How can a three-pound mass of jelly that you can hold in your palm imagine
angels, contemplate the meaning of infinity, and even question its own place in
the cosmos? Especially awe inspiring is the fact that any single brain, including
yours, is made up of atoms that were forged in the hearts of countless, far-flung
stars billions of years ago. These particles drifted for eons and light-years until
gravity and change brought them together here, now. These atoms now form a
conglomerate—your brain—that can not only ponder the very stars that gave it
birth but can also think about its own ability to think and wonder about its own
ability to wonder. With the arrival of humans, it has been said, the universe
has suddenly become conscious of itself. This, truly, is the greatest mystery of
all.

Vilayanur S. Ramachandran [233]

Here, I will provide a general discussion of the topics and results presented in the previous
two chapters. Since the latter also feature their own, more specialised discussions, I will
remain on a more general level. I will start with a short summary of the two key achieve-
ments presented in this thesis. In the subsequent section, I will look at some organisational
aspects of research in the field; from a local perspective on laboratories engaged in two-
photon calcium imaging, I will zoom out to more general aspects of data management in
neuroscience in general1. I then continue with a discussion of the biological aspects of my
work and end with some final conclusions.

1The reader may not have expected to read about suchmeta-aspects in this thesis. However, considering
that my personal interest is mainly in methodology (as is also reflected in the topics presented in the
previous two chapters) and that I have been concerned with the aspects presented in the following sections
during most of the past few years, it may be less surprising.
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4.1 Summary, motivation and conclusion
In this thesis, I mainly presented two new tools for functional in vivo 2PM imaging. These
tools were the following:

A new microscopy control software written in LabVIEW

The new software HelioScan was introduced. It serves the dual role of i) a software frame-
work facilitating the structured development of new microscope control applications and ii)
a toolbox of components from which the individual user can assemble various applications
in a highly flexible manner.

The motivation to start this project grew from discontent with previously existing scan
software that was intrinsically limited in its extensibility and adaptability to meet certain
requirements intrinsic to my biological project2.

In conclusion, HelioScan allows microscopists to cope with many different hardware and
functional requirements in an effective fashion; thus, it reduces the total costs compared
to other existing systems or new developments. The toolbox of available components is
currently used in ten different laboratories and is being further extended with the goal
to establish a well-known system supporting various available imaging modalities out of
the same box. Due to the intrinsic support for multi-developer scenarios, a collaborative
effort of several programmers working on different components could be established, which
I would like to be further extended in the future.

A new method for cell type discrimination in in vivo two-photon calcium ima-
ging

As a second achievement, I presented a method based on post hoc IHC that allows the
discrimination between different cell types in a cell population on which two-photon cal-
cium imaging has been previously performed in vivo. In brief, two different approaches
employing coronal and tangential sectioning, respectively, were introduced and quantified.

The development of this method was motivated by the well-established diversity among
GABAergic neurons in the neocortex and the assumption that this diversity underlies dif-
ferent functional roles. These different roles may be deciphered by means of in vivo two-
photon calcium imaging only if methods exist that allow the discrimination of GABAergic
from non-GABAergic cells in the first place and enable further discrimination of subtypes
among them. Both possibilities were not yet established at the time I started my thesis
work.

Although a few similar attempts have been published by other research groups in the
meantime [162, 244, 260, 304], all approaches feature advantages and drawbacks, sug-

2Specifically, I needed i) three-channel image acquisition to enable simultaneous imaging of GFP, OGB-1
and SR101 in the preparation presented in Chapter 3, ii) flexible control of a whisker stimulation device
and iii) a bit-depth higher than 8bit per pixel and channel in order to accommodate the large intensity
difference between GFP-positive and -negative cells in the functional channel.
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gesting a complementary use of the different available methods in the future. Cell type
discrimination employing the presented techniques is expected to be a key tool in future
in vivo two-photon calcium studies aiming at understanding the functional role of different
subcomponents of neuronal networks in the living animal.
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4.2 Organisational aspects

Obviously, every organisation and endeavour has aspects that can still be further optimised—
scientific research is not an exception. In the following sections, I will look at various
organisational aspects of the scientific endeavour of understanding the brain, in particu-
lar by means of imaging-based approaches. For different categories of aspects, I will try
to present the facts, the consequences and suggest possible approaches that might have
a positive impact on the factual situation. I want to stress that the points raised here
are based on my personal observations and thoughts. The reader may disagree on certain
aspects and the feasibility of certain suggestions may be debatable. Nevertheless, I think
it is worthwhile to discuss them.

4.2.1 Human and non-human resources

The situation

Due to the expensive components required, 2PM setups in many laboratories are used by two
or more researchers. If the researchers sharing a setup do not work on the same scientific
project, they essentially compete for a common resource, i.e. setup time. If no common
projects are pursued, no synergies exist; while one researcher is using the microscope, it
is blocked for other users, and they are not able to benefit from any progress achieved at
the microscope during that time. Due to the usually long (up to twelve or more hours)
and only imprecisely predictable duration of acute in vivo experiments, setup sharing on
a single workday can become impractical.

The consequences

During certain phases, this situation can create a bottleneck for the progress of individual
projects, whereas at other times, the setup may remained unused for days. In addition
to arguments about setup time, conflicts may arise due to different ways of using the
microscope. Sources of conflict can be:

• extensive physical re-configuration of the setup space due to different experimental
requirements of different researchers;

• technological developments requiring frequent software or hardware modifications
that impair the availability of the setup for biological experiments (see Section 2.3.2).

In summary, this situation creates costs in the form of i) increased stress levels of
involved parties, ii) slower progress in the individual projects due to bottlenecks, iii) an
expensive microscope setup not always used at full capacity and iv) overhead created
because the setup has to be re-configured when handed over between users.
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Suggested solution

I recommend that researchers sharing a microscope setup should work as a team on a
common project. As a result, they would have common goals and benefit from each other
in a symbiotic fashion. If one person is using the microscope, this would not represent a cost
to the other team members, but rather a profit. One could argue that conflicts could arise
in such a scenario due to the prevalent system of how credits are attributed in life sciences
[23]; for Ph.D. students and junior postdocs, the key currency is first authorships that
need to be collected in order to build and raise one’s own academic reputation. For senior
postdocs and group leaders, it is the last authorship that serves a similar role. This system
can provide a significant obstacle for such team-based scenarios. I thus further recommend
that a team using the same microscope setup is hierarchically structured (Figure 4.1 on
page 111). A senior postdoctoral researcher could supervise one or two Ph.D. students,
which in turn might supervise students working on their master or bachelor thesis. As

Figure 4.1: Hierarchical model of team-organisation for optimised use of resources.

a consequence, results obtained at one level would ascend through the hierarchy with
each superior level being able to profit accordingly and earn the appropriate credits. For
example, a master student could optimise a method that is in turn used by a Ph.D. student
to gain data that are eventually analysed and put into context by the postdoc.

In this approach, it might also make sense to separate technology development and
biological research completely. Technology development would be performed by dedicated
teams on dedicated setups, and so would biological research. In this way, the above-
mentioned problems could be avoided. New technology would then percolate into the
biological divisions only once it is properly tested and members of the technology teams
could dedicate time to install the technology properly on the biology setups and assist
during the first experiments. In the other direction, feedback from the biology teams
would need to be properly and constructively channelled back to the technology teams by
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appropriate technical and organisational means. The advantages of such a model are the
following:

• Scalability: The structure is fully scalable in vertical and horizontal direction. The
principal investigator can steer the orientation of the whole laboratory (i.e. more or
less technology-oriented) by choosing the number of the teams accordingly.

• Robustness: This system is rather resilient in the instance of the temporary or per-
manent loss of an individual person. Due to the modular architecture, know-how is
distributed throughout the individual teams and thus not tightly attached to a single
person. Also, if a superordinate person is not available, feedback can be obtained
from colleagues of the same level, and instructions from the next superordinate level.
In the case of a loss, a specific replacement can be recruited.

• Fault tolerance: According to a rule of thumb, a single person in an academic research
environment should not directly supervise or manage more than six subordinates (the
so-called span of control [119]). In the model presented here, a new layer can be easily
introduced if this number is exceeded somewhere in the hierarchy. The smaller the
span of control, the tighter the interaction among people in the corresponding branch,
both on the same level and on the levels immediately above and below. This tight
interaction ensures frequent feedback and the availability of dedicated people when
help is needed, and it prevents errors or mistakes from occurring.

• Efficiency: The structure is highly efficient because each person has more time for
supervision and thus bigger impact. Information can more easily be propagated to all
of those concerned because only a small number of people has to be informed. They,
in turn, will take care of informing their subordinates or superordinates, respectively
(depending on whether the information has to flow down or up the hierarchy; the
so-called chain of command). Standards and other rules imposed by superordinates
can be more easily enforced, because only the direct subordinates have to be briefed
and made responsible for supervising their direct subordinates accordingly.

• Training: Leading and supervising experience can be systematically achieved at
nearly all hierarchy levels.

4.2.2 Performing in vivo experiments

The situation

Acute experiments involving in vivo MCBL of a calcium sensitive dye last several hours.
Preparation of the craniotomy followed by dye application may take between 2.5 and 4
hours, depending on the experience of the experimenter. If IOS imaging is applied in order
to localise the position of a well-accessible, functionally-defined cortical region, at least
another hour has to be added. In sum, up to 5 hours may be needed until the actual
measurements can start. The whole procedure, especially the micro-surgical parts, require
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the highest level of concentration from the experimenter. During the entire experiment,
many variables have to be monitored or controlled for, including:

• physiological parameters such as anaesthesia level, breathing, supply of liquid and
nutrients;

• preparation parameters, such as the quality of the craniotomy, including optical clarity
and mechanical stability, or adjustment and positioning of stimulation devices;

• quality of the microscope’s optical system, such as a well-adjusted beam path, shield-
ing from external light sources, mechanical stability including a well-balanced optical
table, isolation from vibrational sources (e.g. the air-conditioning system, the laser
chiller or clapping doors);

• quality of the electronical part of the data acquisition system; this mainly implies the
base-line noise level, which can be affected by the path of cables, by the exact position
of key elements such as the ADC box, by ground loops or various radio frequency (RF)
sources (e.g. neighbouring setups or centrifuges used in the same building).

The consequences

Overlooking a single critical parameter (e.g. a maladjusted set point of the temperature
controller used to maintain the body temperature of the animal) may lead to a failed exper-
iment, which, in consequence, has to be terminated after hours of work already invested.
Furthermore, the high concentration required for the surgery, dye injection and associated
procedures consume a lot of energy.

Suggested solutions

Checklists for critical points In order to avoid a situation in which certain important
details are overlooked in the heat of the moment, I recommend that checklists are routinely
used at certain key steps of an experiment. Such key steps and corresponding check list
items could be:

• Immediately before an experiment session is started (i.e. before the animal is put
under anaesthesia): Are the microscope and all required data acquisition and stimu-
lation devices properly wired and working? Are all tools and consumables ready and
well-arranged?

• Immediately before the surgery begins (i.e. when the animal is already under anaes-
thesia and mounted under the surgery stereoscope): Is the body temperature well
adjusted? Is the anaesthesia level well maintained?

• Immediately after the animal has been transferred to the setup: Is the body temper-
ature well adjusted? Is the anaesthesia level well maintained?
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• Immediately after the experiment is finished: Are all acquired data saved properly?
Are all devices shut down? Are all valves closed? Are all personal devices put away,
public devices and work places cleaned and consumables refilled?3

In the organisational structure suggested in Section 4.2.1, it would be the responsibility of
the superordinate person to ensure that all subordinates make proper use of such checklists.
If the use of checklists is not enforced, in particular the last point on the list above will
not be taken care of. As I experienced, already a single co-worker not playing according
to the rules can render rules useless.

Team-based experiments In addition, I recommend acute in vivo experiments to be
performed in a team of at least two persons, which would be in perfect accord with the
organisational model suggested in Section 4.2.1. This would provide several advantages:

• Divided work: This not only allows recovery phases but also parallel work. For
example, one person could perform the craniotomy on the animal, while the other
is already checking, optimising and preparing the microscope. He would take over
once the animal is ready for the next step (e.g. IOS imaging or dye injection). Once
dye injection is finished, the first person—in the meantime recovered—can again take
over for the first rounds of data acquisition.

• Higher success rate: During the process, the researcher who is temporarily not the
main responsible for the animal can provide a second pair of eyes and make sure
that all parameters remain in the target range. In emergency situations, he would
be available and provide assistance. During the phase of data acquisition, the two
experimenters would complement each other; one of them could be responsible for
data acquisition, whereas the other would still monitor the vital parameters, but can
also already engage in preliminary ad-hoc analysis of acquired data and thus serve
as a navigator guiding the team through a successful experiment.

• Lower stress level: As I frequently observed, in vivo experiments can be rather
stressful. Under certain conditions, a small problem can easily escalate in a chain
reaction at the end of which the experiment has to be terminated. Not only due to
the above advantages, but also due to mutual emotional support in a team working
towards a common goal, stress can be strongly reduced, eventually resulting in better
results.

Distributed experiments as suggested in Section 2.3.3 could at least partially serve a similar
purpose. I see them as an additional benefit, rather than a full replacement for a team
working physically together on an acute in vivo experiment.

3Points on the checklist for this last point do not only serve the experimenter, but can prevent a lot of
hassle with co-workers.
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These two suggestions, check lists and teams of two, are well established in some other
professional fields where the highest concentration is required over durations of several
hours (e.g. for pilots of commercial aircraft—although in that case, of course, the costs of
a failed "experiment" are much higher).

It has to be mentioned that chronic preparations based on GECIs alleviate some of
the problems described above. The lengthy procedure of performing a craniotomy, IOS
imaging and dye application has to be performed only once in the beginning. As long as
the preparation stays in good quality, an individual experimental session can be prepared
much more easily; the animal merely needs to be anaesthetised and mounted on the setup.

4.2.3 Analysis workflow

The situation

A two-photon calcium imaging session usually produces multiple raw data files, each of
which can in principle be described by a set of metadata, including i) biological parameters
(e.g. animal species, age and sex), ii) preparative parameters (e.g. surgical parameters
and applied dyes), iii) measurement parameters (e.g. scan type and sampling rate) and
iv) environmental parameters (e.g. stimulus parameters). Mostly, only part of the poten-
tially applicable metadata is actually stored, and only a fraction of stored data is stored
in a machine-readable form. For example, some data might be written into a physical
or electronic notebook, whereas HelioScan—if configured accordingly—stores all available
measurement parameters in the OME-XML format, which is fully machine-readable.

Raw data files are subsequently processed in a series of steps, each of which results
in one or more intermediate files. For example, based on the raw data files, ROIs may be
defined manually or by a segmentation algorithm. Using these ROIs, individual fluorescence
intensity time series can be extracted. These, in turn, may be subject to filtering before
being fed into a spike inference algorithm that creates a time series of putative AP events.
The AP event data of different cells or different trials may be compared to each other using
appropriate algorithms. Individual steps in this procedure might be carried out by different
programs or even by different people.

Each intermediate file generated in this process can be annotated with a set of metadata
describing the software and/or algorithm including parameters that were used to produce
them. Again, as for the raw data files, only part of these details are usually stored and
even a smaller fraction is stored in machine-readable format. Finally, some of these files
are archived—sometimes in a not very systematic fashion—on some storage media. The
amount of archived data may grow up to several hundred gigabytes for individual research-
ers and dozens of terabytes for a whole research group. Only rarely, the procedure from
raw data files, over intermediate files, to condensed result files is fully standardised or even
automated within a research group.
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The consequences

Several consequences result from the situation described above:

• Incomplete metadata and a lack of standards for procedures impair reproducibility of
result data.

• A lack of standards for procedures combined with less-than-possible automation res-
ults in suboptimal efficiency.

• A non-standardised way of storing metadata decreases compatibility between different
software and researchers.

• A non-standardised way of archiving data makes it more difficult to relocate data
after some time has passed4 and also decreases the efficiency with which researchers
can exchange data. In addition, the storage capacities are only used suboptimally
because unnecessary data files are often not deleted.

Suggested solutions

Common standards First, it is important to establish standards for common analysis
procedures. These standards would be valid for a whole research group, or a subbranch
thereof (Figure 4.1 on page 111), depending on the requirements disposed by individual sub-
branches or research teams. In order to maximise the compatibility between subbranches,
the scope of application for standards should be as wide as possible, as long as different
requirements are not violated.

In any case, the standards need to be documented online, optimally on a wiki. This
ensures that newcomers can familiarise themselves with the standards quickly, and it fa-
cilitates data exchange between researchers employing different standards. Modifications
on a standard need to be tracked in a revision history because otherwise reproducibility of
data analysed in the past is impaired. Wiki systems often automatically store old versions
of a wiki page for later access. Nevertheless, I recommend the use of an appropriate nomen-
clature (which should also be standardised for the whole research group) to individually
name revisions of a standard. A possible naming convention could be:

std_<category>_<description>_<date (YYMMDD)>_<initials of editor>

where each fragment in brackets5 is written in camel case6; for example:

std_analysis_dFFExtractionFrameScan_110324A_DL
4This is an especially serious problem for supervisors who want to review data of employees that have

left their group.
5In general, dates in naming conventions should be in a format where year comes before month and

month comes before day. Furthermore, month and day should be in a two-digit format also for the one-digit
numbers between zero and nine. These two rules allow alphabetic sorting to imply chronological sorting.

6Camel case refers to a convention where individual words are concatenated without spaces and each
word instead starts with a capital letter (e.g. camelCase).
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A flexible metadata format Furthermore, an extendible, flexible and maximally com-
plete metadata standard should be introduced and used. A chain of analysis steps results
in various intermediate and result files. Each of these files requires all the parameters that
describe its creation in addition to the already existing metadata.

Crucial for this purpose is a machine-readable format in order to enable analysis pro-
grams to automatically extract the parameters they need (see the paragraph about auto-
mated analysis pipelines below). The human- and machine-readable format of the OME-
XML standard can serve as a starting point because it already covers basic microscopy
details, and can be flexibly extended via so-called structured annotations [112]7. Here, the
dynamically developing requirements of imaging-based neuroscience have to be captured
and periodically updated. With regard to special requirements, individual subbranches
in the organisational structure suggested in Section 4.2.1 can define their own structured
annotations that would be valid for all subordinate members working in the respective
subbranch.

Importantly, as many as possible of the data elements need to be automatically filled
in for a given data file in order to disburden the experimenter. This requires user-, project-
and setup-based configuration files that contain all the information that does not change
on a daily basis. Information that is common to a whole experimental session, but cannot
be deduced from configuration files, needs to be automatically queried from the user at
start-up. Similarly, information that is specific for a given image acquisition and cannot
be automatically deduced needs to be queried from the user each time before or after
acquisition start. Such mandatory queries are key in this approach because otherwise the
user tends to forget or skip entering of information.

File storage As a third suggestion, I recommend the standardisation of the way raw
data, intermediate and result files are stored. If files are not directly stored in a database
[206], this recommendation concerns the storage location as defined by the directory path
and file name structure.

Interfaces The realisation of the above three suggestions would allow well-defined inter-
faces via which an authorised group member could access any step of an analysis sequence
in order to display or further process the data (Figure 4.2 on page 118). Using a unique
identifier, he knows where to find a certain processing stage of specific data, he can un-
derstand in detail how it was created and he has all information available to feed the data
into further analysis steps.

Automated analysis pipelines In addition, common standards in combination with
an extensive metadata format could go hand in hand with fully or partially automated
analysis pipelines. Essentially, such pipelines could both implement or define an analysis
standard, and their individual steps would use and extend the information items contained

7Another flexible, but not microscopy-centred format would be the Dataset Publishing Language de-
veloped by Google (http://code.google.com/intl/de-DE/apis/publicdata/).
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Figure 4.2: Workflow using
well-defined data interfaces.
Invididual analysis steps can
be carried out by different
researchers, different analysis
programmes or on different
computers.

in the metadata. Optimally, such pipelines are not hardcoded, but flexibly assembled
from modules representing the individual steps of the pipeline. Due to the well-defined
interfaces mentioned in the previous paragraph, these modules could even be implemented
in different programming languages and run on different machines8.

4.2.4 Data organisation and sharing

The situation

The current standard in life sciences is that data are published in a very condensed fashion
in research articles. In these articles the results are presented mostly in the form of figures
and natural language, which are both not easily machine-readable. As mentioned in Section
4.2.3, raw data and intermediate files are only sparsely accessible. Unlike in other domains,
such as molecular biology, data sharing is still uncommon in neuroscience, but it is expected
to become more and more important in the future [12].

Data generated in neuroscience research are highly complex and extremely heterogen-
eous: they are obtained with various different methods, and they concern many different
aspects (e.g. anatomy, biochemistry, physiology) of structures with sizes of different orders
of magnitude. As a result, many different types do exist and further ones can be expected
in the future. These different kinds of data are acquired in different brain regions, in an-
imals of different species, ages, sexes, from different environments, with different genetic
background or under different pathological conditions [173].

The consequences

In research articles, only full-text searches are possible9, whereas complex semantical quer-
ies are not supported. Regarding full-text search, the imprecise use of language as well

8Kepler allows the implementation of such data processing pipelines: http://www.kepler-project.
org.

9Using PubMed, the full-text search is essentially limited to title and abstract. Web of Science addi-
tionally provides the possibility of a limited relational search using citations as links between documents.
Google Scholar allows a full-text search of the whole document body.



4.2. ORGANISATIONAL ASPECTS 119

as different synonyms used by different authors just further increases the search space.
For example, scientists often use the words interneuron, GABAergic neuron and inhibit-
ory neuron (or combinations thereof) as synonyms, despite of the fact that these terms
do strongly, but not completely, overlap (see Section 1.1.2). With a growing number of
web-accessible neuroscience resources (Figure 4.3 on page 119), it will become more and
more difficult to find a specific resource and judge the relevance of search results. In basic
research, publications (apart from reviews) mainly publish newly acquired data. Given the
above-mentioned amount and diversity of data already generated, it can be expected that
future studies will more and more focus on multi-scale integration of already existing data
by means of re- and meta-analysis or comparisons between datasets obtained with different
methods, in different domains or from different sources (e.g. different species). However,
such studies crucially depend on the availability of datasets, common or at least convert-
ible data formats, appropriate metadata and semantic linkage between data items [103].
In addition to the obstacle that most scientific data is not available in a machine-readable
format, but rather only as text and figures in research articles, data repositories providing
experimental results in machine-readable format mostly do not link to each other.

Suggested solutions

A standardised common language The most important requirement to solve the
above-mentioned problems is a common, highly precise and formalised language that allows
scientists to describe life science data and knowledge in a fully machine-compatible fash-
ion. Such systems are already being developed, for example as part of the Open Biomedical
Ontologies (OBO) initiative [258], but some life science domains other than neuroscience
have a big head start (especially molecular biology acted as trailblazer in the field). Fortu-
nately, various initiatives have been launched during the last few years to respond to this
situation [158, 194]. An important example is the Neuroscience Information Framework
[103], which provides mechanisms that enable flexible interoperation [32, 191, 122] between
different data sources as well as integrated querying of different data sources [190].

Figure 4.3: Increase of the publication
rate over time: the number of publica-
tions per year containing the keyword
GABAergic is plotted for every year
(source: PubMed). Black squares:
total number of publications per year;
grey triangles: reviews per year. Over
the time span of twenty years, the
publication rate has roughly tripled.
Note that a plot of the total num-
ber of papers already published plotted
against time would be roughly expo-
ntential for the time span shown.
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Ontology-based inference systems integrating multiple databases Key compon-
ents of many of the above-mentioned initiatives are ontologies10, which allow individual
data or metadata items to be semantically linked on different levels of abstraction. The
basic value added is that ontologies enable inference and complex semantic queries integ-
rating data from different databases. For example, a team around Kei-Hoi Cheung used
commonly available frameworks and tools to interface different databases in a combined
fashion based on ontologies built semi-automatically on top of their database schemas:

• The query "return all neurons that use GABA as a neurotransmitter and that have re-
ceptors for Glutamate located on their dendrites" accessed the repositories NeuroDB
and ModelDB [246]; whereas

• "Find all receptors contained in the apical dendrite compartment of all types of
pyramidal neurons in the neocortex, which have been measured for an ionic sodium
current having a voltage threshold of at least 35mV" queried NeuronDB and CoCoDat
in an integrated fashion [173].

In conclusion, I see the future of data publication in publicly accessible relational
databases that support various data formats. Quantitative data should be stored in a
quantitative format (i.e. not as pictures of diagrams), directly as data series that can be
translated to diagrams on-the-fly [158]11. Various pre-processing stages of data could be
made available—optimally up to the original raw data. Using a standardised metadata
format as suggested in Section 4.2.3, the whole data processing chain could be reproduced
accordingly. In addition, data would be annotated according to a suitable ontology as sug-
gested above. As a result, complex queries would allow researchers to find freely-definable
data sets in a semantic rather than keyword-based search.

10An ontology formally specifies the relationship between terms and operationally defined structural
concepts represented by them.

11The Google public data explorer (http://www.google.com/publicdata/home) goes into exactly that
direction.
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4.3 Biological aspects

4.3.1 The interneuron diversity problem

A community perspective

GABAergic interneurons in the neocortex of a single individual animal display a huge di-
versity in all phenotypical aspects (Section 1.2). Within the individuum, diversity is a
function of space (i.e. the location in the cortex) and time (i.e. changes during the onto-
logical development of an animal). When we look at the body of scientific data currently
available on the topic, we are immediately confronted with two problems, which mutually
entrain each other.

First, we face an additional level of diversity on top of that already present within a
single brain. Due to different methods and model systems used, the data from different
studies can often hardly be compared to each other. It is fair to assume that a common
goal of interneuron researchers is to bring structure into an already highly multidimensional
feature space in order to derive concepts that allow them to understand the underlying
mechanisms and governing principles. Unfortunately, as a result of their heterogeneous
approaches, they actually introduce additional dimensions into the feature space, and con-
sequently increase the problem complexity. The situation is made even more difficult by
the fact that until recently, no common terminology or classification scheme existed that
could have been used to name and describe the features or types of interneurons studied
in a standardised way [316]. As a result, the conclusions drawn in reviews based on differ-
ent individual studies sometimes seem far-fetched given the fact that the underlying data
represent only a few points scattered over different dimensions in the above-mentioned
multi-dimensional feature space.

With the Petilla convention, a number of researchers specialised in the field have agreed
on a systematic collection of descriptive criteria for GABAergic interneurons [13]. Although
it was explicitly stated that a committee will update the scheme as needed, no such activity
could be observed on the homepage of the initiative at the time of writing this thesis. This
could be due to the fact that only three years have passed since the convention—maybe not
enough time for the aspect of ontogenetic origin of interneurons to maturate to a state where
an appropriate extension of the Petilla scheme is justified. Recent successes in classification
based on genetic fate mapping suggest that such an extension will make sense in the
future (see [37, 36] and the yet unpublished work by Z. Josh Huang at Coldspring Harbor
Laboratory12). Also, the Petilla convention can be criticised because it lacks specifications
on how to provide quantitative data and it is not available in a machine-readable format
(i.e. as XML schema). Both are required to interface with appropriate databases and
algorithms in the future (see Section 4.2.4).

Second, mainly as result of the point above, there is a frightening lack of principles that
would allow us to integrate the various observations made about GABAergic interneurons.

12http://huanglab.cshl.edu/research.html
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As a result, reviews on interneuron diversity often are frustrating listings of observations
without a big picture [79, 192]; the situation is reminiscent of the narration of a child
walking through a flowering meadow and describing the countless properties of different
flowers and insects it encounters, unable to put its observations into the context that a
trained taxonomist operating within the framework of evolutionary biology could provide.
In consequence, we are currently at point where we are mainly confronted with a lot of
factual knowledge, rather than conceptual.

Many of the functional properties of the brain are emergent properties, i.e. they result
from the interaction of individual constituents and thus are intrinsically rooted in a certain
level of complexity. We can conclude that a situation consisting of a lot of atomised data
(as described above) clearly limits the scientific community’s understanding of how the
brain works. A significant further obstacle stems from the fact that our intellectual cap-
abilities are clearly limited when it comes to dealing with highly complex network-based
processes such as those underlying the human brain13. Network-based processes are funda-
mentally different from other natural phenomena in that some features cannot be described
in a simplified fashion because they are rooted in their very own complexity. Certain cru-
cial roles that GABAergic neurons play as part of a neural network may correspond to
exactly such non-simplifiable processes. Statements such as "GABAergic interneurons are
involved in shaping response properties of their postsynaptic targets" may be true and
experimentally testable, but they provide a qualitatively different simplification of reality
than a formulation such as "rhythmic contractions of the heart muscle pump blood into the
aorta". The latter can be immediately related to various personal experiences we already
acquired during childhood; for example, when squeezing mud through the gaps between
our fingers. However, there is no everyday experience that we can relate to properties that
emerge only at a certain complexity level in a network of interacting components. This
principle is demonstrated nearly on a daily basis by turbulences at the stock or currency
exchange market, when established experts repeatedly fail to make reliable predictions.

Maybe our brain is too limited to understand its own functioning and we might be
condemned to remain at a level of understanding that is limited to collecting phenomen-
ological descriptions of individual neural units and causal relationships at a simple level
of complexity or high level of abstraction, respectively. Maybe our attempts to divide the
brain into a hierarchy of modules down to the level of single molecules—and understand
each level of abstraction completely in all detail of the involved complexity—will never
explain all of the brain’s features. Although evolution may have capitalised on the use
of modules (Section 1.1.4) to create more and more complex brains, it is also well-known
that evolution exploits what is already available14 [41]. In the case of the brain, these are
not only potential constituent modules, but also the whole entirety of the physical neural
network. As a consequence, it is well possible that certain features and processes cannot
be explained using module-based concepts because they emerge from the neural network

13This is not very surprising given that human evolution occurred to a large extent in an environment
where other capabilities were much more important for selective fitness [309].

14The reader may forgive me for using vocabulary associated with goal-directed behaviour when talking
about the goal- and soul-less process of evolution.
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(that might include so far largely neglected components such as the astroglial network
[297, 143, 137]) as a whole.

Be that as it may, I regard it as absolutely necessary that we can start feeling—
metaphorically speaking—the mud squeezing through our fingers in neuroscience. In more
concrete terms, we need an integrative approach that allows us to interact with combined
datasets in a highly efficient fashion. These can be sophisticated simulations at the network
level, in which neural activities can be both observed and perturbed in real-time. Optim-
ally, such simulations are part of an embodied system in which environmental interaction
is taken into account (Section 4.3.3). Such systems would allow researchers to probe how
different network connectivities, node and connection properties, as well as body morpho-
logies, affect emerging activity patterns [253, 197, 170, 254, 255]. However, such attempts
require—in addition the concepts underlying the network models—a well-populated basis
of real-world data in order to initialise the network parameters with sensible values. In
another approach, ontology-based inference systems integrating qualitative and quantitat-
ive neuroscience data available in different databases can be directly probed. Importantly,
both of these approaches profit from a data space that is as highly populated as possible.
As already discussed in Section 4.2.3, data acquired about components of the brain need
to be precisely and extensively annotated such that each data item can be assigned as
precisely as possible to a specific place in the multidimensional data space that captures
all variability in the metadata in appropriate dimensions. It becomes immediately clear
that if annotation has to be as extensive and population of the data space as dense as
possible, one might consider restricting unnecessary variability in the metadata. This
could be achieved by, for example, focusing research efforts on research animals of a highly
homogeneous genetic background (e.g. by focusing on mice with a specific age, sex and
genetic background). Evidently, such restrictions can only be followed in coordinated ef-
forts, e.g. by dedicated consortia. Another way to gain large amounts of data is using
high-throughput screening, which in the in vivo implementation is not equally feasible for
all research animal species [200, 176, 82].

How to proceed

Acute preparations In Chapter 3, I presented a method for post hoc cell type dis-
crimination for two-photon calcium imaging. Specifically, I intended to use this method
to find differences in the properties of spontaneous calcium transient observed in different
types of GABAergic cells. The calcium imaging measurements presented in that chapter
have been acquired in acute, anaesthetised preparations. With my approach, different
types GABAergic cells characterised by specific combinations of CaBP cannot be optically
discriminated in vivo. As a consequence of this fact and intrinsic variability that is not
related to different marker expression, many different cells have to be sampled, optimally
with several trials, in order to find correlations—if they exist.

However, acute preparations suffer from several drawbacks. First, an acute preparation
allows for only a rather limited number fluorescence time series to be recorded and has a
high overhead. Assuming an experiment with a preparation time of 5 h and a recording
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time 5 h, we are faced with a clearly limited number of GABAergic neurons that can be
recorded from if we take into account that we want to record for around two minutes per
sweep and acquire several sweeps per spot. Given the high diversity of interneurons and
the fact that we will be able to record only from a comparably small number of GABAergic
cells, we might be unable to conclude from the results whether certain variability is due to
interspecies variability or due to differences intrinsic to different cell types.

In addition to the comparably small overhead due to the micro-surgical preparation and
dye injection that is associated with each measurement session, we will have to perform
the whole rather laborious post hoc immunostaining for each experiment that yielded high
quality recordings. The work that has to be invested for the whole procedure per animal
is significant: several days of full-time work.

An additional concern is that during the duration of an acute experiment, the anaes-
thesia level or other vital parameters are not entirely constant, which could result in fur-
ther variability. Therefore, the use of an artificial respiration device, continuously applied
anaesthetics (either as gas anaesthesia or automated gradual injection) and sophisticated
monitoring of vital parameters would be desired. Furthermore, water immersion objectives
act as heat sinks that can lower the brain temperature below the craniotomy significantly
below the natural body temperature. Suboptimal temperatures, in turn, may affect the
neural properties being investigated, and intracranial temperature gradients may induce
variability in the cells from which data are recorded. I did not observe obvious differences
in the spontaneous activity when perfusing the craniotomy with normal rat ringer (NRR)
of 37 ◦C in a pilot experiment (data not shown in this thesis). Nevertheless, the use of an
objective heating jacket or superfusion with pre-heated NRR in future experiments may be
considered.

In order to capture as many GABAergic cells as possible in one experiment, the approach
to follow is to acquire a reference stack of the MCBL-affected volume at the beginning of the
measurement phase and to define all cells from which calcium imaging will be performed
(either random sampling or selection based on parameters that can already be assessed in
this in vivo reference stack). Visual navigation through the three-dimensional neocortical
tissue can be non-trivial and lead to loss of precious time. Two possibilities are suggested
for the as quick as possible navigation to the sites of interest:
• Using a motorised stage controlled by a HelioScan Stage component that allows

multiple sites of interest to be stored, to which it can automatically navigate to.

• Perform the experiment in a team of two: one person is responsible for controlling
the stage and signal acquisition while his partner is concerned with determining the
sites of interest and guides his partner accordingly.

Chronic preparations In order to decrease the overhead associated with data acquisi-
tion, I recommend the use of preparations expressing a GECI below a chronically implanted
window. Such preparations allow repeated data acquisition from the same animal over dur-
ations of weeks and months (depending on how stable the window quality is), thus enabling
the researcher to acquire hundreds of time series from dozens of cells.
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The GECI should be expressed in a transgenic mouse in which all, or a subset of,
GABAergic cells are fluorescently labelled. Such double-expression of fluorescent proteins
are possible by either cross-breeding two different transgenic lines or by viral expression of a
GECI in the cortex of a transgenic line. A problem can arise if a spectral overlap of the two
fluorophores exists. For example, when YC3.60 is expressed in GAD67-GFP mice, it fluoresces
so brightly that the GFP labelling of interneurons cannot be discriminated anymore. This
will require to either acquire an in vivo reference stack of the GFP expression pattern at
the site of viral injection before YC3.60 expression has started, or, alternatively, the use
of a spectrally better compatible fluorophore combination. For example, red fluorescent
protein could be expressed in a transgenic Cre driver line in which Cre is only present in
GABAergic cells or a subset thereof.

As suggested above for acute preparations, the essential procedure would be to acquire
as many calcium traces as possible from cells pre-defined in a reference image stack. The
use of a chronic preparation allows—due to a reduced overhead per data item—shorter
imaging sessions (in the anaesthetised case), implying less perturbation of vital paramet-
ers. Alternatively, it facilitates recordings to be taken from the awake animal. I highly
recommend the latter because it avoids artifacts related to pharmacological effects of the
anaesthesia and allows the researcher to record data under quasi-natural conditions.

4.3.2 Understanding neuronal networks

Activity

Frame-scan-based data-acquisition features a relatively low number of cells per recording
and is rather limited in the achievable sampling rates. In the recordings I presented in
Chapter 3, the number of GABAergic cells was usually between two and five per field of
view, not all of which were necessarily optimally in focus. As explained in Section 1.4.4,
cells that are not optically sectioned in the equatorial plane have a worse SNR and suffer
from increased neuropil contamination when compared to cells that are optimally focused
[104].

During the last few years, various advancements in 2PM imaging technology have been
made and also partially integrated into the HelioScan framework. 3D scanning allows
one to simultaneously sample from three-dimensional volumes rather than a single two-
dimensional plane [106, 105, 117, 256, 49]. This not only allow the researcher to record
from a larger number of cells at the same time, but can also partially alleviate the out-
of-focus problem [106]. Using multi-focal approaches, future attempts may also allow
neuroscientists to record from several spatially segregated areas simultaneously [256].

This strive for possibilities to acquire calcium signals from larger cell populations simul-
taneously is complemented by developments that aim at increasing the sampling frequency.
The common denominator of these attempts is to minimise the time that the laser focal
point spends on non-relevant areas [180]. I was able to contribute to an especially prom-
ising approach that is based on AODs for laser deflection [116] and allowed sampling rates
of up to several hundred Hertz for multiple cells. With such high temporal resolution,
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neural events can be observed that are invisible in regular frame-scan-based calcium ima-
ging [163]. This is especially promising for the investigation of GABAergic neurons, where
shorter spiking events and higher spontaneous firing rates, compared to pyramidal neur-
ons, can be expected in at least some subtypes [109]15. With increases in the sampling
rate, probabilistic inference of neural connectivity based on neural activity may eventually
become possible [253, 202].

Connectivity

In an initial idea, we intended to electrophysiologically control the spiking activity of selec-
ted GABAergic neurons by means of two-photon targeted patching [168], while performing
3D calcium imaging of the surrounding neural cell population [106] (Figure 4.4 on page 126).
Such experiments would allow neurophysiologists to shine light on the functional role of
specific GABAergic neurons in vivo. For example, this would be particularly interesting for
Chandelier cells, given the recent evidence on their potentially excitatory action in vitro
([307, 273], reviewed in [308]) and the possibility to limit the number of candidate cells sig-
nificantly by new genetic labelling techniques [307]. In addition, such an approach could
also give first hints on the underlying connectivity by means of activity-based inference
[202].

The recent advent of optogenetical tools might allow for a more efficient probing of
individual neurons than with tedious two-photon targeted patching. By means of virus-
mediated [172, 314] or transgenic expression of light-gated ion channels or pumps [92, 166]
it might soon become possible to stimulate or suppress neuronal activity on the single-cell
level using two-photon excitation [318, 237, 204]. Alternatively, a principal cell could be
recorded from by targeted patching while neighbouring GABAergic cells are sequentially
optogenetically perturbed. Similar to a very recent study by Raphael Yuste using two-
photon uncaging in slices [93], connectivity could be inferred from the responses recorded
in the principal cell.

15Unfortunately, the calcium signal intensity per AP is especially small in fast-spiking interneurons [162],
currently excluding the reconstruction of single APs.

Figure 4.4: Targeted control of an identified
GABAergic neuron by means of two-photon-targeted
patching. With a specific cell under electrophysiolo-
gical control, the effect of driving or suppressing
its spiking activity could be observed in the sur-
rounding cell population using 3D two-photon cal-
cium imaging.
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If two-photon-targeted patching is employed to gain control of a specific GABAergic
neuron, further information about its connectivity can be gained by filling it with biocytin
for later reconstruction of its morphology. A modified rabius virus serving as monosynaptic
retrograde tracers can label cells from which a given GABAergic neuron receives input, thus
further elucidating the local connectivity [302, 295, 53, 193].

Newest achievements have combined in vivo two-photon calcium imaging with either
post mortem serial section electron microscopy to elucidate the detail anatomical connec-
tion pattern in a small volume around the cells previously imaged in vivo [25], or with in
vitro electrophysiology of coronal sections to probe the functional connectivity [139, 167].
Although these new techniques have been demonstrated on acute preparations in these
pilot studies, the same argument as above, to combine such techniques with chronic pre-
parations, applies here, due to the highly labour-intensive procedures involved in both
cases.

As I have briefly explained in Section 1.2.3, the function of individual neurons with
the neuronal network strongly depends on how they are interconnected with the rest of
the network. Knowledge about the underlying connectivity is required to causally explain
activity that is observed in experiments, as well as to predict it. Understanding these causal
relationships, in turn, is crucial to clarify the principles determining neuron function.

4.3.3 Taking the body into account
In artificial intelligence, a paradigm shift was provoked when the concept of embodiment
was introduced, i.e. the concept that any intelligent system is mandatorily rooted in a phys-
ical body [230, 228]. In fact, the original idea that computers alone can become intelligent
one day—provided enough computational power and proper algorithms—was completely
abandoned in embodied artificial intelligence. An important principle in embodiment arti-
ficial intelligence research is the principle of sensory-motor coordination, which states that
an intelligent agent actively structures the information perceived about the environment
in order to facilitate learning; i.e. perception and action are tightly coupled [230, 229].

Biological organisms to which we attribute intelligence possess a physical manifestation
(that we may call body) by definition, so they are always embodied. Nevertheless, many
neuroscientific studies—although trying to understand the biological processes and com-
ponents that underlie intelligent behaviour—focus on the brain while completely neglecting
the role of the body. Also in the typical in vivo calcium imaging studies that have been
carried out in the last decade, the bodies harbouring the brains under investigation were
either completely ignored [163, 137] or merely used to feed sensory input into the system to
emulate passive sensing [248, 317, 162]. Only recently, two-photon calcium imaging studies
began to use awake, head-restrained mice that are able to make at least minimal active
use of their sensory organs in order to interact with their environment [220, 7]. Studies
using virtual realities in which animals can navigate, although being physically head-fixed,
allow them to engage in even more extended sensory-motor coordination [75]. The ulti-
mate discipline of in vivo two-photon calcium imaging is that of freely behaving animals
[250]. So far it has only been achieved in a few pilot experiments, but they have had the
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clear goal to study natural interaction of the subject with its environment under controlled
conditions.

An alternative approach that neuroscientists and roboticists have followed together is
the use of bio-inspired robots in order to test hypotheses about the mechanisms governing
complete agents. For example, Gerald Edelman and colleagues used a series of "brain-based
devices" to test neural models in a real-world environment [169, 83]. While such devices
were solving a specific task, neural activity of structures such as hippocampus or cerebellum
could be probed or even manipulated at arbitrary resolution [253, 197, 170, 254, 255]. In
the future, in vivo two-photon calcium imaging and brain-based devices may become allies.
In one approach, brain-based devices may be used to test hypotheses formulated based on
in vivo imaging data or vice versa. Furthermore, experiments can be envisaged, in which
neural activity measured in vivo is copied in real-time onto the cellular counterparts of
brain-based devices. Or, the other way around, the neural activity observed in a brain-
based device may be entrained in cells optogenetically controlled in a living animal. Such
experiments would blur the boundaries between the two systems (i.e. between the animal
and the brain-based device), and in some sense correspond to a cyborg with two bodies.

While the focus of Edelman and coworkers was mainly on how neural activity in their
brain-based devices related to the their behaviour, another team led by Rolf Pfeifer at
University of Zurich tested the effect of different body geometries on behavioural perform-
ance using both real robots and simulations [91]. In the future, this concept could also
inspire in vivo two-photon calcium imaging experiments; sensory input could be fed into
an awake, but head-restrained mouse, in a way that various different sensor morphologies
are emulated. For example, while a mouse is navigating in a virtual environment, different
whisker arrangements and movements could be simulated while the mouse interacts with
virtual objects (Figure 4.5 on page 129). The virtual sensory input generated would be
translated in real-time to corresponding input patterns applied to the mouse’s whisker pads
using an appropriate multi-whisker stimulation device [149]. With this setup, the impact
of different whisker morphologies on neural activity could be investigated in a single ex-
periment. Using similar approaches, other central principles of the embodiment paradigm,
such as the redundancy principle16 or the value principle17 could be experimentally tested
in a biological system [230].

16The redundancy principle states that an intelligent system requires multiple sensory channels with a
potential information overlap. This information overlap serves as substrate for associative learning.

17The value principle states that an agent has to be equipped with a value system, which funnels
unsupervised learning by means of self-organisation.
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Figure 4.5: Simulating different sensor morphologies for navigation in a virtual environment. The head-
fixed mouse is walking on a free-floating styrofoam ball while being presented with the visual scene of a
virtual landscape on a video screen. The motion of the ball is captured by sensors and results in rotation
or translation of the first-person perspective of the mouse in the virtual environment. If the whiskers
belonging to the simulated body in the virtual environment come in contact with virtual objects of that
environment, the real (but trimmed) whiskers of the mouse are stimulated accordingly by a multi-whisker
stimulation device. Different whisker morphologies or movement can be simulated (see upper left for
examples). Reinforcement learning of the mouse can be provoked by providing an appropriate reward
(such as water in the case of a water-deprived animal) for certain behaviour by means of a controllable
licking device. Left: front view; right: top view.

4.4 Final conclusion

In summary, I believe that we are currently not far from a tipping point of in vivo two-
photon calcium imaging. Due to the recent availability of sufficiently sensitive GECIs and
suitable viral transfection tools, we can now create chronic preparations that are stable
over weeks and months. The relative overhead to create such preparations, relative to the
amount of data that can be gained, is much smaller than for acute preparations based on
MCBL of membrane-permeable calcium indicators. As a consequence, intricate preliminary
and post-processing procedures become worthwhile. Thus, I expect not only quantity but
also quality of obtainable data to strongly increase during the next few years. Combined
experiments will soon become possible; while awake animals engage in a specific task, the
activity of large cell populations in their brain can be observed in real-time, and large-scale
cell type characterisation and connectivity analysis are performed post mortem. I expect
methods for IHC-based cell type characterisation, as presented in this thesis, to become a
routine procedure in future chronic experiments, thereby flexibly extending limited in vivo
cell type discrimination capabilities based on transgenic labels.

On the microscopy side, the developments of the last few years paved the way towards
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high-speed interrogation of large cell populations in three-dimensional volumes. With
HelioScan, I introduced a software package that allows laboratories employing in vivo 2PM
imaging to capitalise, with minimal effort, on achievements in the fast-paced field of new
scanning technologies. Researchers can make use of software components that have already
been developed by other people, and, if required, they can implement extensions and
customisations in a structured fashion. Currently, HelioScan is still strongly dependent on
the efforts of a few lead developers. In order for HelioScan to maturate into a self-sustaining
initiative, it will be crucial to significantly expand both the user and the developer base
during the next months and years.

Apart from highly promising developments on the methodological side, I detect a large
backlog in the field when it comes to efficiently making use of the resulting data, which
is being generated at an increasing rate. Thus, I recommend efforts aiming at efficient
analysis, annotation and integration of both raw and post-processed data into interoper-
able databases that enable the scientific community to access them in a quantitative and
semantically meaningful way for the purpose of re- and meta-analysis.



List of abbrevations

λex excitation wavelength

2PM two-photon laser-scanning microscopy

3D three-dimensional

ADC analog-to-digital converter

ADT abstract data type

AIP average-intensity projection

AIS axon initial segment

AM acethoxymethyl ester

AMCA aminomethylcoumarin acetate

ANOVA analysis of variance

AOD acousto-optic deflector

AP action potential

BAPTA 1,2-bis(o-aminophenoxy)ethane-N,N,N’,N’-tetraacetic acid

BNC Bayonet Neill-Concelman

BP band-pass filter

BIOS basic input/output system

CaBP calcium-binding protein

CB Calbindin

CCD charge-coupled device

CCK Cholecystokinin

CFP cyan fluorescent protein

CNS central nervous system

COM Component Object Model
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COX cytochrome-oxidase C

CPU central processing unit

CR Calretinin

DAB 3,3’-diaminobenzidine

DAC digital-to-analog converter

DAPI 4’,6-diamidino-2-phenylindole

DC dichroic mirror

DMA direct memory access

DNA deoxyribonucleic acid

DL488 DyLight 488

DL594 DyLight 594

DL649 DyLight 649

DMSO dimethyl sulfoxide

dNTP deoxyribonucleotide

EDTA ethylenediaminetetraacetic acid

FIFO first-in-first-out

FISH fluorescence in situ hybridisation

FPGA field-programmable gate array

FRET fluorescence resonance energy tranfer

GABA γ-amino butyric acid

GAD67 γ-amino butyric acid dehydrogenase 67

GAD67-GFP knock-in mouse line expressing GFP at the GAD67 locus

GECI genetically encoded calcium indicator

GFP green fluorescent protein

GUI graphical user interface

HEPES 2-(4-(2-hydroxyethyl)-1-piperazinyl)-ethansulfonic acid
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IDE integrated development environment

IHC immunohistochemistry

IMAQ image acquisition interface for LabVIEW

I/O input/output

ICA independent component analysis

IOS intrinsic optical signal

IPSP inhibitory postsynaptic potential

IR infrared

L1 cortical layer I

L2 cortical layer II

L2/3 cortical layer II/III

L4 cortical layer IV

LED light-emitting diode

LP long-pass filter

LVOOP LabVIEW object-oriented programming

LSM laser-scanning microscopy

MAX Measurement & Automation Explorer

MCBL multi-cell bolus loading

mRNA messenger RNA

NA numerical aperture

NDS normal donkey serum

NI National Instruments

NIF Neuroscience Information Framework

NRR normal rat ringer

NPY Neuropeptide Y

OBO Open Biomedical Ontologies
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OEM original equipment manufacturer

OGB-1 Oregon Green 488 BAPTA-1

OME Open Microscopy Environment

OOP object-oriented programming

PBS phosphate-buffered saline

PC personal computer

PCI Peripheral Component Interconnect

PCR polymerase chain reaction

PFA paraformaldehyde

PV Parvalbumin

PXI PCI eXtensions for Instrumentation

PXIe PXI express

PMT photo-multiplier tube

PSF point-spread function

rAAV recombinant adeno-associated virus

RAM random-access memory

RF radio frequency

RNA ribonucleic acid

ROI region-of-interest

RRX Rhodamine Red-X

RT-PCR reverse transcription PCR

SC subcomponent

SD standard deviation

SDS sodium dodecyl sulfate

SEM standard error of the mean

SMB SubMiniature version B
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SNR signal-to-noise ratio

SOM Somatostatin

SP short-pass filter

SR101 sulforhodamine 101

TBE TRIS-borat-EDTA

TIFF Tagged Image File Format

TLC top-level component

TPA two-photon absorption

TRIS tris(hydroxymethyl)-aminomethan

TTL transistor-transistor logic

UML Unified Modeling Language

UV ultraviolett

VI Virtual Instrument

VIP Vasointestinal Peptide

VCS version control system

VPL visual programming language

XML Extensible Mark-up Language

YC3.60 Yellow Cameleon 3.60

YFP yellow fluorescent protein
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A Materials and Methods

A.1 Microscopy

A.1.1 Two-photon microscope setup
Fluorescence signals were detected with PMTs (R6357SELECT; Hamamatsu Photonics,
Hamamatsu City, Japan), the gain of which was controlled by custom-built power supplies
based on a module from Hamamatsu (C4900-01). PMT signals were pre-amplified with
transimpedance amplifiers (150 kΩ, 1MHz; XPG-ADC-PREAMP from Sigmann Elektronik
GmbH, Hüffenhardt, Germany) and fed into a multichannel ADC (details in Section A.1.3).

A.1.2 Setup PC

A PC (Dalco AG, Wilen, Switzerland) with the following features was used: an Intel R©

Core i7 960 central processing unit (CPU) (3.20GHz) processor, an ASRock X58 Deluxe3
mainboard, 6GB DDR3-SDRAM (1333MHz) and a NVIDIA Quadro NVS 295 graphics
card. The Windows 7 Enterprise 32 bit operating system (Microsoft, Redmond, WA) was
installed with the following additional software: LabVIEW 2010 SP1, including Statechart
Module, FPGA module, Xilinx FPGA Tools, Vision Development Module and device drivers
(all from National Instruments (NI), Ennetbaden, Switzerland), VI Package Manager Com-
munity Edition with easyXML (both from JKI, Walnut Creek, CA) and TortoiseSVN.

A.1.3 Data acquisition for laser-scanning modes
First generation Hifo ADC box The setup PC was interfaced to an NI PXI-1036 chassis
harbouring the following modules: two NI PXI-6229 cards (four 16 bit analogue output chan-
nels per card, with 833 kS/s per channel) controlling galvanometric scan mirrors, z-focusing
device, pockels cell and a whisker stimulation device; an NI PXI-6122 for fast acquisition of
analogue position-feedback signals from galvanometric scan mirrors and z-focusing device;
and an NI PXI-7813R FPGA module (featuring a Virtex-II 3M chip) interfacing to the Hifo
ADC box. NI BNC-2110 connector boxes were used to connect periphery devices to the
analogue I/O cards listed above.

The Hifo ADC (custom-built by CSEM, Neuchâtel, Switzerland) features four analogue
input channels based on the LTC2247 ADC chip (14 bit, 40MS/s; from Linear Technology,
Milpitas, CA). The FPGA code was created and interfaced using LabVIEW. Briefly, a
40MHz TTL clock signal was generated by the FPGA module and delivered to the ADC
box. The digitised channel values from the ADC were read in, decoded and integrated by
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simple summation for each pixel (as unsigned 32 bit integer values).

Ipixel =
Ncycles∑
i=1

IADC,i (A.1)

The number of integration cycles per pixel, Ncycles ∈ N, is given by:

Ncycles = bfsampling
fpixel

+ 0.5c = b40MHz
fpixel

+ 0.5c = b(40MHz)tpixel + 0.5c (A.2)

Due to the small block RAM size of the PXI-7813R card (see above), FPGA-to-host first-
in-first-out (FIFO) buffers were strictly limited in size. In addition, the used FPGA module
allows only three of these DMA-based transfer buffers. To transfer the four channels of the
ADC to the host PC, multiplexing1 over two FIFO buffers was employed. In order to increase
the FIFO size, pixel values were converted from 32 bit to 16 bit integer values involving a
bit-shift operation prior to DMA transfer. The number of bits to shift was calculated as
follows:

bmax = d ln(Ncycles)
ln(2) e+ badc (A.3)

where badc = 14 (the ADC bit depth).

Second generation Hifo ADC The same interfacing hardware and integration al-
gorithm as described in the previous paragraph was used for the second generation Hifo
ADC (the latter also custom-built by CSEM). This device featured four analogue input
channels (based on the LTC2247 ADC chips, see above) and a seven-channel ADC (12 bit
resolution; based on the AD5328 chip from Analog Devices GmbH, Munich, Germany)
controllable by the FPGA via a serial interface.

NI FlexRIO system The setup PC interfaced to an NI PXIe-1079 chassis harbouring an
NI PXI-6229 card for scan signal generation and a NI PXIe-7962R FlexRIO FPGA module
(with Virtex-5 SX50T chip and 512MB on-board DDR2-SDRAM) connected to an NI
5751 FlexRIO adapter module (16 analogue input channels, 14 bit resolution, sampled at
50MS/s) for signal acquisition. An NI SMB-2147 and an NI SMB-2148 accessory2 were
used to connect the FlexRIO adapter module to pre-amplified PMT signal inputs and
shutter controller, respectively. Since PXI express (PXIe)-based systems allow up to 16
DMA-channels for FPGA-to-host data transfer, multiplexing of channels was not required.
Conversion to 16 bit integer values by a bit-shift operation, was still performed prior to
DMA transfer (according to equation A.3 on page 168, but with badc = 16).

1Multiplexing refers to combining several data streams in order to transmit them over a single commu-
nication channel.

2These devices provide SubMiniature version B (SMB) connectors.
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A.1.4 Laser scanning using galvanometric scan mirrors
A custom-built two-photon microscope controlled by the HelioScan software package (see
Chapter 2) and powered by a Ti:Sapphire laser system tunable between 710 nm to 1090 nm
(MaiTai Broadband, Spectra-Physics, Santa Clara, CA) was used. Beam-size was adjus-
ted with a telescope and laser intensity modulated with a Pockels cell (model 350/80,
with controller model 302RM; Conoptics, Danbury, CT) was used. Two galvanometric
mirrors (model 6210; Cambridge Technology, Lexington, MA) were used for x/y scanning
and a piezoelectric focusing device (P-725.4CD PIFOC; Physik Instrumente, Karlsruhe,
Germany) for stack acquisition.

Generation of scan signals

A template scan pattern ptemplate is calculated (see below for details), where each pixel i is
described by a vector ~ptemplate, i in µm-space (consisting of an x, y and z component):

~ptemplate, i =


x
y
z

1 µm

 (A.4)

This pattern can be modified by affine transformations in the following sequence:
1. Scaling of the scan pattern by the inverse of the zoom factor fzoom:

~pi = 1
fzoom

~ptemplate, i (A.5)

2. Rotation of the scan pattern around the vertical z axis by an angle φ [105]:

~pi = Rz~ptemplate, i =


1 0 0 0
0 cos θ − sin θ 0
0 sin θ cos θ 0
0 0 0 1

 ~ptemplate, i (A.6)

3. Tilting by an angle θ around the new x axis obtained by the previous rotation step
[105]:

~pi = Rx~ptemplate, i =


cosφ − sinφ 0 0
sinφ cosφ 0 0

0 0 1 0
0 0 0 1

 ~ptemplate, i (A.7)

4. Translation by an offset vector ~voffset:

~pi = ~ptemplate, i + ~voffset = T~ptemplate, i =


1 0 0 vx
0 1 0 vy
0 0 1 vz
0 0 0 1

 ~ptemplate, i (A.8)
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All four operations can be combined using the following transformation matrix A:

A = 1
fzoom

RzRxT = 1
fzoom


cosφ − sinφ cos θ sinφ sin θ vx
sinφ cosφ cos θ − cosφ sin θ vy

0 sin θ cos θ vz
0 0 0 1

 (A.9)

For each user- or software-induced change of the modifying values fzoom, φ, θ and ~voffset,
the actual scan pattern is re-calculated based on the original template scan pattern by
multiplying each pixel of the template pattern ptemplate with the transformation matrix A.

Frame scan The template scan pattern for the frame scan was created with z = const. =
0 (i.e. as a horizontal plane through the point of origin). For the x-component, a biphasic
ramp pattern was repeated once for every line: a linear fly-forward phase was followed by
a linear fly-back phase (Figure A.1 on page 170). The y-component was kept constant
during a line and increased step-wise at the end of each line, thus resulting in a stair-like
pattern. During the fly-back phase of the last line, the y-component was linearly reset to
its initial value.

A.1.5 Intrinsic optical signal IOS imaging
Image acquisition was performed with a 12 bit grey scale charge-coupled device (CCD)
camera (Teli CS3960DCL; Thoshiba Teli Corporation, Tokyo, Japan) and a 4x objective
(UPlanFL N, 4x/0.13; Olympus, Tokyo, Japan). A blood vessel reference map was ac-
quired under green light illumination (peak wavelength 525 nm, L5-G61N-GT LED; Sloan
LED, Delft, The Netherlands). Subsequent IOS imaging was performed under red light
illumination (peak wavelength 660 nm, L-7113SRD LED; Kingbright Electronic, Taipai,
Taiwan) using the HelioScan software package (see Section 2.2.8).

Figure A.1: Template frame scan traject-
ory for galvanometric mirrors (x and y
components). The x resolution (in pixels)
is specified by the user. The number of
pixels for the scan cut-off and the fly-back
phase are determined based on the x resol-
ution and the cut-off and fly-back fraction,
respectively (which are read from a config-
uration file). The maximum and the min-
imum value for each component is determ-
ined by the maximum deflection of the re-
spective scanners and the aspect ratio spe-
cified by the user.
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A.2 In vivo procedures

A.2.1 Mice breeding

C57/BL6 wild-type mice

For breeding, two female and one male animal were housed in plastic cages (Eurostandard
type III, 425 x 266 x 155mm; Tecniplast S.p.A., Buguggiate, Italy) featuring a constant
supply of water and food pellets. A day/night light cycle with a period of 24 h (12 h light
/ 12 h dark) was maintained. Litters were kept in the respective breeding cage until P21
(maximally up to P28 when body size was smaller than normal) and then transferred to
new cages with female and male animals separated. The breeding animals were replaced
when littering frequency became sparser than normal.

GAD67-GFP (∆neo) mice

The genotype of original founder animals was confirmed by polymerase chain reaction
(PCR) (see protocol below). For breeding, male GAD67-GFP (∆neo)-positive animals (het-
erozygous, C57BL/6 background) were paired with female C57BL/6 wild-type mice ac-
cording to the procedure described for wild-type animals above. GAD67-GFP-positive pups
were selected based on transcranial fluorescence at P2-3.

PCR genotyping PCR was carried out using the primers listed in Table A.1 on page
172 (Microsynth AG, Balgach, Switzerland). Samples were obtained from tail tip biopsies
(length 2mm to 3mm). Briefly, the procedure was as follows. First, DNA was prepared
according to the HotSHOT protocol [284] by incubating the biopsies in sodium hydrox-
ide solution (25mm NaOH, 0.2mm ethylenediaminetetraacetic acid (EDTA) disodium salt;
300 µL per tail tip) for 30min at 95 ◦C. Then, samples were gently shaken and neutralised
(with 300 µL of 300 40mm TRIS-HCl). PCR reaction mixtures were prepared as follows: 2 µL
deoxyribonucleotides (dNTPs) (5mm diluted aliquots; Sigma, Buchs, Switzerland), 0.1 µL
of each primer (from 100 µm aliquots in purified water), 0.3 µL DNA polymerase (JumpStart
Taq; Sigma, Buchs, Switzerland), 5 µL buffer (part of the polymerase kit), 40 µL purified
water, 2 µL DNA sample (previously diluted 1:10 in purified water). PCR was performed
on a thermocycler (Mastercycler Gradient; Eppendorf, Hamburg, Deutschland) using the
following program:

1. 96 ◦C for 1min
2. 96 ◦C for 30 s
3. 58 ◦C for 30 s
4. 70 ◦C for 1min
5. Steps 2 to 4 were repeated 40 times in total.
6. 68 ◦C for 5min
7. 4 ◦C until further processing
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Table A.1: PCR primers for
genotyping of GAD67-GFP
(∆neo) mice.

Primer Sequence

TR1b 5’-GGC ACA GCT CTC CCT TCT GTT TGC-3’
TRGFP-8 5’-CTG CTT GTC GGC CAT GAT ATA GAC-3’
TR3 5’-GCT CTC CTT TCG CGT TCC GAC AG-3’

PCR products were separated using agarose gel electrophoresis. Gels were prepared
with 1.5% agarose (Sigma, Buchs, Switzerland) in TRIS-borat-EDTA (TBE) buffer (89.2mm
TRIS base, 89.0mm boric acid, 4.0mL per litre of 0.5 m EDTA pH 8.0) using ethidium
bromide (0.16mgL−1; Sigma, Buchs, Switzerland) as a DNA marker. Each PCR product
sample was mixed with 5 uL loading buffer (2% w/w glycerol, 10mm EDTA disodium salt
with pH 8, 0.1% (w/w) sodium dodecyl sulfate (SDS), 0.005% (w/w) bromophenol blue).
Gels were run at 120V (Model 200/2.0 Power Supply; Inotech AG, Wohlen, Switzerland).

An animal was considered positive for GAD67-GFP if two bands were visible in the
respective lane at approximately 250 bp and 500 bp. It was considered negative if only the
band near 250 bp was present (Figure A.2 on page 173).

A.2.2 Animal preparation

Anaesthesia

Anaesthesia of mice (2 to 3 months old) [275] was induced with 5% isoflurane in air, fol-
lowed by urethane (0.8mgg−1 and 1.4mgg−1 body weight, respectively, for wild-type and
GAD67-GFP mice) injected i.p. as 20% aqueous solution. Body temperature was main-
tained at 37 ◦C using a feedback-based system with rectal probe (DC Temperature Control
System; FHC Inc., Bowdoin, ME). During surgery, the level of anaesthesia was monitored
based on whisker movement and foot-pinch reflex. If required, urethane anaesthesia was
temporarily supplemented with isoflurane.

Craniotomy

After removal of the skin covering the caudal part of the head, a head plate was glued
tangentially to the skull at the expected location of the left barrel cortex using cyanoac-
rylate superglue (Pattex Gel; Henkel & Cie AG, Pratteln, Switzerland) and dental cement
(Paladur; Heraeus, Hanau, Germany). A craniotomy was then made (centered 3.5mm
lateral, 1mm post bregma) under a stereo microscope (Leica Zoom MZ6; Leica Microsys-
tems GmbH, Wetzlar, Germany) using a dental drill (EXL-M40 with LHP12 handpiece
from Osada Electric Co., Tokyo, Japan; used in combination with H71 drill inserts from
Säntis Dental, Wald, Switzerland). Also, the dura was removed and the exposed was brain
superfused with NRR solution (145mm NaCl, 5.4mm KCl, 10mm HEPES, 1.0mm MgCl2,
1.8mm CaCl2; pH 7.2 adjusted with NaOH). To dampen heartbeat- and breathing-induced
motion artefacts, the cranial window was covered with a layer of agarose (0.5mm to 1mm
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Figure A.2: Results for PCR-based genotyping of
GAD67-GFP (∆neo) mice. 100 bp DNA ladder is
shown on the left side of the gel. Three sample
lanes: negative, positive, positive genotypes, re-
spectively.

thick; type III-A from Sigma; 1.5% in NRR) and an immobilised cover slip.

Fluorescence labelling in acute experiments

Selective astrocyte staining was achieved by exposing the brain to 50 µm SR101 (Sigma-
Aldrich, Buchs, Switzerland) during 5min to 10min [219]. For functional calcium meas-
urements, L2/3 cell populations were labelled with the green fluorescent calcium indicator
OGB-1 by MCBL [266, 102, 101]. Briefly, 50 µg of the acetoxymethyl AM ester of OGB-1
(OGB-1 AM; Invitrogen, Basel, Switzerland) was dissolved in 5 µL of a solution of 20%
Pluronic F-127 in dimethyl sulfoxide (DMSO) (both from Sigma-Aldrich, Buchs, Switzer-
land) and diluted in Ca2+-free NRR to a final concentration of 1mm. 1 µL of 2.0mm Alexa
Fluor 594 hydrazide solution (sodium salt; Invitrogen) was added to facilitate the visual-
isation of the dye solution under the two-photon microscope during injection. Dye solution
was pressure-injected with a patch pipette (300mbar during 1min to 2min) into a barrel
column previously identified by IOS imaging (Section A.2.3).

Virus-mediated expression of YC3.60

Recombinant adeno-associated virus (rAAV) harbouring YC3.60 under control of the human
synapsin promoter was produced and purified according to the procedure described in [184]
(virus titer in transducing units: 3× 108 l−1. The virus solution was diluted 1:1 with a
solution of 20% mannitol in phosphate-buffered saline (PBS); 0.1 m, pH 7.3) and delivered
into cortical tissue (volume 200 nL to 300 nL; depth about 250 µm) through a glass pipette
(tip size 8 µm to 12 µm) by stereotactic injection [184] through a craniotomy. After virus
injection, the craniotomy was covered with a glass window and sealed with UV-hardening,
tissue-compatible glue. Animals were imaged 3.5 to 9 months after infection.
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A.2.3 Intrinsic optic signal (IOS) imaging

Space-resolved imaging

Space-resolved IOS imaging was employed to identify the position of the cortical repres-
entation of specific whiskers in the mouse barrel cortex. Briefly, baseline images were
acquired during 5 s without stimulation. During the following 5.5 s, a single whisker was
tapped (50Hz rectangular motion along whisker axis using a pipette tip mounted on a
loudspeaker) and images were acquired during 5 s after an initial delay of 0.5 s. Images
from periods without and with stimulation were separately averaged and subtracted. The
procedure was repeated at intervals of 20 s until a clear intrinsic signal was obtained.

A.2.4 In vivo two-photon microscopy

Microscope

A two-photon microscopy setup as described in Section A.1.1 was used. Signal acquisition
was performed with a Hifo ADC of the first generation (Section A.1.3). Fluorescence light
from the up to three fluorophores (Figure A.3 on page 175) was captured with a custom-
built three-channel detector system with two dichroic mirrors (DC-Blue and DC-Red; Linos,
Göttingen, Germany) (Figure A.4a on page 176). Appropriate band-pass filters were se-
lected for each channel. Blue channel: D480/60 M (AHF Analysentechnik, Tübingen,
Germany); green channel: BG39 glass (3mm thick; Schott AG, Mainz, Germany); red
channel: HQ 610/75 M-2P (AHF Analysentechnik).

Image acquisition

High-resolution overview image stacks were acquired using a 20x objective (XLUMPlanFI
20x/0.95; Olympus, Tokyo, Japan) at 850 nm excitation wavelength (configuration A1 in
Figure A.4 on page 176). Calcium imaging was performed using a 40x objective (LUMPlan-
FI/IR 40x/0.80W; Olympus), usually 820 nm to reduce contribution of GFP fluorescence to
the green channel (configuration A2 in Figure A.4 on page 176). When measuring calcium
transients in GFP-positive neurons, the signal-to-noise ratio in the functional (i.e. green)
channel could be improved by using 820 nm excitation wavelength, which minimized GFP
fluorescence contribution in the green channel (configuration A2 in Figure A.4 on page
176).

A.2.5 Data analysis
Two-photon calcium imaging time series acquired from the functional channel were re-
gistered using the ImageJ plug-in TurboReg [277] and then processed as follows. First, the
mean background value Fbackground was determined inside a blood vessel and subtracted
from the individual frames.

F (x, y) = F (x, y)− Fbackground (A.10)
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Figure A.3: Emission spectra
of in vivo triple stain fluoro-
phores. Cut-off wavelengths
of dichroic mirrors used in the
microscope detector system are
shown as dotted lines. Abbre-
viations: green fluorescent pro-
tein (GFP), Oregon Green 488
BAPTA-1 (OGB-1), sulforhodam-
ine 101 (SR101). Data sources:
[80, 146, 287]

Then, a base-line image F0 was defined as the average of the first 20 frames.

F0(x, y) = 1
n

n=20∑
i=1

Fi(x, y) (A.11)

Finally, relative percentage fluorescence changes (∆F/F0) were calculated pixel-wise by
subtracting F0 from the image time series and dividing the result by F0:

∆F/F0(x, y) = F (x, y)− F0(x, y)
F0(x, y) (A.12)

Single-cell ROIs were drawn by hand in a way that their contours were within the visu-
ally perceived cell boundary (with at least one pixel distance to it in order to exclude
surrounding neuropil). Calcium signals from cells of interest were extracted using ImageJ
and further processed with Excel (Microsoft Corporation, Redmont, WA) and Igor Pro 5
(WaveMetrics Inc., Portland, OR).
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(a) (b)

Dye combination config. λex DC1 DC2 BP1 BP2 BP3

GFP/SR101/OGB-1, anat. A1 850 500LP 590SP 480/60 605/75 BG39
GFP/SR101/OGB-1, funct. A2 820 500LP 590SP 480/60 605/75 BG39
GFP/AMCA/DL488/DL594 A3 850 500LP 590SP 480/60 605/75 BG39
GFP/AMCA/DL488/DL594 A4 720 500LP 590SP 450/50 605/75 BG39
YC3.60/RRX/DL649 B 825 650LP 590SP 697/75 605/75 BG39

Figure A.4: Fluorescence excitation and detection beam paths used for two-photon imaging with different
fluorophore combinations. Fluorophores in bold: visible; non-bold: invisible with the respective settings.
Abbreviations: excitation wavelength (λex); photo-multiplier tube (PMT); band-pass filter (BP); dichroic
mirror (DC); short-pass filter (SP); long-pass filter (LP). Filter wavelengths are specified in nanometres.
For BP filters, the centre wavelength and the width of the transmission range is given. (a) Configuration
A. (b) Configuration B.

A.3 Post hoc histology procedures

A.3.1 Tissue preparation

Perfusion fixation

After in vivo experiments, mice were deeply anaesthetized by injection of ketamine (Nar-
ketan 10 from Vétoquinol AG, Ittigen, Switzerland; dose 0.1mL, 50mgmL−1, i.p.). Fol-
lowing injection of heparin into the left heart ventricle (Heparin-Na 25 000 I.E./5mL from
B. Braun Medical AG, Emmenbrücke, Switzerland; dose 0.05mL), animals were intracardi-
ally perfused with 10mL to 20mL of PBS (0.1 m, pH 7.3, 4 ◦C) at 12mLmin−1, followed by
20mL of paraformaldehyde (PFA) solution (4% in 0.1 m PBS, pH 7.3, 4 ◦C) at 12mLmin−1.
The cranial window was removed after perfusion with PBS but before perfusion with PFA
solution. In experiments with YC3.60-expressing mice, animals were subsequently perfused
with 5mL of warm agarose solution (type III-A from Sigma; 1.5% in 0.1 m PBS). This
prevented small capillaries from collapsing, which later provided crucial landmarks for cell
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matching.

Preparing coronal cryostat sectioning

For later coronal sectioning, the brain was removed from the skull and postfixed in 4%
PFA at 4 ◦C overnight. Then the brain was rinsed 3 times with PBS (0.1 m, pH 7.3, room
temperature). A tissue block containing the cortical volume below the craniotomy was
excised and glued to a plastic petri dish with the pial brain surface horizontally oriented.
With the tissue block submerged in PBS (0.1 m, pH 7.3), a large-field-of-view surface ref-
erence map (average-intensity projection (AIP) of an image stack with 20 µm z-steps) of
the fixed tissue block was acquired under the two-photon microscope using a 4x objective
(UPlanFL N 4x/0.13; Olympus, Tokyo, Japan) and 850 nm excitation wavelength (Figure
A.4 on page 176, configuration A1). The tissue block was afterwards kept in 30% sucrose
at 4 ◦C until sedimented.

Preparing tangential cryostat sectioning

For brains later subject to tangential sectioning, the head was not removed from the head
plate. Rather, instead of excising the brain from the skull, just the lower jaw and the tip
of the snout was removed to enhance access of PFA solution during post-fixation without
damaging the upper half of the head. After post-fixation and rinsing (see previous section),
the aggregate of head and head plate was mounted on a head-plate holder and a surface
reference map acquired under the two-photon microscope (using the settings described in
the previous paragraph). The head was subsequently kept in 30% sucrose at 4 ◦C for two
days. Afterwards, the head was removed from the sucrose solution and frozen at −20 ◦C.
Head plate holder and circular saw were cooled down to −80 ◦C to prevent premature
thawing during the following sawing procedure. With the frozen head mounted to the
cooled-down head-plate holder and the circular saw attached to a pillar drilling machine,
the head was horizontally sawed to produce a cutting surface oriented parallel to the head
plate (Figure A.5 on page 178). After sawing, the upper part of the head was immediately
cooled down to −20 ◦C again to prevent thawing. Working at 4 ◦C, the head plate was
then carefully removed from the skull.

A.3.2 Sectioning procedures

Coronal sectioning with cryostat

The tissue block was embedded in TissueTek O.C.T.TM Compound (Sakura Finetek, Al-
phen aan den Rijn, The Netherlands) and frozen at −20 ◦C before being cut into 140 to
200 µm thick coronal slices using a cryostat (both sample and blade temperature were kept
at −16 ◦C to avoid tissue fragmentation during sectioning). Sections were mounted ver-
tically between two cover slips (No. 1; Menzel-Gläser, Braunschweig, Germany) using two
strips of cover slip as spacer. The pial brain surface segment of the slice was then imaged
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(a) (b)

Figure A.5: Preparation for tangential sectioning of a brain by sawing the frozen head parallel to the
craniotomy surface. (a) The head still glued to the head plate used during the in vivo experiment. The
head plate is mounted on a head plate holder. Using a vertically mounted circular saw, the frozen head can
be sawed perfectly parallel to the head plate and the craniotomy surface). (b) After sawing and removal
of the head plate, the upper half of head is glued to a cryostat mounting socket (lower right). In this
arrangement, the craniotomy surface is oriented parallel to the socket and can easily be aligned with the
cryostat blade to enable tangentional sectioning (lower left).

under the two-photon microscope (Figure A.4 on page 176, configuration A1) using the 4x
objective mentioned above. In order to identify the slices covering the volume of interest,
images of the pial slice surfaces were overlaid onto the surface map acquired before sec-
tioning (and/or a camera image of the surface blood vessel pattern acquired in vivo) using
Photoshop CS 3 (Adobe Systems, Mountain View, CA).

(a) (b) (c)

Figure A.6: Vertical mounting for coronal slices allowing imaging of their pial surface. (a) Coronal slices
were mounted between two cover-slips with two stripes of cover slip glass as spacers (medial side of slice
indicated by arrow). (b) The glass assembly was held together by two clips and glued to a metal bearing
(brain slice indicated by arrow). The mount was placed vertically under the two-photon microscope to
image the pial surface segments. (c) Top view with pial slice surface visible as a pale stripe (indicated by
an arrow).
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Tangential sectioning with cryostat

A cryostat sample socket was prepared by freezing TissueTek O.C.T.TM Compound onto its
surface and subsequently cutting a plane surface using the cryostat. The frozen head was
then placed onto the prepared TissueTek surface with its cut surface and then completely
embedded in the compound. The head was cut into tangential sections of 100 µm thickness
(blade and sample temperature were both −16 ◦C). Sections were horizontally mounted in
PBS (0.1 m) on microscopy slides. Slices of interest were selected by acquiring two-photon
images (AIP of stacks acquired with 20 µm z-step size) and overlaying them on images
acquired before sectioning (see previous paragraph for details).

Sectioning for cytochrome-oxidase C (COX) staining

After fixation, the brain was separated into two hemispheres. The hemisphere of interest
was cut tangentionally to the barrel cortex region using a razor blade. The remaining part
containing the cortex was glued to a vibratome sample socket using cyanoacrylate superglue
(Pattex Gel, Henkel & Cie AG, Pratteln, Switzerland). On the vibratome (752M Vibroslice;
Campden Instrumends Ltd., Loughborough, Leicester, UK), the cortex was submerged in
0.1 m PBS and sectioned tangentionally to the barrel cortex region (100 µm slice thickness).
Sections were collected in 24-well plates with 0.1 m PBS.

A.3.3 Staining procedures

Immunohistochemistry (IHC)

Slices were blocked in carrier solution (10% normal donkey serum (NDS) from Jackson
ImmunoResearch, West Grove, PA; 2% Triton X-100 from Sigma-Aldrich, Buchs, Switzer-
land; 0.04% NaN3 in 0.1 m PBS) overnight at room temperature on either a shaker (IKA-
VIBRAX-VXR; IKA, Staufen, Germany) or a rotation incubator (CMV-ROM; Fröbel
Labortechnik, Lindau, Germany). Slices were then incubated with primary antibodies
(Table A.2 on page 180) in carrier solution for three days at room temperature on the
shaker. Afterwards, they were briefly rinsed three times with 0.1 m PBS, washed three
times with PBS for 30min and subsequently incubated with secondary antibodies (Table
A.2 on page 180; see Figure A.7 on page 180 for emission spectra) in carrier solution for
1 d at room temperature on the shaker or rotation incubator. After further rinsing and
washing (three times each), slices were cleared in a sequence of sucrose solutions (15%,
30%, 45% and 60% of sucrose in 0.1 m PBS / 2% Triton X-100) with periods of 4 h per
sucrose concentration. A negative control with secondary antibody only was performed on
brain slices from C57/BL6 mice (Figure A.8 on page 181).

Cytochrome-oxidase C (COX) staining

COX staining was used to confirm the position of barrel columns previously identified with
IOS imaging. A protocol based on [174, 306] was used. Briefly, slices (see Section A.3.2
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Figure A.7: Emission spectra of the fluoro-
phores used as secondary antibody labels.
Abbreviations: aminomethylcoumarin acet-
ate (AMCA); DyLight 488 (DL488); DyLight
594 (DL594); DyLight 649 (DL649).

Table A.2: Primary and secondary antibodies used in this work. Abbreviations: green fluorescent protein
(GFP); sulforhodamine 101 (SR101); Oregon Green 488 BAPTA-1 (OGB-1); Yellow Cameleon 3.60 (YC3.60);
Parvalbumin (PV); Calretinin (CR); Calbindin (CB). Primary antibodies were purchased from Swant
(Marly, Switzerland) and secondary antibodies from Jackson ImmunoResearch (Newmarket, Suffolk, UK).

In vivo stain Marker Primary antibody Sec. antibody Colour

GFP/SR101/OGB-1 PV goat anti-Parvalbumin
(Swant PVG-214), 1:2000

DyLight 594 donkey anti-
goat (705-515-147), 1:200

red

GFP/SR101/OGB-1 CR rabbit anti-Calretinin
(Swant 7699/4), 1:2000

DyLight 488 donkey
anti-rabbit (711-485-152),
1:200

green

GFP/SR101/OGB-1 CB mouse anti-Calbindin
(Swant #300), 1:2000

AMCA donkey anti-
mouse (715-155-151),
1:50

blue

GFP/SR101/OGB-1 PV mouse anti-Parvalbumin
(Swant 235), 1:2000

RRX goat-anti mouse
(115-295-003), 1:200

red

GFP/SR101/OGB-1 CR mouse anti-Calbindin
(#300), 1:2000

DyLight 649 donkey
anti-rabbit (711-495-152),
1:200

IR

for preparation) were incubated for 2 h in a solution of 3,3’-diaminobenzidine (DAB), cyto-
chrome C and sucrose (1.4mm DAB tetrahydrochloride from Sigma, Buchs, Switzerland;
0.3mg/mL bovine heart cytochrome c from Fluka, Buchs Switzerland; 117mm sucrose) in
0.1 m PBS at 37 ◦C. After staining, slices were rinsed three times for 10min with 0.1 m PBS.
Images were acquired using a stereo microscope (Leica Zoom MZ6; Leica Microsystems
GmbH, Wetzlar, Germany) with an inbuilt camera (Leica IC D; Microsystems GmbH).
Photoshop CS3 (Adobe Systems, Mountain View, CA) with its interactive layer opera-
tions (transparency, rotation, translation) was used to create an overlay of all slices; and
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(a) (b) (c)

Figure A.8: Negative control of antibody stains. Top row: 140 µm-thick coronal slices from C57/BL6 mice
incubated with primary and secondary antibody. Bottom row: negative control performed with brain
slices incubated with secondary antibody only (same range and offset as for top row). (a) anti-PV: in the
negative control, all cells bodies were slightly more fluorescent than the neuropil. However, when using
the same range and offset as for the positive-control, this unspecific stain was not visible. (b) anti-CR:
negative control did not contain any stained cell bodies. (c) anti-CB: negative control did not contain any
stained cell bodies.
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thus an overlay of the barrels and the surface blood vasculature.

A.3.4 Brain slice imaging and image stack alignment

Brain slices (on which IHC may have been performed) were mounted on microscopy slides
in 45% sucrose solution (see above) and protected with cover slips using strips of cover
slips as spacers. For each slice, two image stacks (3 µm z-steps) of the region corresponding
to the in vivo reference image stack were acquired using the two-photon microscope with
a 20x objective (see above). At 850 nm excitation wavelength, triple-immunostained brain
slices from GAD67-GFP mice were imaged with the same filter set as for in vivo imaging
(configuration A3 in Figure A.4 on page 176). For excitation at 720 nm, a different band-
pass filter was used for the blue channel (EP 450/50; AHF Analysentechnik, Tübingen,
Germany; configuration A4 in Figure A.4 on page 176). For slices from YC3.60-expressing
mice, yet another detector configuration (configuration B in Figure A.4 on page 176)
with another dichroic mirror (Q 650 LP; AHF Analysentechnik) and an appropriate filter
combination for the infrared channel (BrightLine HC 697/75 in series with a Semrock
FF01-750/SP-25 infrared block filter, both from AHF Analysentechnik) was used.

Coronal sections

The exact locations for stack acquisition were identified using surface blood vessel cross-
sections as landmarks. Image stacks were resliced using ImageJ [2] to obtain a 90◦ rotation.
Further rotational fine-tuning was carried out using the TransformJ plug-in3 for ImageJ.
In detail, a series of rotations around the horizontal x and y axes were performed in a
systematic trial-and-error approach until optimal rotation-fitting was achieved, including
scaling and translation operations if required.

Tangential sections

For each slice, location and orientation for stack acquisition was identified based on the
overlay image obtained during the slice selection step. A comparison of characteristic blood
vessels contained in the the in vivo reference image stack with cross-sections present in the
slices provided further hints. 3D Rotation-fitting was not necessary as the pre-orientation
obtained by means of the sawing procedure was already of high quality.

A.3.5 Data analysis

Custom-written LabVIEW software was used for in-vivo-to-fixed-slices cell matching and
cell annotation.

3Kindly provided by Erik Meijering, Rotterdam.
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Analysis of matching efficiency

For bin-wise analysis of the fraction of matched cells, the distance of the cell from the
cutting plane has to be calculated. In the in vivo reference image stack, the cutting plane
was defined by selecting three points A(ax/ay/az), B(bx/by/bz) and C(cx/cy/cz) in the
cutting plane (Figure A.9 on page 183).

From these points the parametric version of the plane equation was calculated:

~pplane = ~pV +m~a+ n~b (A.13)

where

~a = −→AB =

de
f

 =

bx − axby − ay
bz − az

 ~b = −→AC =

gh
i

 =

cx − axcy − ay
cz − az

 (A.14)

As anchor point V (vx/vy/vz), the point that is on the plane normal vector pointing towards
the origin of the coordinate system was chosen:

~pV =

vxvy
vz

 = l0~nunit (A.15)

where

~nunit =

 j
k
m

 = ~n

|~n|
with ~n = ~a×~b =

ei− fhfg − di
dh− eg

 (A.16)

From there we conclude the following equation system:

l0j = ax + sd+ tg (A.17)
l0k = ay + se+ th (A.18)
l0m = az + sf + ti (A.19)

Figure A.9: Deriving the equa-
tions for bin-wise matching
statistics. A, B, C: refer-
ence points defining the cut-
ting plane; V : origin of the
normal vector that points to-
wards the origin of the coordin-
ate system; P : arbitrary point
in space; S: origin of the nor-
mal vector pointing towards P .
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This was solved for l using Maple V (Waterloo Maple Inc., Waterloo, Ontario, Canada):

l0 = fayg − fhax − aydi+ eiax − eazg + hdaz
jei− jfh+ dmh− dik + gfk − gem

(A.20)

The distance of the plane from the origin is then equal to l in the equation of the line going
through the anchor point and the origin. The plane can be shifted back- and forth by
varying the parameter l (this shifts the anchor point along the plane normal going through
the origin):

l = l0 + ∆l (A.21)

The distance of a point P (px/py/pz) from the plane can be calculated as follows. The
equation of the line through P and orthogonal to the plane is:

~pline = ~pP + l~nunit (A.22)

The point of intersection S of this line and the plane is thus:

~pS = ~pP + l~nunit = ~pa + s~a+ t~b (A.23)

We conclude the equation system

px − lj = vx + sd+ tg (A.24)
py + lk = vy + se+ th (A.25)
pz + lm = vz + sf + ti (A.26)

which was solved with Maple V for the distance l:

l = −vydi+ evzg − hdvz − eivx − pydi+ pygf − fvyg − epzg + eipx + hdpz − hpxf + fhv1

jei− jfh+ dmh− dik + gfk − gem
(A.27)



B Software engineering concepts

B.1 Important aspects
Within the following four paragraphs, the problems mentioned in Section 2.1.1, with re-
gards to the software, are taken into consideration.

Cohesion

Cohesion is a measure of how strongly the elements of a software module are related to
each other. We aim for high cohesion, especially in terms of function [265, 60, 195]. Simply
speaking, what belongs together goes together. In OOP (see Section B.2), strong cohesion
means that the methods of a class revolve a around a common functionality and that a
single method should have a very focused functionality (optimally represented in its name).
High cohesion makes a module (a class, method, or function) easier to understand, easier
to maintain and easier to reuse [60].

Coupling

Coupling refers to how strongly individual modules depend on each other. We aim for loose
coupling as opposed to tight coupling between modules in order to keep their potential re-
usability high and to minimise the changes required in other modules when we decide to
modify the implementation of a specific module [265, 60].

Information hiding

This concept refers to hiding complexity behind a simple interface. This is achieved by
encapsulating the implementation of a functionality in a module and allowing access only
through a well-defined interface [223, 60]. Information hiding provides the following ad-
vantages:

• In the design phase of a software life-cycle it allows the developers to focus on the
abstract level of interfaces and their interactions instead of concrete implementations;

• It increases maintainability of a software application by minimising changes required
to the interacting modules when the implementation (but not the interface) of a
module is modified.

• It increases understandability of a code because an outsider can focus on what a
module does (defined by its interface and the corresponding interface contract) rather
than on the concrete implementation of the module.

185



186 APPENDIX B. SOFTWARE ENGINEERING CONCEPTS

Information hiding typically results in looser coupling due to the fact that modules only
interact via their simple and thus limited interfaces.

Abstraction

Abstraction is an approach used to simplify problems by eliminating factors that are not
relevant to the core concept. By layering several levels of abstraction, complexity of soft-
ware systems can be managed more easily. In a top-down approach, a system is modelled
using just a few interacting components, each of which is again composed of its components,
down to the most basic level. In a bottom-up approach, we implement new components
using already existing components of a lower abstraction level [161].

B.2 Object-oriented programming

Since its introduction in the 1960s, object-oriented programming (OOP) has become a
standard paradigm in modern software development [10, 63]. In OOP, the programmer
defines a special kind of data types, so-called classes1, which can be instanced as so-called
objects2. Classes differ from other kinds of data types in that they cannot only store data
as so-called member variables3, but also can contain functions, so-called methods, that can
access or manipulate the class’ data .

B.2.1 Key concepts
OOP is based on the following key concepts [10]:

• Abstraction: An abstract data type (ADT) is a combination of data and a definition
of the operations that can be performed on this data. In OOP, ADTs are realised
as classes. In less technical terms, abstraction refers to the fact that classes model
reality using distinctions inherent to the problem.

• Encapsulation: The data of a class are hidden from the user and can only be accessed
via interface methods.

• Inheritance: A class is used as the basis for another class. The derived class4 inherits
the functionality of the base class5, and can provide additional methods or override
methods of the base class.

1Reference [10] conceptualises a class as "a description of the organization and actions shared by one
or more similar objects".

2[10] refers to an object as "a individual, identifiable item, either real or abstract, which contains data
about itself and descriptions of its manipulations of the data".

3Also referred to as attributes
4Also referred to as child class
5Also referred to as parent class
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• Polymorphism: Code operating on a set of objects instanced from related classes does
not necessarily have to distinguish between different types of child classes. Rather,
objects of different child classes can be treated as if they belong to the common base
class as long as the methods invoked are present in the base class6. With late binding7,
the decision which exact class is to be used can even be made by the software at run
time.

• Messaging: Objects can communicate with each other by passing messages, thereby
transmitting data or invoking methods.

B.2.2 Strengths
For our context, I would like to emphasize three main advantages of OOP that are a result
of the above-mentioned concepts.

Structure

First, it facilitates writing software in a structured manner because it naturally enforces
the software designer to split up the code into classes and their methods. Optimally, when
designing the classes, the designer identifies discrete entities in the system he is going to
represent in his software and implements them as classes in his software (abstraction).
Properties of these entities are implemented as member variables of these classes, while
operations these entities can perform, or that can be performed on them, are implemented
as methods of the classes. This approach, called object-oriented design, does not only
make designing the software architecture easier. It also helps outsiders or newcomers
to the project to understand it because classes, member variables and methods can be
immediately related to an entity of the physical system, in our case the microscope.

Reusability

The second advantage is reusability of code as a result of encapsulation. Encapsulation
means that member variables can have – or even should have – private access scope (which
is the default in LabVIEW), such that they cannot be directly accessed from outside the
class. Instead, access is only possible via accessor methods (getter and setter methods).
This provides a defined and steady interface through which the class’ functionality can
be accessed, while preventing other developers from making their code dependent on any
assumptions about the class’ interior that might change over time and render the dependent
code unusable. Rather, the class’ interior does not even have to be understood by somebody
who wants to use it, as long as the methods it exposes are well documented.

6Liskov Substitution Principle: a subtype should behave the same as the base class; an object of a
derived class can be substituted by an object of the base class [181].

7also referred to as dynamic binding



188 APPENDIX B. SOFTWARE ENGINEERING CONCEPTS

Adaptability

The third advantage, adaptability, is a result of inheritance and polymorphism. One can
make use of an existing class by creating a derived class that uses some of the functionality
of its parent, while customising other or providing completely new functionality. Due to the
fact that the derived class inherits the public method interface through which its objects
are accessed from outside, any software that had been built using the base class, will still
function with the derived class.


