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PREFACE: HOW TO IMPROVE THE CONTRIBUTION OF ICT TO SUSTAINABILITY

Our world is getting smarter: smart homes, smart cities, smart grids, smart vehicles and logistics, cloud computing, crowdsourcing. Many smart solutions are today designed in a “Green IT” context and proposed with the intention to contribute to environmental or social sustainability. Such claims include, for example, reducing greenhouse gas emissions, saving energy, finding the most sustainable alternative in a decision situation, optimising a process with regard to sustainability criteria, or enabling participation and reducing poverty. However, it is difficult to determine whether the potential net benefit of the smart solution will materialize under real-world conditions, in particular when considering the dynamics of markets, possible rebound effects and other systemic effects. “Smarter” does not necessarily imply “more sustainable”.

The First International Conference of Information and Communication Technologies for Sustainability (ICT4S), held in Zurich on February 14-16, 2013, gathered more than 200 researchers and decision makers from 50 countries to exchange their insights about an effective contribution of ICT to sustainable development.

The papers presented at the conference are contained in this volume. These contributions show the multi-facetted relationship between Information and Communication Technologies (ICTs) and issues of sustainability.

First, although creating virtual worlds, these technologies are physically dependent on the supply of energy and scarce materials. How can we reduce the ecological footprint of ICT? (Sustainability in ICT) Second, ICTs are enabling technologies with the potential to increase the energy and material efficiency of production and consumption patterns and processes. Essentially depending on the socio-economic framework, they can support the decoupling of value creation from resource use instead of accelerating resource-intensive processes (Sustainability by ICT). Third, the computational models we can design and implement with the aid of ICT contribute to our understanding of complex systems. These models and the applications based on them support the creation and assessment of potential solutions to urgent problems, among them climate change (Sustainability Research by ICT).

The following cross-cutting issues have been repeatedly addressed in the contributions to the ICT4S 2013 conference, thus defining the outline of a research agenda in the emerging field of ICT for Sustainability:

1. The power of software: How can we use the power of software to reduce hardware energy consumption?
2. Scarce materials used in ICT hardware: How can we reduce hardware obsolescence and close material cycles?
3. Smart energy use in buildings: How can we manage the energy used in buildings smarter and thereby reduce this largest fraction of our total energy consumption?
4. Sustainable behaviours and lifestyles: How can ICT be used to support users in making choices that contribute to sustainable development?

The presentations and discussions of the conference are also available as podcasts and visual protocols via the website http://www.ict4s.org.

Lorenz M. Hilty, General Chair, ICT4S 2013
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Harnessing Collective Intelligence to Address Climate Change: The Climate CoLab

Robert Laubacher

MIT Center for Collective Intelligence, MIT Sloan School of Management,
5 Cambridge Center NE25-753, Cambridge, MA
rjl@mit.edu

ABSTRACT
Climate change is a problem of daunting scope and complexity. But the past decade-and-a-half has seen the emergence of new forms of Internet-enabled collaboration, in which large numbers of people, making contributions from all around the world, can work together to tackle big problems. Notable examples include open source software and Wikipedia.

Inspired by these systems, the Climate CoLab applies an open source, crowdsourcing-based approach to develop proposals for what to do about climate change.

1. HOW THE CLIMATE COLAB WORKS
The Climate CoLab is a web platform where an online community—with support from experts in climate science and policy—develops, analyzes, and selects detailed proposals for what humanity can do to address global climate change. Anyone who is interested can join the community. Activity on the site is structured through online contests.

In these contests, members of the community are invited to submit proposals that address key aspects of climate change. The 2010 contest, for example, focused on international climate diplomacy; last year’s addressed the transition to a green economy at the global and national levels.

Proposals may be developed by individual community members or teams. Each proposal describes a set of actions to address climate change; an outline of how these actions could be accomplished; and an explanation of why the approach set out represents a desirable path forward.

Proposal authors also have access to computerized simulation models that project the anticipated impact of the actions on:

- earth systems (concentration of greenhouse gases in the atmosphere; average global temperature; sea level rise; and effects in such realms as food and water supply, storms and coastal flooding, and impact on disease vectors, vulnerable ecosystems, and endangered species);
- the economy (cost of proposed actions to address climate change; costs of damages to the economy caused by climate change).

Other members of the community are invited to support and comment upon proposals. After the deadline for submittal, a panel of expert judges select the most promising entries as finalists. Some judges are members of the Climate CoLab’s Expert Council, a group of distinguished climate scientists, economists, and policy experts; others are recruited separately, often based on recommendations from the Expert Council.

After the selection of finalists, proposal authors can refine their proposals. Winners are then chosen through a combination of wisdom of the crowd and expert judgment. The community is invited to vote for the finalist proposals they like best, and the entries that obtain the most votes receive Popular Choice Awards. Judges’ Choice Awards are also given, based on a separate selection undertaken by the Judges.

At the end of the contest, the winning proposals are presented to groups in a position to implement good ideas: policy makers, business executives and investors, and officials at non-government organizations.

2. WORK TO DATE
The Climate CoLab web site was launched publicly in 2009. Since then, more than 40,000 people from 183 countries have visited, and more than 4,000 of those have registered.

The Climate CoLab’s 2010 contest asked for proposals on the question, what international climate agreements should the world community make? The contest attracted 29 entries from North America, Europe, and Asia. Three winners were selected; the main ideas behind them were:

- North/South approach for negotiating agreements on emission reductions;
- less stringent initial mitigation targets;
- emphasis on technologies and policies that remove greenhouse gases from the atmosphere to augment the current emphasis on emission-reduction technologies and policies.

In December 2010, the winning teams presented their proposals to the UN Secretary General’s Climate Change Support Team and to the staff of the Select Committee on Energy Independence and Global Warming of the U.S. House of Representatives.

The 2011 contest focused on the green economy, one of the key themes of the Rio+20 conference held in May 2012. It invited proposals that answered the question: How should the 21st century economy evolve bearing in mind the risks of climate change?
The Climate CoLab team developed a detailed taxonomy of the What, Where, Who dimensions, based on work by the Intergovernmental Panel on Climate Change (IPCC) and consultations with members of the Climate CoLab Expert Council.

Contests were chosen for 2012-13 with several goals in mind. First, the mix of contests seeks to provide full coverage of all potential kinds of action along the What dimension. Sample contests designed to achieve the goal of full coverage include most of the ones that address aspects of mitigation, several contests on adaptation, and one on geoengineering.

In addition, contests have been launched to address particularly interesting or important aspects of the climate change challenge. An example of a contest chosen to meet this objective is one on changing cultural attitudes toward climate change.

Finally, some contest topics were chosen based on collaboration between the CoLab and an outside organization already working on climate change. Such collaborations can ensure that a contest addresses an issue already identified as important by working professionals in the field; in addition, they can ensure a pre-existing audience for contest results. Examples of contests selected on this basis include sustainable cement (in collaboration with Carbon War Room), and urban adaptation (in collaboration with ICLEI, the International Council for Local Environmental Initiatives).

An innovation for this year is that each contest will be overseen by a senior expert in the field, known as a Climate CoLab Advisor. The Advisor shapes the contest topic, recruits judges, and helps to bring the best ideas from the contest to the attention of potential implementers. Advisors are assisted by Climate CoLab Fellows, who oversee day-to-day contest activity; Fellows are post-docs, graduate students, or working professionals.

The current round of contests, addressing approximately twenty focused topics, will last through the first half of 2013. After these contests are completed and their results presented to prospective implementers, the Climate CoLab plans to launch a subsequent round of activity. In the latter round, the community will be invited to assemble combinations of focused solutions into broad, integrated proposals at the national and global level.

The CoLab team anticipates that simulation models will be a key tool for enabling development of these integrated proposals. The team is working with collaborators to build the modeling infrastructure to support integrated proposals: MIT’s System Dynamic Group; Climate Interactive, which builds fast running simulations of energy and climate systems; and several of the groups that bring together the community of researchers working on integrated assessment models (which combine energy/economic models with short-form climate models).

The CoLab team is also working on innovative new approaches for evaluating proposals. In particular, we are seeking to leverage expert talent, which is in short supply, by using a collective intelligence approach, in which less demanding aspects of the evaluation task are undertaken by semi-experts or even potentially crowds of non-experts or computational algorithms.

4. Long Term Aspirations

At the least, the Climate CoLab can help to educate citizens around the world about global climate change. But if the project achieves its highest aspirations, it will also engage scientists, policy makers, business executives, investors, and concerned citizens in helping to generate, and gain support for, proposals to address climate change that are better than any that would have been developed otherwise.

We believe that the approach embodied in the Climate CoLab also has potential for solving other large social problems and therefore that such insights could be used to address other large, complex problems, as well as to develop a more sustainable and equitable world.
complex challenge in other domains, such as drug discovery or corporate strategic planning.

5. ABOUT THE AUTHOR
Robert Laubacher is a Research Scientist and Associate Director at the MIT Center for Collective Intelligence. His presentation at the 2013 ICT4S conference is based on research done in collaboration with Thomas W. Malone, John Sterman, Hal Abelson, Joshua Introne, and Erik Duhaime of MIT; Gary Olson of University of California Irvine; and Jeff Nickerson and Winter Mason of Stephens Institute of Technology.
Defining an Agenda for Computational Sustainability

Jennifer Mankoff
Carnegie Mellon, 5000 Forbes Ave, Pittsburgh, PA
jmankoff@cs.cmu.edu

ABSTRACT
What significant role can computation have in the sustainability domain? A rather unsatisfying implied answer can be found based on what work is prominent in interactive computing up until recently. That work focuses on changing individual behavior so that people (read as individuals) do less damage to the environment. Examples of this approach are summarized in Froehlich’s survey on eco-feedback technology [6] and the series of related papers that have studied how people conceptualize and act out sustainability (e.g., Woodruff et al. [7], Pierce et al. [8]). This approach has been critiqued in articles such as Dourish [1] and Mankoff [2].

Using my own work as an illustrative example, which began in 2006 with social feedback, sensing and self-reporting around green actions, I will explore and critique the question of impact. The basis for these critiques is the assumption that change lies in the hands of individuals at all (especially the relatively affluent uni-cultural individuals usually the focus of existing work), and the question of whether the changes that we focus on are likely to be substantial enough to make a difference.

If we discard the focus on individual behavior change, what is left? I argue that we should focus on scale (and scalability) of impact across socio-economic groups, across cultures, and across organizational levels (moving the focus up from individuals to institutions, cities, and even national policy). This also leads to the idea that we develop a new set of metrics for judging IT for sustainability, and a new set of perspectives on what role IT may need to play going forward.

But what role does computation have to play in these settings? I will review the recent literature in computational sustainability. The answer to this question potentially includes many things:

• Machine learning can find optimal solutions to complex problems that are difficulty for humans alone to model. For example: Golovin et al. [3] used machine learning to select patches of land for species conservation that optimize species survival. There is a nice synergy here as the problem being solved led to advances in machine learning. There must be dozens of similar problems waiting to be tackled.

• Big data meets big visualization in a number of projects. Urbmet.org provides data about energy use, population, and so on via a map supporting exploration, comparison, and so on. Data is also made available via an API. In a similar vein, Paulos et al. [4] visualize air quality using data sense from the tops of taxi cabs and buses. SourceMap visualizes where things come from on a map, using crowdsourced data. While maps are very powerful, especially when it comes to community action, it would be nice to see this data used in other ways as well. For example, one could imagine that air quality sensors and data of this fidelity could have huge political and medical impacts for those asthma.

• Modeling and prediction aren’t just useful for climate change. For example, UrbanSim, an interdisciplinary project led by Waddell, Borning, and others uses geometric and behavioral modeling in the “interactive design of urban spaces” [5].

• Cross-cultural studies looking at low income communities, developing countries, and so on can shed light on the diverse technology and information needs that exist, and highlight assumptions that may not generalize widely. Examples include Dillahunt et al.’s study of energy use in low income communities [9] and Shrinivasan et al.’s study of conservation in urban India [10].

Computational sustainability is clearly a diverse and important topic that can already be seen to include multiple types of computation (more examples of this can also be found in Mankoff et al.[11]. As a community we need to define the metrics for success and the breadth of topics that fit within the goal of reducing energy use and, more generally, increasing worldwide sustainability.
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ABSTRACT

My talk will have four sections. The introduction connects my topic to the conference theme. In part two, I will talk about energy conservation; the mutual substitutability of energy, time and information; and some fundamental aspects of the nature of these three quantities. In the third part I will present some results of empirical analyses of this mutual substitutability. Finally, in the fourth section, I will speculate on what these results may mean in term of ICT’s effects on sustainability, mindful of the role of time and economic growth in this interaction.

ICT holds great potential to contribute to sustainable development. Doing things in a more controlled and intelligent manner can be an essential ingredient for a long-term viable future. Often energy consumption is used as a proxy for sustainability. The theme of this conference, then, is the effect of ICT on energy consumption.

In the 1970s I thought about energy conservation and postulated that in order to conserve energy, either time or information or both were needed. To do any given job, some amounts of energy, time, and information are required. Reducing the energy input is achieved by increasing the time and/or information input for the job. The various ways of doing a job are then represented by points in an equilateral triangle, the distance to the sides measuring the amounts of the three inputs applied to the job.

I will present one application of this idea in order to give the audience a feel for this triangle. It involves positioning economic sectors within this equilateral triangle by calculating for each sector the cumulated energy and cumulated time (labor) input to produce a good or service worth a dollar and then examining what the relative, cumulative information input is, assuming no other input is necessary. Standard economic theory would suggest that besides labor, capital is the most important input, supplemented perhaps by additional resources other than energy. However, focusing on physical inputs at the level of the triangle, one can argue that energy is reasonably good proxy for any resource and that capital is money earned at some earlier time period and therefore not much different from cumulated labor. Marx called capital “geronnene Arbeit,” labor hardened like blood.

The result of plotting economic sectors in such a triangle (Fig. 1) is supportive of the idea of substitutability and also hints at the meaning of cumulated information [1]. Cumulated information turns out to be high in modern, high-tech industrial sectors.

Research my group did in the 1980s involved looking carefully at the effect of introducing computers in various parts of textile industry. The heart of the research, the PhD thesis of Rolf Bergrath, was an examination of the energy conservation potential of electronics used for air conditioning spinning mills. As it turned out, the energy conservation potential was huge.

The automated control in all corners of the mill allowed the safety margins to be reduced and thus the temperature at which the climate had to be set could be increased. As the electricity requirement for air conditioning is a large part of the cost of spinning, this reduction in the cooling requirement proved to be economically important.

However, as it turned out, electronics also improved the spinning machines. The much more tightly controlled spinning process allowed higher speeds without increasing the frequency of yarn ruptures, a decisive factor for the productivity of the mill. The higher speed caused much more heat, and thus the energy requirement for air conditioning did not decrease. The energy requirement per yarn may have decreased, but the energy requirement in the now more productive mill increased rather than decreased.

DOI: http://dx.doi.org/10.3929/ethz-a-007337628
Similar effects could be observed in all parts of the textile industry. However, with the introduction of computers everywhere in the industry, including the commercial side, the industry as a whole could react more quickly to the wishes and whims of the market, thus greatly speeding-up fashion cycles and increasing demand. The overall effect of the early introduction of modern IT in the textile industry was so profound that it could not be rigorously quantified. It was difficult to isolate the effect from changes that occurred in the global economy as a whole [2]. The only definite conclusion is that IT — and certainly also ICT — greatly amplifies the potential for both increases and decreases in energy consumption; they enable both significant energy conservation measures, on the one hand, and new business opportunities and new ways of speeding-up production and demand on the other.

A technology assessment of the potential for new power electronics to reduce energy demand came to the same conclusion: although power electronics does reduce the energy requirement of a given application, on the level of the economy as a whole the effect is more likely to be a speeding-up of industrial production, travel and consumption and thus an overall increase in economic activity and energy demand, even if energy efficiency has been improved at many points [3].

In my opinion many discussions of the rebound effect do not pass a reality check. Pure energy conservation measures are rare. Most technological innovations called energy efficiency innovations are innovations that among other things improve energy efficiency. Often the innovation also includes some co-benefits such as reduced cost and higher convenience (e.g., time savings for the user) which will generate economic growth. More often than not, as with ICT in the textile industry or power electronics, the energy efficiency effect at the level of one application does not lead to energy conservation on the macro level.

Time is money. As long as time costs more than energy, ICT will likely be applied to save time rather than energy. The time saved may be labor on the production side or it may be time saved, i.e. greater convenience, on the consumer side. Economic growth is often regarded as the remedy for unemployment. However, promoting ICT applications indiscriminately is not a good way to combat unemployment. ICT, although very suitable to push economic growth, often contributes to growth by saving labor.

Only if ICT is applied discriminately to do things smarter, wary of automation and higher speeds, will its increased use lead to higher economic growth, without reducing the labor intensity of products and services. This type of growth has the potential to be less resource intensive as well. The debate on aiming at qualitative growth rather than quantitative growth held in the 1980s has almost been forgotten but needs to be revived.
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ABSTRACT

This paper presents an overview of the GHG Protocol ICT Sector Guidance and a rationale for its development.
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1. INTRODUCTION

The initiative to develop the Greenhouse Gas (GHG) Protocol ICT Sector Guidance was set up in response to a growing concern to have a more consistent and detailed approach to measuring the GHG emissions of ICT goods and services. The initiative was formally started in March 2011, with the completed guidance document due to be published in early 2013.

The GHG Protocol ICT Sector Guidance will provide specific guidance for the ICT sector on using the GHG Protocol Product Life Cycle Accounting and Reporting Standard (the Product Standard) [6]. The initiative is jointly convened through the World Resources Institute (WRI), the World Business Council for Sustainable Development (WBCSD), the Carbon Trust and the Global e-Sustainability Initiative (GeSI).

2. HISTORY OF THE GHG PROTOCOL AND THE ICT SECTOR GUIDANCE

The GHG Protocol was founded in 1998 by the WRI and WBCSD. In 2001 the GHG Protocol Corporate Standard [4] was published (and revised in 2004); this is now the most widely-used accounting and reporting standard for corporate GHG emissions. In October 2011 the Product Standard [6] and Scope 3 Standard [5] were published.

The motivation to develop the ICT Sector Guidance came largely from ICT companies that were involved in the development of the Product and Scope 3 Standards. These companies were increasingly receiving demands from their customers (both corporate and government) to provide information on the GHG impact of the ICT goods and services that they are purchasing. Companies involved in the development of the Sector Guidance see a clear advantage in understanding the technical details and being in a position to respond to their customer demands and to demonstrate their leadership. The following companies are formal members of the ICT Sector Technical Working Group: Alcatel Lucent, BT, Capgemini, Cisco, Deutsche Telekom, EMC, Ericsson, Fujitsu, HP, Microsoft, NetApp, and Telstra.

3. MEASURING GHG EMISSIONS FROM ICT GOODS AND SERVICES

There are a number of typical reasons why an ICT company would want to measure the GHG emissions of its products:

• To understand emissions through the life cycle of the product, and where in the life cycle the majority of the emissions occur (e.g. understanding the proportion of embodied to in-use emissions). This can help to direct efforts to reduce emissions of the product such as:
  ○ Reduction of emissions due to changes in the design of the product
  ○ Reduction of emissions due to changes in the manufacture of a good, or provision of a service
  ○ Reduction of emissions in the use stage of a product
  ○ Reacting to behavioural changes in the use of the product

• Track changes over time, to monitor the impact of product enhancements and new versions of products

• To respond to customer questions on the GHG emissions of the product offering

• Public reporting of the GHG emissions of a product

4. RATIONALE AND FOCUS FOR THE ICT SECTOR GUIDANCE

4.1 The need for ICT specific guidance

The need for ICT Sector Guidance is due to the specific nature of ICT products. ICT equipment is characterised by extensive Bills of Material consisting of hundreds of individual components with long and complex global supply chains often using multiple and alternative sources. This makes it inherently challenging to execute a detailed Life Cycle Assessment (LCA) for typical ICT equipment. The ICT sector is also characterised by a large number of extensive services. These services are generally complex solutions including potentially thousands of items of ICT.
equipment and have significant use stages, where understanding the use profile and behavioural aspects of the use of the service are important in assessing the service. The Sector Guidance has specific focus on the assessment of ICT services rather than physical goods.

The ICT Sector Guidance aims to provide a practical approach to the GHG assessment of ICT products, by providing a consistent and pragmatic approach. It is important that the level of precision employed in an assessment matches the goal of the assessment and recognises the context in which the results will be interpreted. Therefore the Sector Guidance presents alternative approaches and estimation techniques, and where appropriate a hierarchy of approaches is provided. The specific approach to be taken by the practitioner will depend on the goal of the assessment, the level of precision that is required, and the data that is available (and the associated cost of collecting further data).

ICT products may also have the potential for avoiding GHG emissions through the ‘enabling effect’. (Where the ‘enabling effect’ is the opportunity that an ICT solution has to avoid GHG emissions in other sectors, which can be attributed back to the ICT solution as the prime cause of that avoidance). The ICT Sector Guidance provides guidance for assessing the ‘enabling effect’ of ICT.

Thus the purpose of this ICT Sector Guidance is to address the inherent nature of ICT products and particularly the following points:

- Multiple components for ICT equipment
- Complex and long supply chains for ICT equipment
- Complex nature of ICT services
- ICT services are often bespoke and tailored to meet specific customer requirements
- ICT services typically share resources, which need to be allocated
- Significant in-use stage of ICT products (emissions occurring when a product is used by a customer)
- Uncertainty surrounding measurement of use stage
- Potential enabling effect of ICT products

4.2 Current ‘State of the Art’

The ICT industry is very conscious of the impact of ICT in terms of GHG emissions. A number of ICT companies are performing LCAs and GHG assessments on their products and related research is being carried out by the ICT industry and academia. However, the current state of this work is still in development and has limitations. It is far from routine for ICT companies to automatically carry out GHG assessments on all their products. Generally, data collection systems cannot readily provide the data needed to carry out an assessment. Reliable and consistent sources of secondary emission factors for ICT components are not easily available. Reliable data on the actual use of ICT products is difficult to determine. Therefore, currently, GHG assessments are typically carried out as individual projects, rather than being a routine business activity. As the work of measuring GHG emissions continues, more comprehensive datasets will be developed allowing more widespread practice of GHG assessments of products.

4.3 Evolving technology

A further significant issue for the ICT sector is the rapidly changing and evolving nature of the technology. This potentially has a number of effects, for example: development of new products; technology being used in new and unexpected ways; new technologies driving different user and social behaviours; development of more energy efficient ICT equipment changing underlying assumptions between in-use and embodied emissions; development of equipment with built-in measurement capabilities (e.g. device energy consumption, network traffic monitoring and reporting, power saving mode monitoring and reporting).

5. WIDER ISSUES FOR ICT

There is a growing interest in ICT with respect to GHG emissions, this is both because of the significant emissions associated with the manufacture and use of ICT products, and also because of the opportunity for ICT products to reduce emissions elsewhere (the so called ‘enabling effect’). In 2008, the SMART 2020 report [3] catalysed the debate about the GHG impact of ICT, estimating that ICT is responsible for 2% of global GHG emissions, and also that ICT has the potential to reduce emissions equivalent to five times its own emissions through the ‘enabling effect’.

The following are some of the issues and questions being raised in relation to ICT on both the positive and negative ‘carbon account’:

- Rapid growth of ICT (e.g. driven by use of social networking, smart phones, mobile data usage, internet usage, internet TV, music and video streaming)
- Exponential growth in the usage of data centres
- Increasing energy efficiency of computing and telecommunications
- Social changes driven by ICT
- Opportunities to reduce business related travel through Teleworking, Tele-commuting and Remote Collaboration.
- Opportunities to indirectly reduce emissions through the use of various smart technologies
- Rapid changes in technology and promises of new technology development leading to new unknown opportunities and challenges
- Considering when is the best time to replace ICT equipment, taking account of the improvements in energy efficiency of new equipment vs. the embodied emissions
- As ICT equipment becomes more energy efficient the embodied emissions of the equipment become proportionately more significant compared to the use stage emissions.

6. SCOPE AND COVERAGE OF THE ICT SECTOR GUIDANCE

6.1 Structure of the ICT Sector Guidance document

The document is organised into specific chapters that provide guidance on the measurement of a specific ICT product (or group of products). There is a focus on ICT services rather than physical goods. The guidance document does not provide exhaustive cover of all ICT products; the approach taken has been
to prioritise those which have a significant impact in terms of GHG emissions.

6.2 Key drivers for each chapter
The choice of chapters to include in the guidance was based on those ICT services which are widely adopted and/or may have a significant impact in terms of GHG emissions. The following summarises the key drivers behind each chapter:

6.2.1 Telecommunications Network Services (TNS)
Telecommunication networks provide the fundamental support to all modern communications and due to the rapid growth in use of the internet, data transfers, mobile communications etc. this is leading to significant increases in associated GHG emissions. At the same time, advances in technologies are leading to more energy efficient networks. The aim of the TNS chapter is to provide guidance, methodologies and options to enable practitioners to assess the GHG emissions associated with a TNS. This helps to identify the relative size and scale of emission sources within different life cycle stages. Understanding this enables telecoms providers to communicate and collaborate with suppliers and customers on ways to reduce GHG emissions.

6.2.2 Desktop Managed Services (DMS)
DMS is the provision of computing facilities, usually in a corporate environment. It is very broad in scope, encompassing the equipment on customer premises (e.g. desktops, laptops, printers), the data centre, the LAN and WAN, and the supporting human services (e.g. break-fix support, help desk). Desktop Managed Services account for a major part of the ICT sector outsourcing market and a major portion of overall ICT carbon emissions. Customers of DMS are increasingly demanding accurate and transparent information on the GHG emissions of the DMS provided to them, for reporting purposes and for identification of areas for potential emissions reduction.

6.2.3 Cloud and Data Centre Services
Cloud computing, which is a model for efficiently providing ICT services from a shared pool of remote computing resources (i.e. hardware, data centres, networks, and software applications), can potentially reduce GHG emissions associated with ICT services. This chapter allows cloud and data centre service providers and customers to benchmark and report the GHG emissions from cloud and data centre services in a consistent manner and make informed choices to reduce greenhouse gas emissions.

6.2.4 Hardware
ICT Hardware is a fundamental component of any ICT system or service. The hardware chapter provides guidance on the GHG assessment of ICT hardware. The methodologies described in the chapter cover different calculation methods and provide guidance on different estimation techniques. The chapter also references other standards that cover the GHG assessment of ICT hardware.

6.2.5 Software
Software controls more than 90% of the energy used by ICT hardware. The design of software for energy efficiency can reduce the GHG emissions of ICT services. This chapter provides software developers and architects guidance to benchmark and report the GHG emissions from software use in a consistent manner and make informed choices to reduce greenhouse gas emissions. The chapter is in two parts: Part A provides guidance on the full life cycle assessment of software; Part B relates specifically to the energy use of software, and covers the three categories of software: Operating Systems (OS), Applications and Virtualisation.

6.2.6 Transport Avoidance
The application of ICT for remote collaboration and remote working (such as teleconferencing and telecommuting) can reduce, in absolute terms, GHG emissions by avoiding business travel and employee commuting. The Transport Avoidance chapter provides guidance and methodologies for the calculation and reporting of the avoided emissions due to the use of the ICT product.

7. OTHER RELATED STANDARDS
There are a number of other related standards for the measurement of the greenhouse gases of products. Some of these are described here, categorised as generic standards and ICT specific standards.

7.1 Generic product life cycle standards

Two other generic standards for the life cycle assessment of GHG emissions are the PAS 2050 [1] and the ISO 14067 [10]. These generic standards are applicable to any kind of products, but do not give specific guidance for ICT products.

The PAS 2050 is a Publicly Available Specification (PAS) for the assessment of life cycle greenhouse gas emissions of goods and services. It was first published in October 2008 by the British Standards Institution (BSI), in partnership with the UK Department of Environment Food and Rural Affairs (DEFRA) and the Carbon Trust. A revised edition (PAS 2050:2011) was released in October 2011.

The ISO standard 14067 “Carbon footprint of products -- Requirements and guidelines for quantification and communication” is under development at the time of writing, and is expected to be published in 2014.

The relationship between the ICT Sector Guidance and these generic product standards is shown in Figure 1.

7.2 Other ICT specific standards
In addition to the generic standards mentioned above, and the ICT Sector Guidance, there are three ICT specific standards relating to the life cycle assessment of products. These are also all based on the ISO 14040 and 14044 standards.
ETSI – TS 103 199 “Life Cycle Assessment (LCA) of ICT equipment, networks and services: General methodology and common requirements”. (Published October 2011) [2].


IEC TR 62725 “Quantification methodology of greenhouse gas emissions for electrical and electronic products and systems”. (In development, planned to be published 2013) [7].

8. CONCLUSION
The GHG Protocol ICT Sector Guidance is being developed through a collaboration of ICT companies, academics, consultants, advocates, NGOs and other stakeholders, to meet a growing demand for clearer guidance in measuring the greenhouse gas emissions of ICT products. The development process is highly consultative and has successfully brought together a wide range of stakeholders from across the world. Draft versions have been published for public comment, with the completed guidance document due to be published in early 2013.
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ABSTRACT
In this paper, we forecast the future carbon footprint of the Information and Communication Technology (ICT) and Entertainment and Media (E&M) sectors in the year 2020 including the ICT and E&M related impact from a networked society, i.e. a society where both people and things are connected and communicate with each other. We also discuss sector boundaries, the full impact from the networked society, uncertainty, use of the Carbon Disclosure Project (CDP) as data source and important perspectives when assessing ICT.
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1. INTRODUCTION
The positive and negative environmental impacts of the ICT sector – i.e. ICT’s own carbon footprint and how ICT can enable carbon footprint reductions in other sectors – have been studied and discussed by many stakeholders over the last few years. The focus of this paper is the future carbon footprint of the ICT sector itself. In addition, the enablement potential is addressed to some extent in the discussion part.

In 2010, the Centre for Sustainable Communications (CESC) at the Royal Institute of Technology (Stockholm, Sweden) together with the ICT vendor Ericsson and the telecom operator TeliaSonera, published a study entitled: “Greenhouse gas emissions and operational electricity use in the ICT and Entertainment & Media sectors” [1] (hereafter “the reference study”).

In 2011, Ericsson and TeliaSonera continued the research, aiming to estimate the ICT and E&M sectors’ energy use and carbon footprint until 2020. In addition to the reference study, the new study described in this paper also investigated historical and prognosticated changes over time related to number and types of devices, number of users and their generated data traffic, and also related to the changes in greenhouse gas (GHG) emissions for different types of equipment. It is anticipated that by 2020 machine-to-machine (M2M) communication is widely adopted, i.e. full connectivity of all electronic devices applies and a high number of sensors that are expected to be integrated into various applications e.g. buildings, vehicles, infrastructure etc. This scenario, described in Section 3 and further discussed in Section 4.1, is hereafter referred to as the networked society and this study tries to embrace the related GHG impacts.

The discussion part of this paper looks further into the ICT sector system boundary definition and especially relates the system boundaries of this study to the ICT sector definition of Organisation for Economic Co-operation and Development (OECD) [2]. It also looks into some important uncertainty sources. Additionally it elaborates on how the results of this study compares with those of other studies related to the ICT sector footprint, and also on implications of applying a sector perspective as such. Further the potential use of organizational reporting data as a source for sector studies is investigated.

2. METHODOLOGY
In this study the ICT sector footprint includes impacts from mobile and fixed telecommunication networks, enterprise data networks, data transport networks, data centers and all user equipment connected to the networks such as phones, PCs and modems. A more detailed discussion of the assessed ICT sector boundaries including further details regarding the ICT network and services is given in the reference study [1]. The reference study also includes a definition of the assessment boundaries for the entertainment and media sector, which in summary includes TVs and TV peripherals (including game consoles), a wide range of electronic “gadgets” (e.g. cameras, audio devices, car infotainment etc.), PC peripherals (e.g. audio, storage and gaming products, mainly used for entertainment and media and therefore included in E&M), optical discs and paper media. The boundary between the two sectors is not unambiguous and it is also changing over time. Further discussion on the selected system boundaries is therefore included in the discussion part. In particular a comparison is made between the sector boundaries used in this study and those defined by OECD [2].

A “carbon footprint” of a product is defined as the sum of all relevant GHG emissions which occur during its complete life cycle as determined by a life cycle assessment (LCA). See reference [3] for a more extensive definition and discussion about carbon footprints. A carbon footprint thus includes raw materials acquisition, production and transports of materials, components and the final assembly and transport of the product itself, as well as use and end-of-life treatment of the product.

For ICT products a carbon footprint - interpreted as one single value used to represent the carbon emissions associated with a product - usually gives only limited information and could not capture the full impact from different use patterns and a dynamic and complex supply chain.

The carbon footprint of the ICT sector is principally the sum of the footprints of all individual ICT devices and network products, but it also includes overhead activities like operator activities needed to run the networks (offices, stores, service vehicles etc.).

The limitations of product carbon footprints are thus inherited so any life cycle based sector carbon footprint could only give a coarse indication of the real carbon emissions. Still such
numbers are considered to be of interest to better understand the potential impact at a sector level.

For the production stage, which includes construction and manufacturing activities, a large number of LCAs have been reviewed and benchmarked in order to create representative averages for each product category and to see trends over time. This work started already in the reference study. Production data for antenna towers, cable deployment, shelters and other infrastructure were based on LCA studies performed by Ericsson and TeliaSonera, summarized in [4].

For the use stage of user equipment, measurements have been prioritized over estimates, e.g. the unique measurements of electronic device use in 400 Swedish households over a whole year [5], was used as a main data source. For the use stage of networks, measurements by operators and service providers have been used as reported to CDP and in corporate reporting as well as other publically available technical data (e.g. number of lines and subscriptions). The global average electricity model described in the reference study [1] was reused.

Another important part of the methodology was to forecast type and number of all devices related to the ICT sector between now and 2020. Large industry analysts’ market research and future market projections have been used as data sources, e.g. International Data Corporation (IDC) (PCs, servers) [6] and Display Search (TVs, monitors) [7]. Subscription information was based on prognoses from ITU [8]. For the mobile subsector’s carbon footprint 2007-2020, a detailed previous study by the European Union (EU) research project EARTH [9] was used as a data source. The data traffic was based on Cisco’s Visual Networking Index [10]. Other more specific studies like Koomey’s studies of servers [11] and data centers energy consumption globally were also used as input. As these sources do not make prognosis as far ahead as 2020 extrapolations were made for the sake of the study.

3. RESULTS AND OBSERVATIONS

The global carbon footprint of the ICT sector in the reference study [1] in 2007 was estimated to 620 Mtonne CO2e which is about 1.3% of the total global carbon footprint, 47 Gtonne CO2e (the figure includes all CO2 equivalent emissions and effects). Often, but less correctly, the ICT sector’s footprint is related to global CO2 emissions (31 Gtonne) which excludes other green house gases and effects, and would then equal 2%. The corresponding figures for the E&M sector were 1.7% and 2.6% respectively (excluding the uncertain forestry impact of paper media shown in Figure 1).

The future prognosis for the ICT sector indicates that the carbon footprint (in CO2e) increases slightly (about 4%/year), and is estimated to increase by approximately 70% between 2007 and 2020, to a total of about 1100 Mtonne. This figure is expected to correspond to 1.9% of the global CO2-e emissions. The E&M sector’s carbon footprint is estimated to increase to a level of 1300Mtonne (2.4% of global CO2-e emissions) or 1100 Mtonne and 2% if paper media is excluded. Use of paper media was not changed compared to the 2007 estimate in the reference study, due to the large uncertainties related to paper media production volumes observed in that study and to the uncertainty in market development. According to [12] this approach seems reasonable. In Figure 1, the total predicted carbon footprints for ICT and E&M (including paper media) sectors is presented based on the outcome of the reference study (2007 values) and this study (2020 values).

Figure 1. Total carbon footprint of the ICT and E&M sectors in 2007 (results from the reference study) and the forecasted impact of 2020.

The increase in number of devices, from about 6 to 12,5 billion, and thereby in subscriptions, is the main reason for ICT’s increased carbon footprint. PCs and servers in data centers are the largest subsectors. At the same time there are other trends that have been considered for the modeling of end user and network equipment which are expected to limit the increase of the ICT sector impact beyond the predicted levels. Such trends are

- Energy efficiency improvements of network equipment in constant operation.
- Change from cathode ray tube screens to flat panels and from desktops to laptops for PCs give large reductions per PC.
- Better power management and lower stand-by power consumption of user equipment.
- Data center virtualizations and modernizations, including more efficiently used servers with better supporting infrastructure.
- Decrease in carbon footprint per device over time observed in LCA studies.

More detailed distribution of results within the ICT sector is given in Figure 2.

In addition to the predicted amount of devices in 2020 for device categories in use today, this paper also includes additional new network equipment categories associated with the networked society which is further discussed in Section 4.1. Thus, in addition to 12,5 billion traditional ICT devices and 16 billion E&M devices, 1 billion new ICT devices were included in the assessment. These devices were modeled based on fixed broadband gateways, e.g. fixed wireless gateways connected through mobile broadband which enable connection possibilities for devices in a household and in other buildings/sites. Further
The impact of connectivity of the 16 billion E&M devices were included in the E&M results.

The main reason for the decreased footprint per average ICT user, shown in Figure 3, is that more and more users use mobile devices and mobile access technologies which have lower footprints per user than fixed PCs and always on-devices like modems/routers. The reason for this is the higher energy efficiency of battery-operated mobile user devices. Fixed networks, on the other hand, have a lower impact per GByte (GB) as shown in Figure 4.

Figure 2. The carbon footprint development of the main ICT subsectors 2007-2020.

To put the overall sector results in context, they were also normalized based on number of users. This part of the results does not include the specific impact related to the networked society due to difficulties in modeling the machine-to-machine users. “Users” is here to be understood as number of mobile subscriptions (mobile devices), number of fixed subscriptions (fixed phones and Customer Premises Equipment (CPE) per fixed line) and number of PCs. This means that number of users nearly equals number of devices.

Based on an analysis of historic data for number of devices for example International Telecommunication Union (ITU) statistics of PCs in use and telephone lines [13], and earlier LCA studies performed by Ericsson and TeliaSonera, we found that the ICT sector’s total carbon footprint per average user, including also impact from shared resources such as data centers and network equipment, has decreased from about 300 kg CO₂e/year in 1995 to about 100 kg in 2007 and is estimated to decrease further to about 80 kg in 2020, see Figure 3.

Figure 3. The ICT sector carbon footprint expressed per user.

For mobile users, the small increase 2010-2020 is due to the introduction of more advanced mobile phones and PCs.

Another metric of carbon footprint intensity is thus the carbon footprint per amount of data (including voice) which has already been reduced from about 75 kg/GB 1995 down to about 7 kg/GB in 2007 due to the technical development and high increase in amount of data. This metric is predicted to further decrease by a factor of 35 by 2020, based on Cisco’s [10] prognosis for data traffic growth up to 2015 which was extrapolated to 2020 for this study. This source was chosen as it is a well recognized source for data traffic numbers and also as it transparently describes its methodology although its background data is not available.

Note that all user equipment (phones, PCs, etc), network components such as Internet Protocol (IP) core network and transmission networks such as fiber communication, copper networks and all data services (servers / data centers) are included in the data related to Figure 4. Thus the results are more comprehensive than what is seen in other studies that only look at the IP core network parts, such as [14], and are therefore not directly comparable to such studies.

Based on described data sources and future prognoses, the ICT sector in 2020 compared to 1995 is estimated to have:

- Increased number of users about 10 times to about 12.5 billion PCs, phones, etc.
- Increased total data traffic volumes (including voice) about 1000 times. It is to be noted that in 1995 voice was dominating the total data traffic). The mobile data traffic is estimated to show the same increase, 1000 times, between 2007 and 2010, i.e. during a considerably shorter time frame than the fixed traffic.
- Increased its total absolute carbon footprint by a factor of about 3, but will remain a continued reasonably low relative footprint, less than 2% of the total global carbon footprint (CO₂e). The increase in absolute numbers is due to dramatic increase in number of capabilities and users, especially in the developing countries, and a foreseen additional impact from new devices associated with a networked society.
• Decreased the footprint per average ICT user by about 70% - mainly because the share of mobile users grows from about 5% to about 60%.

Although an intensity metric based on data volumes is interesting in combination with other results related to sustainability impact it is not seen as the best metric on its own, as it has a low correlation to the impact per user and may be regarded as a metric intended to diminish the importance of ICT due to the rapid development of data traffic.

4. DISCUSSION
4.1 System Boundaries of the ICT and E&M Sectors
Applicable boundaries for the ICT sector are not obvious and they are therefore a subject for discussion. The most widely acknowledged definition of the ICT sector is perhaps that of OECD [2]. The OECD definition takes a quite inclusive approach and includes both the ICT and the E&M elements of the reference study as well as as well as sub-elements beyond what was used in that study.

This study therefore tried to adopt the OECD definition but found it hard to apply directly for life cycle based environmental assessments. As an example both components and final products were part of the scope which would lead to double-counting effects if added together. Also the boundaries towards other sectors could be discussed. For example is a writer’s original manuscript, or a music studio a part of E&M or rather a part of the cultural sector? Further, some of the categories covered by OECD could alternatively be seen as “other electronics” which is examined in the next chapter.

Another drawback of applying the OECD definition in this study would be that the alignment with older (pre-OECD definition) studies would be reduced - especially the allocation between ICT and E&M was different between the reference study and the OECD definition and was kept for comparability reasons. For example TVs, TV peripherals, hard copy equipment (printers, copiers etc) and paper media were in our studies allocated to E&M.

Table 1 and 2 tries to cross-connect the system boundaries of this study and those of OECD

<table>
<thead>
<tr>
<th>OECD category</th>
<th>Coverage in this study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communication equipment</td>
<td>High coverage of related GHG emissions. Alarms etc: excluded as being associated with Safety and security sector. Television cameras: excluded Telephone sets: based on LCA.</td>
</tr>
<tr>
<td>Telecommunication services</td>
<td>High coverage of related GHG emissions. Included. As the services are based on the usage of above product categories double-counting effects have been handled.</td>
</tr>
<tr>
<td>Consumer electronic equipment</td>
<td>High coverage of related GHG emissions. Consumer electronics gadgets: based on EIO. The category includes all cameras, audio equipment including radio, and home-theatre-in-a-box (TV etc). Consumer products are covered but not professional recording devices (low volumes)</td>
</tr>
<tr>
<td>Miscellaneous ICT components and goods</td>
<td>High coverage of related GHG emissions. Discs and optical media allocated to E&amp;M sector. Other components included to the same extent as final products and the components for non-ICT products is integrated into the category &quot;other electronics&quot; (not part of ICT sector)</td>
</tr>
<tr>
<td>Manufacturing services for ICT equipment</td>
<td>High coverage of related GHG emissions. As the study is LCA based manufacturing processes are included for all included final products</td>
</tr>
<tr>
<td>Business and productivity software and licensing services</td>
<td>High coverage of related GHG emissions. Equipment use stage included. Manufacturing to some extent (discs and PC software included based on EIO)</td>
</tr>
<tr>
<td>Information technology consultancy and services</td>
<td>Moderate coverage of related GHG emissions. Partly included (equipment use stage and life cycle included). Business activities for data centers included. Retail and software development included only to a limited extent</td>
</tr>
<tr>
<td>Leasing and rental services for Telecom equipment</td>
<td>Moderate coverage of related GHG emissions. Partly included (equipment use stage and life cycle included). Business activities for data centers included. Retail and software development included only to a limited extent</td>
</tr>
</tbody>
</table>
When predicting the future impact of the ICT industry it is considered and included, but based on less accurate data.

Analyzed in a more detailed way than related accessories that are this study is on the ICT devices as such. Consequently they are limited impact. Another main observation is that the focus of production and distribution of services is expected to give only a minor role in this study.

Our analysis of software services, the additional impact from related services such as development, retail and distribution included only to a limited extent.

In general a main observation is that this study has a product/hardware perspective but include use of services to the extent that they are associated with ICT equipment. Thus other aspects of services such as development, retail and distribution is only included to a limited extent. To fully capture the impacts from services would be a subject for a paper by itself. Based on our analysis of software services, the additional impact from production and distribution of services is expected to give only a limited impact. Another main observation is that the focus of this study is on the ICT devices as such. Consequently they are analyzed in a more detailed way than related accessories that are considered and included, but based on less accurate data.

### Table 2. Cross reference table relating the system boundaries for E&M to the OECD ICT sector definition

<table>
<thead>
<tr>
<th>OECD category</th>
<th>Coverage in this study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other ICT services</td>
<td>Moderate coverage of related GHG emissions, Partly included (equipment use stage and life cycle included). Business activities for data centers included. Retail and software development included only to a limited extent</td>
</tr>
<tr>
<td>Printed and other text-based content on physical media, and related services</td>
<td>Low-Moderate coverage of related GHG emissions, Paper included Use of ICT included, other aspects of content production excluded. All optical disks included. Advertising mainly excluded.</td>
</tr>
<tr>
<td>Motion picture, video, television and radio content, and related services</td>
<td>Moderate coverage of related GHG emissions, Discs and use of ICT equipment: included Business activities for content production and distribution excluded.</td>
</tr>
<tr>
<td>Music content and related services</td>
<td></td>
</tr>
<tr>
<td>Games software</td>
<td></td>
</tr>
<tr>
<td>On-line content and related services</td>
<td></td>
</tr>
<tr>
<td>Other content and related services</td>
<td>Moderate coverage of related GHG emissions, Discs and use of ICT equipment: included Business activities for content production and distribution excluded. Licensing services for the right to use entertainment, literary or artistic originals not included except for use of ICT and to some extent business activities.</td>
</tr>
</tbody>
</table>

In general a main observation is that this study has a product/hardware perspective but include use of services to the extent that they are associated with ICT equipment. Thus other aspects of services such as development, retail and distribution is only included to a limited extent. To fully capture the impacts from services would be a subject for a paper by itself. Based on our analysis of software services, the additional impact from production and distribution of services is expected to give only a limited impact. Another main observation is that the focus of this study is on the ICT devices as such. Consequently they are analyzed in a more detailed way than related accessories that are considered and included, but based on less accurate data.

### 4.2 The Impact of the Networked Society Scenario

When predicting the future impact of the ICT industry it is important to consider that in the future not only everyone but also everything is expected to be connected and communicating. Although the technical solutions for this networked society are not fully known at this stage we have tried to model the associated impacts in our study to get an indication on its importance for the ICT footprint. It could be argued that it would be better not to include technical solutions which are yet to be developed but the rational to model these impacts is that also a coarse model will lend more relevant results than leaving this impact out.

Thus, when applying a sector perspective in Section 3, the ICT and E&M related impacts from a networked society scenario were taken into consideration. These impacts were associated with new ICT devices (1 billion) and the connectivity of the E&M sector (16 billion devices) as described in that section.

In addition, a networked society scenario also needs to consider effects in other sectors. Thus, to fully capture the networked society, this study also looked into the anticipated 2020 impact from the connectivity of another 12 billion devices representing electronic devices in other sectors. These connectivity components (as well as those of the E&M sector) were modeled based on the mobile connectivity devices for PCs. The connected electronic devices are expected to be found in e.g. vehicles, home appliances, HVACs (Heating, Ventilation and Air Condition), meters, production machinery, payment, medical and security products etc. In addition, this study also considers impact from 500 billion sensors and tags which are expected to be used by all industry sectors.

When considering also these aspects of the networked society scenario, it turns out that according to our scenario the largest additional impact comes from ICT connectivity components while the sensors and tags gives a relatively low impact in spite of the very high volume assumed due to their small size and, when batteries are used, efficient battery operation. The corresponding total additional life cycle impact in terms of CO$_2$e emissions for the scenario applied for the networked society is shown in Figure 5 and equals 185 Mtonne CO$_2$e in total, which includes also the impact on ICT and E&M sectors already accounted for in the sector results presented in Section 3.

![Figure 5. Additional impact (red) from the networked society scenario shown together with a business as usual scenario (yellow). Note that the paper media part of E&M sector is not included in this figure.

Due to modeling difficulties and lack of data the network impact from a networked society scenario was not included in this figure but was tested in the sensitivity analysis as described in next section.

In general a main observation is that this study has a product/hardware perspective but include use of services to the extent that they are associated with ICT equipment. Thus other aspects of services such as development, retail and distribution is only included to a limited extent. To fully capture the impacts from services would be a subject for a paper by itself. Based on our analysis of software services, the additional impact from production and distribution of services is expected to give only a limited impact. Another main observation is that the focus of this study is on the ICT devices as such. Consequently they are analyzed in a more detailed way than related accessories that are considered and included, but based on less accurate data.
4.3 Uncertainty and Sensitivity

It is obvious that a study which tries to forecast the future impact of a complete industry sector is associated with a high degree of uncertainty. The uncertainties associated with the system boundary setting were discussed in Section 4.1. Since the uncertainties associated with defining the future scenario are so high it was concluded that a detailed assessment of parameter uncertainty would not give any further understanding of the results.

For scenario uncertainty it is clear that the predicted number of devices and their assumed energy consumption have a strong impact on the results. The main effort in terms of sensitivity analysis was therefore focused on the additional impact associated with a networked society scenario to understand if the conclusion was robust, so that assumptions associated with such impact would only marginally impact the overall final result.

The parameters tested were number of ICT connectivity components, number of sensors, number of new ICT devices and impact from the use of networks due to increased traffic associated with the networked society scenario. This sensitivity analysis revealed that the numerical value of the sector impact would be affected but to a marginal extent that would not contradict the conclusion that the networked society scenario would add but marginally to the overall sector impact. Although the conclusion seems robust and indicates that the networking of society has a limited cost in terms of CO2e it is obvious that it is necessary to monitor the technology development related to the networked society to get a more thorough understanding of its impacts.

Another aspect that needs additional consideration is the use of intensity metrics. For intensity metrics like CO2/user the development related to the networked society to get a more thorough understanding of its impacts.

4.4 Comparison with the Smart 2020 Report

The Global e-Sustainability Initiative (GeSI) Smart 2020 study from 2008 [15] (hereafter “Smart 2020”) is perhaps the most frequently cited study regarding ICT sector impact and is therefore interesting to analyze further. Compared to the results of the reference study, Smart 2020 estimated a 34% higher absolute carbon footprint for the ICT sector in 2007 (830 Mtonne CO2e)\(^1\).

The system boundaries between Smart 2020 and the reference study were different as the reference study allocated printers to the E&M sector. However, this difference does not explain the substantial difference in results. One important reason for the difference in results is instead that Smart 2020 estimated the mobile telecom subsector to 245 Mtonne CO2e in 2007 which is about 100 Mtonne CO2e higher than the corresponding figure in this study. The main difference seems to be that Smart 2020 used old data that was based on old fixed networks to estimate mobile networks which lead to an overestimation of its impact. It was also noticed that the estimated carbon footprint per PC was higher as far ahead as 2020, also due to use of old desktop PC data as a basis for extrapolation. These two differences together explains why Smart 2020 ended up in higher impact estimates for 2020 and indicates that the estimate of our study gives a more realistic prognosis for 2020.

4.5 Analysis of CDP Data

A major issue when performing a sector level study is to find good data sources. This section discusses that organizational GHG data for scope 1 and 2 emissions may be a useful data source while scope 3 emissions are harder to understand sector level impacts.

An interesting example is the Carbon Disclosure Project (CDP) [16]. CDP request all major companies in the world to report their organizational carbon footprints which results in an extensive data set of interest for sector level studies.

CDP re-uses the definitions of scope 1, 2 and 3 emissions defined by the GHG protocol [17]. Scope 1+2 emissions give very good insights to the emissions of an organization or a sector, but do not give a full understanding of an organization’s total impact as most transports, travel and, not least, the use phase of products and services are not included. All those emissions are defined as scope 3. The full reporting of scope 3 emissions is so far only done by a minority of companies. The reporting is many times incomplete and not consistent with LCAs, and not performed in a standardized way since scope 3 related standards have barely been published. As an example, telecom operators experiences difficulties in covering end-user products in a comprehensive way without in-depth analysis of user habits and patterns. Scope 3 data is thus difficult to use and to understand. Apart from scope 3 data often being incomplete, one company’s scope 1+2 emissions can be another company’s scope 3 emissions, and scope 3 emissions are therefore not well suited for aggregations due to double-counting effects.

In 2010, seventeen of the world’s largest ICT suppliers (manufacturing and service providers) reported 210 Mtonne CO2e emissions and the majority of the emissions was scope 3

---

\(^1\) As GeSI is currently updating Smart2020 its second edition may be available when this paper is presented and may better align with the forecasts made here.
(175 Mtonne CO₂e). Fourteen of the world’s largest ICT operators reported 51 Mtonne CO₂e emissions in total of which only 3 Mtonne CO₂e was scope 3 emissions. However, it is noted that only about 50% of the operators are reporting scope 3 emissions.

The scope 1 and 2 emissions reported by ICT operators to CDP are examples of usable data in assessments of the carbon footprint of the ICT sector. In this study CDP data was used as a data source to calculate the telecom operators’ carbon footprint. The data was validated and complemented based on operators’ corporate social responsibility reports and other publically available technical data (e.g. number of lines and subscriptions) after necessary adjustments to make the data comparable. As an example of such adjustments, the data sources needed alignment as operators in general do not include their use of diesel in the CDP reporting.

Based on this procedure the total carbon footprint for telecom networks operation was estimated to be 104 Mtonne CO₂e for scope 1 and 2.

To transfer the operator data to a sector level using average impacts for reporting operators as a proxy for non-reporting operators, the scope 1 and 2 emissions were extrapolated by revenue and by number of subscriptions yielding results in the range 90-140 Mtonne CO₂e. Although the uncertainty of such figures is substantial this kind of extrapolations was found useful to overcome data gaps.

### 4.6 Some Reflections on the Sector Perspective

There is an interest in society to understand where the greenhouse gases originate from. Today much focus is put on the industry sectors as such to understand how emissions are distributed, not least in the European context.

According to [1] the ICT industry was 2007 responsible for approximately 1.3% of the global CO₂ emissions and this figure, as well as the results of this study, shows that the ICT industry needs to work to reduce its own impact.

It is clearly of interest to make proper estimates of the environmental impact per sector and to use such data as a tool to identify the improvement potential per sector. There is however a risk that focus on the carbon footprints of individual sectors and not on the impact of the technologies they offer, may lead to lost opportunities in identifying activities/technologies which could reduce carbon emissions. If applying a sector perspective only, focus is on efficiency activities in the sector itself, and not on its technology. Consequently, for sectors with a relatively low contribution to the overall emissions, and a substantial abatement potential there is a risk that the latter is not leveraged. For ICT, several stakeholders, e.g.an EU FP7 funded research project [9] and GESI [15], indicate a saving potential of approximately 15% if implementing already existing ICT solutions in other sectors, especially to reduce physical transports and travels with virtual solutions.

It is obvious that ICT, as all sectors, should economize its use of energy and its emissions, but for the total global emissions such improvements would only have a limited impact as its footprint is relatively small. Used wisely for dematerialization, optimization, etc. it may impact the overall global emissions considerably and we therefore propose that a technology perspective may be as important as a sector perspective to reduce global warming.

Based on previous experiences it could be expected that the results of this paper will be used for sector-to-sector comparisons. However, since the data quality as well as scope differs between sector estimates a superficial comparison of results might become misleading and may lead to wrong conclusions and prioritizations.

If such comparisons are made it is thus important that they, as all comparisons between LCA based results, are performed in a fair and correct way.

Over the last years the carbon footprint of the ICT industry has been compared to other industry emissions, particularly to those emerging from the air industry and the two sectors have been claimed to have equal footprints [18]. There are several aspects to consider when making such comparison.

To understand the impact of a sector a life cycle perspective seems relevant, but historically that has not always been considered in sector-to-sector comparisons. While the carbon footprint figure of the ICT sector discussed in this paper covers all substantial life cycle CO₂ emissions of all ICT devices and networks, the carbon footprint of the aviation sector as calculated in [18] is only including the direct CO₂ (not CO₂e) emissions that occurs during operation i.e. when flying. To calculate a life cycle based aviation sector carbon footprint, also the extraction, production and distribution of jet fuel, as well as construction and manufacturing of airports and aircrafts, and further all ground travel (transfers), need to be included. If all CO₂e emissions and effects related to operation of air planes are considered, the aviation sector’s share of the global carbon footprint for 2009 was around 3.5% [19], a figure which was about two times larger than the corresponding figure for the ICT sector [1].

Another aspect to consider when trying to identify carbon efficient activities is the impact per user. Already in 2007 the number of ICT users (6 billion) in the world was 89% of the number of inhabitants (6.7 billion [20]). Although the user concept as used here is only a proxy for actual number of users (see Section 4.3) it indicates that the ICT footprint is shared by a major part of the world’s population.

For the air industry, data available for 2005 [21] shows that there were 0.7 billion travelers, i.e. 11% of the population that

---

2 The reported scope 3 emissions, which were not used, added an additional 38 Mtonne CO₂e. The scope 3 emissions represented operator activities as well as construction and manufacturing of network infrastructure and equipment.

3 As in the case of ICT sector boundaries can be discussed. [18] takes a quite narrow approach by including only commercial passenger traffic, i.e. military, goods and private air transports are excluded.

4 This figure includes nitrogen oxides. If the effect of induced cirrus is also taken into account, an impact of 4.9% has been proposed [19]. It is to be noted that the uncertainties related to these effects are large.

5 Further background data is available in [19] and [21] which cover an extensive research of the carbon footprint of aviation.
made about 2 billion air trips (i.e. 4 billion air port passenger movements) [22].

Comparing these numbers shows that the footprint per user is much lower for ICT usage than for air travelling although it may be hard to directly compare the numbers as the “user” concept is complex and also definitions differs between the sectors. More research in this area would be of interest as emissions per user seem to be a relevant ground for comparisons.

5. CONCLUSIONS

This paper describes the methodology and data sources used for assessing the GHG emissions of the ICT and E&M sectors.

The ICT sector’s carbon footprint, where also the impact from the networked society is taken into account, is prognosticated to increase slightly year by year, in total by 70% compared to 2007, to about 1000 Mtonne CO2e in 2020, which equals 1.9% of the estimated total global CO2e emissions. The carbon footprint of the E&M sector (with paper media included) is prognosticated to be 1300 Mtonne CO2e and is thus expected to represent about 2.4% of the overall global CO2e emissions.

The carbon footprint per average ICT user and per amount of data decreases over time, both for fixed and mobile users. The carbon footprint per average ICT user is estimated to decrease from about 100 kg CO2e in 2007 to about 80 kg CO2e in 2020. Similarly, the carbon footprint per average GB of data is reduced by a factor of 35.

The results presented in this report clearly depends on the growth expectancy of the sector, but the study shows that although the scenario used corresponds to a quite high growth, the sector contribution to the overall carbon emissions is kept at a fairly low level well below its abatement potential. In addition, it is implied that the additional emissions related to the assessed networked society scenario do not impact the sector footprint but marginally.

It becomes evident when assessing the carbon footprint of the complex ICT sector that system boundaries can and should be discussed, and there is no such thing as one true value of future ICT impact. This study is mainly reusing the system boundaries of [1] and a cross reference table towards the OECD sector definition and the reasons for not applying that definition is given in the discussion part. Additionally it is proposed that future studies could focus more on software services.

The potential use of organizational data such as those reported by CDP (Carbon Disclosure Project) as data sources for studies like this was discussed and scope 1 and 2 CO2e emissions reported by ICT operators were found to be usable data sources. It was also discussed that, to identify substantial GHG emission savings, it may be as important to apply a technology perspective as a sector perspective, especially for sectors with a relatively small footprint compared to its abatement potential. Also sector-to-sector comparisons were discussed. It was indicated that the carbon footprints of the ICT and the aviation sectors are not equal, but the aviation sector’s footprint is roughly two times larger than that of ICT, in spite of the difference in numbers of users. This study also proposes that the carbon footprint per average user may be a relevant way to compare technologies of different sectors.

Based on the findings, it is recommended that – although the ICT industry as all sectors shall make sure to increase its own carbon efficiency and decrease emissions - the main efforts of the industry and of policy makers should be focused on how to best leverage the abatement potential of the ICT sector to support the shift towards a low carbon society. This paper clearly indicates that, due to its limited footprint, only when used for transformative changes could ICT make a real difference to the overall global GHG emission level.
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ABSTRACT
In this paper we present a dynamic, country level model and methodology to determine the energy related Green House Gas (GHG) abatement potential of cloud computing. The methodology presented includes variables for market penetration, organisational adoption of on-premise and cloud computing. Using the current enterprise cloud service applications of email, customer relationship management (CRM) and groupware against selected global countries we have calculated that 4.5 million tonnes of CO\textsubscript{2}e could be reduced with an 80% market penetration. The majority of savings were calculated to be from small and medium size organisations. A sensitivity analysis of the market penetration and current organisational cloud adoption highlights the possible large variability in overall energy and GHG reductions. An analysis of the model and data used within this study illustrates a requirement for industry and academia to work closely in order to reach the large energy reductions possible with enterprise cloud computing.
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1. INTRODUCTION
Cloud computing enables computing services (software, platforms, infrastructures etc.) that are traditionally provisioned on-premise within organisations to be delivered on-demand from purpose built data centres across the internet. Past commercial studies [1, 2] have presented how a shift from on-premise to cloud computing offers the prospect of reduced energy consumption. The main enabler of these reductions being the provision of computing resources in large centralised data centres which can be considerably more efficient than individual or small groups of servers typical of on-premise computing. Additionally, large centralised data centres can be located where energy costs are lower. Therefore a shift to cloud computing could deliver significant reductions in energy related Green House Gas (GHG) emissions. Whilst these commercial studies have made a valuable start in quantifying the GHG abatement potential of cloud computing applications (calculating 50%-90% abatement) they leave questions unanswered. They do not consider how energy and GHG reductions are likely to vary by country, fail to present scientifically appraised analysis methods and fail to fully disclose market penetration assumptions. These issues limit their usefulness for future model development and have created the need for an open scientific analysis.

This research aims to address the identified issues of previous research in two ways, by conducting country specific analyses and openly presenting the methodology and data used. Firstly, to achieve country specific analysis we aim to build a model to estimate the energy and GHG emission reductions at the level of the individual county. The model will be created to take into account that the efficiency of current on-premise computing varies by the size of computing resource which in turn varies by the size of the organisation. This is important because the mix of organisation sizes varies by country. Moreover, the carbon intensity of energy provision varies by country as some countries have relatively high carbon energy (e.g. where coal fired power stations are significant) while others have relatively low carbon energy. Hence, our model will take into account the profile of organisation sizes, their mix within the countries being analysed and the national energy mix of each, thus providing more accurate country specific estimates. Secondly, we will present our model in an open and transparent manner, whilst also exposing our data and assumptions. This makes a useful contribution to future model development and helps us to identify where there are significant uncertainties around the data and thus results.

This paper seeks to make two novel contributions. Firstly, we aim to highlight the value of a move to cloud computing in a more tangible, scientific manner through the application of our model to create country specific estimates of energy and GHG reductions. The bespoke and scientific results aimed as informing decision makers from ICT vendors, users and governments alike. Secondly, we describe our model methodology in detail and explore the sensitivity of our results to changes in key variables where scientifically derived data are not available. By presenting our open methodology in this way we hope to encourage further development of the approach by practitioners and other research teams.

2. MODEL METHODOLOGY
2.1 Model background
Our work builds on an industry derived methodology developed by the Global e-Sustainability Initiative (GeSI) [3] by integrating some of the latest academic insight produced in this area [4-7].
This creates a methodology that can be used to assess the energy and GHG impact of new information and communications technologies in three steps:

1. Define the goal and scope of the study;
2. Limit the assessment:
   a. Define a business as usual (BAU) baseline;
   b. Identify those parts of the overall life-cycle which would significantly impact GHG emissions;
3. Rigorously assess the significant processes that would be changed through the replacement of the BAU technology with an alternative and carefully interpret the results.

2.2 Research goal and scope

The goal of this research is to understand the GHG abatement potential of enterprise cloud computing. We set out to produce conservative, reliable estimates of the impact of cloud computing, this meant creating a tight scope. Our chosen scope follows prior industry work [1], which is important in two respects. Firstly, we focus our analysis on three common applications: email, customer relationship management (CRM) and groupware. While these are clearly a sub-set of all applications that businesses and individuals use, they are readily available as cloud based services and believed to represent a likely first phase in a shift towards cloud computing. Secondly, we focus attention on business computing which accounts for a large majority of computing usage, and richer data sets are available.

We modelled the impact of the broad adoption of the three cloud-based services in Canada, China, Brazil, the Czech Republic, France, Germany, Indonesia, Poland, Portugal, Sweden and the UK. These countries were selected as together they represent a broad mix of economies and for their variance in the GHG intensity of their country-level energy supply. Baseline country data was collected for the year 2007 or 2009. More recent data for all countries and variables was not available at the time the analysis was carried out.

2.3 Limiting the assessment

Cloud and traditional on-premise networked data services follow a logical three stage data process involving a server (within a data centre), network transmission and end user devices (e.g. laptops, mobile devices). Previous research has found the data centre stage of a digital process accounts for the bulk of the energy demand compared to the network or user device stage [7]. We assume the populations and demands for end use devices will remain relatively unchanged by a shift to the three cloud based services. Whilst the importance of the communications networks will by enhanced under a cloud computing scenario, preliminary estimates indicate that energy consumption within the network for the purposes in our scope would not materially impact overall energy consumption because of the small data sizes involved [5].

Hence, as cloud computing offers servers that are utilised more efficiently than standard on-premise servers [4-6], we limit our assessment to the impact of on-premise servers being switched off in favour of cloud based services.

Further to this, our analysis focused on the energy usage involved in running servers. The embedded carbon content of the servers, the associated server maintenance and the energy implications of end-of-life decommissioning were all deemed to have small impacts relative to direct energy consumption. Nevertheless, the embedded energy content of servers included in (new) cloud facilities was estimated through a life cycle approach.

2.4 Assessing energy consumption reduction

Our approach was to calculate the annual emissions of on-premise computing and compare it to the energy required to operate the equivalent services in a cloud computing scenario (Figure 1) for a specific county assuming an adoption rate of 80%. This ‘high’ penetration rate was selected to highlight a “best case scenario” [8], one that is likely to take some years to achieve. A sensitivity analysis of this rate was included to highlight the impact of a lower adoption rate. The current (baseline) adoption of cloud computing was also factored into the calculations so as to exclude impact already created by early adopters.

![Figure 1 - The basic steps to calculate the energy and GHG emissions of a move to cloud computing. Numbering relates to the following sections.](image)

To make the inclusion of organisation size tractable, we simplified the profile of organisations in each country into a split between three sizes of small, medium and large (s, m, l), drawing the boundaries from national statistics offices [9-13]. Each size was attributed a different on-premise server utilisation, a current different adoption of each of the three services under examination and therefore different targets to achieve the desired 80% cloud adoption rate.

Only organisations where most people actively use internet connected computers during their normal work routine were included in the analysis.

An Excel based model using the developed methodology was created in order to analyse the energy and related GHG emission impact of a move to cloud computing from on-premise computing. This approach taken from that developed by Williams and Tang [7].

2.4.1 Energy Consumption for On-Premise Servers

This section calculated the annual energy (kWh) consumption for all on-premise servers according to each on-premise service ($E_{ops}$). This was calculated using equation 1.

$$E_{ops} = (OS_{ops} \times O_{ops}) \times AP_{ops} \quad (1)$$

Where $OS_{ops}$ is the number of servers per organisation, $O_{ops}$ is the number of organisations using an on-premise server and $AP_{ops}$ is the annual power consumption of the on-premise server.

In order to understand the scale of on-premise server power consumption the number of servers per organisation size was required. The exact number of servers per organisation per
country is not a known statistic. Therefore the average number of servers per organisation \( (OS_{ops}) \) was estimated via equation 2.

\[
OS_{ops} = C_{ops}^{-1} \times (\bar{emp} \times ead_s) + 1
\]  

(2)

Where \( C_{ops} \) is the average session capacity of a server, \( \bar{emp} \) is the average number of employees per organisation and \( ead_s \) is the employee adoption rate for each service. The session capacity of a server reflects the average amount of user sessions a server can host at one time. This varies by the size of each user session and by the type of service being provided. The average number of employees per organisation and the employee adoption rate were required to determine how many servers were required for each organisation size against the session capacity. The employee adoption rate factored in the employee use of each service \( (S) \) per organisation whether for cloud or traditional computing.

The number of organisations using an on-premise server \( (O_{ops}) \) was determined in order to reflect the realistic use of on-premise servers for a population of organisations. This was calculated using equation 3.

\[
O_{ops} = \left(\frac{IW \times empshare}{\bar{emp}}\right) \times (oad_s \times opr_{ops})
\]  

(3)

Where \( IW \) is the number of internet workers (see below), \( empshare \) is the proportion of total employees that work in either s, n or l organisations, \( \bar{emp} \) is the average number of employees per organisation (see above), \( oad_s \) is the organisational adoption rate for each service and \( opr_{ops} \) is the on-premise to cloud ratio. \( IW \) was calculated by multiplying the employed population of a country by the percentage of workers using the internet \( (IW = employed \ population \times \% \ workers \ using \ internet) \). The organisational adoption rate \( (\%) \) described the amount of organisations using each service \( (S) \) in either a cloud or traditional manner. The on-premise to cloud ratio specified for each service the current use of on-premise servers compared to cloud servers.

In order to relate the total number of servers by organisational size to energy consumption the average annual power consumption of an ops server was calculated using equation 4.

\[
AP_{ops} = (P_{se} \times DCE) \times 24 \times 365
\]  

(4)

Where \( P_{se} \) is the power consumption of the server and \( DCE \) is the data centre effectiveness ratio. The server type and thus power consumption was selected according to the size of the organisation. The DCE ratio was calculated by combining average power usage effectiveness (PUE) metric by a network and storage add on metric. This allowed the full extent of data centre power to be related to overall power consumption. \( DCE = (1 + storage\% \times (1 + network\%)) \times PUE \).

2.4.2 Energy Consumption for Cloud Computing

This section calculated the annual energy (kWh) consumption for all cloud service servers \( (E_{cs}) \) according to the current employee use of each on-premise service. This was calculated using equation 5.

\[
E_{cs} = S_{cs} \times AP_{cs}
\]  

(5)

Where \( S_{cs} \) is the number of servers required for the cloud service, and \( AP_{cs} \) is the annual power consumption of the cloud server (see previous section).

The number of servers required for each cloud service \( S_{cs} \) was calculated via equation 6.

\[
S_{cs} = \left(\frac{O_{ops} \times \bar{emp}}{E_{cs}}\right)
\]  

(6)

Where \( O_{ops} \) is the number of organisations using an on-premise server (see previous section), \( \bar{emp} \) is the average number of employees per organisation (see previous section), and \( E_{cs} \) is the session capacity of a cloud server. Similarly to the on-premise server capacity \( (C_{ops}) \) the cloud server capacity reflected how cloud servers are commonly utilised to much higher levels and can be dynamically used for different services or across different regions.

2.4.3 Adoption Rates

An aggregated cloud service adoption rate \( (AR) \) was calculated as a cloud infrastructure would deliver all services through a single infrastructure. This was calculated using equation 7.

\[
AR = \frac{\sum CUR_{cs}}{\sum (O_{ops} \times \bar{emp})}
\]  

(7)

Where \( \sum CUR_{cs} \) is the sum of the number of all analysed cloud service users required to meet the cloud market adoption rate \( \sum (O_{ops} \times \bar{emp}) \) is the sum of the current number of on-premise email, CRM and groupware users (refer to section 2.2.1). To calculate the number of cloud service users required to meet the market adoption rate equation 8 was used.

\[
CUR_{cs} = \left(\frac{O_{ops} \times \bar{emp}}{acr_{ops}}\right) \times \left(\frac{MPR_{cs} \times (1-acr_{ops})}{acr_{ops}}\right)
\]  

(8)

\( O_{ops} \) is the number of organisations using an on-premise server and \( \bar{emp} \) is the average number of employees per organisation (refer to section 2.2.1). \( MPR_{cs} \) is the market adoption rate \( (\%) \) for cloud and \( opr_{ops} \) is the on-premise to cloud ratio (refer to section 2.2.1).

2.5 Assessing GHG Emission Reductions

The net GHG emissions difference between the emissions created by cloud computing \( (CED) \) and the emissions that can be abated by switching off on-premise computing servers \( (OPED) \), according to the specified market adoption rate was calculated using equation 9.

\[
Emissions \ Difference = OPED - CED
\]  

(9)

On-premise computing’s total emissions \( (OPED) \) according to the specified adoption rate of cloud computing represented the emissions to be converted to cloud computing emissions. This was calculated using equation 10. The electricity emission factor \( (EF) \) was used to convert energy to the appropriate GHG emission.

\[
OPED = \left(\sum E_{ops} \times EF\right) \times AR
\]  

(10)

The GHG emissions that cloud computing would emit \( (CED) \) according to the specified adoption rate represented the emissions converted from on-premise emissions. This was calculated using equation 11. The electricity emission factor \( (EF) \) was used to convert energy to the appropriate GHG emission.

\[
CED = \left(\sum EC_{cs} + \sum E_{cs} \times EF\right) \times AR
\]  

(11)

Where \( \sum EC_{cs} \) is the sum of all cloud service’s embedded carbon calculated using equation 12. This was calculated to reflect the creation of new servers for cloud service purposes. On-premise servers are likely to have reached a useful lifetime end and thus were not factored in to this calculation.

\[
EC_{cs} = \frac{S_{cs} 	imes E_{cs}}{ts}
\]  

(12)
Where $S_{c}$ is the number of servers required for the cloud service, $E_{c}$ is the embedded carbon for a server and $t_{s}$ is the useful lifetime of the server.

3. MODEL DATA

Data for each model variable was collected from a variety of sources. Where reliable data could not be found or was commercially sensitive, estimates were generated through a series of five multi-business, expert workshops with senior personnel from the ICT sector. Although a consensus was reached around all such estimated parameters, the most conservative ranges were used. Full model data is not presented here due to size constraints; this is freely available from the authors.

The average session capacity of an on-premise server was estimated at a conservative 250 sessions per server for each service. It was recognised that this value was a low estimate but reflected the probable wide range of technical support and knowledge across an entire range of company types and sizes. For cloud servers an estimate of 1000 sessions per server was used. This value was agreed to be at the middle to low end of size estimates especially for email services.

Data for the employed population of a country, percentage of workers in small, medium or large organisations, and the average number of employees by organisation by size (s, m, l) for each country were sourced from leading national and international suppliers of such data [9-11, 14, 15]. We note for China, Brazil and Indonesia primary data could not always sourced and was inferred from a mix of averages.

The percentage of workers using the internet was estimated and inferred from a variety of sources [12, 13, 16-20]. This variable did not differentiate between internet access for an on-premise service or other work and personal related internet access; however, this was the best data available.

Consistent adoption rates to demonstrate the current on-premise to cloud ratio could not be sourced; this was estimated for each service during expert workshops and interviews.

The average power consumption of a server and associated networking and storage add on metrics were determined using methods and data from Williams and Tang [7]. A PUE of 1.3, 1.8 and 2.1 was used for small, medium and large organisations and 2.0 were used for cloud services. These PUE values were a conservative estimate of current PUE values. For small and medium size organisations a mid-range server type was used. For large organisations and all cloud services a volume server type was used. The embedded carbon of each server was difficult to source, so we used values from Bottner [21].

The emissions factors used in this research were sourced from World Resources Institute [22].

4. RESULTS

The presented methodology was developed into an Excel based model and run against the scope and data from previous sections. Table 1 and Figure 2 present country summary results of on-premise emissions reduced and cloud emissions created and the associated net GHG emission reductions. In all cases the model indicated significant emission reductions.

For all countries 4.5 million tonnes of CO$_{2}$e could be reduced from the move to cloud computing. On average a move to cloud-based email, CRM and groupware was calculated to reduce emissions by 95%.

### Table 1 – Country summary results of running the model against an 80% cloud adoption rate.

<table>
<thead>
<tr>
<th>Country</th>
<th>Annual emissions (t CO$_{2}$e)</th>
<th>On-premise emissions reduced</th>
<th>Cloud emissions increase</th>
<th>Net emissions reduced</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>188,376</td>
<td>9,240</td>
<td>179,136</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>94,647</td>
<td>7,985</td>
<td>86,662</td>
<td></td>
</tr>
<tr>
<td>China</td>
<td>1,982,625</td>
<td>124,777</td>
<td>1,857,848</td>
<td></td>
</tr>
<tr>
<td>Czech Rep</td>
<td>111,877</td>
<td>4,435</td>
<td>107,442</td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>99,387</td>
<td>5,454</td>
<td>93,933</td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>1,056,538</td>
<td>49,147</td>
<td>1,007,391</td>
<td></td>
</tr>
<tr>
<td>Indonesia</td>
<td>178,005</td>
<td>6,800</td>
<td>171,205</td>
<td></td>
</tr>
<tr>
<td>Poland</td>
<td>283,470</td>
<td>11,020</td>
<td>272,450</td>
<td></td>
</tr>
<tr>
<td>Portugal</td>
<td>81,029</td>
<td>2,305</td>
<td>78,724</td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>6,732</td>
<td>557</td>
<td>6,175</td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td>709,012</td>
<td>36,006</td>
<td>673,006</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>4,791,699</strong></td>
<td><strong>257,726</strong></td>
<td><strong>4,533,973</strong></td>
<td></td>
</tr>
</tbody>
</table>

![Figure 2 – The net emission reductions ranked high to low.](image-url)

The average proportion of emission reductions and the current average assumed use of cloud services in Table 2 highlights on average the majority of reductions (68%) were realised by smaller organisations. This was despite the fact that we assumed 60% of small organisations had already adopted cloud services.
Table 2 – The average proportion of emission reductions and the assumed use of cloud services of all countries by organisation size.

<table>
<thead>
<tr>
<th>Organisation Size</th>
<th>Average Proportion of Emission Reductions</th>
<th>Current average assumed use of cloud service</th>
<th>Average proportion of employed population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>68%</td>
<td>60%</td>
<td>45%</td>
</tr>
<tr>
<td>Medium</td>
<td>18%</td>
<td>34%</td>
<td>18%</td>
</tr>
<tr>
<td>Large</td>
<td>14%</td>
<td>10%</td>
<td>37%</td>
</tr>
</tbody>
</table>

The number of on-premise servers removed and cloud servers added for an 80% cloud penetration rate is presented in Table 3. On average moving to cloud reduced server numbers by 92%. The majority of servers removed are from small and medium sized organisations; however, most servers added for cloud services are for large organisations (Figure 3). This highlights the higher adoption of cloud computing and the higher proportion of employed populations in small organisations (Table 2).

Table 3 – The number of servers removed for on-premise and servers added for cloud computing

<table>
<thead>
<tr>
<th>Country</th>
<th>On-premise servers removed</th>
<th>Cloud servers added</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>154,645</td>
<td>11,216</td>
<td>143,429</td>
</tr>
<tr>
<td>Canada</td>
<td>249,239</td>
<td>19,143</td>
<td>230,096</td>
</tr>
<tr>
<td>China</td>
<td>35,780</td>
<td>2,538</td>
<td>33,242</td>
</tr>
<tr>
<td>Czech Rep</td>
<td>184,706</td>
<td>14,888</td>
<td>169,819</td>
</tr>
<tr>
<td>France</td>
<td>21,955</td>
<td>1,490</td>
<td>20,465</td>
</tr>
<tr>
<td>Germany</td>
<td>71,092</td>
<td>4,683</td>
<td>66,409</td>
</tr>
<tr>
<td>Indonesia</td>
<td>24,156</td>
<td>1,197</td>
<td>22,958</td>
</tr>
<tr>
<td>Poland</td>
<td>61,816</td>
<td>7,493</td>
<td>54,323</td>
</tr>
<tr>
<td>Portugal</td>
<td>303,604</td>
<td>31,753</td>
<td>271,851</td>
</tr>
<tr>
<td>Sweden</td>
<td>307,981</td>
<td>20,287</td>
<td>287,694</td>
</tr>
<tr>
<td>UK</td>
<td>28,250</td>
<td>1,861</td>
<td>26,389</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>1,443,224</strong></td>
<td><strong>116,549</strong></td>
<td><strong>1,326,675</strong></td>
</tr>
</tbody>
</table>

5. SENSIVITY ANALYSIS

A sensitivity analysis was completed on the market penetration rate (Figure 4). This was run against the total emissions reduction and the analysis revealed that for a 100% market penetration rate a total of 7.3 million tonnes of CO₂e could be abated. However market penetration and emission reductions were found not to be linear. Therefore the 80% rate set in this research accounted for 62% of the total possible reductions by moving to cloud computing. The largest rate of change of 46% occurred between the 75%-100% market rate and the lowest rate of 3% occurred between 0%-25%. The large increase in reductions at 50% penetration comes from the first inclusions of the small organisations (for example, we assume that 60% of small organisations already use cloud computing for email).

![Figure 3](image3.png) – The average proportion of servers for on-premise and cloud computing separated by large, medium and small organisational size.

![Figure 4](image4.png) – A sensitivity analysis of the market penetration rate (0%-100%) against the potential total emissions reductions. 25%, 50% and 75% rates are highlighted. Results in this paper used an 80% penetration rate.
A further sensitivity analysis was performed on the cloud to on-premise ratio (Figure 5) that had been estimated through a series of workshops and expert interviews. The analysis shows that a ±20% change in the on-premise to cloud ratio causes a linear ±31% change in GHG emission reductions. This was performed as the sensitivity analysis implemented on market penetration rates revealed that a non-linear increase in emissions reductions was caused by the variation in current cloud adoption rates (the cloud to on-premise ratio) between different sized organisations. The analysis performed a ±20% difference on each service’s on-premise to cloud ratio estimated value (not exceeding 100%). This range was chosen according to the array of answers received in the data collection process. The variations were performed relatively to each service and each organisational size for each country with results being collated for ease of presentation.

![Figure 5](image)

Figure 5 – A collated ±20% sensitivity analysis of the on-premise to cloud ratio for each service against potential emission reductions.

## 6. DISCUSSION

This paper reports upon a methodology and a model developed to rigorously and transparently calculate the energy consumption reduction and subsequent GHG emission reduction that might arise from a move from on-premise computing to cloud computing. The approach extends previous work by including country level differences such as a mix of organisation sizes and different GHG intensities of the energy supply. Two key aspects of this modelling were to differentiate between small, medium and large organisations at the level of each country and to consider current and future market penetration levels.

The model was run for multiple countries assuming a cloud market penetration rate of 80%. Results show there is significant potential for GHG emission reductions in each country. Indeed 4.5 million tonnes of CO₂e could be reduced from the countries in scope through a move to cloud-based email, CRM and groupware services. For all countries in scope this on average represents approximately 1.7% of the ICT sector’s carbon footprint assuming the ICT sector accounts for 4% of GHG emissions.

The results of this modelling broadly confirms previous commercial research [1, 2] that a shift to cloud computing can have a significant impact. However, the open model presented here can now be scrutinised, challenged and improved within the academic and commercial sectors to enhance modelling, explore other scenarios and create focus for further action.

The inclusion of organisational size within the model revealed that over 60% of savings were accounted for by small and micro size firms. From the perspective of GHG emission reduction, this highlights that smaller organisations have more to gain from a switch to cloud computing given their relatively inefficient use of on-premise servers. By contrast, large firms utilise their on-premise servers to better efficiency levels, hence, the attraction of shifting to the cloud is somewhat reduced from a GHG perspective.

Overall results show that the relative net emission reductions vary greatly for each country. Analyses revealed that this was due to a mixture of the GHG intensity of electricity and the variation in the current adoption of the three technology types analysed for each country. For example France has a low GHG energy intensity thus the reduction in GHG emissions is also low.

Unlike previous studies the sensitivity analysis performed highlights the possibility of a large variability in GHG reductions. The key variable to consider is the market penetration of cloud services. The 80% penetration used in the model accounted for 62% of the total possible GHG abatement. Sensitivity analysis revealed a non-linear rate of abatement. We show that a market penetration of 51% or more provided the largest increase in the rate of GHG abatement. In fact, if penetration only reaches 51% our model calculates that only 12% of the total GHG abatement can be achieved.

It is clear that an important parameter in our model is the extent to which on-premise computing is replaced by cloud computing. In general terms, the extent of adoption of any new technology is typically driven by some combination of the technical feasibility (does it work, is it available), underlying economics (perceived benefits, costs and risks), behavioural aspects of the market (for example the amount of change that users are required to undergo) and public policy may also play a role:

- A main technological barrier could be the speed, availability and security of networks that supply cloud computing. This could cause a reduced uptake in certain countries. Mobile and wide area Wi-Fi are being adopted where little wired infrastructure exists, such as in Indonesia, these may serve to inhibit adoption of some cloud services.
- A recent survey suggested cloud vendors may not be making the economics of cloud solutions clear to their market places. If true, a lack of clarity regarding benefits, costs and risks can cause a market place to hesitate [23].
- Likewise, it would seem the reluctance of incumbent IT directors to sanction ‘outsourcing’ of their computer resources on the basis of risk, may perhaps have as much to do with behaviour change as it does real challenges to data protection [24].
- Public policy may impact both on the economics and on people’s willingness to change. For example, government regulations with respect to data privacy may unwittingly deter adoption. Likewise, policies that institute incentives to major IT companies to reduce their overall carbon footprint.
fail to adequately take into account their potential to enable carbon abatement\(^1\).

The importance of understanding technology adoption, and topics such as those discussed above, is enhanced by the model described in this paper. Simply highlighting potential barriers to adoption and being able to estimate the impact of failed adoption on lost energy and GHG reductions can provide valuable inputs to policy debate for example. Indeed, we propose to complete research into these areas for a subsequent paper.

Our modelling confirmed our prior belief about the relative importance of direct energy consumption compared to embedded carbon (i.e. the carbon generated in making servers in the first place). For cloud servers the impact of embedded carbon was included. Overall this accounted for 5% of the created GHG emissions related to cloud computing. The amortisation period used (5 years) was considered to be a conservative estimate and therefore this level may be lower. This reinforces the idea direct energy consumption in the key driver of GHG reductions.

We identified five potential limitations of this study which when overcome would greatly enhance results and applicability.

i. Our analysis has highlighted that the primary driver of the emission reductions is the net reduction of server devices being used. Results have indicated a 1:20 ratio for cloud to on-premise servers which factors in the capacity of cloud servers and the multi-tenancy aspect of cloud servers. Yet, realised savings rely upon on-premise servers being turned off and not being utilised for other purposes such as backup. It is likely that some on-premise servers will continue to be used for other purposes, dependent upon age and capabilities. Hence the estimates put forward in this paper may be an over estimate, though the conservative nature of our method will go some way to counter balance these claims.

ii. The analysis covers the shifting of three services; email, CRM and groupware applications. As such this work underestimates the full potential of a shift to cloud computing. Further research is needed to understand the propensity to switch for other computing applications. We speculate that there might be a spectrum of such services from high propensity (e.g. the three applications included in the model) to low propensity (e.g. applications where security or latency concerns are paramount) suited for different business types. Indeed for large data sizes cloud computing may be less energy efficient than traditional computing [5].

iii. Although our model considers user devices to remain unchanged for both types of computing scenarios, the availability of cheaper, cloud-based computing services could stimulate growth in the use of computing in the long term. This might drive an off-setting increase in carbon emissions. Any such conclusion must await an assessment as to whether the expansion of computing has a net positive or net negative impact on energy consumption and GHG emissions.

iv. As stated in the method, where some parameters could not be directly or scientifically sourced, a series of expert workshops were conducted. This naturally leaves potential weaknesses in estimates. We are happy to expose all data; indeed, we would relish the opportunity to engage further with industry or academia to strengthen the numbers.

v. This study has examined the impact of shifting on-premise computing to off-premise cloud computing. However, a third scenario of a ‘private cloud’ has not been examined. This type of cloud scenario places the efficient servers and know-how into the hands of the organisation to create their own on-premise private cloud. This method may become more prominent to address security and legal concerns. Although more efficient than traditional service servers, on-premise cloud servers may not be as efficient as off-premise servers because of the lack of service volume and data centre specialisms.
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ABSTRACT

The IT industry has undertaken strong efforts to reduce the energy consumption of IT services. Data center operators have two goals, why to reduce the energy usage: Reduce the carbon dioxide footprint and reduce the operational costs of the data center. First an overview on different approaches to optimize the energy efficiency of cooling a data center is presented. We then focus on direct free cooling, DFC. We list implications of DFC on the infrastructure of the data center due to regulation and standards.

Two variants for cooling a distinct data center of Swisscom in Zurich are compared: Optimized conventional cooling and DFC. The two variants are simulated for temperatures in Zurich. We give figures for potential savings for both variants. Finally, the potential savings by optimizing the efficiency of cooling are compared to savings by reducing the energy consumed by servers e.g. with virtualization.
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1. INTRODUCTION

The IT industry accounts for 2 percent of the world's total carbon dioxide emissions. This is a large amount - according to [1] as much as is released by global air traffic. The total energy consumption of ICT services is the sum of three contributions: Energy usage of servers, of clients and of transmission equipment. Considerable effort has been taken by the IT industry to reduce the electrical energy consumption. In this article we concentrate on usage of electrical energy in data centers (DC). The DC operators pursue two goals. First, there is a real concern about the carbon dioxide footprint and, second, they are looking for reduction of the operating costs. Operators have noticed that the costs for electricity are a serious part of the operation costs. Therefore, the energy efficiency of a data center has got much attention and many operators are trying to optimize the efficiency of their DC. Investments in newer, more efficient equipment, however, are usually only made if an economic justification can be demonstrated.

The industry needs a rating to qualify the efficiency of a given data center. The green grid introduced the

\[
PUE \equiv \frac{\text{Total Facility Power}}{\text{IT Equipment Power}}. \tag{1}
\]

Power Usage Effectiveness a measure for the efficiency of the infrastructure of a data center. It should allow to compare different data centers [2]. The total facility energy usage is the sum of the energy consumed in the transformers, in the uninterruptable power supply (UPS), in IT equipment, cooling, lighting and infrastructure systems (e.g. surveillance). In older data centers the PUE was often above 2. Newer data centers with conventional cooling systems designed according to the guidelines given by the green grid [3] will reach values for the PUE typically in between 1.5 and 2.

The PUE, however, does not reflect wasting of energy in the IT equipment. It can even tempt the operator to minimize the consumption of cooling to the expense of the energy used in the IT equipment, thus optimizing the PUE, but wasting energy on the whole. Therefore, green grid introduced first the concept of a family of Data Center Productivity metrics (DCxP) that measure useful work divided by a resource consumed to produce that work [4]. If the consumed resource is energy, the metric is

\[
DCeP \equiv \frac{\text{useful work}}{\text{total energy consumed}}. \tag{2}
\]

Unfortunately, DCeP is difficult to evaluate in a operational data center. Therefore, green grid subsequently proposed to use a simple indicator, or proxy, while less accurate, much easier to implement. The document [5] presents eight different proxies to estimate data center productivity.

Operators who want to optimize energy efficiency of their DC must make a choice out of many options and generally do not exactly know in advance the potential savings before making an investment. Neither do they know the actual risk of a new approach in their actual environment.

It is therefore important that an operator is able to evaluate as well savings as risks of several options before making a choice. We suggest to simulate DCs [6] and to compare different variants. We use a simulation tool developed for that purpose: The EoDD (Energy Optimized Data center Designer [7]). Thus we can provide figures for decision-makers and replace trial and error by systematic approaches.

The goal of this project was to twofold. First, investigate whether there are potential savings in the total energy used in a given data center run by Swisscom in Zurich. Second, we want to clarify
under which conditions direct free cooling (DFC) is feasible and to calculate potential energy savings with DFC. The feasibility depends on various conditions such as legal regulations, geography, business requirements and architecture of the building. The project is not meant to give a general answer to the question how much electrical energy could be saved in data centers over the whole world by introducing DFC. We rather investigate a particular case. Nevertheless, some general understanding of the relevant mechanisms can be drawn from that analysis.

The paper is organized as follows. In section 2 we give an overview on conventional cooling and the most promising approaches to increase DC efficiency. Chapter 3 discusses constraints for DFC given either by physics or by regulation. We then explain the modeling of DFC for the particular DC in Zurich. Section 5 summarizes the results and in chapter 6 we give our conclusions.

2. OVERVIEW ON DIFFERENT APPROACHES FOR DATA CENTER COOLING

2.1 Conventional Cooling with Conditioned Air and Chilled Water

Conventional cooling in DCs is depicted in Figure 1. The cooling system consists of four loops. In the first loop the thermal energy which is produced in the IT equipment is conveyed with air. A computer room air handler (CRAH) consists of a ventilator and a heat exchanger. It circulates the air and cools it down. The cold air leaving the CRAH has a temperature $\theta_{\text{a,out}}$. We assume that the temperature $\theta_{\text{a,out}}$ is equal to the server inlet temperature. The resulting temperature of the air coming back to the CRAH is $\theta_{\text{a,in}}$. The bigger the difference $\Delta\theta_{\text{a}} = \theta_{\text{a,in}} - \theta_{\text{a,out}}$ between the hot and the cold air, the more efficient the CRAH works. We neglected in Figure 1 that a small portion of the air must be replaced with fresh air. Ventilators in the chassis of the servers aspirate air. Note that the hardware makers implement their own regulation for the ventilators in their equipment. Generally this regulation tries to keep a constant temperature at the CPU socket. The DC operator can't take any influence on the regulation of the rotation frequency of these ventilators.

In a second loop water transports the thermal energy to a chiller, which transposes the temperature of the water $\theta_{\text{w,out}}$ to a higher temperature level $\theta_{\text{w,in}}$ as input for the cooling tower. The cooling tower can now dissipate the thermal energy by cooling down the water to a temperature $\theta_{\text{w,out}}$ near the outdoor temperature $\theta_{\text{ODA}}$. If the outdoor temperature $\theta_{\text{ODA}}$ is lower than the needed temperature $\theta_{\text{w,in}}$ by some degrees, no chiller function is needed. Thus, the parameter $\theta_{\text{w,in}}$ plays an central role for the efficiency of the cooling of the DC. The higher the temperature $\theta_{\text{w,in}}$ the less chiller function is needed. The required temperature $\theta_{\text{w,in}}$ depends on the outlet temperature of the CRAH $\theta_{\text{a,out}}$ and on the prescribed server inlet temperature. If the CRAH uses an efficient heat exchanger with a big surface the difference between $\theta_{\text{w,in}}$ and the server inlet temperature can be quite small, in the order of one or two degrees. When using compact CRAHs the heat transfer is less efficient. In the example of the considered data center of Swisscom the temperature $\theta_{\text{w,in}}$ is set to 16$^\circ$C, while the resulting inlet temperature is 21$^\circ$C.

Reference [3] gives typical values for the consumption of the individual components (Table 1) and lists common issues that reduce the efficiency of a DC. Since the percentage of the consumption of the different components heavily depend on the availability of optional free cooling (see paragraph 2.2.1), we added in Table 1 a column with values from a typical data center in Zurich with optional free cooling.

### Table 1: Typical contributions of different components to the total energy consumption a) without optional free cooling [3], and b) with optional free cooling.

<table>
<thead>
<tr>
<th>Component</th>
<th>Consumption in % according [3]</th>
<th>Consumption in % DC in Zurich</th>
</tr>
</thead>
<tbody>
<tr>
<td>IT Equipment</td>
<td>30</td>
<td>52</td>
</tr>
<tr>
<td>Chiller</td>
<td>33</td>
<td>14</td>
</tr>
<tr>
<td>Uninterruptable Power Supply UPS</td>
<td>18</td>
<td>11.5</td>
</tr>
<tr>
<td>Computer room air handler CRAH</td>
<td>9</td>
<td>11</td>
</tr>
<tr>
<td>Others</td>
<td>10</td>
<td>11.5</td>
</tr>
</tbody>
</table>

2.2 Different Approaches for Improving the Energy Efficiency

Several approaches have been proposed to increase the energy efficiency in DCs.

2.2.1 Improvements with Conventional Cooling

Reference [3] gives guide lines how to improve the air flow in the computer room. The cold air should be well separated from the heated air. If cold air bypasses the servers (thermal short cut), energy is wasted for ventilation. Congestion or even blockings in the air stream should be avoided for the same reason. This goal is
best reached with proper implementation of a cold and/or warm aisle [3].

A further improvement can be reached by regulation the air stream with temperature and pressure sensors at various points [8]. With the aid of temperature sensors hot spots in a rack can be avoided while pressure sensors help to regulate the air stream so that the CRAH and the ventilators in the servers work well together.

Another approach is placing the first heat exchanger very near to the servers. Short loops for the cooling air reduce issues with thermal short cuts and with congestion. This is the goal of in-row cooling equipment. There is a "CRAH" placed in between the racks. The resulting air loop is very short. However, a lot of CRAH equipment is needed and water has to be transported into the DC.

Optimizing the temperature $\theta_{a,\text{out}}$ of the cold air produced by the CRAH (the "ambient set point") was discussed by Patterson [9]. He found, that increasing the set point up to the limit given by ASHRAE [10], [11] improves the efficiency significantly only if an economizer is used. Figure 2 depicts this case. We call it "optional free cooling". Depending on the outdoor temperature, the chiller is bypassed and switched off when not needed. By increasing the set point, free cooling is possible during significantly more hours per year. Yet, cooling still takes place with conditioned air.

The strategy for optimizing conventional cooling can be summarized as follows

- a) Optimize the air flow from the CRAH to the servers and back to the CRAH.
- b) Optimize the inlet temperature of the servers
- c) Minimize the difference between the cold water temperature $\theta_{c,\text{in}}$ and server inlet temperature.
- d) Use the chiller only when the outdoor temperature demands it.

2.2.2 Improvement with water cooling

The strategy to reduce the number of loops and heat exchangers ultimately leads to a configuration without any loops and heat exchangers. Cooling servers directly with water [13], [1], [14] has been studied e.g. at IBM research in Zurich.

Three important characteristics for a coolant are its thermal conductivity, its specific heat capacity and the temperature difference needed between chip and coolant. It is well known that water has a higher heat conductivity and specific capacity than air. Zimmerman et al. [13] report, that a temperature difference chip-coolant of 15°C is enough for cooling a chip with water. So the authors were able to increase the inlet temperature of the water up to 60°C. With these conditions the energy in the output water can directly be reused.

The price for these advantages is that water must be guided not only into the DC, but very close to the CPU of the server hardware.

An alternative for the cooling liquid water is the use of oil [15]. The future will show whether there is an acceptance for such changes in a DC or not.

2.2.3 Improvement with Direct Free Cooling

The strategy of direct free cooling, DFC, [16], [17], [18], is similar to that one of water cooling: Omit all the loops and heat exchangers. DFC differs from optional free cooling by using primarily outside air directly. Figure 3 shows DFC. Simply take outdoor air directly and transport the hot air outside again.

For the case that the outside air is too cold or too warm, generally an option to loop back and to cool down the air is foreseen. In winter time a fraction of the heated air may be looped back, so that the inlet temperature to the servers is above 10°C. This does not consume additional energy. For few hours in summer, when the outside temperature is higher than a threshold, the warm air is looped back and a chiller is switched on to cool it down.

3. CONSTRAINTS

A number of issues need to be addressed when cooling of IT equipment with fresh air is applied instead of conventional cooling.

3.1 Air Filtering

Unfiltered fresh air is potentially contaminated with corrosive gases, dust and other particles which could result in malfunction of devices due to corrosion on printed circuit boards [19] or as a consequence of contamination of the radiators. Hence an adequate filtering is absolutely essential.

However, since air filtering certainly reduces the air flow, some extra fans have to be installed in order to supply the required air stream.

3.2 Prevention of Sabotage

The inlets provide excellent physical access. Potential risks are further identified through the channelling of harmful materials such as gases or smoke balls.

3.3 Fire Security

Early smoke and fire detectors are installed in high performance data centers. A fire alarm triggers an extinction by gas. Usually, nitrogen is used to reduce the amount of oxygen in the air to prevent fire in the data center. It is not feasible to implement this
measure in fresh air cooling systems as nitrogen would instantly escape. Thus, rooms have to be shut in case of a fire incident. However, rooms must not be shut in fresh air cooling systems because of overheating.

This challenge is solved by the installation of mechanical chillers.

3.4 Regulation and Political Issues
With regard to the investment, free cooling without cooling machines would be the most attractive option. If the ASHRAE defined maximum inlet temperatures have to be met, this option can be applied in regions with ambient temperatures below the maximum inlet temperatures. That implies IT equipment or its services of a client in hotter countries have to be transferred to cooler areas.

This is not a favorable measure in every case due to various reasons. For companies subject to regulations from Swiss Financial Market Supervisory Authority, FINMA [20], clients have to be notified about the relocation of services (FINMA RS, Abschnitt F. Grundsatz 6). The question whether clients are capable to assess the applied safety measures remains unsolved. Paragraph G, Grundsatz 7 says: 'The relocating organization needs to grant full and unrestricted access to their internal audit, external revision as well as the FINMA organization at any time.'

Political stability of the data center location is of elevated relevance even without statutory restrictions. Many organizations cannot afford to transfer business-critical data to countries where unauthorized access by the government or by third parties cannot be omitted. Furthermore, numerous hard facts support respectively undermine the operation of a data center abroad: Land price, rental charges, wage level, electricity costs, power availability, accessibility of the location, availability of local experts.

4. MODELLING OF DIRECT FREE COOLING IN A DATA CENTER
In order to run simulations and to compute potential savings we made a choice for commercially available equipment. We chose the equipment from Stulz [21] and introduced performance data from the company into our simulation tool. With an assumed power of 400 kW of the IT equipment one needs six pieces of equipment.

4.1 Different modes in Direct Free Cooling
DFC equipment consists of two parts:
- a CRAH which makes the air stream strong enough to convey the thermal energy out of the computer room
- a chiller for the case that the outdoor air is too hot

In order to simulate a DC with DFC depending on the outdoor temperature different modes of operation can be distinguished.

Case I: \( \theta_{\text{ODA}} \leq \theta_{\text{min}} \) Partial loopback of the air,
The chiller is switched off. \( \theta_{\text{min}} \) typically is 18°C.

Case II: \( \theta_{\text{min}} \leq \theta_{\text{ODA}} \leq \theta_{\text{ODA,DFC,max}} \) DFC without loopback,
The chiller is switched off.

Case III: \( \theta_{\text{ODA}} > \theta_{\text{ODA,DFC,max}} \) total loopback of the air.
The chiller is working.

For the energy consumption the cases I and II are nearly equal. The ventilator produces a certain air stream. We neglect the little difference due to where the air comes from. Our simulation distinguishes the two cases:

Case IV: \( \theta_{\text{ODA}} < \theta_{\text{ODA,DFC,max}} \) without chiller operation,
Case V: \( \theta_{\text{ODA}} > \theta_{\text{ODA,DFC,max}} \) with chiller operation.

4.2 Modeling the Required Air Stream
A crucial point for the results of the simulation is the choice of the parameter for the air stream needed to cool the servers. The basic equation for heat transport is

\[
P_{th} = \rho \cdot q_v \cdot c_p \cdot \Delta \theta
\]

where \( P_{th} \) is the thermal power from the servers, \( \rho \) the density of air, \( q_v \) the air stream by volume in m³/s and \( c_p \) the specific heat capacity of air in Ws/kg. If the thermal power and the temperature difference of the air before and after the server are known, the needed air stream \( q_v \) and thus the operating point of the equipment can be calculated. We made the following assumptions: For temperatures below 26°C the fans of the servers are in normal mode and \( \Delta \theta \) is 10°C. For inlet temperatures above that threshold the fans go faster. Measurements with our own servers showed that the fan speed may nearly double at 32°C. We therefore applied a model with a \( \Delta \theta \) of 10°C up to 26°C, followed by a linear decrease down to \( \Delta \theta = 5^\circ C \) at 32°C. We assume that the DFC equipment follows the regulation in the servers and produces the higher air stream at higher temperatures.
In the simulations the threshold temperature $\theta_{\text{out}}$ for switching on the chiller was increased from 10 to 32°C.

### 4.3 Case Study: DFC in a Swisscom Data Center

Both the DFC case and the conventional cooling were simulated with our EoD Designer tool [7] and then compared. We have chosen the simulation parameters within range of the ASHRAE specification [11] and the environmental characteristics of the Swisscom data center in Zurich. All simulations are computed for the duration of one year. For the outdoor temperature $\theta_{\text{ODA}}$ we use the temperature for Zurich with a resolution of one hour. The price for electricity is assumed to be CHF 0.16 per kWh.

We assume a constant IT equipment power $P_{\text{IT}}$ of 400 kW, i.e. our simulations do not reflect the increase of $P_{\text{IT}}$ with augmenting inlet temperature to the servers. Transformers, UPS and facility equipment are deliberately omitted in our simulations, because they are equal in all simulation variants and thus have no effect on potential savings. As a consequence, the sum of the energy used by IT, CRAH and chiller is not the total energy used for calculation of the PUE. One should not try to calculate a PUE value from the figures in chapter five.

5. RESULTS

#### 5.1 Optimization of Conventional Cooling

We simulate the optimization of conventional data center cooling by raising the allowed CRAH outlet air temperature $\theta_{\text{a,out}}$ (see Figure 1), which is equivalent to the server inlet air temperature, up to a maximum of 32°C, as specified by ASHRAE. Our simulation uses the same cooling equipment currently used in the Swisscom data center in Zurich, which consists of 12 CRAHs of type Stulz ASD 1900 CW, and one combined chiller/free cooler of type FOCS FC B 2722. It should be mentioned that the CRAH equipment is used at a very low operation point. The reason is that the DC was designed for 1 MW of IT load.

Results for different server inlet temperatures ranging from 10°C up to 32°C, are shown in Figure 4. When the server inlet temperature is increased, so is the amount of time within the year where free cooling is possible and the chiller can be switched off. This leads to a reduction of the energy required for cooling, which is also noticeable in the sum of the energy consumption of IT, CRAH and chiller.

Longer free cooling is possible, because along with the increased server inlet air temperature, the temperature of the circulating water inside the free cooler can also be increased. Therefore, free cooling becomes possible at higher outdoor temperatures and thus during more hours of the year.

Figure 5 shows the absolute contribution of IT, CRAH and cooling equipment to the combined energy consumption within a year. When the server inlet temperature is increased, the energy consumed by the cooling equipment (chiller, free cooler) is decreased. The energy consumption of the IT equipment is constant in the simulation. The CRAHs consume a relatively low amount of energy, since we assume a constant server inlet temperature $\Delta \theta_a$ of 10°C in the simulation, which allows the CRAHs to run on a low operating point.

![Figure 4: Conventional cooling in function of server inlet temperature. Blue: Energy usage of IT, CRAH and chillers. Red: Free cooling hours in one year.](image)

![Figure 5: Contribution of IT, CRAH and chillers to the energy usage for the case of conventional cooling, as a function of the server inlet temperature.](image)

As expected, the amount of energy that could be saved through optimization of the conventional cooling depends exclusively on energy savings of the chiller. Figure 5 shows that the chiller only contributes between 10.8% and 5.0% to the “total” energy consumption. Remember that contributions from power distribution and UPS are not included in our model. The IT equipment contributes from 87.7% to 93.3%. This fact indicates that only a small fraction of the total energy can actually be saved.

Table 2 shows the potential savings when increasing the server inlet temperature $\theta_{\text{a,out}}$ compared to a $\theta_{\text{a,out}}$ of 15°C. Even if $\theta_{\text{a,out}}$ is increased to 32°C, only 5% of the cost that is caused by IT, CRAH, and chiller can be saved.

<table>
<thead>
<tr>
<th>Temp. (°C)</th>
<th>IT, CRAH, chiller energy (kWh)</th>
<th>Savings</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>3'947'952</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>3'901'132</td>
<td>1.2 %</td>
</tr>
<tr>
<td>25</td>
<td>3'844'206</td>
<td>2.6 %</td>
</tr>
<tr>
<td>26</td>
<td>3'831'518</td>
<td>3.0 %</td>
</tr>
<tr>
<td>30</td>
<td>3'779'385</td>
<td>4.3 %</td>
</tr>
<tr>
<td>32</td>
<td>3'754'562</td>
<td>4.9 %</td>
</tr>
</tbody>
</table>
5.2 Direct Free Cooling

We simulate the direct free cooling method (DFC) for data center cooling for various thresholds $\theta_{ODA,DFC,max}$ for outdoor air temperature. When the outdoor air temperature $\theta_{ODA}$ is above the threshold, the air is looped back (see Figure 3) and the chiller is switched on.

The threshold is increased from 10 to 32 °C, the limit given by ASHRAE [11]. We assume that the cooling equipment consists of six DFC coolers of type Stulz DFC®. We choose a number of six devices, because it is reasonable for cooling down up to 400 kW, as the Stulz DFC® can cool up to 110 kW and we do not want to run it at its limit. The difference between server outlet and inlet air temperature $\Delta \theta_{a,C}$ is assumed to be 10°C when the chiller is used.

Figure 6 shows the sum of the energy consumption of IT, CRAH and chiller and the amount of direct free cooling hours within a year. Compared to Figure 4, we notice a more significant reduction of the energy consumption.

<table>
<thead>
<tr>
<th>Temp. (°C)</th>
<th>Conv. (kWh)</th>
<th>DFC (kWh)</th>
<th>Savings</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>3'947'952</td>
<td>3'874'940</td>
<td>1.9 %</td>
</tr>
<tr>
<td>20</td>
<td>3'901'132</td>
<td>3'726'783</td>
<td>4.5 %</td>
</tr>
<tr>
<td>25</td>
<td>3'844'206</td>
<td>3'663'603</td>
<td>4.7 %</td>
</tr>
<tr>
<td>26</td>
<td>3'831'518</td>
<td>3'656'854</td>
<td>4.6 %</td>
</tr>
<tr>
<td>30</td>
<td>3'779'385</td>
<td>3'638'360</td>
<td>3.7 %</td>
</tr>
<tr>
<td>32</td>
<td>3'754'562</td>
<td>3'636'021</td>
<td>3.2 %</td>
</tr>
</tbody>
</table>

Table 3 gives a comparison of the DFC approach versus the conventional cooling. Potential savings of DFC relative to conventional cooling are listed. At all simulated temperatures, DFC provides more savings than the optimization of conventional cooling.

5.3 Minimizing the Consumption of the IT Equipment

As an alternative to replacing the cooling equipment, one can try to reduce the energy consumption of the IT equipment. There are several ways to reduce the consumption of the IT equipment:

a) Hardware makers have improved the efficiency of their equipment considerably in the last years. The number of operations per kWh consumed has been augmented by factors.

b) Reduction of IT load by improving software quality.

c) Switching off old equipment and forcing virtualization of servers. Virtualization reduces the number of physical machines and thus the energy consumption.

Virtualization is a viable option for a company running their own services in their own DC, but not for an operator offering server housing to customers. Keep in mind that all three approaches may lead to a temporarily reduction of the DC efficiency if the infrastructure is not built up in a modular way.

Measurements in the Swisscom data center in Zurich have shown that various physical machines have an average CPU load of less than 1% (!) and RAM usage of only 20%, yet the services are provided by individual physical servers. These measurements
show that there is some potential for saving energy by virtualization.

So far, our simulations were based on a nominal power consumption $P_{IT}$ of 400 kW. For this consideration we use a conventional setup as described in chapter 5.1, however, we assume a fixed server inlet temperature $\theta_{in, out}$ of 26°C and reduce the IT equipment power consumption $P_{IT}$ from 100% down to 60%.

Figure 8 gives the results of a simulation with $P_{IT}$ at 100%, 90%, 80%, 70% and 60%. Table 4 shows that the combined energy usage of IT, CRAH and chillers is decreased in an almost linear fashion when the IT energy usage is decreased.

![Figure 8: Contribution of IT, CRAH and chillers to the energy consumption using conventional cooling, as a function of the IT equipment power consumption $P_{IT}$](image)

In our conventional setup, the IT equipment gives the largest contribution to the energy consumption. Therefore, reducing the power consumption of the IT equipment shows a much larger effect on financial savings than introducing more efficient cooling equipment.

The results in Figure 8 and Table 4 are the results of a theoretical simulation. In a real data center, IT equipment power consumption cannot be reduced arbitrarily. It depends on the number of servers, their individual load and the type of services they provide. It also has to be noted that reducing the IT energy usage saves energy and thus money on the long run, but may require further investments into hardware and virtualization software.

**Table 4: Energy savings after reduction of IT equipment power consumption while using conventional cooling and without cooling optimization. Savings are relative to a $P_{IT}$ of 400 kW.**

<table>
<thead>
<tr>
<th>$P_{IT}$ (kW)</th>
<th>IT, CRAH, chiller energy (kWh)</th>
<th>Savings</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>3'831,518</td>
<td>-</td>
</tr>
<tr>
<td>360</td>
<td>3'446,650</td>
<td>10.0%</td>
</tr>
<tr>
<td>320</td>
<td>3'064,085</td>
<td>20.0%</td>
</tr>
<tr>
<td>280</td>
<td>2'683,897</td>
<td>29.9%</td>
</tr>
<tr>
<td>240</td>
<td>2'306,122</td>
<td>39.8%</td>
</tr>
</tbody>
</table>

6. CONCLUSIONS

When running a DC with $P_{IT} = 400$ kW under the conditions as in the second column of Table 1 [3] without optimization of the cooling system the sum of the energy consumed by IT equipment (3'504 MWh), chiller (3'854 MWh) and CRAH (1'051 MWh) would be roughly 8'400 MWh in one year.

We have simulated the particular data center (DC) of Swisscom with optional free cooling (see Figure 2) for a constant IT load of 400 kW over one year with the outdoor temperature of Zurich. We increased the inlet temperature of the servers from 10°C to the limit of 32°C stated by ASHRAE [11]. The resulting energy consumption of IT, chiller and CRAH for one year is reduced to 3'844 MWh at 25°C server inlet temperature and to 3'754 MWh at 32°C. With 25°C inlet temperature it is still possible to work in the DC, however not with 32°C. Compared to conditions of column 2, Table 1, this is a reduction by 54.2% and 55.3% respectively.

The simulation with direct free cooling (DFC, see Figure 3) lead the results of 3'663 MWh at 25°C maximum inlet temperature and 3'636 MWh at 32°C. This corresponds to reductions of 56.4% and 56.7% respectively.

Our simulations show that a big amount of energy (and money) can be saved with an up-to-date cooling system. The cooling in the Swisscom DC with optional free cooling and the given CRAH is quite near to the optimum. Further improvement with DFC is possible but the savings in energy would be small.

Another promising approach to reduce the consumption of electricity could be to virtualize all the old services so far implemented on an own physical machine with low CPU and RAM usage. By reducing the IT energy consumption by 10%, the sum of energy usage of IT, CRAH and chiller would result in 3'446 MWh per year in the given setup with optional free cooling.

Notably, this method will not improve the PUE. In a given DC the PUE may even get worse. Optimizing PUE does not mean maximizing the energy consumption and vice versa. However, the proxy #5 or #6 defined in [5] would reflect the improvement quite well.
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ABSTRACT
The project SMART METERING consumption focuses on the energy consumption needed for the operation of smart metering infrastructure - an issue not widely discussed until now. An analysis of state of the art smart metering solutions have been performed to provide a technology-based mapping of technical properties that are relevant for energy consumption. A flexible methodology was developed to enable comparability for differently organized smart metering solutions. Field and laboratory consumption measurements have been carried out to estimate total annual energy consumptions of the whole smart metering infrastructure of a country. The measured data has been combined to build representative real operation cases which were then used for extrapolation, according to underlying national scenarios for Switzerland and Austria.
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1. INTRODUCTION
The European Union as well as many countries in the world decided to implement smart metering infrastructure, and have defined timelines for roll out plans. Main efforts in the area of smart metering are targeting improvements in the efficiency of the energy supply. A comprehensive estimate of efficiency has to include, aside from the energy changes in the supply and end-use, the power that the infrastructure itself demands for its operation. This led to the central idea of the binational SMART METERING consumption (SMc) project, which was started on behalf of the Swiss Federal Office of Energy and the Austrian Federal Ministry of Transport, Innovation, and Technology in September 2010. After a two-year project period results had been delivered in May 2012.

2. RELATED WORK
There is no related work that could be considered as directly related background for the SMc project. It is known that meter manufacturers and some utilities perform energy consumption measurements, but the resulting data is not publicly available. Furthermore, there are so far no research or applied studies covering assessments of smart meter’s own energy consumption. Some available references are cost-benefit analyses, which partly deal with the topic of costs to run metering infrastructure and indirectly with own energy consumption.

3. PROBLEM STATEMENT
The transfer of data from metering point to the head-end system of a utility requires suitable hardware. These are smart meters at the metering point, optionally additional gateways, but also devices at other locations such as data concentrators, bridges, and servers throughout the whole network. For the proper operation of all of these components within the communication system, electric energy has to be steadily provided at distributed places. The central idea for the SMc project was to conduct an assessment of the corresponding total energy consumption of smart metering hardware. Following this idea the key questions were:

- Which device and system characteristics are responsible for the energy consumption of the smart meters?
- What is the best available technology with regard to own energy consumption (of smart meters)?
- How high is the estimated energy consumption of the likely smart metering systems for Austria and Switzerland, also in comparison to the yet installed technology?

4. DERIVED METHODOLOGY
4.1 Analysis of Products
In collaboration with key stakeholders, mainly manufacturers and power utilities, different available state-of-the-art smart metering solutions have been identified and analyzed. In the first period of the project an experts workshop with five different smart meter manufacturers was organized to help identify, aggregate, and categorize main influencing parameters of the performance of smart meters (see figure 1). Some of the more important aspects are listed as follows:

- Measurement: refers to the physical principle in the current path, the sampling frequency and the
calculation processes, to also provide monitoring functions for power quality (e.g., total harmonic distortion).

- Communication: refers to the mode of data transmission to the wide area network (e.g., PLC, GPRS), the mode of data transmission to the local area network (e.g., Ethernet, M-Bus), the availability and organization (push vs. pull mode), and the modularity of the smart meter.

- Hardware: refers to the number of phases, the power supply unit, and the breaker.

- Additional Features: multi utility control, gateways, and in-home displays.

Most of these aspects refer to the smart meter itself, but some of them are also related to the implementation of the whole metering system, or are strongly influenced by it.

4.2 Solution Approach and Set-up

To keep the chance for adaption and different adjustments to specific roll out scenarios, a well structured modeling path to describe system-wide own consumptions had to be prepared. Averaging over different fluctuations of the source data plays an important role here. A big variety of potentially significant influences should be considered such as different load situations due to the end-user, varying traffic emergence via the communication system, and different operation modes over time. In addition there could also be significant differences in the energy demand according to the position of the meter in the network and the changing network properties (e.g., voltage level, and network impedance).

Figure 2 illustrates the layered modeling process for system-wide consumption per metering point, which only needs to be multiplied by a number of metering points to extrapolate results. In this way the structure is similar to an object-oriented organisation of classes, which is already foreseen to possibly be adapted for an automated calculation by a computer script. The following description explains how the four layers shown in figure 2 are separated:

1. The first inner layer (“Power Data From Devices and Processes”) contains all raw data that is necessary to form a solid basis for all calculations. The data is unsorted, yet it must be complete and can cover different operation modes of devices, and/or different use situations like countryside vs. urban region. Self-measured data shall be preferred over values from product specification datasheets values, at least if the percentual contribution to the total system consumption is high. This, to make sure robustness and independent data in the modeling.

2. The second layer combines the data from the first layer to form representative power values (Watt), which may correspond to items that shall be accounted for a certain electric energy consumption and are definitely part of the metering system. More concrete, these are appliances (e.g., smart meters, data concentrators) and processes (e.g., contributions occurring at a telecommunication operator which cannot be allocated to single physical devices). In the project these are called Technical Components (TCs), and are considered to run under realistic operation conditions. E.g., for a smart meter this means a load spectrum should be considered, which is built from time spans and corresponding input powers over a suitable monitoring period (e.g., one day if daily data readouts are considered\(^1\)).

3. In the third layer combinations of compatible Technical Components are assembled to form Technical Scenarios (TSCs). A TSC is understood as a complete working smart metering solution. The description covers the needed system-wide active power, assigned to the single metering point. In this way, the third layer already provides a common basis to enable comparisons of power requirements of different technologies or special solutions. The main

\(^{1}\)Another approach could be to monitor an entire week/month/year. This depends on the schedule for requests from the head-end, on the modelers estimate for load-dependency, or even the analysis of more sophisticated (future) systems where the smart metering communication also transfers data for the remote control of a HVAC system of a building. In the SMc project one typical work day has been used as reference.
property for differentiation is the technology used to connect the smart meters along the so called “last mile”\(^2\).

4. Finally at the fourth layer the results from the third layer are put together in linear combinations to derive realistic and/or interesting Roll Out Scenarios (ROS). For the ROSs for Switzerland and Austria, exemplary TSCs addressing the current most popular technologies such as PLC, GPRS, Radio Transmission and M-Bus have been created. Figure 3 gives an overview of how these are organized.

Key remark for figure 2: On the right side a parameter P is shown which stands for any influencing parameter. This shall provide more flexibility at the very outer modeling layer than achievable through the only combination of Technical Scenarios. A good example is the mandatory separation between 1- and 3-phase meters when the region to be modeled happens to include a certain amount of 1-phase connected households. This parameter would be situated as shown in layer 3, if a 1-phase and a 3-phase version of the TSC have been prepared. This is the case in the modeling process undertaken for Austria.

Key remark for figure 3, on categories for Technical Scenarios:

- **TSC A** covers systems that carry data on a conductor that is also used for electric power transmission in the distribution network. These systems are organized as meshed networks, which means the nodes (smart meters) communicate all with each other, and also act as repeaters to bridge higher distances to the data concentrator. The data concentrator then sends accumulated data over only one connection to the head-end system. PLC systems are currently the most popular cable-based technology, as they use existing infrastructure. Moreover, PLC systems comprise about 70% of both in Swiss and Austrian running smart metering pilot projects.

- **TSC B** describes systems that make use of services provided by a telecommunication operator. Similar as for mobile communication systems, the technologies and protocols are the same.

- **TSC C** stands for proprietary radio transmission systems developed by meter manufacturers. These are also organized as networks using repeating functions. In this case, some selected meters act as data concentrators (in parallel).

- **TSC D** has been introduced to evaluate special solutions adjusted for congested areas. The standardized wireless M-Bus protocol is used to gather meter data from e.g., one building complex with several appartments. A gateway transmits the bundled data packages to the head-end system.

### 4.3 Laboratory Stand Setup and Measurements

Measurements of the active energy consumptions in the laboratory as well as in field tests have been carried out to support all the following work with reliable data. The test series was set to cover a representative variety of smart metering solutions available on the market. TCS which have the greatest occurrence in the metering system were given priority. These are the smart meters and their corresponding modules, and on second place, the data concentrators. The metrological work has been performed by a competent project partner, the Institute of Electrical Power Systems of the Graz University of Technology. The measurements were addressing the main drivers for energy consumption listed in figure 1, and have been completed in four blocks:

1. Approval of the measurement equipment and arrangement: Figure 4 shows the test circuit used to measure without any load. This means only the voltage and current signals located at the net side of the meter have to be registered. As the current is low a simple shunt test circuit is sufficient. This arrangement allows measurements with high accuracy, but can only be used without the presence of load on the user side of the meter. Figure 5 shows the circuit for measurements with load of up to 16 A. This circuit was used to analyze the sensitivity in the laboratory, and also for live measurements in the field.

![Figure 4: Test circuit using shunts - for power measurements at the meter when it is operated without load.](image1)

![Figure 5: Test circuit using current transducers - for power measurements at the meter in real use cases, when there is a certain load, caused by the end-user.](image2)
Figure 3: Network model showing the differences between the categories A, B, C, and D for the Technical Scenarios used in the SMc project. The main distinction between different data collection technologies is derived from the priorities a power utility sets for making decisions about its investments, and it is not based on their contribution to the total energy consumption.
2. Sensitivity analysis at two 3-phase smart meter products that are well represented in the Swiss-Austrian market for: mains voltage, total harmonic distortion (both coming from the net source), load current, and power factor (both caused by different types of loads). As an example figure 6 shows the relative change of own consumption as a function of load, for smart meter products from different manufacturers. The circuits used for measuring under different circumstances (that is without or under load) were evaluated in parallel.

![Sensitivity for Load - Smart Meters](image)

Figure 6: Anonymized comparison of sensitivity for load of different manufacturer-specific smart meter products, normalized to state without load.

3. Performing measurements of own energy consumption of different smart meter products without load and under load, in laboratory conditions.

4. Capturing live measurement data over 24 hrs: Real households situated in regions of power utilities cooperating in the SMc project facilitated this work. The most important additional data coming from these real application cases was the consumption profile over time, in connection to the remote controlled data requests to the meters.

![Power Consumption Curve During Readout - Meter](image)

Figure 7: Input power curve of a 3-phase GPRS-connected smart meter - extract of a data transfer event (whole data log lasted for 24 hrs).

5. DISCUSSION OF RESULTS

5.1 Comparison of Smart Meters and Metering Systems

The project results show a large bandwith of possible own energy consumption for the smart meter types used in Austrian and Swiss pilot projects so far. The measured (and derived) energy consumption ranged from 1.41 W to 4.64 W for a 3-phase smart meter compared to the energy consumption of a 3-phase Ferraris meter of 3.92 W, and respectively from 4.16 W to 4.65 W for a 3-phase electronic meter without communication.

For the SMc project TCs based on seven different technical solutions have been compiled. Not all of the previously determined input power values are presented in a way that they could be directly assigned to a single metering point. The necessary calculations are performed in an extra step. To give an example, for TSC B the result is:

- 1-phase metering point ... 1.83 W
- 3-phase metering point ... 2.38 W

As described above, the number of phases is kept as a variable. In the TSCs B there are no data concentrators involved (see figure 3). For TSCs A the average ratio of meters connected to one data concentrator is also used for the different subcases. For example the abbreviation “100MP” means that hundred metering points are managed by one data concentrator. To provide a quick

\(^{2}\)The index \(2\) stands for a special solution that is member of category B.
overview, figure 9 shows the system-wide modeled annual consumptions based on one 3-phase metering point. From this graphic it can be seen a tendency to have higher consumptions for the PLC systems. The best performance is shown by the proprietary radio transmission system C1. Nevertheless, it would be wrong to derive the consumption only from the kind of communication technology in use. Some other influencing aspects are mentioned in section 5.3.

5.2 Nation-wide Projections for Roll Outs in Austria and Switzerland

All previous results have been brought together to estimate energy consumptions for smart meter Roll Out Scenarios for Austria and Switzerland.

On November 1st, 2011 the Austrian government released the legislative requirements for smart metering systems operated in Austria. Switzerland was conducting a large impact assessment study on smart metering systems and no policy was derived at that time. Important mandatory requirements (for Austria) are:

- Measurement and logging of average values for active power at a 15 minutes interval; possibility to save this data for 60 days.
- Bi-directional communication between utility and smart meter to enable transmission of the consumption data once per day (allowed time slot for transmission is 12 hrs).
- Connectivity to minimum four external meters (e.g., water, heat, gas).
- Breaker - possibility for a remote controlled disconnection from the mains.
- Data encryption according to the “state of the art”.
- Possibility for remote firmware updates.

The projections have been performed considering these requirements. The data has been assembled using assumptions for the most likely smart meter roll out, according to the method described above, to estimate the overall energy consumptions for smart meters in Austria (AT) and Switzerland (CH). The nation-wide results for one year of normal operation are shown in figures 10 and 11. The assumptions for the Roll Out Scenarios are described as follows:

- **AT - Status quo**: Projection of the actual Austrian state without smart meters. This scenario is based on 1.7 mio. 1-phase and 4.1 mio. 3-phase metering points, where 97% Ferraris, and 3% electronic meters are installed.
- **AT-1**: This is considered to be the most likely ROS based on smart metering technology available in 2011. It is based on 73% TSC A (PLC), 11% TSC B (GPRS), and 16% TSC C (radio transmission) solutions. For every TSC category, uniformly distributed mixes of the assessed solutions have been assumed.
- **AT-2 (>10)**: Derived from AT-1, it has been evaluated, if the application of TSC D solutions pays off in terms of efficiency. It has been assumed that only buildings with more than ten appartments are connected through a common gateway.
- **AT-2 (>1)**: Similar to AT-2 (>10), but every building with more than one household is assumed to have a common gateway. Whereas AT-2 (>10) enables a certain reduction in the own consumption, AT-2 (>1) turns out to be more energy consuming in operation than AT-1.

The projections have been performed considering these requirements. The data has been assembled using assumptions for the most likely smart meter roll out, according to the method described above, to estimate the overall energy consumptions for smart meters in Austria (AT) and Switzerland (CH). The nation-wide results for one year of normal operation are shown in figures 10 and 11. The assumptions for the Roll Out Scenarios are described as follows:

- **AT - Status quo**: Projection of the actual Austrian state without smart meters. This scenario is based on 1.7 mio. 1-phase and 4.1 mio. 3-phase metering points, where 97% Ferraris, and 3% electronic meters are installed.
- **AT-1**: This is considered to be the most likely ROS based on smart metering technology available in 2011. It is based on 73% TSC A (PLC), 11% TSC B (GPRS), and 16% TSC C (radio transmission) solutions. For every TSC category, uniformly distributed mixes of the assessed solutions have been assumed.
- **AT-2 (>10)**: Derived from AT-1, it has been evaluated, if the application of TSC D solutions pays off in terms of efficiency. It has been assumed that only buildings with more than ten appartments are connected through a common gateway.
- **AT-2 (>1)**: Similar to AT-2 (>10), but every building with more than one household is assumed to have a common gateway. Whereas AT-2 (>10) enables a certain reduction in the own consumption, AT-2 (>1) turns out to be more energy consuming in operation than AT-1.

- **CH - Status quo**: Projection of the actual Swiss state without smart meters. This scenario is based on 5.0 mio. 3-phase metering points, where 60% Ferraris and 40% electronic meters are installed.
- **CH-1**: For this ROS the use of 100% TSC A2 solutions has been assumed. The total consumption is lower
The comparisons in the current implemented solutions, namely, Ferraris meters and electronic meters without communication system.

Roll Out Scenarios

The calculated scenarios show that the roll out could lead to an overall reduction in the energy consumption for the metering hardware, provided that the most efficient technical solutions would be rolled out, respectively, would stay in the range of the energy consumption of the metering hardware, provided that the most efficient smart metering technologies seem not to have been prevalently chosen in the Austrian implementation plans so far. This refers to the currently represented and evaluated smart metering systems in Austrian pilot projects. Moreover, there are no specific policy measures limiting consumption per metering point, although a reduction by nearly two thirds could be achieved. Although not all possible or imaginable smart metering technologies have been analyzed in the SMc project, there are indications that higher potential for low consumption exists, when considering technologies already established for meters of the gas or water sector (battery driven).

5.3 Identification of Aspects Causing Energy Consumption

Within the entire smart metering infrastructure the smart meter itself shows the highest energy consumption (76% - 98% contribution to the system-wide consumption; according to the Swiss ROS). The main driver for the energy performance of a smart meter is the technology used to carry out the communication of the data. Among other technical aspects this can be explained with the permanent execution of “keep-alive functions” in PLC systems which are necessary to keep the network stable. The corresponding overhead in radio transmission systems is much lower. Other than electromechanical meters which only measure and display an accumulated consumption value, the smart meters have to provide a couple of functionalities in parallel. This following list shows some aspects which are related to these.

- **Number of phases**: The ratio of 3-phase meter to 1-phase meter consumptions is for the analyzed solutions ranging from 1.13 to 1.69.
- **Measurement principle of the meter**: There are different principles in use like shunts, hall sensors, or rogowski coils which may cause different energy consumptions.
- **Integration of single functions**: As the meters may even use additional sensors (like for anti-fraud protection) it is a question of the integration level, with how much energy consumption every single function can be associated. For the signal processing in modems this is also an issue.
- **Breaker**: Some manufacturers use relays that permanently need energy to hold the current switching state. On the other hand bi-stable relays only need a negligible portion of energy in the moment the state is being alternated.
- **Power quality features**: Many meters measure not only the basic energy consumption but are also capable of analyzing the shape of the voltage signal using fast fourier transformation algorithms. This helps utilities understand in which actual condition the net consumptions.

The main driver for the energy consumption of the meter itself shows the highest energy consumption (76% - 98%). The main driver for the energy performance of a smart meter is the technology used to carry out the communication of the data. Among other technical aspects this can be explained with the permanent execution of “keep-alive functions” in PLC systems which are necessary to keep the network stable. The corresponding overhead in radio transmission systems is much lower. Other than electromechanical meters which only measure and display an accumulated consumption value, the smart meters have to provide a couple of functionalities in parallel. This following list shows some aspects which are related to these.

- **Number of phases**: The ratio of 3-phase meter to 1-phase meter consumptions is for the analyzed solutions ranging from 1.13 to 1.69.
- **Measurement principle of the meter**: There are different principles in use like shunts, hall sensors, or rogowski coils which may cause different energy consumptions.
- **Integration of single functions**: As the meters may even use additional sensors (like for anti-fraud protection) it is a question of the integration level, with how much energy consumption every single function can be associated. For the signal processing in modems this is also an issue.
- **Breaker**: Some manufacturers use relays that permanently need energy to hold the current switching state. On the other hand bi-stable relays only need a negligible portion of energy in the moment the state is being alternated.
- **Power quality features**: Many meters measure not only the basic energy consumption but are also capable of analyzing the shape of the voltage signal using fast fourier transformation algorithms. This helps utilities understand in which actual condition the net consumptions.

**Referring only to these few examples described above, it is already clear that the technical requirements for smart meters, especially with focus on detailed solutions, play an important role when aiming at roll outs using efficient hardware.**

**Sensitivity for influencing electrical parameters from the network and the user side**

Other than for older generations of electronic meters the two evaluated state of the art smart meters only showed minor sensitivity to load current, mains voltage, total harmonic distortion, or power factor of the load. Therefore, these effects have been neglected in the modeling approach of the SMc project.
6. CONCLUSIONS AND OUTLOOK

The SMc project results presented system-wide modeled energy consumptions demanded by different smart metering technologies, based on measurements of currently available solutions. There are big saving potentials of a factor 3 through the choice of technology.

A flexible and broadly applicable assessment methodology for performing energy measurements of Smart Meters has been developed in this project. The modeling path is designed to easily accommodate other scenarios of roll out implementations. Based on this, projections have been carried out on the energy consumption of changing to smart metering infrastructure at the national level for Austria and Switzerland have been carried out. As there is no standardized methodology for assessments nor plans for a harmonized international collaboration, the presented methodology could be the basis for further developments in terms of:

1. Expanded system boundaries towards the home area of the end-user. This could include home monitoring and home automation systems which are often discussed in parallel with smart metering systems and smart grids. Energy saving suggestions could be provided to the user by the utility, or even third party companies, when monitoring data would be transferred over the smart metering network\(^4\). It is assumed that the own consumptions of such systems could exceed by far the smart metering consumption assessed in the SMc project. These home systems are normally purchased and installed by the end-user, therefore the cost due to the accompanying electric energy these systems demand are beared by them. Many different systems are under discussion or already on the market, e.g., in-home displays, applications for smart phones or tablet PCs, web portals (eventually coupled with a monitoring and/or control system consisting of so called “smart plugs” distributed in the home area, connected to an own data server, and running on an own communication system, e.g., ZigBee or broadband PLC). There are projections for 20 to 30 nodes for a one family house, so the energy demand to perform permanent monitoring and communication through this home network becomes potentially relevant. Expanded system boundaries could also include alternating current converters of private photovoltaic systems or loading stations for electric vehicles. These are two additional devices which are thought to be somehow integrated in future distributed power generating smart grid systems.

2. International cooperation to evaluate and compare roll out plans to be set under different boundary conditions (legal, topographical, in terms of policy, and methodologically). From the experience with the binational SMc project, leverages and synergies for projects between various countries could be explored in the future.

International standards which define consumption parameters and possible limits per metering point still need to be developed (concerning system-wide occurring consumptions).

Likewise, collaboration at the international level is needed to develop policies regarding consumption of smart metering.
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\(^4\) In the SMc project the focus was strictly kept on the metering system itself, that only has to fulfill the core functionalities measuring, logging, and transferring of data.
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ABSTRACT
This paper presents insights from a decade of development cooperation projects in electrical and electronic waste (e-waste) management and associated research activities, conducted by Empa’s Technology and Society Lab together with a number of international partners. The quantification of e-waste volumes is a prerequisite for the development of sustainable solutions in developing countries. Challenges include getting an understanding of the accuracy of data and the dynamic behavior of e-waste flows and their constituents. In addition, the thermodynamic and physical properties of the material mix found in e-waste needs to be understood in order to achieve efficient recovery of the material resources. The past and still on-going application of hazardous substances in electrical and electronic equipment will remain a dominant issue in sustainable e-waste management systems in the future, if environmental, health and safety hazards, as well as cross-contamination into recovered secondary resources, are to be avoided. Furthermore, tailored solutions will have to take into account the informal nature of e-waste recycling in developing countries. Although continuing miniaturization of electronic devices can be observed, overall volumes and mass flows are expected to increase steadily in the future, as appliances are getting cheaper and hence more accessible, especially in the non-saturated markets of developing countries.
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1. INTRODUCTION
Access to Information and Communication Technology (ICT) is pivotal for a country’s economic and social development and is currently improving throughout the developed, but also the developing world. However, ICT is also contributing to the ever growing amount of electronic waste (e-waste). E-waste has been recognized as a complex waste stream containing both hazardous substances and valuable secondary resources [1]. Serious health, socio-economic, and environmental problems that arise from the improper management of e-waste have been widely documented [2]. While in OECD countries the paradigms of a “closed loop economy” and "extended producer responsibility (EPR)” have paved the ground for a professionalizing e-waste recycling sector [3], developing countries and countries in transition often lack the infrastructure as well as the financial and institutional resources for the sustainable management of e-waste.

Investigations by NGOs such as The Basel Action Network [4], [5], Toxics Link [6] or Greenpeace [7], [8] about informal e-waste recycling in developing countries started to make their way to the mass media in the early 2000s. Poor people in the slums of megacities in developing countries started to recover valuables from the e-waste stream, putting themselves and their environment at considerable risk [2]. As a result of the public attention, various international cooperation projects in e-waste management were launched by multilateral (UN) organizations (e.g. in Africa [9-11]), producers from the ICT industry (e.g. Hewlett Packard [12]), NGOs and governmental organizations, mainly between 2003 and 2010. Amongst them was the Swiss e-Waste Programme, initiated by the Swiss State Secretariat of Economic Affairs (SECO) and implemented by Empa together with local organizations in the partner countries. It has been a pioneering initiative, addressing the challenges of sustainable e-waste management in various developing countries and countries in transition. In synergy with this initiative, the following supporting research activities, grouped into four topical areas, were pursued in order to address the main challenges and issues that were identified in the first years of development co-operation:

- Assessing e-waste volumes
- Assessing and treating hazardous substances in e-waste
- Understanding informal recycling and assessing its efficiency and impacts
- Understanding and predicting long-term trends

This paper recapitulates the lessons learned from a decade of research and implementation activities in e-waste management in the context of Empa’s programmes in developing countries and related projects. Each of the chapters 2-5 relates to one of the four challenges mentioned above.

2. E-WASTE VOLUMES
Experiences in developing countries have shown that e-waste management has to meet a number of requirements which go beyond pure technical implementation and which demand for a comprehensive and structured approach. The starting point for any approach to e-waste management is to understand the current framework conditions, with the quantification of current and prospective e-waste volumes being the most important piece of information on which tailored and sustainable solutions can be
Prior to the quantification of e-waste volumes, the assessment methodology requires the definition of scope (geographical focus, product categories) and objective (e.g. obtain a reliable overview of the e-waste landscape in the selected country). A thorough stakeholder assessment, considering the processes import/production, consumption, repair, refurbishment, collection, dismantling, recycling, refining and final disposal, identifies all actors involved and their role and interest in the management of electrical and electronic equipment (EEE) and the resulting e-waste. Along with the knowledge of how stakeholders are interlinked, a material flow system can be developed that forms the basis for the material flow analysis (MFA). For concrete examples, please refer to the sources cited in Table 1.

Table 1: Available e-waste country assessment according to the Empa methodology.

<table>
<thead>
<tr>
<th>Country</th>
<th>Year</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benin</td>
<td>2010/11</td>
<td>[13]</td>
</tr>
<tr>
<td>Burkina Faso</td>
<td>2010/11</td>
<td>[14]</td>
</tr>
<tr>
<td>Côté d’Ivoire</td>
<td>2010/11</td>
<td>[15]</td>
</tr>
<tr>
<td>Ghana</td>
<td>2010/11</td>
<td>[16]</td>
</tr>
<tr>
<td>Nigeria</td>
<td>2010/11</td>
<td>[17]</td>
</tr>
<tr>
<td>Tanzania</td>
<td>2010</td>
<td>[10]</td>
</tr>
<tr>
<td>South Africa</td>
<td>2008</td>
<td>[18]</td>
</tr>
<tr>
<td>Morocco</td>
<td>2008</td>
<td>[19]</td>
</tr>
<tr>
<td>Chile</td>
<td>2007</td>
<td>[20], [21]</td>
</tr>
<tr>
<td>Colombia</td>
<td>2008</td>
<td>[22]</td>
</tr>
<tr>
<td>Peru</td>
<td>2008</td>
<td>[23]</td>
</tr>
<tr>
<td>Brazil</td>
<td>2009</td>
<td>[24]</td>
</tr>
<tr>
<td>Kenya</td>
<td>2008</td>
<td>[25]</td>
</tr>
</tbody>
</table>

Due to limited data availability, the quantification of e-waste volumes in developing countries is an iterative process, often based on a mixed 'top-down' and 'bottom-up' approach. Figures on imports or production of EEE are commonly available from statistical data while the consumers' stock of EEE is best quantified by surveys. The predominantly informal waste collection and management systems are the least documented, for which reason e-waste quantities are often assessed by assigning lifetimes to specific products (for details see e.g. [12], [26]). Through additional field investigations and interviews, meetings and workshops with the stakeholders, valuable information such as transfer coefficients between processes, downstream processes of materials and material quality can be obtained.

Challenges related to the quantification of e-waste volumes in developing countries are, among others, the absence of previous studies to serve as local reference and baseline information for purposes of comparison, poor reliability of data from official sources and the informal nature of the e-waste sector. Furthermore, surveys are often conducted in a limited area not always representative for the assessed country as a whole. E-waste assessment studies thus often highly rely on expert judgments or assumptions to arrive at coherent mass flow quantification. In literature, data uncertainty of MFA is often dealt with by propagation of uncertainty, least square fitting, sensitivity analysis or uncertainty intervals [27], [28]. If most available data are single values from different sources (measurements, interviews, official statistics), as in our case, it is even difficult to estimate the uncertainty. Most of the existing e-waste assessment studies thus limit this discussion to plausibility considerations in order to confirm the results (e.g. [16], [17]).

The studies listed in Table 1 are all static MFAs that present only a snapshot in time. Dynamic MFAs of e-waste in developing countries are difficult to accomplish due to limited data availability. Production or import quantities of selected EEE are often the only data available as time series. Although this information, together with lifetime distributions assigned to the different types of EEE, is in principle sufficient to calculate the resulting e-waste volumes [12], [26], the reliability of the data is often low and thus provides a poor basis for extrapolations (e.g. [10], [11], [16], [17]). In developed countries, dynamic MFAs of e-waste exist, but are usually limited to one or a few products, such as computers in the U.S. [29] or computers, TVs, washing machines, refrigerators and air conditioners in Beijing [30]. A new study from the Netherlands presents results based on dynamic MFA for all e-waste categories [31].

Quantitative models for predicting e-waste flows based on diffusion and obsolescence were developed and discussed in [32], namely the “delay model” and the “reverse diffusion model”. Using the example of CRT monitors crowded out by flat screen technologies, the models were validated based on data for Switzerland. These models can be used to forecast the disposal of durable hardware products in the market that are rendered obsolete by the next technological generation [32], [33].

At a global level, free available data such as the ITU World Telecommunication/ICT Indicators Database [34] give valuable information on penetration rates of selected products. Based on these indicators, a study on global e-waste generation from computers was built [26].

However, it is not sufficient to know the e-waste flows alone to find ways for efficient resource recovery. Products entering the e-waste stream are featuring a variety and complex material mixes. Regarding the various metals contained in e-waste fractions, for example, it is of great advantage if they are mutually compatible with respect to their thermodynamic and physical properties, or to other impurities, so that the metallurgical processing technologies used by metals producers and refiners can recover the metals well economically. If not, mixed alloys, sludges, slimes and slags of low economic value are produced, which have a dumping or storing cost attached to them [35]. Hence, assessed e-waste flows also need to be attributed with information about their material composition and their thermodynamic and physical properties, as well as the uncertainties related to this information.

3. HAZARDOUS SUBSTANCES

E-waste can contain a broad variety of hazardous substances, including heavy metals and Persistent Organic Pollutants (POPs) [36]. Although some of these substances were regulated and phased out over the past years, they are still present in older equipment. Other hazardous substances are still legally used in new products, such as mercury, which can be found in a range of today’s EEE. Due to the presence of these substances, e-waste is generally considered hazardous waste under the Basel Convention [37]. If improperly managed, as often happens in the informal sectors of developing countries and countries in transition, e-waste may pose significant human and environmental health risks.
These risks are not only induced by the original hazardous substances contained in the products (e.g. brominated flame retardants), but also by auxiliary substances used in recycling techniques (e.g. cyanide for leaching of gold) and by-products formed by the transformation of primary constituents (dioxins through burning of cables) [2]. Brominated flame retardants (BFRs) as an original constituent of e-waste and dioxins as a by-product are of special concern due to their toxicological properties and their persistency to environmental degradation (i.e. POPs).

**Brominated flame retardants:** Empa studied current concentrations of BFRs in mixed plastics from e-waste and their implications for an environmentally sound recovery with extensive sampling campaigns in various European countries [38]. The results of the sampling campaigns show that no mixed plastics fraction from European e-waste is completely free from regulated BFRs. High average concentrations of BFRs mainly originate from the treatment of small household appliances for high temperature applications, CRT monitors and consumer equipment, in particular CRT TVs. This pattern can also be observed outside Europe [39], especially in developing countries which import second-hand appliances from OECD countries in large quantities [9]. A recent assessment of plastics from CRT monitors and TVs in Nigeria shows concentrations of brominated flame retardants in the same range as or above the levels measured in the European study [40]. A recent sampling campaign in the informal plastic recycling sector in Delhi, India, indicates that recycled plastic fractions are often cross-contaminated with brominated flame retardants by mixing plastics from e-waste with nonhazardous plastic fractions from other waste types [41].

**Dioxins:** The release of dioxins is the most relevant emission from the burning of plastics, especially PVC plastics and plastics containing BFRs [42]. Open-burning is a widely used technique in informal recycling sectors to recover metals, such as copper, steel, and aluminum from wires and other EEE components. Dioxin emissions from cable burning in the greater Accra region, for instance, are estimated to correspond to about 0.3% of total dioxin emissions in Europe [16]. While that number may sound small, it yields to substantial amounts if Accra’s tiny proportion is extrapolated to a larger region of concern, such as the whole African continent. Recent measurements in Accra indicate increasing levels of BFRs in breastmilk associated with the informal recycling of e-waste [43]. A review of various studies presenting dioxins measurements in China and India highlights very high levels in air, bottom ash, dust, soil, water and sediments in informal e-waste recycling areas of the two countries [2]. The concentration levels found sometimes exceed the reference values for the sites under investigation and pollution observed in other industrial or urban areas by several orders of magnitude.

**Policy implications:** Our results related to BFRs in plastics from e-waste and the possible formation of dioxins through improper recycling were considered in various policy frameworks. The European WEEE Forum of collective e-waste management schemes created clauses in its normative requirements [2] specifying that plastic fractions containing brominated flame retardants should be removed and treated separately from other plastic fractions. On international level our study results are also in support of the development of guidance documents under the Stockholm Convention on Persistent Organic Pollutants [44]. Related to BFRs listed in Annex A, two guidance documents, one for the Inventory of new POPs and one on best available techniques and best environmental practices for the recycling and disposal of articles containing BFRs, are currently being established [45], [46].

Related to POPs are emission reduction schemes or international financing mechanisms, such as UN Environmental Finance Facility programmes (e.g. the Global Environment Facility – GEF). Such international financing mechanisms will be crucial in implementing sustainable e-waste management systems through the support of initial investments and by creating market incentives to avoid improper processes and to drain the secondary resources market from internationally banned chemicals.

**4. INFORMAL RECYCLING**

Developing countries and countries in transition are characterized by informal activities along the e-waste recycling chain [1]. Collection, manual dismantling, open burning to recover metals and open dumping of residual fractions are normal practice in most countries. In smaller and less developed economies, these activities are usually performed by individuals, as volumes are too small to trigger the informal sector to specialize in e-waste recycling at large scale. Larger economies, especially countries in transition like India and China [2], [47], [48], as well as countries which are subject to the intense trade of second-hand equipment and illegal waste shipment, like Ghana and Nigeria [9], reveal a large organized informal sector.

Emissions from informal recycling activities have already been assessed in many studies (see [2] for a review) and their impacts on the environment and health are evident. However, people in the informal sector depend on this work to ensure their minimal livelihood. Therefore the Swiss e-Waste Programme and related research activities focused on understanding the functioning and

*Figure 1: Typical recycling processes applied in the informal sector of developing countries*  
(open burning of cables, leaching of gold from PWB, desoldering of PWB)
efficiency of the informal sector and the development of alternative business models to allow the sector to transform themselves towards sustainable operations. The key results can be grouped into the three main stages of the recycling chain (collection, pre-processing and end-processing) and concluded with a description of the “Best-of-2-Worlds” philosophy.

**Collection:** In contrast to formalized take-back schemes, as found in Europe, where consumers pay (indirectly) for collection and recycling, in developing countries it is usually the waste collectors who pay to consumers for their obsolete appliances and scrap material [35]. As a result, informal waste sectors are often organized in a network of individuals and small businesses of collectors, traders and recyclers, each adding value, and creating jobs, at every point in the recycling chain [49]. As many poor people rely on small incomes generated in this chain, impressive collection rates of up to 95% of waste generated are achieved [9], which is far above what can be achieved by today’s formalized take-back schemes [50].

**Pre-processing:** As labor costs are low in developing countries and countries in transition, informal and formal recyclers apply labor intensive pre-processing technologies, such as manual dismantling, as the primary treatment to separate the heterogeneous materials and components. A comparative study [48] of pre-processing scenarios revealed that material recovery efficiency improves along with the depth of manual dismantling. Purely mechanical treatment options, as typically applied in western countries with high labor costs, lead to major losses of precious metals, in particular, in dust and ferrous fractions [51], [52]. Hence manual recycling practices in developing countries bear advantages, such as low investment costs, creation of jobs and higher material recovery efficiency [1].

**End-processing:** Subsequent to manual pre-processing practices, further “refining” techniques, such as de-soldering of Printed Wiring Boards (PWB) and subsequent leaching of gold, have been observed especially in the informal sectors in India and China [2], [4], [47], [53]. There are indications that such processes are also applied in other larger developing countries, such as Nigeria [17]. In a pilot project in Bangalore, India, Empa has demonstrated that besides being hazardous, informal end-processing or refining practices are also inefficient. Improper sorting of printed wiring boards and subsequent wet chemical leaching processes for the recovery of gold, for example, revealed a combined yield of only 25%. In contrast, today’s state-of-the-art integrated smelters, as used in most formalized recycling systems, achieve recovery efficiencies as high as 95% [51].

**Best-of-2-Worlds:** From these findings it can be concluded that recovery efficiencies in informal recycling processes can differ considerably from those of formal recycling systems, even though there are individual strengths and weaknesses on both sides (see Table 2). Analyses have shown that the average material recovery yield over the entire recycling chain can be in a similar (low) range in informal and formal systems [35], [48]. Taking this into account, an alternative business model for the informal sector has been piloted in Bangalore which aims to combine “the best of both worlds” by transferring informal wet chemical processes to state-of-the-art recycling technologies [1], [53]. Through financial incentives and training the informal sector was encouraged to concentrate on the preparation of the optimal fractions as input for the integrated smelter. A formal local cooperative was acting as an intermediate, buying the fractions from the small individual businesses in the informal sector on one hand, and selling it to an integrated smelter on the international market on the other hand. Similar projects have been carried out by other initiatives and have been summarized as the “Best-of-2-Worlds” philosophy by the StEP community [48]: “Under the observation of integrating best geographically distributed treatment options, the Best-of-2-Worlds philosophy helps to achieve the most sustainable solution for developing countries: to locally pre-process their domestically generated e-waste by manual dismantling; and to deliver critical fractions to state-of-the-art end-processing facilities in a global market.”

This also highlights that the efficient and sustainable recovery of secondary resources from e-waste is a market opportunity for developing countries. This requires functioning ‘reverse supply chains’ with adequate capabilities for recycling and refining as well as sufficient control supported over their material quality and environmental and social impacts of the related processes. Hence the harmonization of international standards and the introduction of processes to distinguish “fair” secondary resources from.

1 Solving the e-Waste Problem (StEP) Initiative, a global platform for developing sustainable solutions for e-waste management. [http://www.step-initiative.org](http://www.step-initiative.org)

### Table 2: SWOT analysis of the e-waste recycling chain in formal vs. informal scenarios

<table>
<thead>
<tr>
<th>SWOT</th>
<th>Formal scenario</th>
<th>Informal scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Strengths</strong></td>
<td>Access to state-of-the-art end-processing facilities with high metal recovery efficiency</td>
<td>High collection efficiency</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Efficient deep manual dismantling and sorting</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Low labor costs gives advantage to manual techniques over mechanical technologies in the pre-processing steps</td>
</tr>
<tr>
<td><strong>Weaknesses</strong></td>
<td>Low efficiency in collection</td>
<td>Medium efficiency in dismantling and sorting</td>
</tr>
<tr>
<td></td>
<td>Often low efficiency in (mechanized) pre-processing steps</td>
<td>Low efficiency in end-processing steps coupled with adverse impacts on humans and the environment</td>
</tr>
<tr>
<td><strong>Opportunities</strong></td>
<td>Improvement of collection efficiency</td>
<td>Improvement of efficiency in the pre-processing steps through skills development for dismantling and sorting</td>
</tr>
<tr>
<td></td>
<td>Technology improvement in pre-processing steps</td>
<td>Implementation of alternative business models, providing an interface between informal and formal sector</td>
</tr>
<tr>
<td><strong>Threats</strong></td>
<td>“Informal” activities in the collection systems</td>
<td>Bad business practice (bribery, “cherry picking” of valuables only, illegal dumping of non-valuables, etc.)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lacking government support (no acceptance of informal sector, administrative hurdles for receiving export licenses, etc.)</td>
</tr>
</tbody>
</table>
materials recovered under sub-standard conditions (e.g., burning cables to recover copper) will be instrumental to leverage these opportunities.

5. LONG-TERM TRENDS

It is likely that the quantities of discarded electronics will increase substantially in the foreseeable future as a result of fast innovation cycles and increased market penetration of cheap electronics, the latter being the main driver of e-waste volumes in developing countries and countries in transition.

An important long-term trend that affects the waste flows is the ever-higher integration and miniaturization of digital electronics and, related to this, an increasing complexity of the material composition. The physical mass needed to provide capacities for storing, processing and transmitting data is decreasing at a rapid pace (roughly along the lines of Moore’s Law), which leads to a decrease of the average physical mass per device in use, despite increasing functionality. It has been observed using the example of mobile phones that this trend does not lead to a decrease in total mass flow, because at the same time the number of devices is increasing faster [54]. Historically, this “miniaturization paradox” can be explained by the general trend that processing capacity “is getting cheaper faster than it is getting smaller” [55] (p. 95). The miniaturization paradox has three effects on e-waste streams:

1. Total mass flow increases despite of smaller and more lightweight devices;
2. More devices enter other waste streams because they are small and unremarkable; this trend increases with embedded electronics [56–58];
3. Informal recycling becomes more difficult because of the higher integration density of the devices.

E-waste treatment and even the definition of e-waste will have to adapt to this general trend if the dissipation of valuable materials is to be slowed down in the long term.

Besides the development at the hardware level, software trends are affecting e-waste streams as well. The software innovation cycle usually renders hardware obsolete much faster than physical deterioration. Consumer lock-in can force the users to buy new hardware [59], [60]. The external effects of e-waste are a high price we pay for a sometimes relatively low benefit.

These dynamics are slowly but steadily changing the nature of e-waste and requiring continuous adaptation of the formal and informal recycling industries around the world.
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ABSTRACT

In order to meet the growing needs of information and communication technology, companies are producing new and improved products every day. With every new product in the market another product becomes obsolete. These obsolete products are being added to the world’s fastest growing waste stream. 20-50 million computers become waste each year. It has been estimated that 20% of electronic waste is formally recycled, while 80% is shipped to developing countries where it is recycled informally through crude process. It’s manually dismantled, burned, dumped and dipped in acids to extract precious metals. One such nation which is at the receiving end of this waste stream is Pakistan. This business has become a very profitable business and requires very little expertise to conduct these crude procedures. These activities do not just add toxicities to the environment but has great social and health impact on its workers. There lies a great need to study the impacts of these processes on environment, workers, community and the society. In order to study this, a detailed on-site inventory and assessment of informal electronic waste recycling has been conducted using the UNEP guidelines on Social Life Cycle Assessment. This study shows that apart from income generation and recovery of various metals and materials, informal recycling has drastic impacts on its workers and the local community.
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1. INTRODUCTION

Information and communication technology (ICT) has helped develop the world into what it can be seen as today. People are connected to one another while they are sitting at two extreme ends of the world. Penetration of ICT has played its role in development of humans socially as well as economically. Mobiles and computers have reached the remotest parts of the world. Around the globe, more and more electronic equipment, such as computers and mobile phones, are being produced and used every year. At the same time, the life time of such devices, before they are replaced by new ones, is decreasing.

Cell phones now have an average life span of less than two years in the industrialized world, and computers two to four years (SEPA, 2011). As a consequence, the amounts of electronic waste are increasing rapidly, and it is now one of the fastest growing waste streams (SEPA, 2011).

Electronic waste, or WEEE (Waste Electrical and Electronic Equipment), is at the same time a valuable and problematic waste stream. For instance, every ton of discarded electronic equipment contains 17 times more gold than gold ore and 40 times more copper than copper ore (CRN, 2007) but it also contains many toxic substances (Sepulveda, et.al. 2010). Therefore, it needs to be collected and recycled properly, both to avoid losing valuable resources, spreading hazardous substances to the environment, and causing serious health problems.

Strong international regulation has been put in place to limit the content of hazardous substances in electronic equipment and to ensure proper handling and recycling. Still, studies show that globally only 20% of the waste is recycled properly (Takeback coalition, 2009). Large amounts are exported illegally to developing countries, where poor people recycle it manually at a much lower cost. This informal recycling process involves manual dismantling of electronic waste, burning of wires, and extraction of precious metals through acid dipping. Most of these processes are carried out in densely populated areas and has its impacts not only on the environment but on people involved in this process and living in the vicinity (Umair and Anderberg, 2011).

Used electronic equipment makes its way into Pakistan by several means. One of them is as second hand material, some sent as donations. However, the second hand market is also used as a loophole in the legislation, illegally disguising electronic waste as functioning second hand products (Umair and Anderberg, 2011). Many who are living below the poverty line in Pakistan have found informal electronic waste recycling as a source of income. Families have created cottage industries in their homes where women and children contribute equally in earning a livelihood (Umair and Anderberg, 2011). Despite the fact that the country has signed international agreements to avoid this, it is happening...
because of lack of national legislation and enforcement and probably much because of lack of awareness among authorities. As this is an illegal sector, there is also lack of good information about the flows and impacts of the waste.

From the perspective of developed countries, from which electronic waste is exported illegally, there also remains much to be done to address this problem. The so-called WEEE Directive (2002/96/EU) sets collection and recycling targets for electronic waste for countries within the EU. This Directive has been assessed as being successfully implemented in Sweden (SEPA, 2009) and in an overall environmental life cycle perspective by e.g. Wäger et al (2011). But since the flows of illegal trade are not known, and Life Cycle Assessment (LCA) emission data for informal recycling processes are not available, illegal trade is mentioned as a shown problem, but it is omitted from the analysis due to lack of data.

Lack of good information on the adverse end-of-life impacts of ICT equipment sometimes leads to underestimated life cycle impacts, and to inadequate local legislation and enforcement. One means to alleviate the problems of illegal trade and informal recycling of electronic waste may be to make better data on the extent of this business and its impacts available. If included in environmental assessments of the ICT sector, electronic equipment, and evaluations of the performance of take-back policies and recycling systems, this may put pressure on authorities to develop better policy instruments and monitoring systems, and on companies to develop strategies, business models or products with less impact over the entire life cycle.

2. AIM AND RATIONALE
The overall aim of this study was to contribute to a less skewed picture on the overall life cycle impacts of ICT and electronic equipment. Despite the fact that the truly unsustainable conditions under which informal recycling of electronic waste is taking place in developing countries has been documented and debated for quite some time, there is as yet often a lack of integration of this knowledge when assessing the overall life cycle impacts of ICT, electronics, and even when looking at its end-of-life (WEEE) in particular.

Our specific objective was to collect data on the social impacts of informal electronic waste recycling in Pakistan, using the framework for Social and Socio-Economic Life Cycle Assessment (SLCA) as defined in by UNEP (Benoit and Mazijn, 2009).

By providing a systematic inventory and impact assessment of informal electronic waste recycling, this study will help in creating a more realistic view of the impacts of ICT equipment in a complete life cycle perspective. New regulations, economic incentives, or business models need to be developed to address this problem in a sustainable manner. As more and better data of this kind becomes available, governmental and corporate policies and strategies may be developed on a more well-informed basis.

This study has been conducted in Pakistan but its results can be applicable in many developing countries where the situation is similar. The data that has been collected is based on empirical data collected by interview and close observation of informal electronic waste recycling sites in Pakistan.

3. METHODOLOGY

3.1 Social LCA
This study is based on the UNEP guidelines (Benoit and Mazijn, 2009) for SLCA. These guidelines are developed in accordance with the ISO 14040 and 14044 standards for environmental LCA (ELCA), but for inventory and assessment of social and socio-economic inventory and impact assessment.

SLCA is a social impact (and potential impact) assessment technique that aims to assess the social aspects of product and services and their potential positive and negative impacts along their life cycle, encompassing extraction and processing of raw material, manufacturing, distribution, use, reuse, maintenance, recycling and final disposal (Benoit and Mazijn, 2009). SLCA does not provide the information whether a product should be made or not. It can only provide elements of thought for a decision on production of a product.

Similar to ELCA, a quantified functional unit is defined as the starting point to determine the product system, but impacts may not be expressed per functional unit if semi quantitative or qualitative data is used. The geographical location of unit processes needs to be defined. The inventory data and impact data are specified in relation to different stakeholders. Stakeholders include all key players involved in the life cycle process of the product. Impacts are studied on the basis of social subcategories (issues of concern) which may help in identifying various impacts on the stakeholder. Impact assessment is carried out using various impact categories including health and safety, development of country, human rights etc. (ibid.).

3.2 Field Trip
A field trip was conducted to seven cities and one town of Pakistan where electronic waste recycling is carried out at large. Interviews were conducted with various stakeholders that included officials, import officers, importers, sellers, waste collectors, manual dismantlers (scrap), refurbisher, gold extractors, etc. The cities visited during this trip were Islamabad, Rawalpindi, Lahore, Faisalabad, Gujranwala, Peshawar, Karachi and Shadahra (town).

The interviews conducted with the officials, importers, and sellers were informal conversational interviews apart from one or two questions that were decided beforehand. The interview conducted with the scrapers, gold extractors, and collectors were based on a open ended questionnaire developed according to the sub categories of the Social LCA based on UNEP Guidelines (UNEP, 2009).

4. CASE STUDY

4.1 Goal
The goal of this study was to improve decision making related to ICT, electronic equipment, and electronic waste, by providing better data on the social impacts of informal electronic waste recycling in Pakistan, using the framework of SLCA as described in the UNEP guidelines.

4.2 Functional unit
The functional unit of this study, which measures the product/service utility of the system, is the handling of electronic waste that enters the informal recycling sector in Pakistan in 2012. This study covers only electronic waste coming from the ICT sector (mobile phones, personal stationary computers and laptops, telephone exchanges, and printers).
4.3 Geographical boundaries
This study was conducted in Pakistan. A detailed visit was made to various electronic waste recycling sites in eight different cities which included Islamabad, Rawalpindi, Lahore, Karachi, Peshawar, Gujranwala, Faisalabad and Shadahra (town). These are the major cities where huge amounts of electronic waste are being recycled. Therefore, these cities can be equivalent to representation of all Pakistan. As the process and impacts of informal electronic waste recycling is similar in most of the developing nations involved in this process, this study could be used as a baseline for countries such as Bangladesh, Srilanka etc.

4.4 System boundaries and delimitations
This study covers the informal recycling of electronic waste from the ICT sector (Figure 1). To be more precise, informal recycling actually includes refurbishing, dismantling, and recycling. Hence, it covers the service chain, from the point of arrival at one of the many informal recycling sites in Pakistan, until it is either refurbished and sold as second-hand electronics; dismantled, recycled and sold as raw material; sent to formal recycling; or finally disposed of.

The subsequent formal recycling in Pakistan or elsewhere or final disposal of certain material fractions that are removed during dismantling is excluded. This could be covered by more easily available data on formal recycling and disposal, hence it was not the main focus of this study. For the same reason, shipping and transports of electronic waste to and in Pakistan were also excluded. Printed wire boards are sometimes exported for processing and recycling out of Pakistan. This was excluded for more practical reasons, since it was not possible to study during the field trip to Pakistan.

4.5 Data type and assumptions
The data that has been collected is site specific data and has been collected through observations during field visits, informal conversational interviews and with the help of open end questionnaires. No assumptions have been made. The study is completely based on interviews and first-hand experience of the people involved in the process.

4.6 Limitations
As electronic waste recycling is an illegal business from the imports to the process so the people involved felt scared to answer questions. Efforts were made to gain the confidence of the ones involved in the business and get the best picture out of interviews conducted. Yet, there could always be a possibility that some facts were hidden by the stakeholders in order to protect their business secrets and to show a more positive side of the business than the negative.

4.7 Stakeholder categories
A stakeholder category according to UNEP is “…a cluster of stakeholders that are expected to have shared interests due to their similar relationship to the investigated product systems” (Benoît and Mazijn, 2009). The stakeholders that have been included in the SLCA are the workers (collectors, scrappers, gold extractors) local community (people living in the vicinity of these sites), society and value chain actors (importers, business owners). Consumers have not been added in this study as there is no consumer during the process of informal electronic waste recycling. The consumer plays a role once these materials have been recycled to produce new items such as furniture from plastic, jewelry from the gold etc.

Collectors are the one who collect electronic waste several times during the day from various computer shops importers etc. At the end of the day they take whatever they have collected and sell them to various scrappers for dismantling.

Refurbishers are the ones who buy second hand equipment and fix it. They usually buy second hand equipment and polish it, make screens scratch less for them to appear as good as new.

Manual dismantlers/Scrapers are the ones who are involved in the process of dismantling products. They rarely refurbish equipment they are mostly involved in dismantling and selling different material used in the computer such as plastic, aluminum, copper etc.

Precious metal extractors are the ones involved in extraction of precious metal from printed wire board, old processors and gold plated parts of the computer. They usually buy motherboards in bulk they are then crushed and dipped or dipped directly into acids where it is left to corrode the plastic and other material corrodes leaving behind gold silver and copper which is extracted with further processing.

4.8 Subcategories
Subcategories in SLCA are social and socio-economic issues of concerns (UNEP, 2009). UNEP guidelines have the minimum list of subcategories out of which relevant ones were picked for this LCA (Table 1).
Child labour is common sight in this business. As it is a profitable business and requires less expertise, children coming from poor backgrounds find it an easier way to support their families. Apart from this in many cases where people have set up home businesses, the whole family works in processing this equipment. So the children do not get much choice than to come into the business of electronic waste recycling. They try to help parents with their work just like in any other cottage industry. They look through toxic ash to find what could be of some value and can be sold. Children working in this business are from the age of 6-18. Some attend school, while others have left school to work. They help collecting equipment, dismantling, burning of wires, burning of motherboards, separation of metals, melting of solders and acid processes. Their work is equally laborious as that of an adult. The working hours are also similar. Working under the same conditions for same duration being exposed to same amount of toxic with their higher vulnerability and lower immunity makes it a more dangerous business.

According to the ILO convention each member who ratifies convention C182 shall take immediate and effective measures to secure the prohibition and elimination of the worst forms of child labour as a matter of urgency. Similarly convention 138 states that each member for which this Convention is in force undertakes to pursue a national policy designed to ensure the effective abolition of child labour and to raise progressively the minimum age for admission to employment or work to a level consistent with the fullest physical and mental development of young persons. In this case, despite ratification of these conventions, Pakistan authorities have not taken any action. This could mostly be because of lack of knowledge in this field.

### 5. INVENTORY ANALYSIS

#### 5.1 Workers

##### 5.1.1 Working hours

Pakistan has ratified to International Labour Organization (ILO) conventions:

- **C001: Hours of Work (Industry) Convention, 1919 (No.1).** This convention supports application of the principle of the 8-hours day or of the 48-hours week.

- **C014: Weekly Rest (Industry) Convention, 1921 (No.14).** This convention supports application of weekly rest.

The workers spend more than 12 hours per day at work which is more than the desired working of the ILO conventions. Not everyone have weekly breaks. These working hours are applied on workers of all ages. They take very short lunch breaks and tea is mostly supplied at their work stations during the day.

##### 5.1.2 Child labour

Pakistan has ratified the following conventions:

- **C138: Minimum Age Convention, 1973 (No.138).** This convention concerns the minimum age for admission to employment. The convention advocates that the minimum age of a child for admission to any type of employment or work which by its nature or the circumstances in which it is carried out is likely to jeopardize the health, safety or morals of young persons shall not be less than 18 years.

- **C182: Worst Forms of Child Labour Convention, 1999 (No.182).** This convention concerns the prohibition and immediate action for the elimination of the worst forms of child labour. According to article 3 of this convention work which, by its nature or the circumstances in which it is carried out, is likely to harm the health, safety or morals of children is included in worst forms of child labour.

---

**Table 1 Subcategories identified in informal recycling**

<table>
<thead>
<tr>
<th>Stakeholder category</th>
<th>Subcategories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workers</td>
<td>• Forced labour</td>
</tr>
<tr>
<td></td>
<td>• Child labour</td>
</tr>
<tr>
<td></td>
<td>• Social security</td>
</tr>
<tr>
<td></td>
<td>• Wage/benefits</td>
</tr>
<tr>
<td></td>
<td>• Freedom of association and collective bargaining</td>
</tr>
<tr>
<td></td>
<td>• Work hours</td>
</tr>
<tr>
<td></td>
<td>• Equal opportunity/discrimination</td>
</tr>
<tr>
<td></td>
<td>• Health and safety</td>
</tr>
<tr>
<td>Local community</td>
<td>• Health and safety</td>
</tr>
<tr>
<td></td>
<td>• Community engagement</td>
</tr>
<tr>
<td></td>
<td>• Local employment</td>
</tr>
<tr>
<td>Society</td>
<td>• Contribution to economic development</td>
</tr>
<tr>
<td></td>
<td>• Public commitments to sustainability issues</td>
</tr>
<tr>
<td>Value chain actors</td>
<td>• Promoting social responsibility</td>
</tr>
<tr>
<td></td>
<td>• Fair competition</td>
</tr>
</tbody>
</table>
close to or inside residential areas thus introducing a vulnerable group of people to these toxics 24 hours a day.

In some cases workers have setups with in their homes. While they sleep on the roof tops with their families the motherboards processors melt in acid baths. This is where gold extraction takes place. Similarly they and their families are exposed to toxic fumes.

The shops where gold is purified are extremely dark shops with very little air circulation. The shops are very small to accommodate one or two people at a time.

In many cases these activities take place in open spaces away from the cities when the city's development authorities would not allow such activities to take place within the cities. Such activities include burning of plastic, wires etc.

5.1.4 Social Benefits/Social Security
There is no concept of social security. Mostly businesses are run by families so there is no one to ensure social security and in cases where labour is hired to do this work the owner does not ensure any social benefits. There is no concept of pensions or some sort of fund that covers their health or accidents etc. In case of emergency workers and employers will help each other in their limited means.

5.1.5 Forced labour
There were no case indications of forced labour. Everyone states to be working willingly in this business. The profitability of this business attracts many.

5.1.6 Wages/Fair Salary
A collector may earn from 500-1000 PKR (Pakistan rupees) per day, corresponding to US$5.5-11.1 per day. This is in case the collector is self employed and is not working for any one. An average wage of a scrapper or collector working on daily wage is 250 PKR (US$2.7) per day. They hardly manage to cross the extreme poverty line that is defined by the World Bank that states extreme poverty as living on less than US$1.25 a day (World Bank, 2005).

Small-business owners (refurbisher included) may earn from 1000-1500 PKR (US$11- 16) per day, while bigger business owners may earn up to 20-30 kPKR (US$213-320) per day.

The people who work as employed labour on a monthly wage may earn from 7-12 kPKR (US$74-127) per month.

5.1.7 Freedom of Association and Collective Bargaining
There are no labour unions in this business, except for Karachi where there exists one workers union which is not specifically for the scrappers but all the workers in that area.

5.1.8 Equal opportunities /discrimination
Christians are religious minority in Pakistan. Many people working are in informal recycling are Christian but there has been no discrimination against them. They work in a very peaceful manner with the Muslims. Women and children also have equal opportunity to work in this business especially in case of the cottage industry. This is one place where equal opportunity for women and children may introduce a vulnerable group of individual to very toxic working environment.

5.2 Local Community

5.2.1 Safe and Healthy Living Conditions
Informal electronic waste recycling techniques are extremely toxic. These activities add pollutants to the air, soil and waters. Few of the impacts have been mentioned before. They have similar impacts on the local community. They get exposed to similar toxins for longer duration as they reside close to these sites. A study showed that pregnant women who live in areas close to electronic waste dismantling sites have higher exposures to persistent organic pollutants and depressed thyroid hormone levels than those who live farther away from the facilities. This study compared women in two regions of China (Zhao, 2010). In another study in 2007, children from one to six years old in Guiyu were compared to those living in a neighbouring town where no e-waste processing was done. Children in Guiyu were found to have blood lead levels (BLL) that were significantly higher than those in the neighbouring village. The study concluded that elevated BLLs in Guiyu children were common as a result of exposure to lead contamination caused by primitive e-waste recycling activities (Huo, 2007).

5.2.2 Community Engagement
The local community lacks awareness of these processes. They are not aware of the impacts of the processes that go on in their neighbourhood. These places are densely populated, and this population has become very used to the noise pollution, smoke etc. Gold extraction is a secretive business and mostly people living in the vicinity of these gold extractors are not aware of what might be happening in their backyard. There is a great need to raise awareness among these people to promote community engagement.

Apart from the workers and owners there is no community engagement in this business. Community is not aware of the activities and the impacts, therefore they do not indulge to improve or to worsen the situation.

5.2.3 Local Employment
This is a profitable business with less expertise required than other businesses, so many have found their livelihoods in this work. Many jobless youngsters have found it an easy way of earning. Many students work at these workshops after school to support their education and families. Many of the workers are ex-army soldiers who after retirement have found this as well paying occupation.

5.3 Society

5.3.1 Public Commitment to Sustainability Issues
Informal electronic waste recycling has recently come into the limelight, but still very few officials know about it. A very small number is aware of its processes and impacts. This is more of an illegal business. There remains a great need to get the government to look into the issue and suggest cleaner mechanisms to keep the lives of the workers and community safe. There should be government initiated awareness programme to protect the community. Regular monitoring of the local water bodies, soil samples need to be tested. No such activities are taking place, thus government is lacking initiative, maybe due to lack of awareness or maybe due to negligence or no incentives.

5.3.2 Contribution to Economic Development
Electronic waste imports or second hand computer imports play a positive role both socially and economically. In a country where 60% of the population lives below the poverty line second hand
equipment is the only way to enable provision of MDG 8 that states “In cooperation with the private sector, make available the benefits of new technologies, especially information and communication technologies” (United Nations, 2012) Second hand equipment is the only way to get computer for the middle and lower class individuals in Pakistan. It is therefore very important for these imports to continue coming into Pakistan.

Apart from this many people have found a profitable business option in this business. Stopping these imports would hamper the livelihood of many living below the poverty line. This scrap is a rich source of material. If these quantities can be recovered it could be an asset for a country like Pakistan.

5.4 Value Chain Actors

5.4.1 Fair Competition

Problems regarding fair competition were seen in Karachi where the mafia plays a great role in controlling the market. They control the prices of electronic waste while the prices of precious metal keep increasing in order to ensure more profit in the business. Thus fair competition is very hard to achieve. This has an impact on prices of electronic waste in the rest of country as Karachi the hub of electronic waste. In this case the value chain actors get good profits but the poor seller and workers are left underpaid.

5.4.2 Promoting Social Responsibility

Some of the value chain actors are aware of the consequences of electronic waste recycling. Therefore they hire other people at low wages to bear the impacts. They have not provided their workers with any protective gears. Several of them are not aware that there are any consequences of this business. They are interested in the profits they get from the business. Lack of awareness and selfishness on behalf of these owners will lead to bad health and slow death of these workers. Transparency is required on the behalf of the owners of this business when they hire workers. They should tell them about the consequences which is not known by the workers at all. There needs to be transparency about these activities when other community members are being affected by it.

Similarly a lot of importers when importing electronic waste know that it is scrap as they mostly buy it off recyclers in developed countries. They are not aware of the quality and how much life of the second hand products is left. Many details about the product is hidden when the product is being sold and shipped to Pakistan and in case it is being sold in Pakistan there is a fee for checking the quality and working condition of this equipment. Many of the dealers know what they are buying is scrap from recyclers.

6. IMPACT ASSESSMENT

The impact assessment was made using UNEP guidelines. After selecting relevant stakeholder and subcategories impact categories were selected (Table 2). There is not one way of impact assessment in SLCA. In this case symbols were used to

<table>
<thead>
<tr>
<th>Stakeholder category</th>
<th>Subcategory</th>
<th>Status in summary</th>
<th>Health &amp; safety</th>
<th>Socio-eco. repercussion</th>
<th>Human rights</th>
<th>Dev. of country</th>
<th>Total rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worker</td>
<td>Working Hours</td>
<td>74 hrs +</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>Negative</td>
</tr>
<tr>
<td>Child Labour</td>
<td></td>
<td>yes</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Very neg.</td>
</tr>
<tr>
<td>Health and Safety</td>
<td></td>
<td>Extensive negative impacts</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Very neg.</td>
</tr>
<tr>
<td>Social Security</td>
<td></td>
<td>No</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>no imp.</td>
<td>Very neg.</td>
</tr>
<tr>
<td>Forced Labour</td>
<td></td>
<td>Not seen</td>
<td>no imp.</td>
<td>no imp.</td>
<td>+</td>
<td>+</td>
<td>Positive</td>
</tr>
<tr>
<td>Wages</td>
<td></td>
<td>More than 2.7 $/day</td>
<td>no imp.</td>
<td>+</td>
<td>no imp.</td>
<td>+</td>
<td>Positive</td>
</tr>
<tr>
<td>Equal opportunities/discrimination</td>
<td>Equal opportunities, no discrimination</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td>Positive</td>
</tr>
<tr>
<td>Freedom of association</td>
<td></td>
<td>No</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Very neg.</td>
</tr>
<tr>
<td>Local community</td>
<td>Safety and health</td>
<td>Yes</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Very neg.</td>
</tr>
<tr>
<td>Community engagement</td>
<td></td>
<td>No</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Very neg.</td>
</tr>
<tr>
<td>Local Employment</td>
<td></td>
<td>yes</td>
<td>-</td>
<td>+</td>
<td>no imp.</td>
<td>+</td>
<td>Indifferent</td>
</tr>
<tr>
<td>Society</td>
<td>Public contribution to sustainable issues</td>
<td>no</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Very neg.</td>
</tr>
<tr>
<td>Contrib. to ec. development</td>
<td></td>
<td>yes</td>
<td>+</td>
<td>+</td>
<td>no imp.</td>
<td>+</td>
<td>Positive</td>
</tr>
<tr>
<td>Value chain actors</td>
<td>Promote social responsibility</td>
<td>no</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Very neg.</td>
</tr>
<tr>
<td>Fair Competition</td>
<td></td>
<td>no</td>
<td>no imp.</td>
<td>-</td>
<td>no imp.</td>
<td>-</td>
<td>Negative</td>
</tr>
</tbody>
</table>
show if subcategories had a relation to the impact category, using “+” to indicate positive impact and “−” negative impact of the subcategory, and “no impact” to indicate when an impact category is not at all affected by a certain subcategory. A simple colour system, inspired by Ciroth and Firnanz (2011) was used that evaluates the overall social impacts of each subcategory.

7. CONCLUSIONS

Earlier studies have been performed on the adverse impacts on informal recycling of WEEE, but none in Pakistan. More importantly, only one study was found which tried to incorporate the impacts in an S-LCA framework (Manhart et al., 2011). This paper contributes data on social impacts of informal WEEE recycling, in a format which should be help easily incorporate assessments of ICT systems, equipment, and WEEE recycling, providing a more realistic picture of the life cycle impacts. This paper has sketched a picture of impacts of informal recycling on various stakeholders and it shows that it has mostly negative impacts on its workers and community but at the same time helps in decreasing poverty and is playing a vital role in economic development. The scraper plays a great role in recycling of WEEE, but his/her health and benefits needs to be covered under the corporate social responsibility schemes of ICT developers and manufacturers. This paper will share the facts, impacts and importance of the unjust trans-boundary movement of WEEE. It also highlights the need of strengthening of Extended Producer Responsibility not only in developed countries, but also in developing countries. It also emphasizes the need for awareness rising among the workers community and the government officials.

The experience from on using the UNEP/SETAC guidelines (Benoit and Mazijn, 2009) in a supply chain of informal activities shows that some of the listed subcategories are hard to apply under these circumstances. Still, some of the negative social impacts in supply chains may very well originate from informal activities in developing countries. This needs to be considered when further developing the UNEP/SETAC guidelines.

8. RECOMMENDATIONS

One of the main reasons why this business causes so many impacts is lack of awareness among the various stakeholders. There lies a great need to share these findings with the Government officials and authorities and help them create awareness among different stakeholder from the value chain actors to the worker. This is the first such study conducted for informal electronic waste in Pakistan. The results of this study should be shared with different producer and manufacturers of ICTs. Efforts should be made by them to include these distant workers and their benefit in their policies as a part of their Corporate Social Responsibility. A study needs to be undertaken to improve weaknesses of UNEP guidelines when applied on informal sector such as this one.
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ABSTRACT
The need of recycling obsolete mobile phones has significantly increased with the worldwide propagation of mobile phones and their inherent rapid turnover. In this article, we examine the acceptance of mobile phone return programs by using the Technology Acceptance Model and multiple case studies. Our findings can provide valuable recommendations for the setup of future mobile phone return programs.
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1. INTRODUCTION
The increasing utilization and proliferation of information and communication technology (ICT) has drawn attention to the related economic and environmental sustainability effects [2][16] [40], especially when it comes to end-of-life management of the devices as stated in the WEEE-directive [39]. Each year, approx. 560 thousand tons of ICT waste is being collected in Europe [11]. Mobile phones, like computers and other ICT devices, contain many valuable and rare metals [15][23][25][27][32]. Due to the large quantity of mobile phones sold worldwide, the relatively small constituent per single device total to a significant amount of highly valuable, non-renewable resources [32]. Moreover, incorrect disposal of mobile phones can release toxic leftovers into the environment [31][32][39] and pose potential health risks [30]. Nevertheless, mobile phone recycling still only accounts to a few percentage of recycled material [23][31].

Studies show that substantial amounts of unused mobile phones are being stored in people’s drawers [3]. To increase the return rates, organizations and institutions have implemented various mobile phone return programs. Some of the programs are more successful than others. The success rate highly depends on the acceptance of a program by the mobile phone owners. Revealing the drivers and barriers influencing the acceptance of a mobile phone return program would help developing more successful mobile phone return programs. This article therefore aims to answer the research question:

Which factors explain the acceptance of mobile phone return programs?

To answer this question we analyze mobile phone return programs and their accomplishments from various countries. The theoretical basis is provided by a modified version of the Technology Acceptance Model (TAM) [7]. We assess the possibility to transfer the factors of TAM to explain acceptance of mobile phone return programs. Results of this study can help to enhance future projects and thereby increase sustaining valuable resources.

2. RELATED RESEARCH

2.1 Recycling and Return Programs
For this paper, the term “return program” takes all actions into account where mobile phones can be returned to ensure reuse or their proper recycling. Mobile phone return programs have different scopes, time frames, execution models and participating groups, e.g. ranging from charity events to bridging information and awareness for resources programs.

Although electronic waste recycling is a relatively new issue that evolved over the past years, research on determining the operative factors for recycling programs started in the 1980s and 1990s [12][37]. According to [12], the success of return programs depends much on the policies chosen, how they are selected, and how they are implemented. Lacking knowledge is seen as one important barrier that prevents the separation of waste [5][17] summarize results of previous literature and identify the following variables as factors of recycling behavior: extrinsic incentives, intrinsic incentives, internal facilitators, and external facilitators.

Compared to other electronic waste, the recycling chain of mobile phones seems to be especially wedged when it comes to customers returning the mobile phone to any type of take back program (see for example Tanskanen and Butler [28]).

2.2 Basis of the Technology Acceptance Model
This paper uses TAM to investigate the acceptance of mobile phone return programs. An adopted model of the Unified Theory
of Acceptance and Use of Technology (UTAUT) provides the theoretical background to increase the expressiveness of our results. The UTAUT was developed by [34] and evolved from previous versions of the original TAM 1 [7] and the later TAM 2 [36] version. The TAM concepts are well-known and widely applied in information systems (IS) research literature, articles of highly rated scientific journals [19] and proceedings of actual IS conferences, for example [18].

Figure 1: Theory of Acceptance and Use of Mobile Phone Return Programs Based on [34]

The TAM models describe why people use certain technologies. Their original objective was to explain the acceptance of computer technology. But the concept has proven to be applicable to various IT related topics, e.g. explaining the acceptance of cloud computing [26].

The model can be used both for explanations and forecasts [7]. A characteristic of the model is the high level of abstraction and the consequent low number of model variables.

For our research we apply the latest TAM concept, the UTAUT to the scope of mobile phone return programs. Based on the original UTAUT the following factors are used to explain the acceptance of mobile phone return programs (see Figure 1) [33]:

- Performance expectancy: The degree to which an individual believes that using the system will help him or her to attain a personal objective, such as environmental protection
- Effort expectancy: The degree of ease associated with the use of the program
- Social influence: The degree to which an individual perceives that important others believe he or she should use the program
- Facilitating conditions: The degree to which an individual believes that an organizational and technical infrastructure exists to support program
- Behavioral intention: The degree to which a person has formulated conscious plans to perform or not perform some specified future behavior

Gender, age, experience, and voluntariness of use serve as moderating variables. They affect the strength of the relation between the independent and the dependent variables [4].

3. METHODOLOGY

To answer the research question we use case study research. Case study research is a widely known and accepted research methodology in IS [8]. It generates insights by examining a phenomenon in its usual setting [5].

Case study research can be applied to describe phenomena, test theories or develop new theories and hypotheses [5][9]. This corresponds with the paper’s objective to describe the phenomenon of varying acceptance of mobile phone return programs in multiple settings. Case study research employs various data collection methods, such as document and literature analysis, interviews, observations or questionnaires [8]. Our investigation is based on:

- A comprehensive market and media research regarding mobile phone return programs
- An extensive literature research
- An in-depth case study regarding the return program of the Austrian Ö3 Wundertüte (literally: “wonderbag”) and two programs of the Deutsche Telekom (German Telekom)

These tasks were performed between October 2011 and Mai 2012. We avoided using a numerical numerical performance rating, instead, we will summarize the results from our case study as recommendations based on the UTAUT-concepts of Performance Expectancy, Effort Expectancy, Social Influence and Facilitating Conditions. Due to the limitations of case study research our findings demand further validation through quantitative and qualitative research regarding the applicability of UTAUT to explain the acceptance of mobile phone return programs.

4. FINDINGS

The data collected is shown in Table 1, listed by regional and worldwide return programs. We sorted the information by region and initiator, followed by a short description of the return process. We analyzed the programs by comparing the advertisement and effort used to introduce the return program, the year or period it took place and the incentive provided to make the return program attractive to users. The success of the programs was measured by the amount of returned mobile phones.

All European production and network companies take back mobile phones in their shops, as the WEEE directive has been asking since 2003 [39]. Therefore, this option is not explicitly listed in the table.

Charity includes all supportive actions (e.g.donations) for charity or social organizations. Environmental protection accounts to all actions taken to support environmental projects or active organizations.

In general, the governmental run or supported programs in the USA and UK seem to be relatively successful [13] [10], while company-run programs seem to be less effective, regardless of the incentives.

To deepen the comparison and give better implications, programs from two initiators were closer investigated about how the program was set up, and how well their collection of mobile
Table 1. Overview of International Mobile Phone Return Programs

<table>
<thead>
<tr>
<th>Region</th>
<th>Initiator</th>
<th>Return Process</th>
<th>Incentives</th>
<th>Period</th>
<th>Collected mobile phones in Millions</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>Australian Mobile Telecommunications Association (AMTA)</td>
<td>Different campaigns, e.g. &quot;MobileMuster&quot;, school challenges; drop-off points and free mail-ins</td>
<td>Environmental protection / Charity</td>
<td>1998-2011</td>
<td>6.31</td>
<td>Mobilemuster [1] [21]</td>
</tr>
<tr>
<td>Austria</td>
<td>Ö3 (federal supported radio station), partnered with Austrian Post, Caritas, Red Cross</td>
<td>Send free mail-in envelopes “Ö3 Wundertüte” (“wonderbags”) before Christmas to 270.00 households in Austria; placed return boxes at partner’s locations; expanded programs for schools as challenge</td>
<td>Charity / Contests in schools</td>
<td>2005-2012</td>
<td>2.5</td>
<td>Ö3 Radio [24]</td>
</tr>
<tr>
<td>UK</td>
<td>British Government; partnered with companies and organizations e.g. BBC</td>
<td>„Regenersis – Fonebak“ / UK – very first recycling-program worldwide / Freepost service: customer will get money for the returned phone and select amount to donate (at least £5)</td>
<td>Charity / Money / Voucher for valuable phones</td>
<td>1999-2009</td>
<td>almost 20</td>
<td>Fonebak [13]</td>
</tr>
<tr>
<td>USA</td>
<td>EPA (US government Environmental protection agency), partners with retailers and companies</td>
<td>Drop-off and free mail-ins / at US westcoast: ATMs (automatic machines to give out voucher of estimated value)</td>
<td>Content information / environmental protection/ some voucher</td>
<td>2008-2007</td>
<td>11-14</td>
<td>EPA [10]</td>
</tr>
<tr>
<td>Germany</td>
<td>T Mobile</td>
<td>Free mail-ins; choice to donate phone or exchange for a shop-voucher / School competitions</td>
<td>Environmental protection / Charity</td>
<td>2009-2012</td>
<td>1.0</td>
<td>T-Mobile [29]</td>
</tr>
<tr>
<td>Germany</td>
<td>Vodafone</td>
<td>Company donates money for each returned mobile phone to social organizations in the area where mobile phone was returned / Customer can print out postage return label</td>
<td>Charity</td>
<td>2003-2012</td>
<td>1.0</td>
<td>Vodafone [38]</td>
</tr>
<tr>
<td>Germany</td>
<td>NABU (German nature protection coalition); Partner: E-Plus; former partner: Vodafone</td>
<td>Company donates up to 3€ per returned mobile phone for a project of the NABU / 200 collecting locations, free mail-ins (together with Vodafone and other partners)</td>
<td>Environmental protection</td>
<td>2006-2012</td>
<td>0.050</td>
<td>NABU [22]</td>
</tr>
</tbody>
</table>

- Partners: They partnered with non-profit institutions well known for their reliability and trustworthiness and non-scandalous history
- Objective: The collection was primarily not communicated as a PR-activity but always made a point in being a charity-program; it was also visible and clear where the donations went
- Running-time: They established and strengthened seriousness though the long-term nature of the call by being not only a single action but continuously running over a long time
- Reachability: Austria has the advantage of having an over-regional, country-wide radio station that reaches up to 2.8 million people per day
- Content: the content of the topic (especially social and ecologic aspects) became part of the radio-program (“educated” the listeners)

1) In Austria, the return-program supported by a federal run, over-regional radio station called the “Ö3 Wundertüte” has been running since 2005 for every year. The feedback has been very positive, and 2.5 million phones have been returned altogether (respecting that Austria has approx. 8 million inhabitants). Every year in late autumn, right before the advent season, envelopes are sent out to households throughout Austria with the prospect of donating money to two different charity organizations, helping needful people in Austria. For each returned phone a donation is made (three Euro for a functioning phone, 50 Cent for a non-working phone). It is reported that people even call throughout the year and ask whether they will again receive the envelope to send in their phone(s). In 2011, 467,000 mobile phones were collected in 275,000 envelopes. We called Ö3 for a Telephone-Interview, asking for their practical experience and opinion why the return-program might have achieved a higher return-rate than other actions in other countries. Here, we summarize their opinion:

2) The German Telekom Company has been spending an extensive amount of resources in investigating the relatively low amount of returned mobile phones for many years [30]. Recently, they also launched a marketing research investigated the knowledge base (need of separate disposal of mobile phones for...
preservation of resources) in German households. Here, we included two of their prominent take-back campaigns in our paper:

- Winning game (raffle for 5 cars), year 2010: collected 62,000 mobile phones in 3 months (total 2010 collected: approx. 200,000)
- Charity event (donation for children), year 2011: collected 585,700 mobile phones in 3 months (total 2011 collected: 762,000)

These are only two of recent German campaigns, but they seem to undermine the trend that we believe to see; the most effective activity has been the medial attentive and widely advertised activity in 2011 with a prominent German entertainer for a well-known children donation project.

From the second campaign, we can draw some similar conclusions as success factors compared to the activities in Austria. The second program included in our analysis was clearly marked as a charity event, even though coming from a large corporation; an aspect, which might raise some suspicions from people as this is often seen as marketing activity. However, it was made clear where the donations went (a quite well known charity organization in Germany). Furthermore, the corporation chose a set or media known of reaching quite a large part of the German population. Therefore the setting is close to the Austrian case, even though the campaign was embedded in a different country-specific situation.

In terms of educational measures supporting the campaign as seen in Austria, both activities in Germany did not really include such communication efforts. The content of the topic, such as environmental effects of mobile phone production, use and recycling, was presented to a limited extend; information about these issues was included but no deeper explanation of the whole picture of sustainability and mobile phones. This, however, would not have been the type of information and in-depth content suitable for the media chosen in both campaigns – thus, the content was quite fitting for the chosen communication channels.

Another aspect which was not discussed in the Austrian case but which we see as quite important in the German campaigns was the selection of take-back channels and possibilities for people interested in participating. Both German campaigns provided tools for returning the mobile phone as easy as possible, including special postal envelopes, which could be returned free of charge and with as little effort as possible. In our research underlying this paper, we found some articles discussing this aspect as quite important for such campaigns to succeed.

5. IMPLICATIONS

Summarizing the results to promote recommendations for return-programs, we would like to stress that no single factor accounts for a successful program. Rather, a combination of proposed conditions appears to be the key.

Here, we give an overview of aspects that seem to have influenced the investigated worldwide programs, concentrating on the two further investigated programs in Austria and Germany, and referring the results to the UTAUT measures. An overview of all identified success factors can be seen in table 2 below, the most important ones being explained in the following paragraphs.

- **Performance expectancy**: Charity objectives seem to have a stronger impact than other intentions (raffle, price-winning for returned phones etc.); also, clear and visible goals are important. Still, programs offering money for returned phones also could have a noticeable influence but only account to newer mobile phones that can still be used and therefore rather support the category of re-use, which is not the topic of our investigation.

- **Effort expectancy**: minimum effort seems to be the key factor in this category, so that no cost or extra-ways arise and participating people can easily drop off or mail in their mobile phones. E.g. free envelopes sent to households showed a reasonable positive impact. Still, one of the German campaigns showed clearly that this factor is indeed important but not sufficient on its own for a successful campaign.

- **Facilitating Conditions**: Reliable and trustworthy partner: The fact that governmental or non-profit organizations and well-known NGO’s were involved seemed to have a positive impact. In general, governmental supported actions seemed to run well, implicating that a legal and trustworthy factor might also be one of the key factors in these programs. It seems to influence people that reliable partner reduce the chance of misconduct of their mobile phones; trustworthy partner seemed to give a certainty that the mobile phones get treated correctly (e.g.in terms of possible deletion of private content as well as being sent to reliable recycling processes and not being sold to deceptive businesses, nor making money in any way with it). This way, the program does not have the character of a business or selling program but rather a trustworthy idea with a clear incentive.

- **Social Influence**: The image of the initiator and their partners seem to influence people’s decision in returning their mobile phones. Therefore, an activity initiated by a large corporation might get a less positive reaction than one initiated by a local radio station, as included here in this paper (see facilitating conditions).

---

<table>
<thead>
<tr>
<th>Performance Expectancy</th>
<th>Effort Expectancy</th>
<th>Social Influence</th>
<th>Facilitating Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Donations to charity</td>
<td>• Minimizing the effort in terms of time and costs for using a return program (e.g. free mail ins, return boxes at favorite and frequented locations, pick-up services)</td>
<td>• Image of the initiator</td>
<td>• Trust in the initiator of the program by high levels of transparency</td>
</tr>
<tr>
<td>• Vouchers or money for returned phone</td>
<td></td>
<td>• Raising awareness in groups (e.g. school competitions, social media networks)</td>
<td>• Providing information and knowledge on why, where, how, when (e.g. TV, radio, internet ads)</td>
</tr>
<tr>
<td>• Games/competitive character</td>
<td>• Enabling easy ways to save and delete own data from mobile phones</td>
<td>• Testimonials (e.g. people from politics, culture and sports)</td>
<td></td>
</tr>
<tr>
<td>• Verifiable environmental protection measures (e.g. planting trees)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Measures Influencing the Return Program

Acceptance Factors; in bold the seemingly most inductive factors
6. CONCLUSION

By combining the UTAUT theory with the investigated case studies we can assign different measures to specific factors of technology acceptance (see Table 2). This provides decision makers with a structured overview of possible measure to successfully implement mobile phone return programs. Researchers can use the model, included in this paper and extended by the identified success factors, to evaluate return programs and to determine drivers and barriers of adoption. Depending on the context (country, target group, duration of the campaign, etc.) some of the identified factors here can take a more prominent role than others. This may change according to the different campaigns, therefore, there is no universal “check list” for setting up a successful mobile phone return program. Still, based on the results from this paper, we can recommend taking into account these findings and applying them according to the characteristics of the defined target group.

In order to refine the recommendations deducted from the model and its aligned success factors, needing more research, the model can be further developed and refined for explaining and understanding human behavior in terms of responding to such campaigns and changing their behavior accordingly. Such campaigns in this context of mobile phone recycling are just starting, thus, more empirical data is needed besides the theoretical background gathered for this paper.

Therefore, to refine the results from our research so far, our future research will follow these next steps:

- In depth case studies and continuing expert interviews
- Small and large scale surveys with users and non-users of mobile phone return programs

Given the rising prices for rare materials and the increasing awareness regarding environmental protection, the topic of mobile phone recycling is destined to gain more importance in the future. Hence, related concepts and measures have an increased relevance for policy makers, practitioners, and researchers. Here, again, it is important to design, implement and evaluate respective campaigns successfully in order to reach expected outcomes and behavioral changes and avoid wasting resources. This paper is a first tentative step towards such concept for both designing a successful campaign and evaluating it for further improvements in this context.
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ABSTRACT
The accelerating world-wide growth in demand for energy has led to the conceptualization of a “smart grid”, where a variety of decentralized, intermittent, renewable energy sources (for example, wind, solar, and wave) would provide most or all of the power required by small-scale “micro-grids” servicing hundreds to thousands of consumers. Such a smart grid will require consumers to transition from passive to active participation in order to optimize the efficiency and effectiveness of the grid’s electrical capabilities. This paper presents a software stack comprised of two open source software systems, Makahiki and WattDepot, which together are designed to engage consumers in energy issues through a combination of education, real-time feedback, incentives, and game mechanics. We detail the novel features of Makahiki and WattDepot, along with our initial experiences using them to implement an energy challenge called the Kukui Cup.
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1. INTRODUCTION
Several characteristics of the traditional electrical energy infrastructure of industrial societies have remained unchanged for almost 100 years. First, energy production has been centralized in power plants using “firm” energy sources such as coal, oil, nuclear, or hydro. Second, centralized production has promoted centralized control of the grid, typically through a single or small number of utilities with public regulation over their policies and rates. Third, centralized production and control has led to the predominance of “macro-grids”, or grid infrastructures designed to service hundreds of thousands to millions of consumers. Finally, traditional grids have been designed to minimize the information about energy required by consumers to utilize the service. The typical consumer needs to know almost nothing more than how to plug an appliance into an outlet, and can assume that this exceedingly simple “user interface” will provide virtually unlimited amounts of high quality energy at any time for a relatively small cost.

Unfortunately, the accelerating world-wide growth in demand for energy is leading to a breakdown in this approach to electrical energy infrastructure. Petroleum products such as coal and oil are nonrenewable, are no longer reliably inexpensive, and have been found to have a variety of adverse environmental effects. Nuclear energy, while low in emissions, has risks that have caused countries such as Japan and Germany to reevaluate this approach to energy generation.

Addressing these emergent problems has led to the conceptualization of a “smart grid”, where a variety of decentralized, intermittent, renewable energy sources (for example, wind, solar, and wave) would provide most or all of the power required by small-scale “micro-grids” servicing hundreds to thousands of consumers. Such a smart grid will require consumers to transition from passive to active participation in maintaining efficient and effective use of the grid’s electrical capabilities. For example, these “smart consumers” should be able to tailor their use of electrical energy to the types and amount of energy available in the grid at any point in time; minimizing the overall use of non-renewable resources as well as peak loads on the grid.

Satisfying the radically different requirements and operating assumptions of this next generation grid requires new kinds of software that enable research and experimentation into the ways that electrical energy production and consumption can be collected, analyzed, visualized, and provided to consumers in a way that enables a transition from passive to active participation. Since 2009, we have been designing, implementing, and evaluating an open source software “stack” to facilitate this research. This software stack consists of two custom systems called WattDepot [1] and Makahiki [11], along with the open source components they rely upon (Java, Restlet, Postgres, Python, Django, Memcache).

In this paper, we detail the novel features of WattDepot and Makahiki, along with our initial experiences using them to implement an energy challenge called the Kukui Cup.

2. WATTDEPOT
Software for energy collection, storage, and analysis tends to come in two flavors that support two ends of the scalability spectrum. At one end are utility-scale SCADA systems and protocols which are intended to manage macrogrid data [14,15,18]. At the other end are “personal scale”
systems such as those provided by energy meter or solar panel manufacturers which are intended to manage information about single households [6,19]. We designed WattDepot to support a middle ground that we refer to as “enterprise-level” energy management, in which data concerning energy production and consumption of hundreds to thousands of households can be usefully managed [2]. Figure 1 illustrates the architecture of the system, where WattDepot sensors send data from meters attached to energy devices to a server, which can then be queried by clients to provide visualizations and analyses.

Our use of WattDepot has led to a novel set of capabilities to support this middle ground.

2.1 Meter Agnostic
Unlike personal-scale systems that are typically tied to a particular manufacturer’s product, WattDepot is agnostic about the kinds of meters used to monitor energy production and consumption data, and whether the data is personal-scale or utility-scale. It provides a REST protocol for data transmission that can be used to implement clients for a wide variety of devices; the major constraint is that these devices need to have network access. WattDepot clients can be written in any language that supports the HTTP protocol. We provide a high-level client libraries for Java and JavaScript.

Due to the architectural decoupling of data collection from the rest of the system, WattDepot can be effectively used for simulation and what-if scenario development. This flexibility makes it appropriate as a kind of technological “scaffolding” for smart grid applications, where WattDepot can provide clients with simulated production and consumption data early in development, with the simulated data transitioning to live data as these sources go online later in development.

2.2 Source Aggregation
WattDepot can represent aggregations of power sources. For example, a building might have multiple meters monitoring energy consumption, one per floor. WattDepot can represent the power consumed by individual floors, as well as an aggregate source representing the building as a whole. Aggregations can be nested, so that floors can be aggregated into buildings, buildings into neighborhoods, and neighborhoods into cities. It is quite common for the level of abstraction desired by client developers and end users (such as a floor of a building) to actually consist of multiple meters. By providing this aggregation of sources at the server level, client development becomes easier.

2.3 Data Interpolation
WattDepot automatically performs data interpolation when necessary. For example, a meter might provide a snapshot of energy usage once per hour for a given device. Clients can request the power consumed by this device at any time instant, and WattDepot will automatically provide interpolation when the requested time does not match a time for which actual sensor data is available. This is essential for the common case where meters do not have perfectly synchronized clocks and are not polled simultaneously, and when making use of the source aggregations discussed in the previous section.

2.4 Flexible Data Storage
WattDepot is architecturally decoupled from the underlying data storage technology. This decoupling supports experimentation with both traditional relational as well as NoSQL technologies, and facilitates scalability. Currently, WattDepot implements support for Derby, PostgreSQL, and BerkeleyDB storage systems. Administrators looking for simplicity may opt for the embedded Derby database, while those looking to integrate with existing database infrastructure might decide to use PostgreSQL for data storage.

WattDepot also implements support for “ephemeral” data. In some application scenarios, it is useful to send energy data to the WattDepot server quite frequently (i.e. every few seconds) so that clients can monitor current energy consumption with low latency. However, that rate of data sampling is not necessary for historical analyses, which may only require energy data sampling at the rate of every few minutes. WattDepot supports this situation through ephemeral data, which creates an in-memory window during which all recently received energy data is available for retrieval, but stored in the repository only at a much lower sampling rate.

2.5 WattDepot in the Cloud
In addition to installation on a local server, WattDepot has been designed to support cloud hosting, sometimes referred to as Platform-as-a-Service (PaaS). In particular, WattDepot can be deployed on the Heroku [13] cloud-based hosting service. The Heroku PaaS solution allows users to deploy the system and start collecting data without the requirement of server hardware, and Heroku offers flexible capacity depending on the expected workload.

2.6 Beyond WattDepot
While WattDepot provides the software infrastructure to collect, store, and analyze energy data, ensuring that the data is collected reliably and accurately reflects reality requires additional effort. As an example, we will examine the steps required to collect data on electricity use in a building. First, the administrator should work with manager of the building to understand the electrical infrastructure: how is power distributed in the building, and how does the distribution relate to the goals to be accomplished through measurement? If electricity is to be monitored at the per-floor level, do the distribution panels match that segmentation?
If the building does not have meters already installed, the administrator will need to select a meter vendor and acquire the meters. The meters will typically need to be installed by licensed electricians. The administrator will need to verify that the installation was performed correctly by checking whether the received data agrees with the expected amount of usage. To allow WattDepot to collect data, reliable network connectivity must be provided for the meters. The meters will also need to be configured to support remote data collection.

If the building already has meters installed, the administrator will need to confirm that the meters are configured correctly and that the data they produce is sane. When working with existing meter infrastructure, the WattDepot administrator may not have administrative access to the meters, so any configuration changes required may need to be requested from the meter administrator.

Once data collection has been established, the WattDepot administrator will need to establish monitoring of the meters and WattDepot infrastructure so that hardware or software faults can be detected and corrected before they lead to excessive loss of data. By understanding these issues, administrators can ensure that systems built on top of WattDepot receive accurate energy data at appropriate levels of abstraction.

3. MAKAHIKI

The feature set of WattDepot creates attractive infrastructure for management of energy data, but research suggests that effective participation of consumers in a next generation smart grid requires more than simple feedback to consumers about their consumption, particularly given the passive nature of their involvement for the past 100 years [8, 9, 17].

The second component of our open source software stack, Makahiki, represents research intended to create synergy between the need to create knowledge and engagement regarding energy and the ability of so-called “serious game” techniques and energy feedback to create participation and engagement [4, 5, 7, 16]. In Makahiki, online game mechanics are employed with the goal of affecting real-world energy behaviors [3]. The ultimate goal is to not just affect energy behaviors during the course of the game, but to produce long lasting, sustained change in energy behaviors and outlooks by participants. Figure 2 illustrates the architecture of Makahiki.

Makahiki consists of a configurable game engine that can be customized to the needs of different organizations. It includes a library of pre-built game “widgets” that implement a variety of game mechanics. Using the widgets, an organization can create a custom energy challenge in which players can compete individually and/or in teams to earn the most points by reducing their energy consumption as well as by learning about energy concepts in general. The next sections present some of the most important widgets in Makahiki.

3.1 Smart Grid Game

The Smart Grid Game widget shown in Figure 3, is the primary place players go to learn about energy issues and earn points. Actions are organized into a grid of squares (hence the name “Smart Grid”) and organized by category columns. The game supports levels so that a large number of actions can be presented in a sequence of smaller grids. Each grid contains four different types of actions: activities, commitments, events, and excursions.

![Figure 2: Architecture of Makahiki](image)

![Figure 3: Smart Grid Game widget](image)

Activities are the most basic actions available in the Smart Grid. In order to get points for an activity, a player will have to provide a response to the administrators. These responses can be a short textual answer or an uploaded picture. Administrators access a special section of the web application to approve or deny submissions. If a submission is approved, the player will receive points, as well as website notification about the approval. If a submission is rejected, the player will be sent a website notification informing them that their submission was not approved, and a textual description by the administrator of why it was rejected. The player can change and resubmit their response and still earn the full point value for that activity.

Commitments are pledges that the player will do something related to energy or sustainability for a period of five days. Examples include: reducing shower time, taking the stairs, and turning off the lights when leaving a room. Although...
these commitments are not verifiable, they are public and visible to other players in the same team and worth fewer points than activities. Furthermore, a player is limited to five active commitments at any given time. After the five day period is up, the player can then declare that they completed the commitment and immediately earn their points. They can then sign up for another commitment, including the one they just completed.

Events and excursions are tied to real world activities. Events are held locally while excursions require transportation. Seating is limited, so players are asked to sign up for events or excursions they wish to attend. Players that do so are provided with a 2 point signup bonus. Players can also set up a reminder that is sent to their email and/or their mobile phone before the event takes place. At the event, an administrator will hand out attendance codes printed on slips of paper that can be entered on the website. These attendance codes are generated by Makahiki and can only be used once. To discourage players from signing up and not attending, a 2 point penalty is applied to players who do not submit an attendance code. If the player submits an attendance code for the event after receiving this penalty, the penalty is reversed.

Not all of the actions and levels in the Smart Grid Game are necessarily available at the start of the game. We provide a set of predicates that can be used to determine if an action or level is locked or unlocked for a player. These predicates include: completed a certain number of actions within a category, completed all actions within a category, completed a certain action, and unlocking of an action or level after a certain date.

These predicates are implemented using a limited subset of Python and can be changed within the administrative interface. Challenge designers can use logical operators to combine any of these functions in order to organize the players’ path through the Smart Grid Game.

### 3.2 Power Meter

A fundamental requirement for enabling more active participation by consumers in the smart grid is feedback regarding their energy usage. One of the most simple mechanisms provided by Makahiki for this purpose is the Power Meter widget, illustrated in Figure 4.

![Figure 4: Power Meter widget](image)

The Power Meter widget provides basic feedback on energy consumption via a display of the team’s power consumption, updated every few seconds. The visualization can normalized using baseline values so that when the needle is pointing straight up, the power consumption is the average for that team during that specific hour of that specific day of the week. Thus, if the needle leans left toward the green side, the team’s power consumption at that moment in time is below average, while if the needle leans right toward the red side, the team’s power consumption at that moment in time is above average.

The Power Meter widget obtains its values by querying the WattDepot system for the latest power data consumed by the associated team. The use of WattDepot, rather than directly querying the meter(s), simplifies the widget design significantly. First, the physical meters can vary significantly in the protocol implemented to obtain current power consumption. These protocol variations are handled by the WattDepot sensors, so this widget can simply query the WattDepot server using a single HTTP request that is independent of the physical meter characteristics. Second, the power consumed by a team might be measured by one or multiple meters. Again, the WattDepot source aggregation capability means that this physical difference can be abstracted away by WattDepot, enabling the widget to obtain the aggregate power for the team through a single HTTP request.

The Power Meter widget is a useful, though simple mechanism for energy feedback that uses the WattDepot+Makahiki stack. The next section presents a more sophisticated mechanism called the Daily Energy Goal Game.

### 3.3 Daily Energy Goal Game

The Daily Energy Goal Game widget provides a way for players to earn points by reducing their current energy consumption from a baseline. This baseline can be calculated using historical data or dynamically throughout the competition. Both the baseline data and the current consumption is typically provided by API calls from Makahiki to an underlying WattDepot server. Figure 5 illustrates this widget.

![Figure 5: Daily Energy Goal Game widget](image)

The goal for each team is typically a percent reduction from their baseline usage. When a player goes to the energy page of Makahiki, they can view their team’s current progress toward their daily energy goal. Near the end of the day, Makahiki checks the energy data from WattDepot to see if a
floor reached their goal. If the floor did reach their goal, each member of the floor that is participating in the game receives points. The energy goal game provides a link between the energy conservation competition and the point competition.

The Daily Energy Goal display shows both their current progress and their goal so far. We have noticed that our participants use more energy at night rather than during the day. Thus, it is easy to be under their actual energy goal for most of the day and then jump over the goal at the very end. Displaying their progress toward the goal so far provides a pace for players to follow.

3.4 Raffle Game
The Raffle Game widget provides a way to incentivize participation from all individuals, even those who are not in the running for a top prize. For every 25 points a player earns, they receive one virtual raffle ticket. Players can dynamically allocate their tickets to any raffle prizes they are interested in at any time, up to the end of the raffle. Figure 6 shows an example of the Raffle Game.

![Figure 6: Raffle Game widget](image)

Each round of the competition has its own set of raffle prizes and any unused raffle tickets carry over to the next round. Raffle tickets are independent from a player’s score, and allocating a raffle ticket does not affect their rank. The system provides random selection of the winner of each raffle item at the end of a round.

3.5 Social and Referral Bonuses
The Social and Referral Bonus widgets are the game mechanics that help encourage participation by providing additional points to players who participate in activities with other players, and facilitate the entry of new players into an energy challenge.

The social bonus is a configurable option when an action is created in the Smart Grid Game. Players earn extra points if they perform the action with another player. Examples of actions with a social bonus include attending an event, recording a song related to energy, or measuring a shower water flow rate. When a player submits a response for an action with a social bonus, the player can provide the email address of the person who jointly completed the action. Once the other player completes the action, the social bonus is awarded. Social bonuses are not bi-directional; if the second player doesn’t provide the first player’s email address, only the first player will get the social bonus.

Players are led through a setup process when logging into Makahiki for the first time. One of the steps in this process is the referral bonus. If a player was referred by another player in the system, they can use this step to input their email address. Once the new player earns a certain number of points in the competition, both players are awarded a referral bonus of a configurable number of points. Typically, going through the setup process gives you 25 points, so setting a point threshold of 30 points encourages the new player to at least complete one additional action in order to get the referral bonus.

3.6 Quest Engine
One challenge we faced when designing Makahiki was providing adequate help to the player. The game needed to be intuitive, even if a new player is not familiar with energy challenges. Unlike many web applications, such as email, Makahiki players generally do not know in advance what specific actions they wish to accomplish. An effort to provide a player with guidance through Makahiki after the setup process, we implemented the Quest Engine. Quests are used to guide the player through the various workflows of the site, such as completing an action, signing up for an event, or allocating a raffle ticket. These quests can be created using the administrative interface. Quests use a set of predicates to determine unlock and completion conditions. These predicates include: participating in a action or type of action, completing an action or type of action, having a certain number of points (in a round or overall), completing a certain number of actions in a category or of a given type, being awarded a badge, and adding a picture to their profile.

3.7 Game Analytics
Makahiki is designed to support energy challenges involving hundreds or thousands of users lasting weeks or months. In these circumstances, effective use of the technology requires the ability to understand the state of the game, such as: Who is using it? What are they doing? What is the player response to activities, commitments, excursions, and events? Such state information is important for planning purposes, such as assessing the transportation needs for an upcoming excursion by seeing how many players signed up. It can also be used for making in-game changes to game design, such as changing the point values associated with activities to encourage or discourage participation. It can also help identify breakdowns in game play, such as significant numbers of unallocated raffle tickets indicating that users do not understand the nature of that game mechanic.

To address these needs and others, Makahiki includes a variety of widgets that work together to provide high level overview of game play state to the administrators of a challenge. Figure 7 shows an example of two game analytic widgets.

The top widget, User Stats, shows trends in the total number of players, the total number of new users, and the total number of players visiting the site each day. The bottom widget
provides information on the ability of teams to achieve their daily energy goal each day and over time.

We have now introduced the primary components of our software stack, WattDepot and Makahiki. The next section presents our experiences and lessons learned so far.

4. EXPERIENCES

To better understand the strengths and weaknesses of the Makahiki+WattDepot software stack, we have been designing and implementing an “Energy Challenge” called the Kukui Cup. Development of the Kukui Cup challenge began in 2009, and the first Kukui Cup challenge was held in 2011 for over 1,000 first year students living in the residence halls at the University of Hawaii (UH) in Fall, 2011. In Fall 2012, the second Kukui Cup challenge was held at the University of Hawaii using Makahiki+WattDepot. In addition, Hawaii Pacific University (HPU) held a Kukui Cup challenge using Makahiki+WattDepot. Finally, an international organization called the East-West Center (EWC) held a Kukui Cup challenge using just Makahiki (their energy data was gathered by reading meters and entering the data manually into Makahiki, so WattDepot was not needed for their challenge).

The successful creation of four challenges by three different organizations over two years provides evidence that the software stack can be tailored to the differing needs of separate organizations. First, UH uses meters by Electro-Industries Inc., while HPU uses meters by EGainc Inc., and EWC collected their energy data manually. Second, while UH and HPU challenges involved only energy consumption data, the EWC challenge involved both energy and water consumption data (which was also collected manually). Third, the IT infrastructure at UH and HPU provided authentication services using CAS and LDAP, while EWC used the built-in Django authentication. Fourth, the user interface was customized to “brand” each challenge with the logo and other thematic elements of the sponsoring organizations.

On the other hand, it should be recognized that these organizations are in other ways quite similar: they are all institutions of post-secondary education, and they are all based in Hawaii. These organizational similarities are mostly due to the desire by the 2012 challenges to reuse a significant amount of the content developed in 2011, which was oriented toward the Hawaii-based, college-aged demographic. For 2013 and beyond, we hope to expand our experiences with the software stack “downward” into primary and secondary schools, and well as “outward” into residences and businesses.

User response to the 2011 UH Kukui Cup challenge was positive, and provided evidence regarding the software stack’s usability, functionality, and performance characteristics. Over 400 students participated, for an adoption rate of approximately 40%. In a user survey conducted near the end of the challenge, over 90% of users said they would participate in the challenge again if offered an opportunity. 60% said “ease of use” was the thing they liked best about the website. 40% responded “Nothing” when asked what was confusing about the website, and 32% responded “Nothing” when asked what they would change about the website. The survey did yield insights into what could be improved, including the ability to introduce new games at points during the challenge, to provide better access to other player data, and to simplify navigation. There was virtually no downtime during the 2011 challenge, and only one significant bug in the system (affecting scoring) was discovered during the challenge, which was fixed within a day of its discovery. Finally, a pre- and post-challenge survey questionnaire yielded statistically significant evidence that participants in the challenge learned more about energy concepts than those not participating, demonstrating that the approach can serve to improve consumer knowledge of energy as needed for active engagement with the Smart Grid.

The 2012 challenges are ongoing as of the time of writing, so the following results must be viewed as preliminary, but our current experience is similarly positive to 2011. The UH challenge participation rate so far appears to be slightly lower than last year, at about 33%, though the HPU challenge participation rate so far is higher (approximately 50%), and the EWC participation rate is much lower (around 6%). None of the challenge instances have experienced any downtime, and only 1 significant bug (affecting scoring) has been reported so far (and has again been fixed within a day). Load testing of the software stack just prior to the 2012 challenge indicates a hypothetical throughput of around 200 concurrent users with acceptable page loading times, though we have not experienced that level of load in the current challenges.

Our experiences over the past two years has provided many
lessons learned, and some of the most important regarding the Makahiki+WattDepot software stack are:

**Collecting energy data is challenging.** As alluded to in our discussion of WattDepot, collecting accurate energy data requires significant planning and effort. The process of installing meters for the 2011 UH Kukui Cup started over one year before the meters were finally installed and ready for use, despite the cooperation and goodwill of all involved parties. Gaining an understanding of the electrical infrastructure of the residence halls proved crucial in the success of the UH Kukui Cup, as a renovation project led to the installation of additional distribution panels and thereby doubled the number of meters that were needed to measure electricity use. Due to delays in the installation of the meters for the 2011 UH Kukui Cup, a meter installation problem led to inflated energy readings for one floor was not discovered until after the competition was complete and an energy audit of the building could be performed. Manual data collection also poses a variety of challenges. Existing meters for electricity and water may be configured for coarse monthly readings rather than the daily readings that are needed for a competition. Existing meters may also be installed in dirty or difficult to reach areas that make daily data collection unpleasant. If the challenge administrators wish to examine energy or water use after the challenge is complete, to determine if behavior changes made during the challenge are sustainable, daily manual data collection requires a long-term commitment. The lesson learned is for challenge administrators to start planning how they will obtain energy or water data as early as possible, since they are likely to encounter many challenges in collecting the data.

**Cloud-based hosting simplifies installation.** During 2012, we have gained experience with both cloud-based hosting as well as local installation for the Makahiki+WattDepot software stack. We have found that cloud-based hosting significantly simplifies the installation process and avoids certain types of installation-related bugs from occurring, particularly when system administrators are not familiar with the stack components that Makahiki+WattDepot depend upon (Django, Java, Python, git, etc.) On the other hand, cloud-based hosting incurs costs (in our experience, between $50-$100/month for these challenges) and may incur constraints (for example, the Heroku hosting platform currently has minimal support for LDAP authentication). The Makahiki Manual [12] provides instructions for both cloud-based and local installation, providing some idea of the differences between the two approaches. The lesson learned is to use cloud-based hosting when possible, or allow plenty of time for administrators to work through the software stack installation issues. Makahiki+WattDepot is not yet a “plug-and-play” system.

**Challenge design and administration is time consuming.** Despite the freely providing the Makahiki+WattDepot software stack to HPU and EWC, along with content developed specifically for college-age residents of Hawaii, the administrators still expressed surprise at how time consuming it was to design and administrate the running of their respective challenges. This appears to be due to the fact that the software stack enables a variety of game mechanics (such as the Smart Grid Game, Raffle Game, Badges, and point-based Prizes) not present in more simplistic energy challenges. For example, the Smart Grid Game requires configuration of the widget including what activities to include and when/where they appear in the game. The Raffle Game and point-based awards requires the collection of appropriate prizes. While we provided a library of almost 100 activities from 2011, all of the 2012 challenges required the definition of at least a few new events. Thus, although the result is a more sophisticated experience for the participants, the up front design and overhead during execution was generally surprising to the administrators. The Kukui Cup Challenge Planning Guide [10] provides more details on this process. The lesson learned is to make sure that potential organizational sponsors understand that the use of this software technology is not intended to make it more simple for them to run an energy challenge, but rather to enable them to create a more sophisticated energy challenge than would otherwise be possible.

**Scalability cuts across both design and implementation.** So far, the use of the Makahiki+WattDepot software stack has been limited to relatively small user communities of 1,000 participants or less. We believe that the system and approach would scale relatively well to some small number of multiples of that number, say to a maximum of 10,000 challenge participants. On the other hand, there are both design and implementation challenges in scaling the software stack to communities of significantly larger than 10,000 participants.

On the design side, Makahiki currently requires administrators to approve each submission by a participant in order for that participant to receive points. In the UH challenges, that results in administrative approval of around 4,000 individual submissions over the course of the challenge. This incurs administrative overhead, but makes it easier to verify that players are actually taking part in activities and improves the sense of fairness in the game. On the other hand, we do not believe this approach would be practical if there were an order of magnitude more submissions to process. To scale, the current manual approval process must be automated, and must be done in a manner that preserves essential game mechanics. For example, simply changing the current short answer verification format by multiple choice could result in players just randomly selecting values until they find the right one. Multiple choice also does not support certain types of activities where the submission consists of a link, a photo, or even a poem. So, scaling up by an order of magnitude might affect the types of activities that can be supported in the challenge. Peer review of action submissions is one possible solution, but would require careful design and testing to ensure the competitive nature of the challenge does not encourage unfair evaluation of submissions.

On the implementation side, our current performance testing indicates a maximal throughput of approximately 200 concurrent users. Interestingly, increasing the number of server/web processing resources available through cloud-based hosting does not appear to appreciably increase maximal throughput. Thus, it does not appear to be true that cloud-based hosting will magically “solve” the scalability problem for the Makahiki+WattDepot software stack. Because the
The current level of throughput is adequate for the communities we are currently targeting, we have not investigated this issue further. The lesson learned is that if an organization wants to perform an energy challenge for a community of more than 10,000 users, significant design and implementation challenges must be addressed.

5. CONCLUSIONS/FUTURE DIRECTIONS

Our experiences thus far with the Makahiki+WattDepot software stack have shown it to be a reliable and performant system for the provision of sophisticated energy challenges to address the need for informed consumers in the development of the Smart Grid. Its tailorable game and analytics provides a useful platform for research on gamification, energy education, and behavior change.

One future direction involves the development of a consortium of local organizations in order to explore the use of this software stack in new settings. This will create challenges at both the design and implementation levels. Moving outside of the context of either Hawaii or college-aged users will necessitate development of significant new forms of content, including activities, workshops, events, and videos. This challenge, while significant, does not necessitate significant changes to the Makahiki+WattDepot software stack.

A far more challenging future direction is an island-wide Kukui Cup, in which all of the residents of Oahu would be able to login to the system and play the game. This creates challenges on multiple levels: providing content appropriate to the user (an elementary school student should have activities different from her mother and father), obtaining energy data for residential users from the local utility in a manner appropriate for the challenge and interfacing this data with the system, and finally resolving the scalability problem identified in the last section. We will require the engagement of multiple stakeholders from across the community spectrum to identify and resolve these issues.

6. ACKNOWLEDGMENTS

This research is supported in part by grant IIS-1017126 from the National Science Foundation; the HEI Charitable Foundation; Hawaiian Electric Company; the State of Hawaii Department of Business, Economic Development and Tourism. We are also thankful for the support from the following organizations at the University of Hawai‘i: the Center for Renewable Energy and Island Sustainability, Student Housing Services, Facilities Management, and the Department of Information and Computer Sciences. We gratefully acknowledge the players of the 2011 and 2012 Kukui Cups and the members of the Kukui Cup team in addition to the authors who made the vision a reality: Kaveh Abhari, Hana Bowers, Greg Burgess, Caterina Desiato, Michelle Katchuck, Risa Khamsi, Amanda Pacholok, Morgan de Partee, Alyse Rutherford, Alex Young, and Chris Zorn.

7. REFERENCES

When Looking out of the Window is not Enough: Informing The Design of In-Home Technologies for Domestic Energy Microgeneration

Blaine A. Price, Janet van der Linden, Jacky Bourgeois, Gerd Kortuem

The Department of Computing, The Open University, Milton Keynes, MK7 6AA, UK
{b.a.price, j.vanderlinden, jacky.bourgeois, g.kortuem} @ open.ac.uk

ABSTRACT
This paper reports results from an empirical study that explored how people understand, perceive and think about domestic energy microgeneration. With a focus on electricity generation the study highlights future design directions for digital technologies to help people make better sense of microgeneration in their home.
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1. INTRODUCTION
Sustainable ICT and HCI research has had a strong focus on the challenge of reducing energy consumption – ranging from developing smart meters, detailed studies of energy usage, and persuasive technologies to encourage behaviour changes. A recent review of the HCI literature reveals that current work is narrowly focused on a specific set of goals and interventions, namely increasing users’ cognitive awareness of electricity consumption and promoting electricity conservation behaviour by means of consumption feedback, particularly by visualizing energy consumption data [1].

In contrast, with some notable exceptions [2–5], relatively little work has been carried out surrounding the practice of energy production in homes – a practice referred to as domestic energy microgeneration. More and more people are adapting their homes with energy generating technologies, such as solar panels, heat pumps and small wind turbines, in order to make a contribution to the green energy infrastructure. The energy they thus produce can be used for their own consumption, supplementing traditional energy practices of people living with energy microgeneration. From the research into energy consumption we know that one of the overwhelming problems underlying people’s relationship to electricity is the invisibility of energy. Energy, in the form of electricity and gas have been assigned a background role in the home [6] – with boilers and meters hidden in cupboards, and energy bills being presented only very sporadically, in many cases quarterly or annually. This makes it difficult for people to build up a relationship with energy usage. While the invisibility of consumed energy is widely reported, less is known about the

visibility of the energy that is generated by individual households. In this paper we report on a qualitative user study involving UK households with and without microgeneration. The aim of the study is to understand how people currently experience microgeneration and how we should design digital technologies to help people make better sense of microgeneration in their home. In the remainder of the paper we describe technical, regulatory and consumer aspects of microgeneration in the UK before we describe the methodology and results of our study.

2. Domestic Microgeneration in the UK
Domestic energy use accounts for more than a quarter of CO2 emissions in the UK. Traditional approaches to energy reduction look at direct emissions savings through a combination of insulation and efficiency measures, combined with smart meters and in-home energy displays. Microgeneration is seen as an additional way for citizens to help combat climate change with the potential advantage of achieving energy savings without having to sacrifice comfort and to contribute to demand shifting and a decentralized generation infrastructure. Many countries around the world offer financial rewards to citizens who opt for microgeneration installations, easing the burden of the upfront capital cost. On 1 April 2010 the UK government introduced a Feed-in Tariff (FITs) scheme to encourage more rapid deployment of small-scale (less than 5MW) low-carbon electricity generation, particularly by organisations and individuals that have not traditionally engaged in the electricity market. The scheme rewards the homeowner (and whoever they subsequently sell their home to) with a guaranteed inflation-linked 25 year payment for every kWh of electricity generated regardless of whether or not they consume it or export it to the grid, plus a payment for every kWh exported to the grid. The original scheme in 2011 paid GBP0.43/kWh generated plus GBP0.03/kWh exported increased annually by the official inflation indicator for 25 years. The maximum domestic capacity allowed for this scheme is 4 kWh peak production but the average system has about 3.1 kWh peak capacity [7].

The scheme caused a huge take-up of grid-tied Solar PV installations (the most cost effective microgeneration technology). By September 2012 there were over 360,000 residential installations with a constant pace of over 1,200 installations per week [8] which shows no sign of abating. It proved so popular that the government halved the payments for new installs without warning and has been slowly reducing this feed-in-tariff but the rate of new installations is still relatively high (overall domestic generation is still just about 0.1% of consumption).

Although a small minority of domestic generation customers opt to pay for a live display showing the amount of energy currently being generated, they have no idea how much of this they are
an appropriate site. Among our participants with PV installations, respect for neighbors who might object, and/or difficulties finding micro-generation installations because of financial considerations, “a no-brainer.”

Producing their own electricity, and how they perceive them. A households choose to buy them, what households think about generation is still relatively low and not much is known why display environmental consciousness or to set an example. For all had been inclined towards installing PV due to ecological awareness but had hesitated because of cost. Once the feed-in tariff was introduced, it became, in the words of one participant, “a no-brainer.”

To provide a concrete example of the numbers involved: one UK household we looked at with a 3.3kWh peak system generated 3215 kWh in 2011 and in return received £1543 in FIT payments for generation and export. Yet how much kWh of the generated kWh was exported and how much was consumed is unknown to the household.

Figure 1: PV Generation Meter (showing total accumulated energy)

3. People and Domestic Microgeneration

Motivations and Adoption. Adoption of domestic micro-generation is still relatively low and not much is known why households choose to buy them, what households think about producing their own electricity, and how they perceive them. A 2006 study by the Open University on the drivers for adoption of micro-combined heat/power systems (before feed-in tariffs came into effect) uncovered that for users of solar PV environmental concerns topped the agenda, with a significant portion of the respondents mentioning “pleasure of using a renewable energy” (31%) [9]. Similarly, [10] discovered that environmental concerns are the main motive for adopting PVs or micro wind turbines. Some household adoption represents a way to reduce fossil-fuel use. For others, this investment is symbolic and provides a way to display environmental consciousness or to set an example. For still others, adoption is a protest against “the system,” or a step toward self-sufficiency [11]. Conversely, some households reject micro-generation installations because of financial considerations, respect for neighbors who might object, and/or difficulties finding an appropriate site. Among our participants with PV installations, all had been inclined towards installing PV due to ecological awareness but had hesitated because of cost. Once the feed-in tariff was introduced, it became, in the words of one participant, “a no-brainer.”

Behaviour Change. In 2004 the Green Alliance’s Micro-generation Manifesto [12] argued that the small-scale nature of micro-generation means that individuals can play an active part in attaining the UK’s environmental goals:

‘Micro-generation will make the public co-producers of climate change solutions rather than passive consumers of energy, helping to combat the ‘what can I do?’ apathy that undermines so many well-meaning public education campaigns’ [12]

Indeed the literature provides evidence that micro-generation technologies encourage energy efficient behavior. Keirstead [2] describes micro-generation as delivering a ‘double dividend’ – that is, not only does micro-generation produce green energy but also give rise to reduced electricity consumption behaviour. A UK study [13] observed that 88% of consumers who installed micro-generation found that household behaviour was significantly altered to reduce energy consumption after installation (including lifestyle changes as well as traditional energy saving measures). Keirstead [2] highlights that some households with micro-generation engage in ‘demand-shifting’ - a particular form of behaviour change where energy consumption is shifted towards times of the day when production is at its highest.

Other research has noted a heightened energy consciousness among consumers, even those merely in contact with micro-generation:

“Beyond the sheer excitement and pleasure of DIY energy generation, the impact is seen in householders’ shifting attitudes to energy conservation and consumption ... there starts to develop a strong sense of which behaviours are free and self-provided, versus ones that cost money and are supplier-dependent.” [14] p. 6.

Keirstead’s study [5] states that “micro-generation provides a tangible hook to engage householders emotionally with the issue of energy use”. The emotional resonance appears to be connected to the “sheer pleasure of creation and of self-sufficiency” reported by participants.

Understanding Micro-generation. The reported behaviour changes, especially those related to purposeful demand-shifting, are surprising given the lack of concrete information people have about their own electricity generation. As indicated above, even with currently available energy monitors the generated energy is essentially invisible to home occupants. Users “experience” the energy primarily through a lowered energy bill (only by manually comparing bills for the same period one year after installation). The problem is that a consumer, who wants to shift demand (e.g. the use of a high energy device such as the washing machine, oven, or dishwasher) to a time when free solar energy is available, has no data to base this decision on and is thus left to guess the relationship between demand and supply.

Energy demand reduction and behavior change has been linked to energy feedback systems, such as smart meters or in-home displays [15]. Yet while early studies have speculated about potential synergies between feedback and micro-generation [16], and while households seems to express desire for energy monitors that show consumption and production [2], we have no real understanding about the link between micro-generation, feedback and behavior change.

Energy Savings. While some studies have reported net energy savings related to the use of micro-generation [13], [14], [17], other studies question if the theoretical possible savings from installing micro-generation can be realized in practice, and claim that savings are considerably lower than the ‘potential’ savings predicted by the industry. For example, a recent study of solar thermal water heating in the UK found that the majority of systems surveyed achieved no more than 6% of their potential
heating energy savings [18], while [10] claim that the low savings are due to a complex mixture of behavioural, institutional, economic, cultural and technical reasons and the lack of a ‘whole-system approach’ to provisioning microgeneration solutions, resulting in sub-optimal products and installations, as well as a knowledge gap by consumers. Future innovations like domestic energy storage and electric vehicles will certainly complicate the situation.

4. Microgeneration Study
How can people get more out of their own microgeneration installations? How can they better understand microgeneration in relation to their own habits and energy consumption patterns? And how can digital technology help?

In the case of consumption there is a clear case that digital technology can help alleviate the knowledge gap and help people become aware of their own consumption habits – and thus help them to develop more energy efficient practices. Does the same apply to microgeneration? There are several possible angles for the design of digital technologies: A recent study on domestic heat pumps [17] discovered that people who had more information about the working of their pumps were gaining more efficiency from their installation – pointing to the power of information and knowledge. Pierce, in contrast, developed recommendations for default settings on appliances, so that users tend to use them more energy efficiently, even without realizing – essentially arguing for smart design over knowledge [1]. With microgeneration we have no clear indication in which direction to go. Thus we designed and conducted a study with two aims:

1) the first aim is to understand how people currently experience microgenerated energy;
2) the second aim is to understand what roles ICT can play in mediating the relationship between people, microgeneration technology and the energy people generate.

Ultimately our goal is to design novel ways of experiencing energy to inspire a positive chance in energy consumption habits. Answers to these two questions will be a first step towards informing the design of digital technologies for the home that helps people use their own generated energy in a more efficient and effective way. In the following we describe the study design and provide an outlook on the results.

4.1 Study Context
We are working in collaboration with E.ON, a major European energy retailer, who is running a multi-year trial of smart energy home technologies involving 75 homes in a medium-sized UK suburban city. Participating homes have been fitted with wireless electricity and gas meters and room temperature sensors. Participants can access precise consumption data from their mobile phone or through a web application (in-home display are also provided but because of poor design most participants have stopped using them). In later stages of the trial participants’ homes will be set up with additional energy technologies such as electricity storage to store excess solar power for use at night, electric cars, smart washing machines and smart heating controllers (none of these were available during our study). Some of the participating households already have solar panels installed (or soon will have), and most thus have a keen awareness of energy issues and energy bills.

4.2 Research Methodology
For our study we used a two-stage methodology. The first stage consisted of focus group meetings with a large number of participants. The second stage consisted of a one week home study with technology probes.

The focus groups were organised as part of the larger trial and used to discuss various topics including technical problems, people’s experiences during the trial and ideas about novel technologies. Focus groups were run by professional facilitators with us as researchers acting as observers. We used video recordings and written transcripts to analyse the discussions with respect to concerns, attitudes, perceptions, motivation, and requirements of participants.

Insights gained from the first stage informed the second stage in which we used technology probes [19] installed at the homes of a small number specially selected participants. The aim was to let people explore their own attitudes, understanding, experiences and opinions about microgeneration in the comfort of their own home, without researchers being present. The technology probes, a set of interactive displays showing energy data and controls, were intended to stimulate the discussion. Our engagement with participating households comprised four steps: 1) recruitment; 2) installation of technology probes at participants’ households 3) week-long living with technology probes by participants (without presence of researchers) 4) debriefing. After installation of the probes, participants were asked to “live” with them, i.e. to observe and use them and to contemplate their meaning and purpose. A rudimentary explanation of the context and objectives of the study was provided in written form, as well as supporting materials such as audio recorders, cardboard and sketchbooks so that participants could capture thoughts and ideas. A week later a debriefing session took place at the home where two researchers sat down with inhabitants to go over the collected materials (sketches, recording) and to discuss the users’ experience. Participants were prompted to reflect upon their experience with the probes and recollect discussion that took place in the household during that week. Each home visit was recorded for later transcription and analysis.

4.3 Technology Probes
As technology probes we used a set of custom-designed interactive displays that provided participants with 16 different data visualisations and user interfaces related to microgeneration (Table 1 and Figure 2). The design of the probes was purposefully kept incomplete and rudimentary: rather than as design endpoints that participants were supposed to criticize, they were intended to spur freewheeling discussions and collaborative exploration by members of a household. The design of the probes explored several dimensions (see Column 5 in Table 1):

- **The amount of energy a household generates**: We used metaphors such as the dial or the battery to represent abstract, concrete, absolute and relative quantities.
- **The locality of energy**: whether energy is available for the whole home or dedicated to specific appliances and uses.
- **Interactivity**: some displays simply visualize energy production while others allow users to influence how this energy is used in the home.
- **Temporal aspects**: Some displays explore the temporal dimension of production and generation while others focus on momentary available energy.
- **Future technologies**: Some displays assume technology that is currently not available in homes. In particular, we explored issues around domestic energy storage.
- **Environmental conditions**: some displays featured icons representing current or forecast weather conditions (Figure 2a and 2f).
Each household was given two iPads as displays: one iPad was showing information to the house as a whole, while the second display referred to one specific appliance - the washing machine. Participants were invited to place the iPads in locations were they felt they would be most useful to them. We did not specifically indicate where this should be, but did suggest that the one relating to the whole house production/consumption should be in a place where all members of the households would have easy access to them. The display relating to the washing machine was to be placed near the washing machine.

### Table 1. Technology Probe Design

<table>
<thead>
<tr>
<th>Probe</th>
<th>Explanation</th>
<th>Metaphor</th>
<th>Focus</th>
<th>Issues that this probe raises</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) Dial</td>
<td>A probe that displays the amount of currently generated energy.</td>
<td>Analog Dial</td>
<td>House - currently generated energy</td>
<td>Probe focuses on momentary availability of energy (here and now), and peek production. It deliberately makes it difficult to see temporal fluctuations in energy generation.</td>
</tr>
<tr>
<td>b) Battery (House)</td>
<td>A probe that conceptualizes a house as a battery that can be charged and drained.</td>
<td>Battery</td>
<td>House – available generated energy</td>
<td>Probe focuses on near term availability of energy. Introduces temporal aspects: How long does it take to ‘charge’ a house? How long does a ‘charge’ last?</td>
</tr>
<tr>
<td>c) Battery (Appliance)</td>
<td>A probe that conceptualizes energy as being available or reserved for a particular appliance</td>
<td>Battery</td>
<td>Appliance – available energy</td>
<td>Probe focuses on every day tasks such as doing laundry. Moves away from whole house issues to appliance-level issues. Uses relative energy measures (full-empty): Can I use this appliance now? Raises questions about future availability: If not now, when will I be able to use it?</td>
</tr>
<tr>
<td>d) Potential Use</td>
<td>A probe that indicates how often an appliance (for example, a washing machine) can be used before the available energy is used up.</td>
<td>Analog Dial</td>
<td>Appliance – potential tasks</td>
<td>Probe focuses every day tasks and moves away from abstract energy quantities. It relates energy to family life and accomplishing everyday tasks: “Can I get my washing done?” “How often can I use the washing machine?”</td>
</tr>
<tr>
<td>e) Generation and Consumption</td>
<td>A probe that visualizes the gap between energy used by a household and the energy generated by the house.</td>
<td>(graph)</td>
<td>House - total energy generated and consumed by a household</td>
<td>Probe focuses on two issues: 1) the fact that there tends to be a gap between the amounts of generated and used energy 2) the fact that energy generation fluctuates over time. Discussions around this probe might highlight questions such as: “How large is the energy gap?” “How can we minimize the energy gap?” “What factors influence energy generation?”</td>
</tr>
<tr>
<td>g) Switch</td>
<td>A probe that allows users to decide how an appliance is powered: from grid power, from self-generated power, or from both.</td>
<td>Switch</td>
<td>Appliance – energy source</td>
<td>Probe enables users to decide the energy source of individual appliances and thus enables them to use generated energy for a particular purpose. Implicitly enables users to express priorities, importance or values. “Only enable this appliance if there is enough energy available.” “Enable this appliance now regardless of availability of generated energy”.</td>
</tr>
</tbody>
</table>

![Figure 2. Technology Probe Interfaces (displayed on iPad and Android tablets that were placed in participants’ homes)](image-url)
In this study we are using semi-functional technology probes: the displays exhibited realistic data and behaviour but this behaviour was scripted and unconnected to the existing energy infrastructure in the participants household. This was necessary because data feeds provided by the energy company were unreliable and incomplete and because some probes visualised data that assumed not yet existing technology (notably energy storage). In order to minimise discrepancies between energy displays and real world we created realistic simulated data by using historic data from an existing yet unrelated home and by harvesting live data feeds (weather and PV energy production) from other local sources.

4.4 Participants

For the technology probe study we selected six participating households to take part. Four households were also participating in the wider trial, and two households were selected through informal contacts, such as friends and neighbours of the researchers. Four of the six households had solar panels fitted – within the last 6 to 24 months - and two households were actively contemplating doing so and had done much background research into the issues. The six households were all middle to upper-middle class households, with different family structures: some without children, some with teenage children or children who had left home. In total a group of twenty participants were involved, spread out over six households.

<table>
<thead>
<tr>
<th>Household set-up</th>
<th>Solar power</th>
</tr>
</thead>
<tbody>
<tr>
<td>HH1</td>
<td>Two parents with 3 children aged 13 to 17</td>
</tr>
<tr>
<td>HH2</td>
<td>Two parents and one 14 year old child</td>
</tr>
<tr>
<td>HH3</td>
<td>Two parents and two children aged 17 to 19</td>
</tr>
<tr>
<td>HH4</td>
<td>Husband (scientist) and wife with occasional visiting grandchildren</td>
</tr>
<tr>
<td>HH5</td>
<td>Two adult females</td>
</tr>
<tr>
<td>HH6</td>
<td>Husband and Wife (scientist)</td>
</tr>
</tbody>
</table>

Table 2 – Participating households.

5. Focus Groups

The focus group delivered a wide range of insights about peoples’ energy practices, attitudes and experiences with various energy technologies, some of which was directly related to microgeneration. In particular we were able to identify practices that resemble what [5] described as demand shifting. People reported that they base their decision about if they can switch on their appliances by looking out of the window to see if the sun is shining. Participants in the focus groups reflect on when they use their appliances:

“We now switch on (appliances) when the sun is out – so that’s happened with the introduction of solar panels…”

While this is showing that participants are changing their behaviour, there is also uncertainty about what they can or can’t do, due to a lack of information:

“the sun was out, so the washing machine was on. It would be nice if I could do the ironing – but I don’t know how much …”

“My wife now asks: Can I put the washing machine on? She’s starting to think how she could use it separately – not all at the same time, because she know there’s not enough coming in…”

While looking out of the window can give an approximation of amounts of energy being generated – it is not straightforward for consumers to work out exactly how much “spare” energy they have to play with. To do this properly they would need to know:

(i) the precise power consumption pattern of the appliance in kW over time and (ii) the actual current net exported power from the microgeneration installation (and ideally how long it will be maintained).

Few participants knew what the wattages of their appliances were, let alone the pattern of consumption. For example, a typical coffee maker might be rated at 2.7 kW but only draws this for the first minute of operation and subsequently draws very little power, which is not obvious.

None of the participants really understood how actual energy production is influenced by the peak capacity of their installation and environmental aspects. Even knowing the peak generation capacity is fraught with problems: the peak capacity of a PV installation only applies under cloudless conditions, around noon for an installation under perfect conditions: south facing roof, 30 degree roof pitch, no shading. As we discovered few installations satisfy all five of these condition. Figure 3 shows one of the participant’s homes with a less than ideal PV installation due to partial shading by trees, orientation and roof pitch.

6. Results of the Technology Probe Study

Our analysis of the interviews with six households involved in the technology probe study showed a general high level of engagement with the probes and lively family discussions during the week-long installation. Some individuals had clear favourite displays that they would return to often to look at, pointing it out to other members of the family, while other displays had puzzled them. Most participants had rather enjoyed the idea and look of the shiny iPads in the house although they were also worried that the iPads themselves were consuming energy (in fact this is negligible). In most households there had also been clearly one or more individuals who had interacted with the displays more than the others - comparable to people taking the roles of home technology drivers versus passive users in Mennicken’s study on people living in smart homes [3]. Furthermore, visitors such as the children’s friends or grandchildren took a keen interest in the displays and were eager to report their opinions to the researchers. Some people were not sure how long the interest would be kept up for such displays mentioning – “after four days we didn’t notice it any more”, or “the girls didn’t even look up to ask what they were, they’re so used to all this technology…” But this would be argued against by others saying “I loved walking through the room, and then the display would change, and it would just catch my eye, I’d see it just out of the corner of my eye…”

People were eager to discuss their habits, and discussions went well outside the precise discussion of the displays themselves, and reflected on their own awareness of electricity consumption as
well as production. Below we present our findings in terms of a set of themes related to energy production in the home: (i) level of abstraction (ii) locality (iii) information detail.

6.1 Abstractions and Representations

Some of the displays we used were hinting at future technologies such as energy storage, which are not implemented in any participants’ homes yet. In particular we had put forward the idea of a battery (Figure 2b/c) – representing the total available energy for the whole house, or representing the ‘number of washes’ available for the washing machine. The battery abstraction caused the most controversy amongst participants, with them almost holding opposing views from each other.

In HH1, participants were concerned about this display, as it appeared completely wrong to them. When we explained it was meant to be imagined as a future technology, the reaction was:

“IT’s interesting, because I didn’t realize that that was now a possibility. We were very early on adopting the solar panels. But one of the first things I asked the guys when they installed it, was where the power was going to be stored. He seemed very surprised about my question. So it’s good if you think that that is moving forward…”

The participants appeared to be struggling with imagining future scenarios with novel features. In contrast, the participants in HH2 were quite happy to imagine the scenario – also knowing that they may have an opportunity to have the technology installed in a few months as part of the wider trial. One member of HH2 particularly liked the battery icon, ‘because of its simplicity’.

On the other hand, for the participants in HH4 it was an almost useless notion:

“We didn’t quite fathom this one…”

and in notes written for day 2:

“Discussed washing machine display with wife, but can’t convince her that a real ‘battery’ storage would be of any use to us. Failed, probably because I’m not convinced myself. In future, could the display be used so that if enough solar energy had been accumulated in the battery it would automatically start the washing machine?”

So although the participants in HH4 had grasped that the idea was to think of a future possibility they could not see its usefulness – unless it was tied to automatically starting the washing machine, whereas without this possibility:

“At the moment, an empty battery would show me that we’d have to wait to run the dishwasher till the battery is recharged. Well, there is no benefit for us having to do that. Whether in the future there’ll be benefit to that I don’t know…”

This view – of there not being any benefit in ‘having to wait’ - was not echoed among other participants, most of whom considered this to be a very plausible and appropriate behaviour. In HH6 participants were keen to explain how they do their planning – partly referring to the weather forecast displays, but also partly explaining how they do so at the moment anyway. This was the only household with a special generation meter that was displaying currently generated power, on a handy display in the kitchen:

“I might think, OK, I’ll wait till it goes up to 2kWatts, before I put the washing machine on, because I know the washing machine uses about 2.5 KW at its peak consumption. So if it looks like a sunny day, and I think it will get up higher, I will wait till lunch time, because that’s when it might be at that point. If it looks sunny in the morning, and it looks like it will get foul in the afternoon, I might put it on in the morning, knowing that although it won’t cover the peak consumption period, I get more out of it. So trying to work out what the weather is doing at the moment, what’s going to happen later in the day, later in the week, how much you’re getting and what the best time is to put it on…”

And then continuing to reflect on what the battery display might add to this process, she reflects on the additional pieces of information she needs to make a balanced decision:

“Part of the problem is, you don’t now how much is being used by other things. We got these smart plugs – but it’s too much of a hassle to go upstairs to the computer, and go to the website, and work out what everything is consuming and then adding it all up, and subtracting it from what you are generating, and by the time you’ve done that – the sun will have gone in anyway…. So you need something instantaneously….so if we have the battery – that would be ideal. I could see, OK I have enough so that I can do about two washes… that would be great”.

Although this participant was also someone who considered herself to be someone who was very at home with figures (being a scientist), and would always want to see concrete numerical representations – she did not voluntary criticize the lack of numbers on this particular display. Whereas this was a complaint form a number of participants:

“The battery one for the house as a whole is lacking some kind of unit – you don’t know what full means, or two/third… Whereas the battery with the washing machine works better – because I can imagine that it refers to a certain amount of wash loads.” [husband HH2]

In common with others, this participant couldn’t imagine what a half-full battery might correspond to.

Interestingly, the participants from HH5 could also see an additional side of the potential of this metaphor:

“just like battery on phone, I get used to it.”

6.2 Locality

All the participants had placed the ‘whole house’ displays on the wall or on the table nearby to where they shared meals. All households were happy about this location – feeling that this was the best place to see it, discuss regularly and where it would catch their eye in a natural way:

“Having it next to the table is definitely the best place. That’s where we are spending most of our time together, and talk about things. Probably on the wall, rather than directly on the table …

Having it on this table is good – we always put our cups of tea and coffee here, so you look at it the whole time, and then yes, we’d talk about it.”

The location chosen for display for the washing machine turned out to be more varied. Most participants had either placed the display directly on top of the washing machine or as close to it as possible, but in one household the washing machine is hidden in the garage. They felt that to have better use of the display they should put it in a location where it could be seen, hence they put it upstairs, next to the laundry basket, where dirty laundry gets collected. This variety in locations brought out interesting points of discussion – where some participants felt it was a good idea to have the source of energy displayed immediately near the washing machine, imagining how at some point such a display would be an integral of the washing machines:

“I think the washing machine can also be displayed on the one in the living room [showing whole house
generation/consumption]. By the time you’ve walked to the kitchen to look at the washing machine, you’ve made the decision. So having it in a central place, gives you a better idea on planning when to use it.”

For HH6, the issue of having several displays and where they should be had been bothering them much – and was the very first thing they mentioned on being interviewed:

“It was too much to have two things! Too much of a faff. I would always look at the kitchen display [showing whole house generation/consumption], which had certain amount of information – and then I’d look at the washing machine display [in the utility room], which had other information... and then I’d decide whether to do a load, and then I’d do it. So there was no point, from my point of view, of having two things - I would have preferred to have it all in one place. All the information there. The only thing I can imagine being useful next to the washing machine would be the switch – to say it is going to be on generated or on the grid. But ideally I’d have one display...”

So it would seem that location and energy use are concepts that are intertwined in interesting ways. The energy can be associated with (i) the particular device – i.e. at the location of the washing machine; (ii) it can be associated with where the planning, and thinking about various jobs in the house takes place, such as the central dining room table or some other central place, or (iii) it can be in the place where the objects associated with the appliance reside – i.e. here the dirty clothes. The dirty clothes can be some way away from the washing machine, or the planning place.

There is currently a lot of interest in designing new interfaces for appliances. Although numerous people have reported on how appliances may require novel displays to take account of different usages, and to influence through different default setting [1] most of our participants felt that centrally visible information was more important than presenting information near the relevant appliance.

### 6.3 The right kind of information

The displays aimed to create an awareness of generated energy: how much there was, how much there was in comparison with how much was being consumed, and how much useful work (e.g. washing machine loads) could be done with the excess generated energy. In the conversations we tried to get a grip on how well people felt the displays served their needs in terms of information: was this the sort of information they wanted?

Regarding the display that showed 24-hour consumption and production combined graph (Figure 2b) participants in HH1 felt that

“Yes, it would be useful to have that information. Yes, at the moment I do have that information, but I need to go to the garage to see it. But it would be useful to have it in the kitchen to see it clearly. That would be useful.”

The participant is actually referring to the simple LCD reading on their DC to AC grid-tied inverter which converts DC power from the solar panels to AC power for the home (usually installed in a loft or garage as it is not intended for consumer interaction). It has the ability to display how much energy has been generated in total for that day as well as the current generation level but it cannot display the energy being consumed or exported, so this participant had a misunderstanding about the data available to her.

However, later she reflects on what the precise benefit is of having this information displayed, and whether they would be more informed:

“if you look at that picture, it does map closely to the picture you have in your mind. You know, that in a lot of big households most of your consumption will be during the evening and into the dark hours. And you know roughly when your energy is being generated. So I don’t think that having a picture can change that – you have that picture anyway. And I think if I asked the girls – if you asked them – draw me a picture, of when you think we are using, and when we are consuming, I think you would get this picture. It would be quite accurate. But it is good to have this picture.”

Here the participants are reflecting on the models they have – themselves – of their own energy behaviour. However, what is interesting is that we know that much of that information is not actually available to them, as the precise levels of energy generated are determined by the precise roof and cloud coverage that day.

One of the displays (Figure 2a) showed the currently generated amount of solar power:

“That display an instant, or relatively quick, we think ..., display of the amount of sunshine, which is interesting in its own right, but it doesn’t add anything beyond looking out of the window!”

Clearly this participant felt that he had sufficient information to be able to make informed decisions – and that using common sense was sufficient. Looking out of the window, seeing the sun shining, should be enough information about the amount of generated information. However, as we outlined earlier, this is only a rough indication of the amount of energy potentially being exported or spare. In the focus groups for the wider trial, people discussed a need for more precisely knowing what they can do with the generated energy. *If I have the washing machine on, can I also do the ironing when the sun is out?* So people’s perception of the levels of information that they require in order to adjust their behaviour to maximize their energy balancing behaviour is different from household to household.

## 7. Discussion

The interviews revealed a number of insights that are important for the design of information technologies related to microgeneration.

**Microgeneration does change energy consumption behaviour.** There is clear evidence that the mere presence of microgeneration in a home make people question their energy consumption and in many case makes them adjust their behaviour. Some engage on concerted efforts to shift demand to times of peak generation while others alter their habits in a less directed way. Thus the impact of microgeneration lies not just in the energy that is generated but in the ability to use microgeneration to motivate people and to change their view of themselves from being a passive (even informed) consumer of energy to an active participant. Conclusion: Digital technology should focus on creating opportunities for people to adjust their behaviours rather than simply informing them about the state of energy production in the home. Furthermore digital technology should be designed to support people’s changing perception of themselves as active participants and energy custodians rather than supporting a self-image of smart and informed consumer.

**People believe they know, but they don’t.** Although this was a highly motivated group of individuals who had taken the time to try to understand their consumption, there were many misconceptions about how generation is influenced by external factors and how to reduce energy consumption. For example, most people felt familiar enough with the graph display which shows periodic spikes. Most people wanted to see more details and be able to work out exactly when the spikes occur. However, the narrow spikes are almost meaningless for getting a sense of the amount of energy generated. More importantly, however is
that some people believed they had a good understanding of how to estimate current generation when in reality they didn’t. Looking out of the window is a very unreliable means of determining energy production as seasonal variations (height of the sun above the horizon, shading from leafy/leafless trees) can have a tremendous influence. Conclusion: Digital technology should be designed to help people form an appropriate coherent model of microgeneration, not just inform about individual aspects such as current generation. One way of doing this is by using metaphors that help people understand their role with respect to microgeneration, in the same way metaphors have enabled laypeople to make effective use of computers. There is a wide variation of how and why people engage with microgeneration. Within this group of highly motivated people there was still a wide variation as to how far they were prepared to go in terms of making adjustment to lifestyles to meet the energy balance. For some people the fact that delaying one action only saves 30 p (by using excess PV energy) is not worth it – for others there are other motivations beside the monetary value, that make them go the extra mile. As with Pierce and Paulos [6] we found a wide range of motivations for engaging with energy. There are those who are keen to think of all of the minute ways in which they can adjust their behaviour – like cooking during the day, when the sun is out, rather than wait till the evening, or buying an electric lawnmower instead of petrol – versus someone else who says “but that battery won’t mean anything for me, because there is no advantage!” (HH4). Conclusion: There seems to be the potential to design specialised solutions for specific subgroups of users of microgeneration. However, while we have some rough understanding of possible subgroups (for example detail-oriented vs whole issue oriented) we have no understanding of the specific technology requirements of these subgroups. Rather than looking for a single generic design approach it might be better to focus on each subgroup separately.

8. Conclusion
Microgeneration can be an effective way for people to do their part in living a more sustainable life. Yet microgeneration is a complex technical system that is not easily understood by users. Clearly more work is required to investigate the behavioural aspects of living with microgeneration. As Keirstead puts it “there is a danger that if behavioural responses to microgeneration technologies are not considered now, when consumer technologies and protocols are still being developed, then the industry could find that households become locked into behaviours that may be undesirable in the longer term” [2]. Our study highlights important aspects for the design of digital technologies to help people make sense of and live with microgeneration.
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ABSTRACT
A support and coordination project called IREEN was set up to explore potentials of Internet Communication Technologies (ICT) to increase energy efficiency for neighbourhoods and large scale urban and rural areas. The outcome is a detailed strategy for the innovation process and an European ICT roadmap for innovation and take-up. Activities include analysis of state of the art and best practises as well as the description of relevant visions and scenarios. A group of selected experts from a broad range of fields different fields validates the outcomes of the project. Representatives from cities are involved at early stage to ensure the practicality of outcomes. Both the strategy and roadmap will result in an ICT reference guide which should help urban planners in the development of energy efficient districts and neighbourhoods. The outcomes of IREEN are expected to provide input to the next EU research initiative Horizon 2020.
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1. INTRODUCTION
One of the main challenges in developing a strategy for ICT implementation arises from the fact that the development and implementation of ICT is scattered over different fields and disciplines. In the case of energy efficient neighbourhoods the focus lies clearly on energy as the central factor. However, not so many changes related to the integration of ICT in everyday practices are motivated by energy considerations [9]. Therefore different fields have to be considered in a holistic view. IREEN covers the scope of various fields, namely ICT, construction, neighbourhoods and energy with topics of smart buildings, ecodistricts, smart cities, energy storage and trading, distributed energy generation, smart lighting, smart grids and smart meters. The activities are targeted towards the construction research community and industry, the suppliers of ICT technology, local authorities including large facility managers and owners, energy producers and providers developing new services, as well as end users profiting of local benefits and utilization of new ICT services.

The consortium comprises of various European actors in the field of ICT, construction, energy efficiency and environmental management as well as representatives from neighbourhoods. This allows a comprehensive view on the subject together with stakeholders on the approach developed in IREEN. As IREEN follows a holistic approach, it covers technology areas in design, planning and realisation, decision support, energy management and integration technologies at a high interdisciplinary level. As a result, the common language must stay general, allowing experts from different fields to discuss about the topics. This is also the reason why the approach used in IREEN cannot go into too much detail within the different disciplines. The technology areas cover applications in neighbourhoods, transport systems, building and public spaces, energy production and storage, and energy distribution. Finally, end-user involvement plays a crucial role as the quality of a neighbourhood energy system is not only defined by the energy supply perspective, and the energy use is highly dependent on end-user behaviour. Also energy savings through behavioural change are recognised to be as high as those achieved using technological solutions [6].

The overall objective is to deliver an ICT strategy of innovation comprising of actions to be taken to ensure successful implementation. It covers an analysis of drivers and barriers, impacts and stakeholders at various time horizons and a definition of priorities. The ICT strategy is followed by an ICT roadmap of innovation for energy efficient neighbourhoods as a step wise approach to meet the ICT strategy of innovation. Practical measures and quantification of their impacts are not in the scope of IREEN. Consequently they will follow as one of next major actions after the strategy and roadmap are available. As we recognize the importance of understanding how this should happen, we deal with those matters in the section impact (see Page 5).

The objectives are supported by building a community of interest through regular expert hearings. The advisory expert group feeds back to the outcomes for the purpose of revision and validation [4]. The participation of experts from relevant fields is open and we will be happy to welcome new experts to the workshops. An events calendar, newsletter registration and further information for participation can be found on the official IREEN website [5].

The following chapter explains the method used in IREEN. It is followed by preliminary results as the project is in mid phase of completion. These consist of a description of the

DOI: http://dx.doi.org/10.3929/ethz-a-007337628
developed taxonomy matrix, an analysis of researched state of the art projects and an introduction to the development of future scenarios. The paper concludes with how the results of IREEN can be exploited and what impacts can be expected.

2. METHOD

To reach the objectives of IREEN a clear methodology has been set up that allows defining the steps towards the development and implementation of different ICT technologies within an emerging interdisciplinary field. The development of a roadmap, due to difficulty and complexity, relies on single technologies and application areas, which will define consequently interfaces and interlinks between them. The approach used in IREEN has been initially developed within the REEB initiative [1] and is currently being used also in the ICT4E2B forum [4] and REVISITE project [7]. The approach has then been adapted to be suitable to reach the objectives of IREEN and consider technological singularities within its scope. The aim of this paper is to explain how the method is applied to the specific case of ICT for energy efficient neighbourhoods.

In general the approach consists in creating a community of interest that will represent the field of application and provide the relevant expertise, analyse the state of the art and develop scenarios forming a vision of the future. In the next step a roadmap that will show the way for the implementation is created. A strategy that explains different aspects of the development and implementation (e.g. barriers and drivers) accompanies the roadmap (see Figure 1).

Figure 1: Method for Developing the Roadmap

As a vital part of the outcomes a process of building a wide community of interest on European scale (in IREEN called Advisory Expert Group, AEG) has been started. It builds on existing active communities such as the community on energy efficiency in buildings within the ICT4E2B forum [4], the EUROCITIES network [2] or the community for lowering the carbon footprint of ICT in cities within the Green Digital Charter initiative [3]. However it remains still open to other interested stakeholders. The community interacts through expert hearings, interviews and workshops as well as through a collaborative community space that provides information on the topic of ICT for energy efficient neighbourhoods. The purpose of these interactions is to provide validation and input to developed scenarios, strategy and roadmap. The role of the advisory expert group, representing stakeholders from different fields, is to validate further the results on a regular basis. The reason for this heterogeneity is that on the one side the future implementation of the strategy will be scattered over several fields of expertise and on the other side in the development of the connection of ICT, urban planning and energy efficiency management just to name the main fields requires an interdisciplinary approach involving experts that usually not always have the experience of working together. Apart from experts from the technology sector also local stakeholders and representatives from cities are involved to ensure practicality and relevance of the outcomes. These stakeholders should represent the different local cases. It was therefore the intention to involve practitioners from different parts of Europe, e.g. UK, Finland, Italy.

After building a community of interest the focus is put on creating cartography of case studies. The cartography is necessary to identify key exemplary projects, pilots and studies of ICT systems and applications for energy efficient neighbourhoods. The goal is to find current good and best practises as well as ICT tools and standards. The analysis of state of the art supports also the refinement of the scope of interest. The scope of interest will be further shaped during the work progress by the experiences gained in identified pilot projects that have been performed so far or are being implemented at the moment. The identified projects and technologies are used as a starting point for defining the strategy and roadmap. In some cases the starting position represents a developed technology that lacks any large scale implementation in practice. In other it means considering an already existing standard or even a mature technology that penetrated the market already. Also different aspects of use and external dependencies are being examined. The assessment of the various aspects is complemented by an analysis of relationships between consumers, distributors and energy providers. It enables to derive business models and find upcoming opportunities for companies. In the end the assessment highlights those topics where the research is concentrated at the time being. It also predefines the taxonomy for the next step - the development of future scenarios.

On completion of the state of the art analysis a development of emerging use cases and future scenarios is carried out. These scenarios are to cover the entire value chain of energy supply, distribution, storage and end use. A scenario is a picture of widely implemented technology in the future. Several scenarios form a vision of the technologies being implemented and applied in a system where ICT is used for assessing and managing energy efficiency on a neighbourhood scale. In the next step the scenarios suggest a path of development from pilot towards large-scale implementations. This includes visions for improved and new business cases to overcome hurdles on entry to the market such as limitations through finance, required standards and fragmented research systems and markets. Moreover they take into account circumstances and characteristics such as technology, costs, security issues and regulations.

In the next step the identified visionary scenarios are refined and prioritised according to their maturity and their expected impact. The priorities are needed for defining the single steps of the roadmap. They are developed by weighting and balancing the expected impact and the action needed to be taken to reach this impact. By doing this the identified
roadmap will comprise of a structured set of priorities in terms of research, large-scale use trials, knowledge capitalisation, standardisation, transfer to market, ICT based service interaction along with potential future instruments and vehicles (new business models, private public partnerships, long-term living labs etc.). This will support experimentation, deployment and transfer to market of innovation while achieving a major impact in energy efficiency in the built environment supported by ICT. At the same time also the different aspects of the development and implementation such as policy context, barriers and drivers, actors that will influence the implementation, or are being uncured are identified as a Strategy for European scale innovation and take-up created. This must be done under the consideration of the changes in international markets. The ICT roadmap as well as the strategy defines the way to the vision while considering integration in the existing market system that will be subject to changes in any case. In the end it should be clear how the technologies enter the market in the best way.

Next to the developed roadmap and strategy, the formed community of interest is one of the main outcomes. The experts should interact also after the work in IREEN has been done and at the same time disseminate the results in their respective community. There will be also an ICT reference guide created that will support urban planners in considering ICT solutions in their future work.

3. PRELIMINARY RESULTS
As the project is in the mid phase of completion, the roadmap is not available yet. However, preliminary results can be presented. The creation of the IREEN taxonomy forms the basis for the roadmap and work leading to the roadmap. In contrast to the approaches in REEB [1] or ICT4E2B [4], IREEN uses an approach based on a taxonomy matrix (see Figure 2). It has been reworked based on inputs received from the advisory expert board at the first Advisory Expert Group (AEG) workshop. This taxonomy matrix is the first tool developed by IREEN and helps to organise the case studies and scenarios. It helps to manage the broad scope of the project and to identify topics that need further coverage.

In the structure of the matrix technology areas consist of energy consumers (such as neighbourhoods, energy used in transport and buildings), energy production and storage, and energy distribution. To ensure that the interests of people are covered an extra category people involvement is added (see Figure 2). It covers how their energy efficiency can be improved by utilizing ICT solutions. The neighbourhood category covers processes on the neighbourhood level such as planning, operation and maintenance as well as security, safety and risk management. Transport systems cover topics related to decreasing the need for transport, minimizing energy consumption and increasing energy efficiency. Buildings cover all kinds of buildings in a neighbourhood such as housing, commercial and service buildings as well as public spaces with an emphasis on how the topics relate to actions on a neighbourhood level. Energy production includes all common forms of energy such as heating, cooling, gas and fuels, electricity from centralized to decentralized production, evaluated with respect to their primary energy usage. Energy distribution consists of increasing energy efficiency by minimizing transport losses or improving the operation of distribution networks.

3.1 Analysis of Projects
As described before, one of the first results of IREEN is an analysis of current case studies to identify key exemplary projects and pilots on ICT for energy efficient neighbourhoods. It currently involves 58 selected projects that were identified and analysed by IREEN members and provides an overview of best practices and associated ICT tools.

The state of the art can be classified in three types of projects with the largest share in large scale innovation pilots with 48% followed by R&D Projects with 43%. Projects providing action plans have the smallest share with 8%.

Figure 3 shows the share of all outcomes showing e.g. if a tool or methodology was developed or both. The number of projects is larger than the total number of analysed projects as a project could cover a tool and a standard at the same time. Mostly methodologies and tools were found, rarely frameworks and standards.

The distribution of projects by area of application can be seen in Figure 4. Projects can be represented in more than one category. Only a small share of projects dealt with the topic of neighbourhoods. One of the reasons for this is that the neighbourhood topic is a complex one. Transport is underrepresented, too. Buildings cover a large fraction of projects with a maximum in residential buildings.
The distribution of projects by type of technology can be seen in Figure 5. Again, projects can be in more than one category. It shows that the topic of energy management is the most covered one whereas design, planning and realisation are not so common.

Figure 6 shows the geographic distribution of the analysed projects. It can be seen that most researched projects are located in the EU with most being in Spain and France, few in the US and Asia, one in Africa and none of them in Australia.

3.2 Creation of Case Scenarios

After the state of the art analysis is completed the development of emerging use cases and future scenarios is carried out. The scenarios picture a state as if pilots were implemented...
in larger deployments with a time horizon of ten years. At the time of writing 15 scenarios exist with more being in development. The goal is to have at least one scenario per application area from the matrix (see Figure 2) to cover the broad range of topics. Scenarios are reviewed with an iterative process, involving AEG members, the community of interest and consortium partners.

Each scenario relies on the previous state of the art research and is written as a visionary story that describes a time where today’s state of the art has successfully been implemented on a large scale. Scenarios start by providing some background to the vision as an introduction. They progress to describe additional factors that help with the acceptance of the technology. The vision ends by providing a further outlook and a conclusion to the vision to describe the impact. Each scenario contains:

- Visionary description
- Expected impacts
- Stakeholders and beneficiaries
- Expected progress beyond state of the art
- Application within the taxonomy matrix

An excerpt from a scenario is provided as example (see Figure 7). It envisions a building controlled on a neighbourhood level to provide energy for heating and domestic hot water (DHW). It begins by providing some background of this management tool and continues to narrate its effects on the consumer from his point of view. This example comes to the conclusion that the scenario would impact on a reduction of energy consumption and CO2 emissions achieved through a better utilization of resources (optimization achieved collecting information at utility company level). In addition it increases awareness of people for energy/ICT related topics. People living in the districts as well as energy service companies are identified as stakeholders and beneficiaries. The expected progress beyond state of the art is the extension of the basic monitoring system, to go beyond the accounting utilization (e.g. bills) and develop a platform to use information of heating and cooling loads to optimize the operation of power plants.

<table>
<thead>
<tr>
<th>Scenario Title</th>
<th>Heating and DHW in buildings controlled on a neighborhood level (from the consumer point of view)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description</td>
<td>The municipality of Smartburg implemented together with the local utility and several building owners a local management system for the distribution and use of thermal energy in buildings. This measure was implemented during the installation of smart meters for electricity in the buildings of a neighbourhood to reduce the investment cost. Hannah has recently moved to the neighbourhood. During her first visit on the flat she saw a display next to the bathroom door showing the current temperature, DHW consumption and weather forecast for the next days. She liked this idea very much and because the flat was not far away from her work as well, she decided to rent it.</td>
</tr>
</tbody>
</table>

Figure 7: Excerpt of an Exemplary Scenario

The taxonomy matrix helps as a tool to visualize, compare, prioritize and classify the scenario, such as behavioural change in technology areas and residential buildings in application areas within this example scenario. This helps to identify which scenarios are missing still and which topics need further coverage.

Finally, the detailed scenarios are analysed for key technologies and with feedback of the AEG used to create the IREEN roadmap.

4. EXPLOITATION OF RESULTS

The main impact of the IREEN project is ensured by enabling the exploitation of results, by establishing a collaboration framework between the ICT sector, the building sector and the energy sector and disseminate the outcomes (e.g. state of the art in Section 3). A large number of activities have been used, including new formats such as LinkedIn group, the IREEN forum, stakeholder and AEG workshops. Exploitation of results is considered as a priority within the project and is done at three levels:

1. IREEN core partners.
2. AEG members and other relevant external experts invited by the IREEN consortium.
3. Potential new technology programmes where project partners, AEG members and other relevant external experts together with the relevant stakeholders are able to develop new strategic projects.

The IREEN consortium and the AEG members make sure that the results are continuously disseminated and updated based on feedback by the IREEN community. It is furthermore expected that the roadmap in particular will evolve and be developed further. This results in:

- Engagement with potentially interested stakeholders in order to generate a broad awareness of the activities and to obtain feedback on the work in progress to ensure that a comprehensive validation from stakeholders covering all market sectors is addressed at all stages of the project.
- Disseminate information about the international state of the art in terms of large scale pilots and supply side ICT standards, ICT based innovation projects, methodologies & tools, and building upon this, develop an effective knowledge exchange about good practices.
- Promoting emerging technologies and ICT solutions which are being developed by European innovation projects and companies to early bird innovative cities in Europe, as well as to industrial stakeholders.
- Stimulating dialogue with key actors, allowing them to actively participate in the elaboration of the vision, priorities and innovation roadmap.

5. IMPACT

The global impact of IREEN includes improved participation, more effective involvement, networking and cross fertilisation of industrial organisations, academia / RTD institutes, companies (including SMEs) and local and regional authorities in terms of defining future RTD and priorities for ICT.
based energy efficiency in the built environment. IREEN will encourage and facilitate the participation of industrial organisations in future European ICT research activities through their involvement in the broad IREEN community. One specific impact is to create new markets for ICT-based customized solutions:

- IREEN identifies best practices, results from recent and ongoing European and national RTD projects, and potentially new novel ICT solutions and disseminates these to relevant stakeholders.
- IREEN contributes to open markets for ICT solutions also through engagement of key ICT players from different fields and promotion of ICT standards.

Secondly, it reduces energy consumption and CO₂ emissions through ICT:

- IREEN identifies ICT and automation applications, and integration opportunities both at building and neighbourhood levels.
- With the support of the AEG the greatest impact potential and recommended actions to exploit these opportunities are gathered.
- IREEN harmonizes methodologies for assessing energy efficiency impacts of ICT in quantifiable terms and recommends usable metrics or further work on such methodologies as may be needed. Quantification of measures and implementation of ICT technologies are destined to be conducted afterwards.

In addition, IREEN establishes a collaboration framework between the ICT sector, the buildings and construction sector, and the energy sector.

The overall goal of developing an ICT energy efficient neighbourhoods roadmap is brought into the real world through the provision of recommendations and information on future developments in order to support strategic decisions. IREEN provides inputs to the industry for the identification as well as development of products and services identified within the roadmap as gaps. In addition, IREEN is of importance for public authorities that can use the IREEN roadmap to consider ICT implementation in energy efficient neighbourhoods within their local low carbon action plans. Finally, IREEN helps focusing the research topics by providing input for the next EU research initiative Horizon 2020. This will have also an indirect influence on the industry dealing with innovation and public authorities implementing first demonstrators.
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ABSTRACT

The two big fields of sustainability and Information and Communication Technology (ICT) are Green IT (how can we make ICT itself more sustainable) and Green by IT (how can we encourage sustainability by ICT). Taking a deeper look, software links these two areas: Regarding Green IT, there are a lot of solutions to build and use hardware in a more energy efficient way. But the debate how energy-intensive software might be is just beginning. In contrast, Green by IT is often software-based, e.g. by tools that help to optimize logistics and automate processes to save energy. But until now there are no considerations about the energy saving potential of software itself. Therefore, it is useful to take a closer look at what green software and green software engineering are. In our paper, we will describe a reference model for green and sustainable software, as well as its engineering and also give some definitions. Though, we will just give a short introduction of the model itself and, to distinguish our work from our previous research, zoom in on the sub model “Sustainability Criteria for Software Products”. Additionally, we describe a model to measure the energy efficiency of software and give an example of measuring results in our contribution. The next step is to clearly differentiate from other measurement models to position our approach within other efforts of software’s energy consumption.
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1. INTRODUCTION

By now, Sustainable Development (SD) found its way into different fields of our life. Regarding Information and Communication Technology (ICT), especially the aspects Green IT and Green by IT describe the efforts towards Green and Sustainable Information Technologies. In that context, ICT brings new opportunities as well as problems for the goal of SD [14]. Green IT considers the resource and energy consumption of ICT itself, induced during the whole life cycle, and tries to optimize it. Here, current concepts mainly focus on the hardware side, especially regarding data centers. The Green by IT concept pursues the objective of reducing the environmental impacts in other fields by means of ICT solutions [13].

These two concepts are linked by software. Most of the ICT solutions are software-based, so that it seems to be expedient to factor the software side into the ICT for sustainability discussions.

2. RELATED WORK

2.1 Measurement of Software

Regarding the measurement of software the group around Capra [6, 7] did a lot of research and experiments. Based on their theoretical analyses, they proposed a research roadmap to compare different software applications in their energy consumption. As a first step, they focused on the cause of energy consumption by information systems. Going on, Capra et al. [6] compared the energy consumption of different management information systems (MIS). They found that the software induced power consumption depends on the implementation of the operation systems, the runtime environment, and the software product itself. Hence, it is not possible to give specific recommendations which software is to be chosen to reach the best energy efficiency. Besides these, they came up with the result that the influence of using application development environments on energy efficiency is more distinct for larger than for smaller applications [7]. Apart from the relationship of energy efficiency to the use of external libraries and high level constructs, they compared different open source tools in their size, age, and functional types with the result that the application types that appear to be less energy efficient are those that present higher degrees of functional complexity.

Based on the appraisal that the mean utilization of real-world database servers is far from common benchmarking results, Schall et al. [22] proposed a new benchmarking paradigm extending the already existing TPC-Energy benchmarks. They aimed to comprise the overall power consumption of the System Under Test (SUT). The introduced benchmark can be run with workloads to get a more realistic energy-related result.

The overall approach is also followed by Jwo et al. [18], but within another scope: They presented a model to capture the energy consumption for enterprise applications. In doing so, they wanted to give an organization a better chance to understand its consumption caused by ICT and to optimize their applications, in order to reduce the overall energy consumption. Assuncão et al. [4] had a look at the infrastructure of Grids and Clouds to reduce their energy footprint. They observed the electricity consumption of an experimental grid infrastructure and its correlations with users’ resource reservation requests for a period of six month. All in all, they demonstrated that there are huge possibilities to save energy by switching off unused resources. In the context of Cloud Computing, Chen et al. [8]
presented an energy consumption model and an analysis tool for Cloud environments. The tool characterizes energy consumed by each task and helps to identify the relation between energy consumption, running tasks, the platform configuration, and system performance.

In order to identify power behavior associated with source code, Wang et al. [33] developed “SPAN”, a software power analyzer to provide live power phases information of running applications. With it, developers can identify the sections of code consuming the most power in the program.

One of the big players regarding energy consumption of ICT are communication systems running 24/7. In this area, also software and system architectures play a significant role. Zhong et al. [34] presented a model to analyze the energy consumption of a software architecture adapted from the CPU/processor. Getting to know what kind of architecture needs less energy enables one to reduce the overall energy on the communication network.

In order to get an overview, we summed up the described approaches on measuring the energy consumption of ICT in Table 1. A more detailed survey of efforts on power measurement is presented in [33].

Table 1 Comparison of the Approaches on measuring energy consumption of ICT

<table>
<thead>
<tr>
<th>Approach by</th>
<th>Subject</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang [33]</td>
<td>Multicore Computer Systems</td>
<td>Identifying run-time factors that determine the power wastage of processors for computing intensive workloads</td>
</tr>
<tr>
<td>Chen [8]</td>
<td>Grids and Clouds</td>
<td>Identifying the relationship between energy consumption, running tasks, configurations, and performance</td>
</tr>
<tr>
<td>Schall [22]</td>
<td>Infrastructure</td>
<td>Comprising the overall power consumption of the SUT</td>
</tr>
<tr>
<td>Capra [5, 7]</td>
<td>Open Source</td>
<td>Comparing the energy efficiency of different software</td>
</tr>
<tr>
<td>Jwo [18]</td>
<td>Enterprise Applications</td>
<td>Understanding the energy consumption caused by using ICT by the organization</td>
</tr>
<tr>
<td>Zhong [34]</td>
<td>Software Architecture</td>
<td>Comparing competing software architectures by an additional dimension</td>
</tr>
<tr>
<td>Dick [9]</td>
<td>Server and Application Software</td>
<td>Finding recommendations for Software Engineers</td>
</tr>
</tbody>
</table>

2.2 Energy Efficient Software and Recommendations

The above described measurement methods mainly aim to produce more energy efficient software. Overall, the consideration of energy efficient software gives a rise to green and sustainable software engineering. In addition to the mentioned recommendations in the measurement context, there are different checklists and guidelines available, e.g. [24], [23], [11], and [20].

Moreover, Steigerwald [27] (Intel) described software methodologies, designs, and software development tools that help to improve the energy efficiency of application software, focusing on mobile platforms. Additionally, they considered Computational Efficiency (methods to improve application performance), Data Efficiency (minimizing data movement and using the memory hierarchy effectively), and advantages of the resources offered by the operation system to save energy.

2.3 Green Software and its Engineering

In most of the cases, the reason for establishing energy efficient software and systems is to achieve a longer battery life or to reduce costs. On top of that, moving to the ecological part of sustainability, there is the potential to decrease energy and resource consumption to support a SD.

A first impression on how software influences the life cycle of the hardware by requiring more and more resources is given in [15]. The so called “Software Bloat” denotes the effect that the availability of more powerful hardware in the near future, relaxes software developers’ efforts to produce highly efficient code. This is due to the fact, that new hardware is quickly available and inexpensive and will hopefully overcompensate inefficient code. As a result, hardware is replaced by new hardware before its useful lifetime ends.

A methodology to measure and incrementally improve the sustainability of software projects is presented by Albertao et al. [2]. It is advisable to implement sustainable aspects continuously, divided into the following phases: Assessment Phase, Reflection Phase, and Goal Improvement Phase. In order to make the different sustainability issues manageable, he pointed out properties of a quality model that are further developed in a later work [3]. These aspects are also integrated in the Quality Model for Green and Sustainable Software, described in section 5 of this paper.

Agarwal et al. [1] took a look behind the definition of Green and Sustainable Software Engineering [21] and discussed possibilities and benefits of green software. As one of the results, they claimed more efficient algorithms will take less time to execute and thus overall support sustainability. Additionally, they presented methods to develop software in a sustainable way and compared these to conventional methods.

Based on the life cycle of software, Taina proposed metrics [29] and a method to calculate the carbon footprint of software [28]. To do so, he analyzed the impacts of each software development phase for a generic project. The resulting carbon footprint is mainly influenced by the development phase, but also by the way how it is delivered and how it will be used by the customers. The main problem regarding the calculation is that detailed data is required, which is often not available.

3. THE GREENSOFT MODEL

In order to classify and sort some aspects of green and sustainable software and its engineering, we developed the GREENSOFT Model, shown in Figure 1.

The GREENSOFT Model contains four parts: The life cycle of a software product, some criteria and metrics that represent sustainability aspects that are directly and indirectly related to the software product, procedure models for the different phases, and some recommendations for action, as well as tools.

The life cycle of software is geared to Life Cycle Thinking (LCT) according to the “from cradle to grave” principle [31]. The intention is to estimate the ecological, social, and economic impacts that already occur in early stages during the software’s whole life cycle. Details of our approach are given in [9].
Additionally, the model comprises Sustainable Criteria and Metrics for software products. Especially regarding measurements of common effects of software products, there exist quality models and standardized metrics. By means of these quality aspects, software can be revised. Indeed models and characteristic numbers of directly and indirectly related effects need to be developed by research initiatives. We will present a first approach to do so in section 4.

![Figure 1 The GREENSOFT Reference Model](image)

The third sub model contains procedure models, based on the different usage types: Developers, purchasers, administrators, and users. The proposed models can be implemented to support the optimization of the different processes focusing on green and sustainable software engineering. In that way, software engineering should become green and sustainable in its production, support, and application processes. Since the models are general, they can be adapted to different contexts.

Finally, recommendations for action and tools are made available to the different stakeholders. These parts comprise checklists, guidelines, best practice examples, software tools, as well as other tools (like paper-based data collection sheets). These support stakeholders with different professional skill levels in applying green or sustainable techniques in general, when developing, purchasing, administrating, or using software products. Possible roles are software developers, acquirers of software, administrators, and professional and private users [21].

The different aspects of green and sustainable software engineering are summed up in the following definition: “Green and Sustainable Software Engineering is the art of developing green and sustainable software with a green and sustainable software engineering process. Therefore, it is the art of defining and developing software products in a way, so that the negative and positive impacts on sustainable development that result and/or are expected to result from the software product over its whole life cycle are continuously assessed, documented, and used for a further optimization of the software product.” [9]

### 4. QUALITY MODEL FOR GREEN AND SUSTAINABLE SOFTWARE

In order to decide if a software is green and sustainable or not, appropriate criteria and metrics are required. A first approach of these is covered by the Quality Model for Green and Sustainable Software, presented in the following section.

![Figure 2 Quality Model for Green and Sustainable Software](image)

In the following, we will present a first approach to developing a Quality Model for Green and Sustainable Software. In order to create the model, we will discuss different publications regarding quality aspects, criteria, and indicators for sustainable software. These will be compared, combined, and summed up in the proposed model. This first approach intends to get an impression and overview of possible criteria. As a next step, the aspects should be prioritized, completed by tangible examples and discussed properly.

#### 4.1 Criteria

Overall, the different aspects can be classified in common, directly, and indirectly related criteria and metrics, as pictured in our Quality Model for Green and Sustainable Software (Figure 2). Regarding the GREENSOFT-Model, described in section 3, the model goes into the sub model “Sustainability Criteria and Metrics”.

#### 4.1.1 Common Quality Criteria

The common criteria arise out of the well-known and standardized quality aspects for software, issued by the International Organization for Standardization [16]. The proposed Quality Model takes aspects, like Efficiency, into account as well as e.g. Reusability, Modifiability, and Usability. These quality aspects reach into the field of SD [3].

The quality aspects belonging to efficiency, next to Energy Efficiency, are Runtime Efficiency, CPU-Intensity, Memory Usage, Peripheral Intensity, Idleness, and Number of Methods. In this case, Idleness describes how often the system is idle. This aspect is only relevant to certain types of software systems, such as virtual servers [29]. The total Number of Methods reflects the size of applications [7].

#### 4.1.2 Directly related Criteria

In contrast to these efficiency criteria, which can be considered as indicators for Energy Efficiency [19, 33], the energy efficiency of a system itself can be ranked against a reference system [10, 32]. Hence, the quality aspect Energy Efficiency is assigned to the directly related criteria [21]. It is the same for the criteria Framework Entropy and Functional Types, presented by Capra et al. [7]. The Framework Entropy represents the grade of usage of external libraries and high level constructs. It is high, if the usage of external sources is high. The different types of applications are indicated by the criterion Functional Types.
Another aspect of the directly related criteria is **Hardware Obsolescence** [3, 15, 21]. It considers the amount of hardware that needs to be replaced before the sustainably worthwhile lifetime is reached, due to software with higher system requirements. Against the background that the energy supply changes to more and more regenerative energy sources and the development to more energy efficient hardware, the life-time will be extended increasingly. The software development needs to keep up with these changes.

The hardware obsolescence comes along together with the quality aspect **Adaptability**. Both aspects belong to the criterion **Portability**. Here, **Adaptability** describes the possibilities to adapt the software to the specific consumer needs. In case a user just needs to have the basic functionality, it is not necessary to run large software and consume a huge amount of energy and resources. Additionally, the performance requirements and the amount of used memory are lower.

The quality aspect **Feasibility** evaluates the effect of the product development or rather the software engineering process regarding SD. The substantial issues of this characteristic comprise **Travel** [3], the **Carbon Footprint**, the **Energy Consumption**, the **Waste** of resources during the software development phase [21, 29], and the **Infrastructure**. Traveling includes the business trips, belonging to a software project and, where appropriate, the daily trips to work. The **Carbon Footprint** specifies the amount of CO₂ emissions caused by the software development during its life cycle [28]. The aspect **Energy Consumption** indicates the consumed energy caused by software development. **Waste** counts the resources consumed during software development for activities without any additional value for the customer or the end user [29]. The aspect **Infrastructure** contemplates the conditions providing the usage of the software product.

Out of the perspective of the social aspect of SD, there might be some more qualities that require special measurement and valuation methods. As a first step, the aspects are called **Accessibility**, **Usability** and **Organization’s Sustainability**. In contrast to the first two aspects, the sustainability of the organization itself is considered by the last one. It covers the social situation, including e.g. working conditions or payment of offshore workers (e.g. developers, type setters), which have consequences for the workers and their families [21]. In order to get the required data, a sustainability report can be consulted in case of a big company. Indeed, the acquisition of these aspects might be difficult in case of small and medium sized enterprises. Overall, there needs to be more research in this context to revise these aspects, even so the awareness of these qualities needs to be emphasized in the context of green and sustainable software engineering.

Regarding efficiency, the following metrics might be useful:

- **Energy Efficiency** → Energy / Unit of Work
- **CPU-Intensity** → CPU Cycle Count
- **Memory Usage** → Memory Consumption
- **Peripheral Intensity** → Peripheral Usage Time
- **Idleness** → Idle Time

In contrast to other criteria, especially the directly related criteria, energy efficiency is easily quantifiable. Hence, from this aspect, it is achievable to extrapolate metrics to validate and verify software products. On closer consideration of efficiency, it is not possible to define the benefit of software in an exact way. Whereas this benefit depends on specific use cases and can be defined in different ways. Additionally, most of the software products contain much functionality, so that more than one benefit might be possible. Contrary to that, the cost regarding energy efficiency is simply the energy consumption. Certainly, the system boundary needs to be clearly defined in this context.

**Product Sustainability** summarizes the effects of software on other products and services. Hence, it covers effects of use as well as systemic effects. The following aspects are presented by Taina [29]. **Fit for Purpose** takes the fitness of software for its specific operation purpose into account. For example, an optimized heater produces 20% less emission. If the optimized heating control system contributes 10% to that, the value for the aspect **Fit for Purpose** is 10%. The contribution of software within its application domain to reduce the emissions, waste, etc. is indicated by the aspect **Reduction**. **Beauty** aims to value the software regarding SD. In the case of a piece of software that raises the awareness for the climate change by 15%, the value for beauty is 15% [29]. Indeed, since a reference system is required to have a comparative figure, the exact quantification of these aspects might be difficult.

According to Taina [29], the quality **Reflectivity** refers to the quality aspect of efficiency. It specifies the manner how the usage of software influences the resources that are indirectly needed by other persons or systems. Since the aspect **Reflectivity** does not belong to the first order effects or the efficiency effects of ICT in the proper meaning, but counts as an effect of use, it is pointed out as a standalone quality of the indirectly related criteria. However, more research is required in this field because user behavior and usage scenarios need to be taken into account.

### 4.2 Metrics

The different aspects need to become measureable by means of metrics and indicators. In general, software engineering is already aware of these aspects, even so the awareness of these qualities needs to be emphasized in the context of green and sustainable software engineering.

There are already a few metrics available to gather some quality aspects: Albertao et al. indicated **Estimated System Lifetime** as a potential index for hardware obsolescence. According the aspect **Travel**, **Work from Home Days**, **Long-Haul Roundtrips** and **Teleconferencing** are possible metrics [3].
on a given system and measure the energy consumption simultaneously. Though, just in case of TPC-Energy, a specific metric regarding the energy efficiency of software exists.

Another approach is to measure the energy consumption by means of specified use cases and compare different types or configurations of software [10]. In this case, an appropriate use case scenario for the type of software is required. This scenario is applied to the different systems and the energy consumption is measured simultaneously. Based on the results, software systems can be compared regarding their energy efficiency for every use case. This method is a black box measurement, since the software system is measured and compared as a whole. Certainly, it does not denote an insight into the software itself to point out the reason of the energy consumption or the specific part of the software that is responsible for the results. One possible approach for a black box measurement method is presented in section 5.

In contrast to the black box method, the white box method takes a look at the code by code instrumentation. In that way, internal data can be acquired and taken as indicators to create metrics. An example for a generic metric is

\[
\text{Useful Work Done} \quad \frac{\text{Consumed Energy}}{\text{}}
\]

In a following step, this metric can be further granulated to consider the fact that a software system consists of different subsystems, measured separately or as a whole. Hence, it is possible to optimize subsystems, consuming a huge amount of energy, in an early state of the development phase. Additionally, it can be helpful to find requirements that can be validated, to create metrics.

### 4.3 Discussion

In order to find criteria and metrics to compare different software products regarding ecological and sustainable aspects, several conditions need to be reflected on.

The intention of the Social Aspects is to include the enterprise in the ration of software. With the fact that that sustainability comprises environmental, economic, and social aspects in mind, these suggestions might be comprehensible. Indeed, this limits the range of possibilities, e.g. regarding the kinds of software. In the case of open source, it is virtually impossible to value the sustainability of programming communities. Besides huge enterprises, these also include small enterprises and single persons that do not have a sustainability report in most of the cases. Hence, the comparability is limited to a small range of software.

In general, it needs to be discussed, if open source projects are examined separately, since the situation is nearly the same regarding the measurement of the energy consumption during the development process. A lot of programmers work on many different work stations and they use various items of equipment, as well as a tool to organize the collaboration. Hence, it might be difficult – or rather nearly impossible – to collect all of the data needed. On the other hand, those projects have an advantage regarding criteria, like Numbers of Methods, Framework Entropy, and Functional Types. It might be easier to get this data or rather the source code itself, what might compensate the restrictions in the acquisition of data.

A solution to cover the different kinds of software (e.g. server based applications, Cloud Computing, etc.) might be to further develop the criterion Functional Types, presented by Capra et al. [7]. With it, the different kinds of software with all their characteristics, limitations, and properties will be considered.

Taken as a whole, if software is rated in its quality regarding the dimensions of sustainability, the considered framework needs to be defined in the first place. Another strategy is to differ between the green qualities and the sustainable ones. That is to say to divide the different aspects into the three pillars of sustainability: social, economic, environmental; conceivably supplemented by the potential cross-cutting concerns.

### 5. MEASUREMENT OF SOFTWARE INDUCED ENERGY CONSUMPTION

When measuring the energy consumption of software, one problem is to decide, what and how to measure. The first point is connected to the fact that software normally does not work by itself, but depends on the hardware. The operating system, and background processes also induce energy consumption and have to be subtracted. A second problem is that there is no absolute data about the energy consumption of a special software and that software has a broad variety of tasks. Consequently, we suggest two ways for evaluating measurement results: At first, you can compare software products with other software of similar tasks, e.g. web browsers of different vendors. Secondly, you can compare different versions of the same software product, in order to see whether the energy consumption changed significantly.

#### 5.1 Measurement Method

Regarding the second point, we developed a test rig and a measurement method. Figure 3 demonstrates the overall architecture.

The SUT is the computer hosting the application program, whose induced energy consumption will be evaluated. It is defined by the combination of hardware components that make up the computer system, the operating system, the runtime environment, and the application program.

![Figure 3 Architecture of the measurement setup](image)

The Workload Generator (WG) is a computer program that generates the statistically reproducible workload that is applied to the SUT. Depending on the type of application program, it is either run directly on the SUT, e.g. for stand-alone applications or on one or more separate computers, e.g. as clients that access an interactive transaction-based application on a remote server. The Power Meter (PM) is an appropriate energy or power meter whose readings can be read out remotely to be aggregated and evaluated by the Data Evaluator and Aggregator (DAE). It is only connected to the SUT. The energy consumption of clients
that access a remote server is not considered. Instead, clients require their own measurement.

The DAE collects all data and evaluates it. This includes the power or energy readings, the performance readings from the SUT, and the workload execution statistics from the WG. After the data is collected and aggregated, it will be evaluated. In the case of two competing SUTs, a statistical significance report is generated that states, which SUT has the lower energy consumption and therefore is more energy efficient. If there is only one SUT, the measured data could be used to be visualized in graphs, in order to support developers in finding software components that should be optimized.

5.2 Exemplary Measurement Results

Based on a three-layered architecture for client-server-applications, we looked at the energy and resource consumption of a Web Content Management System (WCMS), by comparing two different configurations of the WCMS Joomla!\textsuperscript{TM}. The first configuration uses a file based cache for results of database queries and generated HTML fragments. This configuration is compared to the base-configuration that does not use the caching function. With this, the database is requested for every page view and the content is always created dynamically.

The workload was generated with Apache JMeter, simulating 67 contemporary users. A Supermicro Server (P4BP8-G2) with two Intel Xeon dual core CPUs CPUs (@2.4 GHz, 4 GiB RAM, 40 GB HDD) running Ubuntu GNU/Linux Server (SMP 10.04 LTS, Kernel 2.6.32-32-generic-pae) was used for the SUT. The tested application was Joomla! (1.5.23, http://www.joomla.org/) with PHP 5.3.2, MySQL 5.1 and Apache httpd 2.2.14.

![Figure 4 Results of the energy measurement of Joomla! without (upper line) and with (lower line) HTML Cache over 30 test series](image)

The result of the evaluation of the measured power data can be interpreted as follows: On average, the SUT supporting HTML-Cache consumes less energy (N = 30, mean = 31.009 Wh, standard deviation = 0.096 Wh) than without HTML-Cache (N = 30, mean = 33.937 Wh, standard deviation = 0.163 Wh). These results are depicted in Figure 4. The difference was significant with p-value = 6.62e-53 < 0.001. In this case, using the HTML-Cache saves approx. 8.6% of electrical energy. Additionally, approx. 19% of reserve capacity could be generated.

5.3 Discussion of the Measurement Method

A plenty of different approaches for the energy measurement of software were developed and presented in the last decade, as was already discussed in the related work section above.

Often, the presented approaches are very hardware-centric, as they try to develop a sophisticated and well-fitting power model for different kinds of processors and hardware platforms, e.g. ranging from [25] for embedded systems to prolong battery life up to [33]. The idea behind the latter approach is to estimate the power consumption of a computer system by using performance counters and a power model that is suitable for the used hardware instead of applying a power metering device to the power lines of the computer system. A similar approach was also presented by Kansal [19], who estimated the power consumption of several virtual machines running on one server hardware.

All these approaches do not provide a method that can be used by software developers to improve the energy efficiency of their software, because in principle they developed a software implemented replacement for a power metering device.

A method and a SDK introduced by Steigerwald [27] (Intel) was advertised to support software developers in creating energy efficient applications. They use counters and events embedded into the source code of the application to match activities of the application to a power graph recorded by a power meter. This approach is suitable if one does not make intensive use of concurrent software execution, because then it is not possible to distinct which part of the software accounts for which amount of power consumption.

This is also a common problem when measuring a web server/application or any other kind of MIS. Here, it is usually necessary to measure the system under realistic operational conditions, because design flaws or bottlenecks in software design may increase the energy demand more likely under higher workloads with concurrent requests. Hence, it is necessary to simulate realistic workloads that are expected to occur during system operation. These workloads usually consist of a huge amount of parallel requests, executed in a well defined time frame.

Such an approach is used by the TPC benchmarks and their corresponding TPC energy metric [32]. The benchmarks are designed to imitate a typical workload of an online shop system, serving several shops in parallel with their typical user transactions. Capra et al. [6] made use of the same TPC benchmark to measure the energy consumption of different Database Management Systems (DBMS). They did however not apply the TPC energy metric. To measure the other kinds of software (ERPs, CRMs), they developed their own suitable benchmarks. As was discussed by Dirlewanger [12], the TPC benchmarks can be represented with the workload model introduced by ISO/IEC 14756 [17] that forms the basis of our measurement method. In contrast to the methods used by TPC or Capra et al., the ISO method validates that the generated workloads meet specific predefined statistical parameters within a given delta (e.g. the relative frequency of tasks). This ensures that different measurement experiments that generate the same type of workload are comparable to each other.

Compared to the approach of Steigerwald [27] on non-concurrent software, it is with Capra’s and our approach on concurrent software not possible to measure the energy consumption of a single method call. Thus, for a software developer it is difficult to decide, which parts of the software should be optimized to increase its energy efficiency. Such a decision may require additional statistical data retrieved, e.g. by analyzing performance counters, server request logs, or runtime efficiency ratings. The latter is part of ISO 14756 and can
Nevertheless, it is possible to study effects of software development on mean energy consumption on higher abstraction levels above the method level, e.g., the introduction of application caches to reuse created objects, reducing disk or network IO, or DBMS requests. Where Capra et al. had difficulties to define a benchmark suitable for different ERPs due to the differences in workflows or UI design, we decided to measure software systems mainly as standalone products. Hence, our method and the proposed energy efficiency metric do not rely on a comparison with other software products of the same kind. However, this is not a limitation in general, because it is possible to calculate Capra’s energy efficiency metric with our approach, if it is possible to provide suitable benchmarks and sufficient measurement values of software products of the same kind.

One limitation that is common to all discussed approaches that rely on executable software artifacts to measure or estimate their energy consumption is that you need executables before you can get analyzable data. Hence, these methods are not applicable in early design phases, when only class diagrams, sequence diagrams, etc. are available. In these early development stages, adoptions of techniques known from software performance engineering combined with power models to estimate power consumption of several design decisions may be more suitable. To our knowledge, such approaches do currently not exist and will require extensive further research.

6. CONCLUSION & OUTLOOK

Concluding, we found that software plays an important role regarding ICT and sustainability. But it has to be taken into account that software also induces energy consumption. In our paper we presented a model to classify green software and its engineering and showed some aspects of how the energy efficiency of software can be measured. If ICT and especially software should make a contribution to sustainability, it is necessary that software engineers also take the energy consumption into account. To do so, we presented a measurement method for software induced energy consumption.

Taking a look at the future of ICT, the aspects of Green IT might also be adopted by the software side. Thus, there should be answers to questions of the energy efficiency of software, especially regarding embedded systems. In this context, Cloud Computing needs to pay attention to the energy and resource consumption.

Overall, Green IT, green software, or green software engineering, meaning concepts of moving to ICT for Sustainability, are no standalone problems. Rather should every process of the hard- and software development implicate aspects of SD. The concepts need to be inherently entrenched into development and manufacturing processes. In this context, the arising questions are “What is a green, or rather sustainable software product? What are the criteria? What do metrics for these look like?” This makes it necessary to provide more tools and methods for software developers. It should become standard during the whole life cycle of software products. Ideally, even customers should understand Green IT as a “must-have” requirement.

Hence, it is necessary to reach a certain standardization in the field of energy efficient software. This point might also support the development of green and sustainable software. In this context, end user needs to be involved in a way that e.g. the interaction regarding energy options is better. An interface between standard software and the operation system without performance restrictions might be a future vision.
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ABSTRACT
Green IT aims to achieve environmentally sustainable computing. Applying this concept to the existing systems to meet business demand or designing sustainable software is therefore a complex task. In this paper, we have discussed that improving existing software functionality or leveraging legacy systems according to end-users’ requirements has a significant impact on environment. The researches show that many companies will have no other option than complying with the new green IT field. Hence, we have investigated the trade-off between improving software functionality and reducing energy consumption of a software product. Data compression is one of the software features which reduce the number of I/O operations while increasing CPU utilization. In this research, we have focused on the impact of this feature on software’s energy consumption.
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1. INTRODUCTION
Information technologies (IT) that require vast amount of energy and other sources are used in almost every field and processes. Recently, the global carbon dioxide emission has had its highest level in human history with 9.1 billion tonnes and 49% higher than in 1990 (the Kyoto reference year) [7]. At least 2% of global carbon emissions are directly due to IT systems [17]. At further increase is expected since new IT systems are applied every day. Therefore, reducing the energy consumption and related carbon emission of the IT systems is becoming a crucial requirement. This global issue promotes the competition and the companies are being forced to implement energy efficient products and energy efficient technology services around the world. The competition along with regulation and standards for measuring energy efficiency will continue to rapidly drive energy efficiency [21]. In this context, green IT is an ideal way for most companies to address the environmental issues in order to achieve environmental sustainability. Since green IT has many different aspects inside and outside the data center, it is important to manage it by using the resources efficiently to reduce environment impacts [21]. Although a software system does not directly consume energy, it intensely affects the hardware functioning, hence its energy consumption. All the infrastructural layers in a data center amplify the energy consumption induced by software [6].

Most IT companies need to transform their applications to meet new business demands. On the other hand, transforming these systems may also cause a rebound effect. In that case, efficiency is a necessary but not a sufficient condition for saving resources. Hilty and Lohmann [19] emphasized that recent studies almost completely ignore the rebound effect. They also mentioned that software development plays a specific role in creating rebound effects. The ideal solution is to transform legacy systems to newer, more productive platforms so that companies can exploit faster and cheaper development technologies. However, legacy systems tend to be unwieldy, monolithic, and inflexible and many firms regard modernization as somewhere between improbable and impossible [15]. Furthermore, in the acquisition of large-scale software systems, the effective and efficient management of user requirements is one of the most crucial issues [37]. Software systems that lack appropriate non functional requirements (NFR), i.e., how the system behaves with respect to some observable attributes, such as performance and reliability [36], carry the risk of failing to meet customer needs [38]. Zhu et al. [38] stated that there is a lack of research on NFRs trade-offs in the systems. As software continues to affect all aspects of our lives under ever-renewed forms, we realize that leveraging existing systems is a challenging concern for the companies. Keeping the software on demand and with high quality levels in respect to end-users’ requirements create a conflict in terms of software energy consumption. Moreover, each integrated quality feature is accompanied by increasing levels of energy consumption. Therefore, it is hard to maintain software as environmental friendly. Our contribution presents the rising awareness of environmental sustainability among IT studies/ practices and green software. We
analyze the impact of transforming legacy systems with respect to new business demands on the carbon dioxide emission. As the case study, the data compression feature of a large scale legacy software system is tested. We have analyzed the total energy consumption of the software when processing a specific workload in two different scenarios: 1. Without data compression feature, 2. With the data compression feature. It is also remarkable to state that the same business goal can be reached using different amount of energy consumption. We have shown that the feature increases the total consumption, but decreases average consumption per statement due to significant reduction of execution time.

The rest of the paper is organized as follows. Section 2 discusses the related work in the literature and their differences from this one. Moreover, brief introductions to the concepts of green IT and legacy system’s modernization are given in Section 2. In Section 3, the simulations are given. The results are discussed at the end of the Section 3. Finally, conclusions and future work are given in Section 4.

2. BACKGROUND AND RELATED WORKS

2.1 IT and Environment

IT affects on environment in many different ways. Each stage of a computer’s life, from its production, throughout its use, and into its disposal, presents environmental problems. Manufacturing computers and their various electronic and non-electronic components consumes electricity, raw materials, chemicals, and water, and generates hazardous waste. All these directly or indirectly increase carbon dioxide emissions and impact the environment. The total electrical energy consumption by servers, computers, monitors, data communications equipment, and cooling systems for data centers is steadily increasing. This increase in energy consumption results in increase greenhouse gas emissions. Each PC in use generates about a ton of carbon dioxide every year [24].

At the Forum for the Future in 2002, the ascertained effects of IT on environmental sustainability were structured mainly in three levels. First order effects (direct effects) include all environmental impacts resulting from hardware during the product life cycle, covering production, use and disposal. Second order effects (indirect effects) are impacts and opportunities created by the ongoing use and application of IT. Finally, third order effects includes impacts and opportunities created by the aggregated effects of large numbers of people using and adapting of behavior (e.g. consumption patterns) or economic structures due to the stable availability of IT and the services it provides over the medium to long term [13].

Analyzing the direct environmental impacts of ITs are considerable in areas such as energy use, materials throughput and end-of-life treatment. After the financial crises of 2008-2009 green economy is seen as a framework for restoring economic growth meanwhile responding to the climate change and other subjects of environmental sustainability [9]. Governments’ “green IT” policies can be instrumental in promoting life-cycle approaches for improved R&D and design of IT goods, services and systems national and international level. Green IT is a topic and initiative that has emerged recently to address this role of IT on environment [2].

New CompTIA "Green IT Insights and Opportunities-2011" survey results indicate that businesses today are hungry for eco-friendly technology solutions, and that most firms now make hiring decisions based on IT providers’ green credentials. It showed that energy conservation is a key factor when reviewing IT companies. Moreover IT company’s green credentials and how knowledgeable they are about implementing green initiatives are important hiring factors. The study also reveals that 35% organizations report having a comprehensive environmental strategy for practices such as reducing energy consumption, equipment usage/design, recycling/product disposal, carbon footprint and employee behaviors. Additionally, 42% have a partial environmental strategy [11].

2.2 Green IT

Green IT is a study and practice of using computing resources efficiently [21] to reduce carbon dioxide emissions of information technology. Recently, the more broad definition of green IT is provided by Murugesan [25] "Green IT is the study and practice of designing, manufacturing, using, and disposing of computers, servers, and associated subsystems (such as monitors, printers, storage devices, and networking and communications systems) efficiently and effectively with minimal or no impact on the environment". These definitions of Green IT’s initial focus on reducing the carbon emissions emanating from IT equipment and infrastructure [34]. The most significant and immediate reductions come from hardware solutions. The whole lifecycle of computers and related equipment, such as the manufacturing process and disposal and recycling are mostly focused areas. There are numerous studies on material level of IT (hardware) for energy efficiency. Most of the studies have been done on the hardware and Life Cycle Assessment for computers, mobile phone networks and monitors [14, 18, 32, 34].

Moreover, the cost to maintain data centers and their enormous use of power to both run and cool their infrastructure makes data centers a prime target for greening efforts [27]. According to the U.S. Environmental Protection Agency (EPA) Report, the electricity use of the nation’s servers and data centers has a rapid upward trend from 2000 to 2005. However, the growth trend has slowed significantly between 2005 and 2010 [20]. In comparing with attention of the hardware solutions, there are rare cases in which they focus on software [12]. However, software also plays an important role having a considerable impact on energy consumption. Recently, Naumann et al. [29] stated that there is a lack of models and descriptions regarding environmental sustainability in the area of computer software. Thus, they contributed a definition of the green and sustainable software, "Green and Sustainable software is software, whose direct and indirect negative impacts on economy, society, human beings, and environment that result from development, deployment, and usage of the software are minimal and/or which has a positive effect on sustainable development". They also developed a reference "GreenSoft" model for software products, sustainable metrics and criteria for software design and development [29]. There are various frameworks and models of evolving software, such as sustainable computing concept classifies different direction of hardware and software [22], common software quality aspects and developments of new metrics to measure these quality aspects in order to achieve environmental effects [3], investigation of different software systems on IT energy consumption [5] and analyze software carbon footprints from a typical software lifecycle and estimation of how large carbon footprint each step produces [33].

Chen et al. [8] explained organizational motivation for Green IT supported in the context of ecological sustainability with eco-efficiency, eco-equity and eco-effectiveness. Those concepts were
further developed by [23]. There is an on-going process of Green IT adoption by companies. Most businesses are re-considering their IT architectures and installations by emphasizing the Corporate Social Responsibility (CSR) aspect of green IT. In this manner, a framework proposed by Viaro and Viccaro [35] considers that environmental changing requirements, strategic requirements and dynamic capabilities are the forces which move organizations toward green practices and foster innovation.

2.3 Legacy Systems' Modernization

The old IT systems that are modernized or replaced are called legacy systems [31]. Especially, discovering the service-oriented architecture (SOA) as the future technological underpinning of enterprise information technology, software modernization has become challenging for the most of the software engineers [1]. Those systems are, in any cases, vital to the organization that uses them. They are, however, hard and expensive to manage. It has been realized that the maintenance and evolution costs of legacy systems are normally somewhat between 40% and 90% of the total costs of the life cycle of the system [31]. According to the National Association of State Chief Information Officers [NASCIO CIO Priorities] surveys of the state CIOs to identify and prioritize the top policy and technology issues facing state government, legacy application modernization and upgrade is one of the forth priority technologies, applications and tools since 2006 while Green IT technologies and solutions is one of the priorities in 2009 [28]. Similarly, in 2007, IBM's seven countries across six industries survey shows that legacy applications and legacy modernization represents a major challenges across all the industries. Nearly half of all respondents report that the inflexibility of legacy systems poses a significant challenge [4]. The modernization of state IT legacy systems is emerging as a significant financial, technical and programmatic challenge to states’ ability to deliver services to citizens, and conduct day-to-day business. rom a survey conducted by , legacy systems in operation have been labeled and given criteria according to the potential problems epected when dealing with them. of the respondents have identified legacy systems as those that can no longer be “adequately supported, maintained or enhanced”[26].

Some researches show that most of the modernizing effort of the software fails [30]. Legacy system modernization efforts fail for variety of reason such as complexity, software technology and engineering processes, risk, commercial components and business objectives. Most of these problems arise when handling upgrades and maintenance on the legacy software. a turly, most of applications may no longer be adaptable, e tensible or agile enough to compete or interact with modern web-based systems. Moreover, the application tools and documentation may be far out-of-date or non-e sistent at all to aid our IT staffs in handling problems that may crop up prior to modernizing the systems, like the potential security-risks in accessing the information stored in some of these legacy systems [16].

A high-quality legacy system that provides a competitive advantage is worth nurturing unless external business pressures dictate change [8]. System evolution which covers maintenance, modernization and replacement and software reengineering and modernization which covers retargeting, revamped, use of commercial components, source code translation, code reduction, and functional transformation have been studying to reduce the overall effort required to maintain the ever-increasing amount of legacy software code [30]. The modernizing alternatives are not mutually exclusive and the decision of the approach to use is generally based on an assessment of the quality and business value of the system [10].

As a result, software modernization requires making trade-offs. These trade-offs are multifaceted and include technical and organizational considerations that may strain and organization's decision making abilities [30].

There are some survey studies conducted on legacy modernization approaches. According to the Aberdeen Group survey in 2006 given a choice of legacy modernization approaches, 58% of the companies’ options for the more economical, less complicated maintenance option over replacing and modernizing [1]. Survey results also indicate that the major “driver” is to improve IT time to deliver changes to the business (about 70%) followed by lower IT integration costs (about 50%). Similarly, according to the NASCIO survey in 2008, in the States major driving force of moving towards modernization of IT systems and applications is changing or re-engineering of business processes with 86% followed by "line-of-business" requirements with 83%. It is also important to show that end user demand has been 52% and a green IT initiatives has been 28%. Moreover, primary concerns around legacy systems are software maintenance/upgrades, extensibility, adaptability, agility, and application development tools. This appears to demonstrate that primary concerns are centered on application software and its ability to be adapted, upgraded and maintained [26].

3. CASE STUDY

3.1 Description of Software under Study

Our software under study is DB2 for Linux, UNIX and Windows Version 10.1. DB2 is a good candidate for our analysis, because it is a large software product present on the market since 1992 with a considerable market share. Its ancestor, DB2 for mainframe, was born in 1983 (and research prototypes have been created in 1970s). The product is constantly evolving. Examples of features added in the last decade are enhanced business analytics and data visualization.

We have focused on measuring efficiency of the DB2 workload in the presence and absence of the data compression feature. Let us look at the feature in details.

Disk storage systems can often be the most expensive components of a database solution. For large warehouses or databases with huge volumes of data, the cost of the storage subsystem can easily exceed the combined cost of the hardware server and the data server software. Therefore, even a small reduction in the storage subsystem can result in substantial cost savings for the entire database solution. Data compression reduces storage requirements, improves I/O efficiency, and provides quicker access to the data from the disk.

The latest release of DB2 introduced new type of data compression: “adaptive data compression”. This feature utilizes a number of compression techniques (including table-wide and age wide compression [DB2 Manual]) leading to significant reduction of storage space. However its usage can lead to CPU overhead associated with compression and decompression of the data.

Another positive “side effect” of this technology is speeding up of I/O intensive workloads (in spite of CPU overhead). Reading data

from disk to memory for processing is one of the slowest database operations. Storage of compressed data on disk leads to fewer I/O operations needed to retrieve or store the same amount of data (in comparison with the uncompressed dataset). Therefore, for disk I/O-bound workloads (for instance, when the system is waiting/idling for data to be accessed from the disk), the query processing time can be noticeably improved. Furthermore, DB2 processes buffered data in memory in its compressed form, thereby reducing the amount of memory consumed compared to uncompressed data. This has the effect of immediate increase in the amount of memory available for the database without having to increase physical memory capacity. Allowing the additional memory to remain or freeing it up for other database or system operations. This can further improve database performance for queries and other operations. Compression can be turned on when tables are created using the “COMPRESS YES” option. Alternative, administrator would enable compression of an existing table T by executing “ ALTER T BLE T MP RE YE ”.

3.2 Workload Description and Case Study

Setup
We have focused to measure the effect of two actions: no compression of data and compression of data, on the amount of resources (time and electricity) needed to complete a certain workload.

Our reference workload is TPC-H\(^2\). It is created by the Transaction Processing Performance Council\(^3\) and is used as the industry standard for measuring database performance. The workload consists of a set of business-oriented ad-hoc queries. The database has been designed to have broad industry-wide relevance (see TPC-H specifications\(^4\) for details).

Using the tools provided with the workload, we have populated the database with 1GB of raw data and have generated 240 distinct queries associated with this dataset. The queries were executed sequentially for approximately two hours in a circular fashion on a Lenovo ThinkPad T60 laptop with 3GB of RAM. Some of the statements consume significant amount of time. For instance, a query started at 1:59 can take 5 minutes, finishing at 2:04. Two hour interval is selected to reduce measurement error associated with low precision (0.01 kWh) of the energy meter (UPM EM100).

We have counted the number of statements executed in a given time interval and have measured the amount of electricity consumed by DB2 running in the following two configurations:

1. Without compression
2. With compression

The workload has been executed against each configuration three times to estimate measurement error (expressed using relative standard error). Relative standard error is calculated as the sample estimate of the population (in this case, 3 workload runs) standard deviation divided by the square root of the sample size and by the population mean. Compression ratio is defined as \((1\text{-compressed size/uncompressed size})\). The energy metric is measured in Watt per transaction per second (W/tps) and is calculated as Energy consumption/Work completed\(^5\).

To summarize, for each DB2 configuration, we run the same workload three times for approximately two hours, measuring 1) the number of statements executed and 2) the amount of electricity consumed in a given time frame.

3.3 Results and Discussions

The measurements are given in Table 1. First, we have looked at the average execution time per statement. The slowest configuration of the database is, as expected, the one with the feature disabled. We have treated this configuration as a baseline. Compression of data reduces tables’ size by 61% and leads to 97% performance improvement in comparison with the reference configuration.

Compression feature increases overall power consumption by 29% (in comparison with the reference configuration). However, energy consumption per unit of work is reduced by 34%, due to increased query throughput.

Based on the data, we have concluded that legacy system modernization (increasing the system functionality) has a mixed effect on energy consumption: consumption per unit of time goes up; consumption per unit of work goes down. Theoretically, if the workload size is fixed, hardware is dedicated only to this workload, performance of the workload is not critical, and space savings are irrelevant, it may be beneficial to run queries against uncompressed version of the database. These requirements are rarely met in practice: workloads scale up, hardware is shared between multiple tasks (especially in the virtualized / cloud computing environments), and space saving is critical.

3.4 Threats to Validity

This case study shows that the method can be successfully applied to a particular dataset. Following the paradigm of the “representative” or “typical” case advanced in [38], this suggests that the same approach may be extrapolated to other products.

Our test system is not designed for use in a production environment. It is a laptop (tuned to minimize electricity consumption, sacrificing efficacy) with consumer-grade operating system. However, we believe that the results can be extrapolated to a production system, since data compression is system-agnostic. The amount of savings for the production system will vary with system’s setup and with associated workload.

4. CONCLUSION

Most IT companies need to transform their applications to meet new business demands. Sometimes these efforts come at a cost of consuming other resources within the organization. So far, IT industry has been focusing on IT equipment processing power and associated equipment spending. Recently it’s been concerned with other requirements such as power, cooling, and data center space. Companies have also been under pressure to develop environment friendly practices in their project life cycle. However, going forward, they will need to deal with all of the infrastructure requirements and the environmental impact of IT itself (hardware and software) and its use. The challenges of green IT are immense; however, recent developments indicate that the IT industry has the will and conviction to tackle our environmental issues head-on. Companies can benefit by taking these challenges

\(^2\) http://www.tpc.org/tpc/  
\(^3\) http://www.tpc.org/information/about/abouttpc.asp  
\(^5\) TPC-Energy-Specification-1.2.0.pdf, page21
As strategic opportunities [24]. As a result, software modernization requires making trade-offs between end-user demands and the requirements for corporate social responsibility initiatives. In this paper, we conclude that considering environmental sustainability legacy system modernization regarding increasing the system functionality has a mixed effect on energy consumption. Therefore requirements to design new systems or modify existing ones are a complex task. Improving existing software functionality or leveraging legacy systems for end-users also has significant impact on environment. Moreover different features can have a significant impact on the energy consumption of software. We have related the use of software modernization efforts and software energy consumption suggesting that there may be a trade-off between legacy system modernizations and energy consumption.

In summary, we recommend that software development organizations should take into consideration the need for energy consumption from software especially from legacy systems which has strong end-user demand. We believe that there is a strong need for more input from software engineering on how to greening software toward creating more sustainable environment.

As a future work, individual effects and joint effects of different features on energy consumption will be examined. Going forward, trade-off models can be also examined in software development for environmental sustainability.
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Table 1. Workload and database characteristics with and without adaptive compression feature (± denotes relative standard error)

<table>
<thead>
<tr>
<th>Database Feature</th>
<th>Average Statement Count per hour</th>
<th>Average Electricity Consumption (kWh)</th>
<th>Space Consumption (Mb)</th>
<th>Compression ratio</th>
<th>Watts per statement per second</th>
</tr>
</thead>
<tbody>
<tr>
<td>no compression</td>
<td>415 ± 1.8%</td>
<td>0.035 ± 0.5%</td>
<td>1168.2</td>
<td>100%</td>
<td>302</td>
</tr>
<tr>
<td>adaptive compression</td>
<td>814 ± 4.0%</td>
<td>0.045 ± 0.0%</td>
<td>455.6</td>
<td>61%</td>
<td>199</td>
</tr>
</tbody>
</table>
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ABSTRACT
Advances in the energy-efficiency of hardware and datacenters may be in vain if application software is developed without awareness of the resources that are consumed in operation. We introduce a pragmatic method for identifying energy-efficiency optimizations in software applications. The method involves the creation of an energy model of an application that allows calculation of energy savings for optimization scenarios. We discuss two industrial cases where such Green Software Scans were applied to an e-government and a mobile banking application. Among the lessons drawn from these cases are that significant energy savings can be realized with targeted modifications in software code, architecture, or configuration, that development of energy-efficient applications requires attention to detail throughout the development process, and that a close collaboration between operations and development is one of the main success factors for energy-efficient applications.
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1. INTRODUCTION
Wirth’s Law [1] was coined in the mid 1990’s to express the unease with a long running trend in system development:

“Software is getting slower more rapidly than hardware becomes faster”

The exponential growth of hardware capacities had made software become ever more unconscious about its resource consumption. Up to the point that often gains in hardware performance where cancelled out by software resource greediness and from the perspective of the end user the performance for a given functionality decreased with a next release.

Arguably today the same is true for the energy consumed by computers. The fact that in socket-powered devices energy was available in abundance caused that considerations of its efficient use never entered the horizon of programmers’ awareness. As a consequence, today’s software systems use far more energy then they have to and most system engineers are unaware of the energy efficiency of their products.

That is about to change. Of course there have already been exceptions to the rule in the area of mobile computing, where batteries put constraints on the energy available. But it is only recently that this platform is getting a dominant position. A more important factor is probably the fact that power provisioning and heat dissipation in datacenters get problematic from a technical, financial and environmental point of view. While initially optimization efforts where mostly directed at data-center infrastructure and hardware levels, the awareness is slowly growing that also software plays a crucial role.

Addressing the problem at the software level proves to be hard for various reasons of social and technical nature. Energy is spent in the hardware at the data center, but engineers responsible for the design of the software are often working in a different organizational unit. Application owners are billed by server or floor space, but generally not directly for the energy consumed. Hence the energy costs are not part of the total cost of ownership of applications and pose no incentive for change. Even when there are economic or environmental concerns, it is not trivial to actually determine the energy footprint of the application. There is a lack of knowledge, conceptual frameworks and tools to measure or model the energy consumed.

Visibility of energy consumption at the application level is essential because this is the level of architectural design and of management decisions that have the most influence on the software running in data centers. For this reason optimization efforts on this level have the best chance to be effective.

In this article we present the Green Software Scan, an approach to effectively model software application energy consumption and to arrive at recommendations for optimization. This approach is developed in order to be executable in a very limited timeframe on an existing IT system, taking into account limitations of organizational and technical nature. It is applicable to a wide spectrum of existing systems that account for a large part of today’s IT electricity consumption. We report on two case studies that we have executed for clients in the industry and that showed that this approach is viable and leads to the desired results.

The paper is structured as follows. After the introduction, Section 2 discusses background and related work. In this section we shortly characterize other attempts related to software energy measuring and modeling. Section 3 presents our method of identifying application-level energy-optimization opportunities. We describe how an energy-model of the application is build up and how it is used to evaluate optimization scenarios. Section 4 describes two case studies where the approach was used and what we learned from it. Section 5 concludes with a discussion of scoping and design decision regarding our method and we provide suggestions for further work.

2. BACKGROUND
There is a considerable amount of literature on the field of energy optimization at the software level. This is especially the case in areas where energy shortage was an issue like mobile or...
embedded architectures or wireless sensor networks. But only a limited number of approaches target the application level and most are focused on a specific platform and application domain. To our knowledge, there exists no other work that attempts the modeling and optimization of energy usage at the application level and that is applicable to a wide range of existing software systems.

Williams and Smith [12] present PASA, a pragmatic approach for performance optimization that is targeted at the software architectural level. The idea is to identify key scenario’s and develop the most simple architectural models for these scenarios that can illustrate the performance problems of the system. The models, once sufficiently refined, are then used to evaluate proposed changes to the system. The approach is very similar in methodology and spirit to the approach presented here. However, energy optimization needs to look at the total energy consumption of the system and idle states of the system, in terms of not executing a certain scenario, are particularly interesting. For this reason the use of key scenarios for the detection of bottlenecks is not generally useful. Instead our models are organized along the concept of a node map.

There have been recently developed several fine-grained power measurement methods and tools for software. Examples are Kansal et al [3], Do et al [2]. Most of them are based on the idea of analyzing resource counters provided by the operating system and calculate energy usage with a power model of the machine hardware components. The performance counters can be related to specific processes, which allow separating energy usage of single processes in a shared environment. Those approaches either are directed at supporting real time resource management algorithms or profiling of applications for development and aim at processes on single machines. At the contrary our approach specifically supports distributed and networked applications because this are rather standard characteristics of todays software programs. Also our method does not require installation of specific software or even software or hardware instrumentation. This greatly improves its applicability for systems deployed for production or even components used by the system that belong to other organizations.

Zhao et al. [4] expand this approach of performance counter based metrics to estimation of energy consumption for virtual environments. While still requiring platform specific software installation and not leveraging a view on the application as a whole, this approach is interesting in the light of the current trends to virtualization and cloud computing and the resulting isolation of server hardware energy consumption and their virtualized logical view.

Seo et al. [11] have proposed a framework to model the energy consumption of software architectures in the design phase based on principal energy characteristics of the underlying architectural pattern. They explicitly target distributed systems. Even though the framework can be parameterized with platform and application specific data it is designed to support decisions between specific architectural styles. For assessment and optimization of existing systems the characteristics of the architectural pattern must be extracted and the associated energy costs must be formalized. This prevents direct application of the framework in many cases and offers only limited flexibility in identifying and optimizing energy hotspots in existing systems.

The CO2Stats [16] and Greenalytics [15] initiatives offer online estimation of the energy consumed by websites and make also suggestions for optimization. They developed a pragmatic model for application-centric energy costs on the web-client and network side. While also partly including the server side into their models and advertising an ‘end to end’ estimation of the energy costs, the models are mostly based on data size and request statistics for web content and model back-end system resources only in a trivial way. Real consumptions of those systems as well as architectural trade offs remain opaque.

Some authors, notably Barroso and Hölzle [5], Ranganathan [13] and Saxe [14] have made attempts to describe some general principles for energy efficiency that are important to understand and can be leveraged when looking for optimizing alternatives for existing system architectures.

An interesting example for application-level analysis and optimization of energy consumption is presented in [8] and [9]. Harizopoulos, Sha, Meza and Ranganathan [9] argue for the importance of software-level energy tuning for data management applications and identify possible strategies. Tsriogianis, Harizopoulos and Shah [8] however have investigated the power consumption of databases for scale-out architectures focusing on a single server. They conclude that for this specific scenario a system optimized for performance will also be optimized for energy efficiency. These papers illustrate the non-trivial relationship between performance and energy efficiency optimization.

Koomey et al. have published a series of widely sited reports on estimation of energy consumption of IT infrastructure. Particularly interesting in this context is one report [7] that states that in-house facilities still dominate the installed base of server population. This is a class that is typically less optimized for energy and where our approach can add much value. In [6] an estimation of the energy intensity of Internet network infrastructure is made. This is an interesting undertaking of estimation in itself and the results have been used in our case studies as well as in [15].

The GreenGrid DCEP metric [17] and Intel’s EnergyChecker [18] represent two initiatives that also attempt to express the energy efficiency of computing systems in terms of functional work units that are delivered for a given energy consumption. While the considerations and frameworks are conceptually interesting, We doubt that they will be applicable in many cases because [17] ends up to use a non-functional proxy for its estimation of productivity and [18] requires extensive instrumentation of the application code.

3. METHOD

In order to estimate the energy footprint of a software system and evaluate alternative design choices and optimization scenarios, we construct an energy model of the application. Such a model allows understanding various energy aspects of the application and shows where ‘energy hotspots’ are located.

An overview of the evaluation process is shown in Figure 1. Initially interviews are conducted with system designers and operators to get an architectural understanding of the application. Also the available insight into load/usage and energy consumption characteristics of the components is gathered. Then the energy model of the application is constructed and alternative scenarios for improvement are evaluated using this model. Finally recommendations are made to the owner of the system.
3.1 Building the energy model

Because we want to reduce the required effort and get useful insights as fast as possible it is crucial to start modeling at an early stage. This allows identifying directly where additional data gathering is needed in order to make the estimation sufficiently accurate.

The principal ingredients of the model are
1. Developing a node map that identifies all hardware components or nodes that are used by the application.
2. Determine the main ‘units of work’ of the application.
3. Collect data on the energy usage of all components in relation to the amount of work done by the system.

The basic idea of the energy model is to break up the system into subcomponents in order to be able to localize in more detail where the bulk of the energy is spent and to analyze the effect of the system architecture on the energy spending. The result is called a node map.

The node map can be close to other views on the system architecture like the deployment view or the software component architecture but may also be different depending on what are the interesting elements from an energy point of view.

What a node is depends on the system being evaluated. The goal is to cover all parts of the IT infrastructure that an application needs for its functioning. Nodes are typically socked-powered servers. But nodes can also be parts of the infrastructure like the company network, ‘the Internet’ or wireless devices combined with their battery chargers. Also a remote service (e.g. a web service) can be considered a node, since from the viewpoint of the application it constitutes a single resource.

After identifying all resources needed for the functioning of the application and mapping them to nodes in the model, energy costs and load data are attributed to the nodes. The strategies to model the energy behavior of different types of nodes are covered in the next subsection.

While constructing the node map, it may turn out that some information is lacking. Sometimes a part of the infrastructure must be further clarified or additional data must be collected.

After attributing the energy consumed to the nodes, the map becomes a high-level heat map of the application.

3.2 Interviews

The scan starts with one or more interviews of system architects or operational staff in order to get an initial understanding of the architecture of the system, its physical deployment and the data flows.

We also need to get some insight into hardware characteristics of the infrastructure the system is running on, if and to what degree this infrastructure is shared with other applications and what is the amount of workload that has to be processed.

Another important subject is the identification of principal usage scenarios of the software and the principal unit of work that allows expressing the energy use in functional terms.

Many of the questions would likely also be posed during a typical performance assessment as described in [12].

Examples of questions:
- Are parts of hardware virtualized?
- Which remote services are consumed?
- What are the most common use cases?
- What are the numbers of session or transactions?
- What is known about energy consumed by the servers?
- Which other applications share the platform?

In addition to the interviews and depending on the availability it is often useful to extract some knowledge about the system from architectural documentation and analysis of the source code.

3.3 Data collection and estimation

Two types of data are interesting for modeling the energy behavior of the application: work load and energy consumption.

The need for information on energy consumption is obvious since we want to characterize the energy footprint of the system and detect the biggest consumer among its subcomponents.

An example of information collected for each node in the node map is given in Figure 2.

![Figure 1: Energy estimation for the node: Internet communication between client and server](image)

The need for load data is less obvious and has two reasons: First, from a total system point of view it can be used to express the energy efficiency of the system in terms of a functional unit of work. Second, it is needed for a characterization of the energy scaling behavior of the application and its parts. This expresses how the energy consumption and hence the efficiency changes according to different load levels. As prominently stated in Barroso and Hölsle [5] the energy proportionality of systems is a crucial property of energy efficient system because it allows the system to scale down its resource use when underutilization occurs. So this means that especially on components with large consumption and substantial underutilization it is interesting to model the scaling behavior more closely.

Load typically varies strongly over time and hence another aspect of data gathering is the choice of a representative time range. That may be a day or months depending on the application.
Our approach is suited to cope with the fact that fine-grained energy and load data is not immediately available. It is often sufficient to use motivated estimations or reference values in the model. Where exact power consumption metrics are not available, they can be deduced by hardware specifications or replaced by reference metrics of comparable hardware. When the hardware configuration is not known, typical hardware specifications can be used instead. It is dependent on the system at hand which strategy of estimation is chosen and when the results will be ‘good enough’ to obtain a useful result.

If actual measured data become available at a later stage, the model can be updated to become more accurate.

Sometimes, it is however crucial to have some exact measurement data because the error of the estimations would have too much influence on the outcome. For a variety of reasons it is often difficult to obtain additional measurements during the scan. For this reason the requests for such data from the developers and operators of the system must be reduced to a minimum and must be well chosen.

The selection of more data points can be guided by questions as:
- What are big spenders in the model?
- What can be estimated without a big error margin?
- Is the missing part of the model economically interesting or otherwise relevant for the owner of the application?
- Is it technically and organizationally feasible to collect more detailed information?

### 3.4 Scenario-based recommendations

The model is not only used to identify energy drains in the overall system infrastructure, but also to evaluate scenarios of changes to the system. The goal is to identify recommendable alternatives to the systems architecture or implementation. Typically during the model construction process some interesting hypotheses have surfaced that can be verified with the model. This might for example be a replacement of some hardware, some virtualization or a software architecture change like reducing data structures, traffic frequency or protocols for certain communications. These hypotheses may be formed by comparing the application setup with known best practices or be triggered by initial results of the estimation itself that located energy ‘hot spots’ in the application architecture. At this point it might also be necessary to go back and refine the model for some specific scenario evaluation.

### 4. CASE STUDIES

In this section we describe two cases where the evaluation method has been applied. These concern an e-Government application and a mobile banking application.

#### 4.1 Case study: e-Government application

4.1.1 Functional characterization of the application

The application that we analyzed supports inserting requests for permissions to be granted by the municipality. The interface is publicly available on the Internet, but was also used by call center employees in the back offices of municipalities.

4.1.2 Technical Characterization of the application

The system is build using a Microsoft application stack and is deployed separately for every municipality. Most parts of the servers are virtualized and hosted on a data-center by a contracted hosting provider. Several external services are consumed. Data is stored on a centralized storage area network (SAN). The middleware is partly also used by another application. The node map that we constructed for the application is shown in Figure 2.

![](image)

**Figure 2:** Node map of an e-Government application

4.1.3 Description of particularities of the case

After making an inventory of all servers, services and connections between them as well as some basic usage data, we observed that most of the energy was consumed in the middleware of the back end, but for many municipalities the installations where strongly underutilized. In addition to that, the middleware components where not able to scale down energy use in low utilization. Hence we investigated the possibility to run a single instance of the application for multiple municipalities. The organizational restrictions allowed for such a scenario and the required changes to the software design or implementation were assessed to be feasible. The outcome of an estimation showed that 82% of the energy could be saved in a shared deployment scenario compared to the current dedicated installs.

Another scenario concerned the archiving of data. Even though a request made by a citizen was normally handled and finalized within months, the request and associated documents had to be conserved for years for legal reasons. We calculated how much energy it would save to archive data into a less energy intensive storage system. But it turned out, that the moderate amount of data and the relatively good efficiency of the storage solution did not support this scenario to contribute in a significant way to a better energy efficiency.

#### 4.2 Case study: mobile banking application

4.2.1 Functional characterization of the application

The application allows users to perform mobile payments, and do some administration concerning payment both on a mobile app and a normal browser. During the assessment the application was still in a beta phase and had only a small number of users.

4.2.2 Technical Characterization of the application

The application consists of an iPhone client, a generic mobile client and a normal website for conventional browsers. The mobile interfaces are served by another provider than the conventional website and business process request where forwarded from this mobile proxy to the back-end. This proxy infrastructure was shared with many other applications. Various communication data formats (proprietary binary, soap, html) and
We also found that carrying out a Green Software Scan is an effective means of raising awareness, not only for optimizing the system being scanned, but also stimulating better practices in subsequent projects involving other applications.

Application of the scan requires combining information from stakeholders that are often part of different organizations or of different organizational units that do not communicate intensively. On the other hand, effective communication and collaboration between development and operations seems to be an important success factor for energy-efficient software.

The measurement plan employed in an evaluation does not necessarily need to be very detailed or precise to obtain usable optimization results. On a non-optimized system limited measurement possibilities can largely be compensated with estimation.

Attention to detail is important to develop energy-efficient applications. A small change, for instance the resolution of a picture that is transmitted regularly, may have a large influence that is not immediately noticed.

An approach to energy-efficient application development is needed that considers the entire lifecycle. Early attention to energy characteristics, e.g. in the requirements and design stage, may have a better ROI than trying to optimize an application when it has already been built and deployed.

Low-level algorithmic optimizations are often not the most promising source of optimization. Rather, changes in architecture, design, or deployment tend to have a larger impact.

When considering non-multimedia data communication, the energy costs of processing at end points (e.g. xml serialization) are typically much higher than the network traffic itself.

Though performance and energy-efficiency might in theory be interacting characteristics, in the cases at hand we discovered that they actually do not interfere.

By reporting on energy consumption in terms of energy consumed per useful unit of work, we link energy consumption to the functional perspective that all stakeholders share. This facilitates a common discussion where all people involved can align their objectives.

5. CONCLUSIONS

We list contributions, strengths, limitations, and avenues for future work.

5.1 Contributions

In this paper, we have made the following main contributions:

- We have described a pragmatic method to estimate the energy footprint of a software application and identify optimizations at the application level.
- Our method includes a general framework for constructing energy models, based on a node map that represents the structure of the application and its supporting infrastructure and onto which information on work load and energy consumption is projected.
- We have demonstrated the applicability of our method in two case studies.
- We have formulated lessons regarding green software, ranging from specific savings potentials to general observations on technical and organizational factors.

5.2 Strengths

Our method has a number of properties that we deem desirable for any valuable energy analysis of software systems:
The view on the system is holistic in the sense that it includes all energy consumed by IT components on behalf of the system.

Functional perspective. The results are expressed by relating energy to a useful unit of work. This is the perspective of the end user and facilitates discussion between different stakeholders. It also makes it easier to compare systems among each other.

Application centric. Being able to get more visibility of the energy used at the application level is essential because that is the level of architectural design and management decisions. And hence optimization efforts will be most effective on this level.

Wide applicability. The scan can work for very different classes of software. In particular, it is applicable to distributed applications, which represent a big part of today’s installed systems.

5.3 Limitations
The proposed method has a number of limitations. For example, it is focused on energy, rather than CO2, on energy consumed in operation, rather than development or entire lifecycle, and on direct rather than rebound effects. These and other limitations are listed below.

- We have chosen to confine ourselves to electricity consumption because that can be regarded as a scarce resource by itself. See e.g. [15] for a region-dependent calculation of e.g. CO2 emission equivalents on basis of electricity used.

- A more comprehensive view on the impact of an IT system would be an analysis of its total life cycle (LCA). This includes e.g. the build phase of software or the required hardware. We chose to concentrate on the consumption in use. The results can later be leveraged in a total LCA.

- In a similar way we left out effects on the surrounding business process and systemic or rebound effects that an IT system can have. Again, an assessment of the direct IT energy use constitutes a necessary part of a broader analysis.

- We where interested in consumption of the IT infrastructure. This is also called ‘greening of IT’ as opposed to ‘greening by IT’. Using it to green other processes may have even a bigger effect on global energy consumption but does not undermine the usefulness of the former.

- Energy use is only calculated as far as it is consumed by IT infrastructure. This includes the data center infrastructure and mobile chargers, but not losses in the electric grid.

5.4 Future work
We regard the method described in this paper as a modest starting point that needs to be refined and complemented in many ways.

- It would be interesting to apply the method in case studies where the project is still in the initial architectural design phase and no software system has yet been built or deployed.

- To enable energy-efficient software development, remote services used in by an application could be labeled with their energy footprint as a part of Quality of Service (QoS) information.

- Accessibility and visualization of energy-consumption data to developers and other stakeholders is crucial for improvement on the long term. It would be interesting to conduct case studies where such information feedback is established.

The construction of reliable and precise energy models of applications could be supported with energy benchmarks of commonly used building blocks such as programming languages, operating systems, database management systems, run-time environments, etc
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ABSTRACT

In this paper, the results of a pilot that Energy Software Solutions has conducted by help of AgentschapNL at the datacenters of Reasonnet and Fujitsu, using the ESSaver PUE energy monitoring system. The goal of this pilot was to test in a live environment how the monitoring of processes on servers in a live datacenter hold up in practice, and to investigate how well the measurements were in comparison to the empirically measured figures. During the pilot phase, a number of problems surfaced that had to do with the fact that the test servers were running outdated software and were really backup servers. This made measurement less useful, because no heavy load baring processes were running on them, however, these servers were suited for analyses, because there were still some interesting processes on it. For comparison, another set of servers was rigged to run a grid computing project in order to generate utilization. Lessons were learned about deployment in live datacenters, data consolidation methods and empirical data. Furthermore the interpretation of what data the datacenter management finds useful.

Keywords
Energy monitoring, software, Software energy, energy consumption, DCIE, PUE

1. INTRODUCTION

The world uses ever more devices running software (PC's, Tablets, Internet, and so on). In the western world. The electrical energy usage consumed by computer devices amounts to more than 20% of total consumption. This percentage is still rising.

In 2011 and 2012 the Energy Software Solutions has conducted a pilot by the help of AgentschapNL, section Energy and Climate, using the ESSaver PUE energy monitoring system. The goals for the pilot were:

- Clarify the workload of the designated servers at Reasonnet and Fujitsu.
- Test for ESSaver PUE how installation is done in a production environment.
- Test for ESSaver how the monitoring holds up in practice.

Datacenters are trying lots of initiatives to monitor energy usage and lowering the overall energy usage.

The following levels of monitoring are distinguished:

- Energy usage per server
- Energy usage entire datacenter
- Energy usage per rack

Although there is already lots of measurement and sensoring going on in the datacenter, it is unknown what is happening within the server. It is unknown which part of the energy is going to which hardware part, but also what software process is causing the hardware so spend the energy. Datacenters want to know if it is the operating system or the business software that uses the energy (Picture 1).

2. METHODS & RESULTS

During the first pilot, at Reasonnet Amsterdam, four servers were monitored in the period from November 2011 to January 2012. During this pilot showed that the monitoring software was installed in an incorrect server account, so immediately after installation, the monitoring stopped. Another problem which arose was that the monitoring tool currently SQLite database could not be approached because of restrictions in the SQLite software (cannot run in server environments). Based on these results, it was decided for the Fujitsu pilot, the data layer for the logging was adapted and now the Windows Event log is used for this logging. This has the additional advantage that the event log is accessible from other computers, making data harvesting in a PULL scheme possible.

2.1 Logging mechanism (event log)

The basis for the logging service was ESSaver. This is however a ‘Win forms’ application which is dependent on the logged in user (this is crucial for the workings in this product. During the pilot, it turned out to be crucial that the logging program runs independently. Therefore, based on the experience, the Win forms app was transformed into a Windows Service.

2.2 .NET Framework issues

The test servers at Fujitsu turned out to NOT have the latest drivers installed. The servers all had Windows Server 2003 installed, but without service pack 1, do none of the .NET Framework 3.5 drivers were available. These drivers are mandatory for the monitoring tool. This was circumvented by using the tool .NET FuZe to pack the framework into the logging tool.

2.3 Push or pull for logging agent

One of the main goals of this pilot is to investigate how the logging data is consolidated to a central server. Especially was the goal to investigate if this should be a manual action or automatic. Another investigation was if it was better to let the logging tool SEND (Push) the logging data, or let a harvester tool TAK (Pull)
the data. As result of this pilot, the pull system turned out to be the most workable. However, this greatly depends on the wishes of the management of the datacenter. During the pilot there is also a pull system developed that is started by the (standard) Windows scheduler and regularly sends the log data to the data consolidation server.

2.4 One application can have multiple processes.
Many business applications use multiple processes at one time. If the application is running in the internet/intranet, one must also add the usages by the web service application (like IIS or Apache) to the total.

2.5 Test servers must have something to do!
The test server Fujitsu HOLSIC001 showed very low activity. The monitored processes showed during the pilot period very few activity. During a meeting where the results of this pilot were discussed, it turned out that the monitored server is a fallback server, for another server. The only activity during the pilot period were the spikes, generated by the antivirus program and network monitoring software, that is standard installed on Fujitsu servers

2.6 Logging Mechanism (event log)
The basis for the logging application was ESSaver. This is a 'Win forms' application. Typically this app runs within the user account. This is critical for several reasons for the operation of that product. The pilot at Reasonnet launched a version of that same product. Soon, it was discovered that this did not work, since it became clear that an account independent monitor tool was required.

2.7 Framework issues
Several servers at Fujitsu did not appear to have the latest drivers and software updates to run properly. A major omission was the Microsoft .NET framework version 3.5. This framework is required by the monitor tool.

2.8 Push or pull for logging agent
Experience has been gained about what the best method for the logged data from the servers to a central location. The result is the ESSaver Harvester, an application that can make contact with a remote server and read event log remotely and emptying it after each read.

2.9 One application can have multiple processes
Many business packages use multiple processes simultaneously. If the application is running in the Internet, should also monitor the web server, which is a standard windows process) should also be included in the total consumption.

2.10 Test servers must have something to do!
Remarkably, the Fujitsu server HOLSIC001 showed little activity. The processes monitored in the pilot period showed almost no peaks or spikes. During the discussion of these results on 8 June 2012 people Fujitsu has shown that this server was a server that serves as a fallback in case another server fails.

3. Examining the Differences
To better compare the differences between an idle server or one with a sizable load, it is decided to start a parallel pilot in the Yggdra test data center.

On two servers (Dell PowerEdge 1860) and (DEL PowerEdge 710 2x), (both have Windows Server 2003 installed), the BOINC service is installed.

BOINC is the platform for grid computing developed by the University of Berkeley (boinc.berkeley.edu). This platform uses the unused computing power of computers on the Internet for resource-intensive calculations. The approach is a computational task by BOINC is divided into work-packages, downloaded by computers in the 'grid' then processed and then returned to BOINC, where researchers can use the answer for their research. The application in this pilot is that the computational and network and disk IO, caused by this grid computing, gives a good performance load, comparing the Fujitsu computers.

The grid computer approximates a virtual host computer (i.e. a physical computer that hosts one or more virtual sessions).

The chart in (Picture 3) shows the percentage consumption of the Fujitsu HOLSIC001 server. Obviously the software amounts to only 15% of total consumption. It is mainly the power usage of the chassis (e.g. motherboard, fan pages, NICs, RAID controllers, etc.), which covers the vast majority (68%) of usage. The chart in picture 2 shows the consumption on the 'open malaria' server. Since it is the software which forms the greater proportion of the consumption causes (72%). Consumption between these two servers also varies greatly. The Fujitsu HOLSIC001 server consumes 180Watt (1.2 kWh per day), while the Dell PowerEdge 1910, 320 Watts (7.68 kWh per day) consumed.

The charts shown above can (of course) also be displayed in numbers. Below are both the server as an open malaria test server. It immediately becomes clear that it makes a huge difference whether a server is idle or actually engaged in a (useful) process. This difference in energy consumption can be explained entirely by the software.

4. Data Completeness
In order to be able to comment on the energy consumption of the servers, or investigate any parameter, it is necessary that it is known that there are enough data points in the selected time period.

The screen dump in picture 8 shows per server the completeness of the registration data. It looks at the number of log messages per day. For example, if the registration is assumed to create a snapshot every 60 seconds, there would be at least 1140 logs per 24 hours should exist. And even many times that amount if multiple processes are logged. Also, there is a certain continuous progress in the log times. If any of these exhibited an anomaly, it is included in the reports.
5. Conclusions and Future Work

- **Logging mechanism:** Logging should be done via an account independent Windows Service or Linux Daemon.
- **Software version issues:** In a production datacenter, the reality is that servers do NOT always have the latest available software versions installed. Logging software must be able to cope with all kinds of exotic configurations and limitations. Datacenters cannot easily adjust any imperfections in this aspect, because these servers usually are running critical applications that are owned by other parties.
- **Push or pull for logging agent:** It depends greatly on the situation at a site (in situ) which data consolidation method is preferable. Both push and pull have their advantages.
- **Test servers must have something to do:** If you are researching the effect of software on energy usage, make sure your test servers have processes running that are creating load/usage.
- **One application can have multiple processes:** It is critical to exactly know the architecture of a software package, because many times an application is divided over more than one process.
- **Consolidation:** Knowing what processes are running on a server gives insights in weather or not a server is in utilized too much or too little. This info is greatly appreciated by datacenter managers because this is info for datacenter consolidation.

The pilot has given many new insights. Not only the registration data but also new insights into the interaction with the staff of the data center and their update and their security policies. Also, new insights are obtained about the method to harvest the log data ''. It was agreed that the pilot at Fujitsu will be repeated on a larger number of servers, and also on servers that actually are doing something productive. The presentation, about this pilot was, just like this report, held for the Knowledge Network Green Software, on 8 May 2012, has drawn new interested parties. This pilot will therefore continued in many new trials

- New, more extensive pilot at Fujitsu
- Trials at other designated datacenters

6. ACKNOWLEDGMENTS

We greatly thank Frank Hartkamp of AgentschapNL for his coordination of the pilot. We also would like to thank the companies Reasonnet and Fujitsu, to have provided the test servers for this pilot.

7. REFERENCES

1: Measurement within the datacenter. Everything is measured, however what goes on inside the server remains a black box.

2: OpenMalaria grid computing project processes during a period of three days. Energy consumption remains steady. Only when downloading new work blocks, the CPU utilization drops and hence energy consumption also.

Picture 3: De Fujitsu HOLSIC001 server, is mainly idle.
Picture 4: Workload production server: 112 watt

Picture 5: Workload pilot server: 15 watt
Picture 6: Workload per process on the 'openmalaria' server. The 'openmalaria' process takes the bulk of the usage.

Picture 7: Workload per process on the pilot server. This server is idle. The usage by the software is almost to be neglected.
Picture 8: Review screen for data completeness
<table>
<thead>
<tr>
<th>Process name</th>
<th>Memory (kWh)</th>
<th>CPU (kWh)</th>
<th>Euro (£)</th>
</tr>
</thead>
<tbody>
<tr>
<td>agent.exe</td>
<td>0.0002</td>
<td>0.0026</td>
<td>0.0006</td>
</tr>
<tr>
<td>apra_mf.exe</td>
<td>0</td>
<td>0.0029</td>
<td>0.0002</td>
</tr>
<tr>
<td>clibackup.exe</td>
<td>0.0012</td>
<td>0.0111</td>
<td>0.0002</td>
</tr>
<tr>
<td>comghost.exe</td>
<td>0.0004</td>
<td>0.0077</td>
<td>0.0017</td>
</tr>
<tr>
<td>comgrame.exe</td>
<td>0</td>
<td>0.0004</td>
<td>0.0001</td>
</tr>
<tr>
<td>cstan.exe</td>
<td>0.0001</td>
<td>0.0006</td>
<td>0.0001</td>
</tr>
<tr>
<td>csmon.exe</td>
<td>0</td>
<td>0.0003</td>
<td>0.0001</td>
</tr>
<tr>
<td>cstorex.exe</td>
<td>0.0001</td>
<td>0.0004</td>
<td>0.0001</td>
</tr>
<tr>
<td>cstrace.exe</td>
<td>0</td>
<td>0.0006</td>
<td>0.0001</td>
</tr>
<tr>
<td>cswin.exe</td>
<td>0.0002</td>
<td>0.0008</td>
<td>0.0002</td>
</tr>
<tr>
<td>ctd.exe</td>
<td>0.0012</td>
<td>0.0017</td>
<td>0.0004</td>
</tr>
<tr>
<td>helpsvc.exe</td>
<td>0.0001</td>
<td>0.0007</td>
<td>0.0001</td>
</tr>
<tr>
<td>find.exe</td>
<td>0.0008</td>
<td>0.0008</td>
<td>0.0002</td>
</tr>
<tr>
<td>join.exe</td>
<td>0.0003</td>
<td>0.0117</td>
<td>0.0026</td>
</tr>
<tr>
<td>lass.exe</td>
<td>0.0003</td>
<td>0.0016</td>
<td>0.0004</td>
</tr>
<tr>
<td>msgnproc.exe</td>
<td>0.0038</td>
<td>0.0016</td>
<td>0.0004</td>
</tr>
<tr>
<td>msgnproc_c.exe</td>
<td>0</td>
<td>0.0006</td>
<td>0.0001</td>
</tr>
<tr>
<td>ntrscan.exe</td>
<td>0.0053</td>
<td>0.0443</td>
<td>0.0098</td>
</tr>
<tr>
<td>services.exe</td>
<td>0.0025</td>
<td>0.0021</td>
<td>0.0005</td>
</tr>
<tr>
<td>svchost.exe</td>
<td>0.0008</td>
<td>0.0063</td>
<td>0.0014</td>
</tr>
<tr>
<td>system.exe</td>
<td>0.0005</td>
<td>0.1285</td>
<td>0.0283</td>
</tr>
<tr>
<td>tmss.exe</td>
<td>0.0003</td>
<td>0.0019</td>
<td>0.0004</td>
</tr>
</tbody>
</table>

Picture 9: Usages OpenMalaria (Dell Poweredge 1810) from 3 to 5 May 2012

<table>
<thead>
<tr>
<th>Process name</th>
<th>Memory (kWh)</th>
<th>CPU (kWh)</th>
<th>Euro (£)</th>
</tr>
</thead>
<tbody>
<tr>
<td>agent.exe</td>
<td>0.0002</td>
<td>0.0026</td>
<td>0.0006</td>
</tr>
<tr>
<td>apra_mf.exe</td>
<td>0</td>
<td>0.0029</td>
<td>0.0002</td>
</tr>
<tr>
<td>clibackup.exe</td>
<td>0.0012</td>
<td>0.0111</td>
<td>0.0002</td>
</tr>
<tr>
<td>comghost.exe</td>
<td>0.0004</td>
<td>0.0077</td>
<td>0.0017</td>
</tr>
<tr>
<td>comgrame.exe</td>
<td>0</td>
<td>0.0004</td>
<td>0.0001</td>
</tr>
<tr>
<td>cstan.exe</td>
<td>0.0001</td>
<td>0.0006</td>
<td>0.0001</td>
</tr>
<tr>
<td>csmon.exe</td>
<td>0</td>
<td>0.0003</td>
<td>0.0001</td>
</tr>
<tr>
<td>cstorex.exe</td>
<td>0.0001</td>
<td>0.0004</td>
<td>0.0001</td>
</tr>
<tr>
<td>cstrace.exe</td>
<td>0</td>
<td>0.0006</td>
<td>0.0001</td>
</tr>
<tr>
<td>cswin.exe</td>
<td>0.0002</td>
<td>0.0008</td>
<td>0.0002</td>
</tr>
<tr>
<td>ctd.exe</td>
<td>0.0012</td>
<td>0.0017</td>
<td>0.0004</td>
</tr>
<tr>
<td>helpsvc.exe</td>
<td>0.0001</td>
<td>0.0007</td>
<td>0.0001</td>
</tr>
<tr>
<td>find.exe</td>
<td>0.0008</td>
<td>0.0008</td>
<td>0.0002</td>
</tr>
<tr>
<td>join.exe</td>
<td>0.0003</td>
<td>0.0117</td>
<td>0.0026</td>
</tr>
<tr>
<td>lass.exe</td>
<td>0.0003</td>
<td>0.0016</td>
<td>0.0004</td>
</tr>
<tr>
<td>msgnproc.exe</td>
<td>0.0038</td>
<td>0.0016</td>
<td>0.0004</td>
</tr>
<tr>
<td>msgnproc_c.exe</td>
<td>0</td>
<td>0.0006</td>
<td>0.0001</td>
</tr>
<tr>
<td>ntrscan.exe</td>
<td>0.0053</td>
<td>0.0443</td>
<td>0.0098</td>
</tr>
<tr>
<td>services.exe</td>
<td>0.0025</td>
<td>0.0021</td>
<td>0.0005</td>
</tr>
<tr>
<td>svchost.exe</td>
<td>0.0008</td>
<td>0.0063</td>
<td>0.0014</td>
</tr>
<tr>
<td>system.exe</td>
<td>0.0005</td>
<td>0.1285</td>
<td>0.0283</td>
</tr>
<tr>
<td>tmss.exe</td>
<td>0.0003</td>
<td>0.0019</td>
<td>0.0004</td>
</tr>
</tbody>
</table>

Picture 1: Usages HOLSIC001 server Fujitsu (from 10 to 13 April 2012)
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ABSTRACT
A smart metering trial was incorporated into a residential water efficiency project in Perth, Western Australia. The H2ome Smart program by the Water Corporation and its contractor ENV Australia Pty Ltd engaged 12,000 households in selected suburbs of the Perth metropolitan area. Smart meters are an informative and educational tool that allows households to instantaneously view personal real-time water use feedback. From the most apparently active H2ome Smart participants nine agreed, after a selection process, to participate in the Greensense smart metering trial with the tenth participant being local television sustainable gardening celebrity Josh Byrne. It is interesting to note the patterns in water use before households could view their dashboards and after they had access their dashboard and had a few days to understand the real-time data and patterns in water use. By comparing these two separate date ranges we can see the differences that access to real-time water use data can make on water use behaviours. Now at the conclusion of the program the team has collated all water use data and feedback from the participants to complete a final analysis demonstrating the outcomes of the challenge including its advantages/disadvantages and opportunities/constraints for the future.
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1. INTRODUCTION
Western Australia is experiencing a drying climate. In the South West, where Perth the capital city of 2 million people is located with a Mediterranean climate, winter rainfall has been steadily declining since the 1970s. The Water Corporation is the State of Western Australia’s principal water utility, a State Government owned enterprise, and set the following targets by 2030 to address the State’s water crisis:

- reducing water use by 25%;
- increasing wastewater recycling to 60%; and
- developing new sources [10].

In Perth, the city drinking water supply, known as the Integrated Water Supply Scheme (IWSS) is sourced from a combination of surface water catchment dams (15%), groundwater (35%) and seawater desalination (50%), with typical percentages given, to provide an annual total supply of about 300 gigalitres per annum (Glpa). Most of this water supply, 70%, is used by the residential sector. Average household water use in Perth is 280 kilolitres per annum (klpa) and of this about 40% is used outdoors on garden irrigation. Reading of water meters for billing purposes is done physically twice per year. The intention of the Water Corporation is to move to reading meters and billing four times per year.

In order to achieve its goal of reducing water use by 25% the Water Corporation commenced water efficiency projects in the industrial, commercial and residential sectors served by its schemes.

There are approximately 60 licensed wastewater recycling schemes in small towns across regional Western Australia and these are typically reusing effluent from treatment lagoons for turf irrigation on sports fields at the rate of about 3 Gip. In Perth, wastewater recycling for industry is undertaken at the Kwinana Water Reclamation Plant at the rate of 6 Gip. In order to increase this rate of recycling, the Water Corporation will commence recharge of Perth’s main groundwater source, the Gnangara Mound, with treated wastewater. Currently, Perth discharges approximately 130 Gip of treated wastewater into the Indian Ocean from three main treatment plants. Aquifer recharge is proposed at about 40 Gip by 2015, with a major trial currently underway. This simultaneously becomes a new source of water for the IWSS.

Smart metering that is integrated with online portals or in home displays (IHD) is fairly well established in the USA and UK, especially for the energy sector. Companies such as OPower [1], GreenWave Reality and Tendril provide sophisticated services for energy utilities, while SmartReach [6] is also undergoing smart metering trials for water utilities. These companies provide online...
or paper feedbacks founded on the same principles as Community Based Social Marketing (CBSM) behaviour change programs [4], but are generally not implemented in conjunction with any formal behaviour change program that includes one-to-one coaching or dialogue marketing. In Australia, smart metering rollout has commenced. A number of trials have been undertaken by water and energy utilities. Smart metering for water consumption has been implemented in communities such as Hervey Bay [9] and trials are recommended by research, such as those conducted for the Victorian Water Trust and Sydney Water [3, 8]. At present, smart meter technology in Australia is being implemented rapidly in the energy sector (e.g. by Department of Primary Industries in Victoria and Ausgrid in Australia) and is not integrated with a behaviour change program. The Water Corporation has successfully rolled out smart meters in Kalgoorlie and the Pilbara region of the Northwest of Western Australia and follow-up with behaviour change programs is planned.

2. METHODS
In the residential sector, a behavioural change pilot project was designed using Community Based Social Marketing (CBSM) methods to reduce residential water use for a small town in the southwest of Western Australia, Margaret River. Besides raising awareness for water conservation, the project aimed to provide 1,030 participating households with information delivery and a 10% reduction in water consumption in 2009. Starting with an adjusted gross of 1,351, 96% of the contacted households were interested in the project. With 89% requesting information, delivery to a total number of 1,157 participating households was accomplished. A continuously high participation resulted in 1,043 households being part of the project until the very end. Upon completion of the project, the participating households reduced their water consumption by 12% amounting for a saving of 35 kilolitres per household in one year. Due to a highly effective Diffusion Effect in the community, all residents in the Margaret River township reduced their water consumption by 7 to 11% summing up to savings of 72,970 kilolitres in one year for all 2,644 residential properties for which valid readings existed. The households prior to the project displayed an average water use of 296 kilolitres per annum (klpa) while after the project they reduced to 260 klpa. With 97% being satisfied with the project, a deeper understanding of their own water use and a considerable amount of water saving appliances purchased during the project, the evaluation of the participants’ behavioural changes seems to indicate sustainable ongoing water savings for some time to come.

The Water Corporation then decided to apply the methods in the north of the State, on a select group of towns that were experiencing water shortages. All households in these towns could participate. The selected group of eight towns in the north of the state have an annual average household water use of 606 klpa. This is about twice that of towns and cities in the south of the state. The higher water use in the north is due to a combination of factors including year round higher temperatures, dust, free water use allowances for mining company housing tenants and the fact that fewer demand management programs have been implemented compared to those in the southern towns and cities. It was estimated that the water use in these households of the north was evenly split between indoor and outdoor use, the latter including gardens and washdown of cars and boats. Another important factor is the relatively low cost of water at approximately SAU1.90 per kilolitre at this level of consumption. This tariff is approximately the same across the State even though cost of supply in the north is much higher. This is made possible by State Government subsidy to the Water Corporation. By comparison, the residential tariff for electricity in WA is SAU0.25/kWh.

McKenzie-Mohr [5] and others [7] identified that unintegrated intensive approaches towards changing individual’s behaviour, such as provision of information and economic self-interest are not successful. Instead ‘community-based social marketing’ (CBSM) has shown to be very effective at inducing behavioural change due to its pragmatic approach. In particular, it is important to introduce goal-setting [7], a sense of community (“your neighbours are doing it”) and inspire concern for the environment [5] as better motivators for change.

Accordingly, the H2ome Smart programs by Water Corporation and ENV have undertaken the following methodological development:

Firstly, a conceptual framework of CBSM has been refined with the main actions developed into an ongoing feedback loop as shown in Figure 1.

![Figure 1. The CBSM eco-coaching feedback loop for residential energy & water use behaviour change programs.](image)

Secondly, community engagement strategies have been incorporated that connect people with their community interests and raise awareness on the drying climate. After recruitment, this is followed by application of coaching with facilitative conversations that help customers set targets for themselves.

The CBSM methods deployed across these towns during 2010 and 2011 included:

a) Identifying the barriers to engaging sustainable behaviours through research prior to delivery;
b) Designing a strategic approach that integrates behaviour change tools;
c) Announcement letter and phone call;
d) Delivery of requested educational materials;
e) Three annual meter reads supplemented by five more by the contractor and self-reads by willing households;
f) Five feedback/progress letters followed by coaching phone calls each round by trained eco-coaches;
g) Final thank you letter and scorecard.

The Water Corporation coined the term “H2ome Smart” for this program and specified a target 15% water savings from
behavioural change in 8,331 households to be recruited from 13,643 in eight selected towns in the Pilbara and Kimberley regions of the Northwest of Western Australia. Another 15% savings was targeted from retrofits to houses that provided free product upgrades including new shower roses, toilet cisterns and tap aerators. Water Corporation was the Principal in this program with methodological design, project management, community forums, training of coaches, call and mail centre operations including coaching, meter reading, website development, statistical analysis of data and evaluation by subcontractors. The targets of 15% were overly ambitious in the absence of sound information at the time of scoping. Unknown at the time was the very small number of owner-occupied households. The vast majority of tenancies were employer-owned housing (large mining companies) with free water-use allowances provided as part of the salary package thereby dis-incentivising water conservation practices and participation in the program. Despite the target of engaging 8,331 households the Water Corporation databases only held 4,413 accounts with most of these lacking in customer contact details. 1,428 of these households were eventually registered on the program. This represented only 17% of the desired registration target. Therefore the project team needed to source other databases to increase the potential number of registrations. After several months, when contact details could be augmented from other sources and a total of 4,997 households were ultimately registered, with some withdrawals along the way also, a reduced amount of time was available for engagement of the new recruits with CBSM techniques. The rounds of coaching that occurred as part of the Project Plan are shown in Figure 2, with not all households receiving all calls because of their late recruitment in the program. Nevertheless, final evaluation showed that as an overall average, participating households achieved a 6.9% savings from behavioural change and 9.9% overall if the results were annualised.

Once the North West region H_ome Smart program was underway and despite the difficulties encountered with results encouraging enough, the Water Corporation decided to launch similar CBSM programs in the Great Southern and Perth regions in the South West of the State, jointly funded by the Water Corporation and Australian Government’s Water for the Future initiative.

In Perth, the target number of households was specified as a minimum of 10,000 households participating throughout the program. The water reduction target to be achieved by the contractor with the participating households was an average of 12% in the first full year after program completion compared to non-participating households. Wastewater flows from these households were to be reduced accordingly. The program intent was to inform and empower the participating households on a one-on-one basis so they are able to formulate their own plan to put water efficiency into practice in their own homes and ensure efficient use of scheme water into the future by forming sustainable water saving habits.

The CBSM core methods of Figure 1 were again applied with five rounds of meter reading, data analysis, feedback letters and coaching calls after the initial planning and announcement phase. During this research prior to delivery baseline meter reads were taken, control households selected and appropriate communications and feedback materials developed in focus groups and surveys.

A smart metering trial was run in conjunction with the Perth H_ome Smart program as a prize package. Greensense is a Western Australian company that partnered with the H_ome Smart program to run the trial. Smart meters are an informative and educational tool that allows households to instantaneously view personal real-time water use feedback.

Nine participants agreed, after a selection process, to participate in the Greensense smart metering trial with the tenth participant being local television sustainable gardening celebrity Josh Byrne at his local Perth metropolitan residence. Josh Byrne was included in the trial to provide a base line dataset of efficient water use for households to compare their water use and aim to emulate. The selection of the nine households was based on the following factors:

- The budget available only allowed for this small-scale trial.
- The offer was made to participants in the southern suburbs to minimise time required for installation of the equipment.
- A short list of 30 households was compiled from those that had registered early and online to H_ome Smart, had access to a computer and the internet; were clearly a keen H_ome Smart participant; and willing to monitor their water use weekly and engage with the H2ome Smart team.
- The project team reviewed the selected properties and compared the data collected during the first round of phone calls, and the latest aerial imagery.
- The project team called the short listed households to collect additional data needed to determine eligibility and their enthusiasm towards the program.
- The project team conducted a site visit to assess the shortlisted properties on site and to assess the households on a variety of parameters including meter access, meter type, internet access, water consumption and participation level amongst others.

Figure 2: Summary of Northwest Project Plan
The final nine households were confirmed by direct contact.

The Greensense product, GreensenseView, is provided as a hosted software service (Figure 3). It monitors electricity, water and gas use, displaying the results on an interactive ‘dashboard’ on your website or kiosk-displays within homes or buildings. Greensense brings the data to life for building users, enabling people to see – in real time – how their actions are impacting on the sustainability performance on the spaces they live and work in. The Greensense product works by providing timely and sustained feedback and evidence of performance improvements. One of the unique features of the Greensense product is its ability to aggregate information across multiple facilities to enable real-time benchmarking, comparative performance tracking, and competitions between home or office occupants.

All nine (9) loggers were successfully installed by the end of March, 2012 (Figures 4 & 5). These were only temporary installations for the duration of the trial.

The water use data captured and processed for each household is then displayed on their Smart Meter Challenge Dashboard. The Smart Meter Challenge dashboard has been tailored to align with Water Corporation branding, the feedback letters provided to participants and eco coaching (see Figure 6).

The main module shows water use in real time (within each five minute interval) and can be updated as frequently as desired, with consideration given to the battery within the data logger. Greensense data is uploaded to the dashboard every four hours. When interacting with the dashboard you can hover over each peak to clarify the volume of water used in the last five minutes. By clicking on the Select Date Range button, the household can modify the timeframe in which they view their data (e.g. yesterday, last week, last month etc).

The dashboard (Figure 6) underwent many edits during the establishment period. All wording on the dashboard was revised to ensure it provided softer feedback, for example the wording in right-hand side module was modified from “Worst” and “Best” to “Highest” and “Lowest”. The Water Corporation has supplied a series of tips and the Water Corporation website address to be utilized in the rotating tips box.

Focus groups were conducted during the planning phase of the Perth H2ome Smart program. From this research appropriate wording and graphics for feedback letters were developed to optimize participant experience. The main feedback graphic was a quintile pyramid, as shown in Figure 7. A quintile is a statistical value of a data set that represents 20% of a given population. Participant households were assigned their quintile according to their water use. The water use quintiles were re-calculated each round by ranking the control households according to their water use (highest to lowest) and allocating 20% of the control households to each water use quintile. This meant that the water...
use of the household at the bottom of each 20% group (in L/person/day) was a ‘breakpoint’.

During eco-coaching weeks the quintile diagram (Figure 7) for each household was displayed on the dashboard, and for all other weeks a general weather module took its place. The draft information pack was edited and updated to reflect all of the above changes to the dashboard. Once confirmed and approved the packs were individually tailored to each Greensense participant to include their username and password.

Figure 7: Quintile module

To ensure Greensense smart metering challenge households get a targeted and specific type of eco-coaching call, only two eco-coaches were identified to call the households for the remaining rounds. This approach allowed the team to technically train these two eco-coaches and allow them to become familiar with the real-time data and develop a rapport with the households.

These two eco-coaches underwent a targeted training session covering the following:

- A summary of what the participants have received (letter and information pack);
- An online run through GreensenseView and dashboard; and
- Discussion around the script and how important it would be for the coaches to try and tailor their eco-coaching to the available real-time data.

The selected eco-coaches also had access to each household’s dashboard and web-based reports to allow them to further understand the household’s water use and facilitate behavioural change. In order to understand the real-time water use data received and to provide personalized feedback to Greensense participants it was essential that each individual households situation was understood.

An example of a web-based ‘heat map’ report is shown in Figure 8. This report shows the average pattern of water use in a given period. In the example shown, the report provides evidence of a household using automatic garden irrigation in winter (the large flows at 10:00pm on Thursday and Sunday) and possible evidence of a water leak (minimum night-time flows are above zero).

Figure 8: Heat-map report

3. RESULTS

The Perth H2ome Smart program ran from July 2011 to August 2012 and 12,256 households were initially recruited from approximately 33,000 households the target suburbs. By the end of the program 11,067 were still participating. At the time of publishing this paper, the water saved as a result of this program was still being evaluated.

The Greensense smart metering trial system started to record data for all ten participating households on Wednesday 1st February 2012.

It is interesting to note the patterns in water use before households could view their dashboards and after they had access to their dashboard and had a few days to understand the real-time data and patterns in water use. By comparing these two separate date ranges (‘before’ corresponding to Thursday 23rd February 2012 – Wednesday 28th March 2012, and ‘after’ corresponding to Thursday 29th March 2012 – Wednesday 2nd May 2012) we can see the differences that access to real-time water use data can affect in water use behaviours.

The Greensense smart metering trial, or ‘challenge’ as it was communicated to participants, demonstrated a variable response to the real-time water use dashboards.

By utilising Heat Maps the Greensense system can retrieve hourly averages for water use in an average week and display the data using average litre figures and colour coding to help identify anomalies and patterns of water use. The Greensense system can also produce Weekly Profile Comparison Reports where the average water use and maximums can be tabulated and graphed for two periods of time.

Water use data was downloaded from GreensenseView to track water usage in each household. It is evident from Figure 9 below that most households made significant water savings since the start date.

Josh Byrne, from ABC TV’s Gardening Australia, and his family were consistently low water users. Their household is a great example of a watewise household that has a highly functional (and productive) garden. Indeed, many of their water savings
come from actions taken in the garden. Some of the other households in the smart metering trial had established gardens with lower percentages of lawn, but most of the households did not have highly functional gardens. In order to create a highly productive and waterwise garden, the Byrne household has implemented the following:

- Careful design of garden considering space, sunlight, aspect etc;
- Hydrozoning of plants;
- Seasonal planting of food plants;
- Collection and treatment of greywater for drip irrigation;
- Collection of rainwater for drip irrigation, as well as supplying water to the toilet and washing machine.

As can be seen in Figure 9, water use is much higher generally in the months of February and March when high summer temperatures require garden irrigation. The Bodis household showed the highest water due to large areas of turf that were subsequently changed to Waterwise gardening techniques leading to substantial reduction in water use. The Byrne household water use during this same time was low, even with the lush, productive garden, because of the use of greywater for irrigation.

![Average daily water consumption (L/pp/day)](image)

Figure 9. Average daily water use (L/pp/day) of Greensense VIP households

4. FINDINGS

At the conclusion of the program the team has collated all water use data, and feedback from the participants to complete a final analysis demonstrating the outcomes of the challenge including its advantages/ disadvantages and opportunities/ constraints for the future. The following findings are important for the future:

1. The display of water use versus time can be limited by water meters that measure in 5 litre intervals; the data displayed is likely to lag behind when the water was actually used.
2. The integration of two data collection methods (real-time and manual meter reads) proved difficult. Though significant effort was expended to design meaningful modules for the dashboard, the quintile module was eventually pulled down.
3. Participants enjoyed seeing their water use in real-time, but engagement by the participants with the dashboard was lower than anticipated and decreased as the program progressed. Monitoring their own water use was not a high priority and there were no mechanisms to ensure that participants would log on.
4. Some participants stated that they would prefer an in-home display (IHD), whereas others preferred an online portal. This suggests that one solution does not fit all.

5. The eco-coach found it beneficial if they and the participant were viewing the dashboard during the coaching calls, but this would not be practical as part of a larger program where speed and efficiency is necessary to achieve cost-effectiveness.

6. To integrate the data collected into this trial, the dashboards were reviewed manually and key points summarized for the eco-coach. However, the ideal would be for the data to be analyzed automatically and then included within feedback letters and scripting.

5. RECOMMENDATIONS

The following recommendations are particularly relevant for utilities, industry practitioners and project managers of behaviour change programs:

1. Install water meters with a small logging interval (i.e. 1 litre instead of 5 litres) to improve the accuracy of real-time data and allow actions to be directly correlated to water use.

2. Smart metering should be utilized to collect baseline data for at least 1 year prior to the implementation of a BCP.

3. IHDs or online portals should be opt-in, as it is unlikely that all households will engage with these as often as desired.

4. Water use feedback should also be available as an automatic daily or weekly e-mail with embedded charts showing comparative water use to continuously re-engage participants through the duration of the program.

5. The display of data and any additional analysis for participants should be as clear and easy to understand as possible. It is recommended that water use be displayed in litres per 1 min units (though this will only be effective if the water meter logs in 1L intervals). Analysis results displayed on an IHD or portal must align with the aims of the program and provide real value.

6. Results from regular data analysis of the real-time data should be incorporated into personalized feedback letters, along with up to date results of the community effort and a reminder of their agreed actions.

7. Feedback letters should be followed by an eco-coaching call that does not require the eco-coach or the participant to see their real-time data to be effective.
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ABSTRACT
In the paper a concept of an integrated information system for complex management of communal water networks and especially for computer aided creation of plans for water nets revitalization is presented. The IT system is under development at the Systems research Institute (IBS PAN) in Warsaw and it is gradually tested in some Polish communal waterworks.
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1. INTRODUCTION
The world trend in computerization of waterworks is the implementation of integrated information systems for complex management of the whole objects and particularly of the water networks what is the simplest venture from the technical, organizational and financial point of view. An integrated management system for a water network consists usually from some GIS (Geographical Information System), SCADA (System of Control and Diagnostics Analysis) and CIS (Customer Information System) systems which are integrated strictly with some modeling, optimization and approximation algorithms (Studzinski, 2007). Due to this strict cooperation under several programs all tasks of a water net management can be automatically executed or computer supported and these tasks concern the technical as well as organizational, administrative and economical problems (Studzinski, 2012). Under these latter problems the planning of water net revitalization is of a special importance for a right executed revitalization has got an essential impact on the reduction of damages falls of the water net (Saegrov, 2004). As a result the financial losses of the waterworks caused by the water leaks can be descended and the reliability of the water net can be boosted. The possibility of financial austerities resulting from the waterworks computerization is particularly important for the management boards of communal enterprises which depend in their strategic financial decisions from the city governments.

2. THE MAIN COMPONENTS OF AN IT SYSTEM FOR WATER NETWORK MANAGEMENT
According to the mentioned trend in waterworks computerization at the Systems Research Institute an integrated IT system for complex water network management has been developed, whose structure is shown in Fig. 1.

![Figure 1. Block diagram of the IT system for water networks management.](image)

The system is built in modular form and it consists of the following components:
- GIS – for designing the numerical maps of the water net investigated
- SCADA – for monitoring the water net parameters
- CIS – for recording the data of the water amounts bought by the end users of the water net
- hydraulic model of the water network – for calculating the water flows and pressures in all pipes and nodes of the water net
- 18 programs with algorithms for mathematical modeling,
optimization, approximation, control and planning destined for the solution of different tasks of the water net management.

The components GIS, SCADA and CIS are adopted from other firms and integrated with the remaining programs of the IT system. These latter programs are collected in 3 modules which are responsible for the realization of the management tasks solved by using the hydraulic model and optimization algorithms (module MOSUW, Fig. 2), by using the approximation algorithms (module ‘Kriging applications’, Fig. 3) and by using the algorithms of mathematical modeling (module ‘Objects identification’, Fig. 4).

Figure 2. Module MOSUW of the IT system.

The more detailed description of these programs (with their names given) and of their functions is as follows:

**Module MOSUW:**
- hydraulic modeling of the water net (Mosuw-H)
- automatic calibration of the hydraulic model (Mosuw-K)
- optimization and planning of the water net (Mosuw-O)
- control of the pump sets installed on the water net (Mosuw-P)
- optimal planning of the SCADA system for the water net (Mosuw-M)
- discovering and localization of the leakage points at the water net (Mosuw-A)
- calculation of the water age in the water net (Mosuw-W)
- calculation of the chlorine concentration in the water net (Mosuw-Cl).

All programs of the MOSUW module work with the hydraulic model of the water net and while realizing the tasks concerning the model calibration, the water net optimization and planning, the pumps control and the planning of SCADA they use an multi criteria optimization algorithm (Straubel and Holznagel, 1999). By the solution of other tasks only multiple simulations of the hydraulic model under different work conditions of the water net are executed (Stachura et al, 2012).

Figure 3. Module ‘Kriging applications’ of the IT system.

**Module ‘Kriging applications’:**
- calculation of the height coordinates of the water net nodes (Kripog)
- drawing the maps of distributions of water flows and pressures in the water net (Kripow)
- drawing the maps of water net sensibility toward the leakage events occurring in the water net (Kripos)
- drawing the maps of water age distribution in the water net (Kripow-W)
- drawing the maps of the distribution of chlorine concentration in the water net (Kripow-Cl)
- drawing the maps of value distributions for some environmental parameters like temperature in the area of the water network (Kripos).

Figure 4. Module ‘Objects identification’ of the IT system.
All programs of this module use the algorithms of kriging approximation that enable to picture in graphical form the value distributions of parameters connected with the water net and with its operation (Bogdan and Studzinski, 2007).

Module ‘Object identification’:
- calculation of mathematical model for forecasting the water net load (Idol).

In this module several programs are collected to mathematical modeling the dynamical processes by means of the time series methods with the least squares algorithms such as Kalman’s, Clarke’s, maximum likelihood, linear and nonlinear regression algorithms (Hryniewicz and Studzinski, 2006).

The IT system developed consists in all of 22 programs cooperating each other in different combinations depending on the tasks to be solved. The key component of the IT system is the Branch Data Base (BDB) of the GIS system that records all information and technical, technological and economical data of the water network, of its objects and of the water consumers accessed to the water net. The BDB is the main source of input data for the hydraulic model that supports the calculations of all programs collected in the modules MOSUW and ‘Kriging applications’. All programs of the IT system communicate each other and with the Branch Data Base using some puffer files of established standard structure. These files are used e.g. to generate the water net graphs from the numerical map to the hydraulic model (MOSUW-H) or to export the results of hydraulic calculation to the optimization program (MOSUW-O) while optimizing the water net. Through this cooperation of several programs while solving different management tasks for the water net a synergy effect arises that the efficiency of the running programs boosts essentially. In the following some functions of the IT system are mentioned that can be executed only due to the cooperation of several programs what shows on the necessity of integration of different programs in frame of an united IT system:

- hydraulic calculations of the water net (GIS, CIS, MOSUW-H)
- automatic calibration of the hydraulic model (GIS, CIS, SCADA, MOSUW-K)
- discovering and localization of the leakage points at the water net (GIS, SCADA, CIS, MOSUW-A)
- optimization and planning of the water net (GIS, CIS, MOSUW-O)
- control of the pump sets installed on the water net (GIS, CIS, MOSUW-P)
- optimal planning of the SCADA system for the water net (GIS, CIS, MOSUW-M).

The above functions are realized by the appropriate programs form the MOSUW module but they have to be supplied with the input data by GIS, CIS and possibly by SCADA systems.

3. TWO EXAMPLES OF THE IT SYSTEM FUNCTIONING

In the following two examples of the operation of the IT system while solving two tasks, i.e. the hydraulic calculation of the water net and the calculation of the water age distribution in the net will be shown. In both cases the first step of operation consists of exporting the data concerning the structure of the water net from the Branch Data Base of GIS to the program performing the hydraulic calculation (Fig. 5).
In the second example the data from GIS are going to Mosuw-W that makes the hydraulic calculation and uses the results to compute the water age in all pipes of the water net. To do this the data concerning the loads of the end nodes have to be in form of time series and the time step between two neighboring nodes equals usually to 1 hour. Subsequently the data concerning the water age are sent to program Kripow-W that draws the map of water age distribution in the water net (Fig. 8 and Fig. 9).

4. IMPLEMENTATION OF THE IT SYSTEM INTO THE PRACTICE

The implementation of the IT system presented occurs usually in 4 phases. Firstly, a GIS system has to be implemented in the waterworks under investigation. This operation can last up to 12 months depending on the size and complexity of the water net. After the structure of the network is successfully created in form of the numerical map of the network then the CIS system has to be integrated with GIS and its data concerning the water amounts taken by the water net users have to be assigned to the appropriate nodes of the network. The second phase means planning and implementation of SCADA at the water net. This is the most costly operation of the whole undertaking by the reason of the high costs of the construction works needed for making the SCADA measurements points and of the high costs of the measurement devises installed in these monitoring points. The measurement points of SCADA must be localized in special selected points of the network; they are called network characterized points and they make possible the future calibration and cyclical recalibration of the water net hydraulic model. The calibration of the hydraulic model is the third phase of the IT system implementation. To calibrate the hydraulic model exactly the properly planed SCADA shall be used and to plan a right SCADA an already calibrated hydraulic model shall be applied that enables to localize the characterized points on the network (Studzinski, 2009). To solve this problem the second and third phases are conducted iterative and returning in at least 3 steps: firstly, the hydraulic model is calibrated using the measurement data won by means of a measurement experiment executed on the water net; secondly, the SCADA system is planed with help of the hydraulic model calibrated this way; and thirdly, the hydraulic model is calibrated again with use of SCADA already installed on the water net. One can see that this three-phase process of the
implementation of the IT system is rather time-consuming and arduous and it can take a lot of time, work and money into account.

When these 3 phases are at last completed then all data needed to realize the management tasks executable by the IT system are already available, i.e. the data from GIS (the water net graph), from SCADA (flow and pressure measurements from the measurement points of SCADA) and from the hydraulic model (the calculated flow and pressure values in all pipes and nodes of the network). The implementation of the programs that constitute the content of modules of the IT system is the fourth phase of the undertaking. This means that the operation of the module programs (apart from Mosuw-H) without previous implementing of GIS, SCADA and the hydraulic model makes no sense from the practical point of view.

The IT system presented is now under introduction in two waterworks in Poland whereas the one is a middle size enterprise with daily water production of ca. 6.000 m\(^3\) and the second one is a small size enterprise with daily water production of ca. 6.000 m\(^3\). In the first case the first 3 phases of the IT system implementation are realized and in the second case only a GIS system is now under implementing. It means that there is still too early to appreciate the advantages and benefits resulting from the operation in practice of the IT system developed.

5. CONCLUSIONS
A central production and distribution of water for a city realized by waterworks creates a complex research problem consisting of water network control belonging to technical tasks and of water network management belonging to organizational and administrative tasks. As a result the water produced has to be provided to its consumers in amounts needed, with an appropriate good quality and with a possibly small price. The implementation of the IT system in communal waterworks shall cut down the operational costs of the water net, boost its reliability and ensure a high and homogenous quality of the water produced. The integrated IT system shall also improve and make easier the job of water net operators and planners and also of the management staff of the waterworks. In case of the operators the improvements will concern the operational control of the water net, in case of planners they will concern the planning of the investment works regarding the repairs, the modernization and expansion of the water network and in case of the management staff the improvements will concern the complex and more effective waterworks management and under it the solution of such the problems like the determination of rational water prices. The development of the IT system shall be especially important and useful for city agglomerations running the complex and wide spread water networks which are characterized ordinary by great exploitation costs resulted from the considerable water losses caused by water net damages and from the great costs of the energy used (Waterworth, 2002).
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ABSTRACT
This paper explores three interconnected issues of relevance to sustainability and climate change: agro-ecological farming, poverty reduction and information and communication technologies (ICT) in developing countries. It collates evidence from different sources pointing to the potential benefits of agro-ecological farming methods for climate change adaptation and its poverty-reduction possibilities. Despite the importance of on-farm production of organic inputs for farmers practicing climate compatible agriculture, this is unlikely to be sufficient for scaling to a level required for mitigation and adaptation in a timely manner. However, the scaling up of production could speed the expansion of such methods and at the same time create employment opportunities in rural non-farm sectors. This paper points to the important role ICTs can play in this process, and is a working hypothesis calling for action by policy-makers, researchers, donors, and entrepreneurs, including social enterprises, to grasp this opportunity, whether to conduct further research, policy dialogues or pilot implementations.
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1. INTRODUCTION
The body of work revolving around ICT and environmental issues has long recognised the potential of ICT to contribute to sustainability [1],[2], and has more recently engaged in addressing environmental challenges associated with its production, use and disposal. Some aspects of its positive potential were enshrined in what Hilty & Ruddy [3] referred to as the ‘techno-optimistic’ view in the WSIS Geneva Plan of Action, which encouraged the use of ICTs for environmental protection, sustainable production and disaster forecasting and monitoring systems [4]. Referring to the Millennium Development Goal number 7, “ensure environmental sustainability”, UNICT [5] pointed to similar contributions as well as facilitating environmental activism and enabling more efficient resource use. The outcome document of Rio+20 [6], acknowledged the importance of ICT in the context of sustainable development for facilitating the flow of information between governments and the public (paragraph 44), for sharing knowledge and good practices related to agriculture (paragraph 11), and for enhancing learning outcomes that prepare people to pursue sustainable development (paragraph 230).

Much attention has been paid to the potential of ICT in reducing greenhouse gas (GHG) emissions, increasing energy efficiency and security by investing in sustainability, as well as its contribution to e-waste and an increase in GHG emissions associated with ICT’s energy use [7]. But ICT’s energy use is still well below that of agriculture, which contributes between a quarter and a third of the GHG emissions that cause global climate change – it is directly responsible for 13% (including from fertilisers and livestock), and indirectly it is largely responsible for another 17%, mainly through deforestation and land use changes [8],[9]. Agriculture is, like ICT, both part of the problem and the solution to climate change. Like ICT, there is potential to reduce, but not eliminate, GHGs from agriculture.

Dependent on agriculture, while experiencing weak infrastructures and high population growth, countries in the developing world are particularly vulnerable to the socio-economic impacts of climate change [9]. It is now widely recognised that ICT infrastructure in rural communities can stimulate growth in sustainable agriculture, providing employment and other development opportunities [10] and while there is considerable anecdotal evidence from various pilots, there does not seem to be much widespread realisation of this potential. There is no clear definition of sustainable agriculture and different terminologies are used for various methods and practices that fit broadly within this definition - e.g. conservation agriculture [11], agro-ecological practices [12], agri-environmental [13] or ecological agriculture, climate-smart agriculture and organic farming. Each of these encompasses a wide range of practices, from replacement of at least some agrochemicals with organic inputs to certified organic produce. Lacking specific definitions, these terms are often used interchangeably, contrasting them with what is generally referred to as “conventional” agriculture. There would be advantages in an agreed taxonomy in this field, but the lack of it does not detract from the objectives of this paper, which presents a working hypothesis related to ICT use for more sustainable agriculture.

Although it might be desirable to focus on the use of ICTs more holistically in agriculture and climate change, when it comes to suggesting actionable policies, it is often easier to focus on one specific issue, rather than approach the challenge from a more general perspective and call for paradigm shifts. Hence, by way of illustration of how ICT could be used to encourage ecological agriculture, this paper concerns itself with the particular issue of scaling up agricultural inputs for organic farming. In doing so, we have placed emphasis on a call to action.

DOI: http://dx.doi.org/10.3929/ethz-a-007337628
Building an argument for the benefits of agro-ecological farming for climate change adaptation, mitigation and poverty reduction, this paper suggests that in order to realise the potential of organic agriculture, it will be necessary to scale the dispersed implementations of this form of farming. There are different ways in which scaling can take place - e.g. NGOs who are already involved in raising awareness and imparting skills in agro-ecology could become catalysts for policy innovations that are then integrated into government and market institutions, similar to the way NGO projects in general can be scaled [14]. Scaling of agro-ecological farming to a level where practice would have noticeable adaptation and mitigation impacts is, however, likely to require the up-scaling of organic input [10]. It is argued herein that government intervention would be required to instigate this, in order to exploit it in ways that would also contribute to poverty reduction. ICT would play an important role in the establishment and operations of this new sub-sector. Other areas where ICTs can be involved in the process towards greener agriculture include training farmers in the use of agro-ecological techniques and in marketing – buying and selling agricultural inputs and produce. These are covered in subsequent sections, followed by a discussion of the types of ICTs that are suitable for this process. The paper then considers the factors required in an enabling environment for promoting a quantitative leap in the application of sustainable organic farming methods, with attention to realising their poverty reduction potential.

2. AGRO-ECOLOGICAL FARMING AS A CLIMATE ADAPTATION/MITIGATION AND POVERTY REDUCTION STRATEGY

Industrial agriculture accounts for proportionately higher adverse environmental impacts than does lower-yield traditional farming [10] but these environmental costs of production are often externalised, paid for by those most exposed to these impacts, often the poorest people in developing countries. There is, then, a danger of a vicious cycle through which poverty fuelled by environmental degradation encourages farmers to clear land, which in turn further degrades the environment.

In addressing the challenge of how to exit this cycle by improving the efficiency of traditional farming without increasing adverse impacts, the climate change adaptation and mitigation potential of organic agriculture has sparked renewed interest. Without overstating the significance of this move, its extension from the niche to the mainstream literature is a clear indication. The debate has been underpinned by scientific and theoretical inquiry related to agro-ecological methods in support of global movements adopting such techniques [15]. This includes those wishing to at least reduce the amount of chemical inputs, rather than going all the way to having their produce certified as organic. There are several processes through which these practices contribute to sustainability and climate change adaptation and mitigation.

The use of organic matter for composting instead of burning reduces pollution and has health benefits as well as improving soil fertility as plant residue is “ploughed back” into the fields [16], [17]. The water holding capacity of soils is increased from recycling crop residues, animal manure and other techniques used in organic farming, thereby improving water absorption capacity during rains and mitigating flooding [10]. As inorganic fertilisers are a major source of methane gas emissions and contamination of land and water [18],[19], the reduction in use of chemical inputs lowers the risks of water and aquatic food pollution affecting organisms not intentionally targeted. There can be specific health problems with chemical pesticides arising from inappropriate use, with farmers often ignoring or misunderstanding labels - e.g. in Cambodia labels on illegally imported sprays have been written in Vietnamese or Thai [20]. In South Africa, women have been found to lack knowledge about the pesticides with which they come into contact [21]. Combined with other sustainability measures (e.g. replacing dung with clean cooking facilities and instead using it for producing organic input), a transition to agro-ecological practices can have multiple positive environmental impacts – pollution reduction, better working conditions and associated health improvements and the production of organic input. There can also be socio-economic benefits: farmers using organic inputs tend to be less indebted than farmers using chemical inputs [10]. These potential poverty-reducing characteristics particularly benefit women because of the difficulties they often encounter in accessing external farm inputs [12].

The greater interest in agro-ecological methods is manifested in an increase in the arable land dedicated to organic crops – from a negligible level in 1990 to some 2% in 2010 [10]. A study of the relationship between organic agriculture and food security in East Africa, found that the yields of small-scale farmers surveyed for the study had on average doubled after conversion to organic or near organic methods [22]. The methods also resulted in healthier and more stable soils that are better able to hold water, and sustain plant growth through higher nutrient content. The study concluded that the findings would be relevant for the rest of Africa as well as many other developing countries. This claim might be exaggerated, as the benefits of organic agriculture are contested and multiple perspectives on this issue are acknowledged.

A meta-analysis covering 62 study sites, 316 yield comparisons and 34 different crop species [23] found that overall, organic yields were typically lower than conventional yields. The researchers cautioned this could encourage farmers using organic methods to clear more land for cultivation, thereby contributing to deforestation, as only limited new land is available for agriculture. The different views could relate to the contextual nature of agriculture, both in terms of space and time, as it can take several years for organic agriculture to reach comparable yields to optimal application of chemical inputs. For example, an evaluation of Korea’s Environmentally Friendly Direct Payment Programme showed that it was not until the fifth year after the change that the gross margin of organic farming exceeded that of conventional farming [24]. So the question is how farmers can be encouraged to make the transition. Policy measures, such as subsidies to farmers during the period of conversion to more climate compatible methods, would be necessary to ease the transition and to avoid the compromise of food security. More importantly, property rights must be addressed in order for farmers to have the incentive to invest in long term improvement of their landholdings. In the longer term, if more resources are allocated to
research into agro-ecological approaches, it may be possible that the time to reach the break-even can be reduced.

Notwithstanding the studies questioning certain aspects of agro-ecological farming, we proceed on the assumption that its advantages can exceed its disadvantages, at least for crops that can generate yields that are not below those of conventional farming within a reasonable timescale and with adequate support during the transition phase. Much research evidence is already available to inform policy on these issues. In addition to using their local knowledge, which is often of an agro-ecological nature, farmers in many developing countries can take advantage of formal research in this area. With the likely increase in the cost of inorganic inputs in combination with greater awareness of the health benefits of organic farming, the growth in organic farming may accelerate, but it may be necessary to give it some additional impetus.

Currently, organic agriculture in developing countries is largely based on farmers creating their own organic matter, particularly fertilisers. Despite the importance of on-farm production of organic inputs, this is unlikely to be sufficient for scaling organic farming to a level required for mitigation and adaptation in a timely manner. One option for scaling, suggested in this paper is to place greater emphasis on off-farm production of such inputs on a commercial or community basis. If implemented with community participation, subject to addressing the intricacies of power relations at this level, it could at the same time become an instrument for poverty reduction and food security. This could be an opportunity to integrate climate and human development objectives, including agency and empowerment, into a new sub-sector, but the danger that such an initiative be captured by existing power structures must be avoided for this objective to be achieved. ICT, with its ability to facilitate transparency could be a useful tool in this process, but not the driver.

The availability of physical inputs and an adequate institutional framework are not sufficient to change farm practices. Knowledge, the essential component of human capital, is paramount. It is at the core of the adoption of any innovation, not only about a specific method, but also knowledge that the innovation has no disadvantage and preferably a certain advantage over already known methods. Knowledge is particularly important for agro-ecology \[10,12\], which may require greater understanding of ecology than farming based on chemical inputs. ICT has an important role to play in the formation of required knowledge in this field. A further role for ICT in this process relates to marketing.

### 3. USING ICTs FOR SCALING ORGANIC INPUTS

Several international agencies have engaged with the issue of intensification and/or extension of sustainable agriculture and one of the opportunities identified by the United National Environment Programme \[10\] to achieve this was scaling up production of green agricultural inputs. This paper takes as a starting point that it might be desirable to expand the use organic inputs by manufacturing at least some of these in the developing world, embedding the activities in local communities.

While there is a large commercial market for organically certified agricultural inputs in the developed world, referred to as input substitution, including manufactured products to control weeds, pests and diseases, as well as maintaining soil fertility \[25\], this is generally not the case in developing countries. Products for soil and plant nutrition probably hold the greatest promise for initial scaling at a community level, as the inputs are readily available, particularly where livestock is an integral part of mixed farming systems. The production of organic fertilisers also has considerable scope for employment creation.

One example of this is the Waste Concern, generating compost from organic waste in Dhaka, Bangladesh, which helped create 400 new jobs in collection activities and 800 new jobs in the process of composting. The daily collection of 700 tonnes of organic waste yielded 50,000 tonnes of compost per year \[26\]. The fact that this operation is based in Dhaka indicates that this sub-sector can create employment in urban as well as rural areas and that the benefits can be two-fold: a way of managing organic waste in a large metropolitan area and producing organic inputs to agriculture. As the compost is sold to existing fertiliser companies, which then enrich it, the end product may not be fully organic, but nevertheless reduces the reliance of chemical ingredients. However, despite Waste Concern having been in operation since 1995, according to Rashid \[27\], the compost sector in Bangladesh faces constraints in three areas: licensing procedures, weak market demand for composting and lack of awareness among farmers of the benefits of using compost.

This suggests that some form of state intervention may be necessary, at a minimum in creating an enabling environment and stimulating demand by raising awareness. It may even be necessary to go as far as involving the state in a more active way in the establishment of this sector - e.g. in partnership, possibly with producer organisations, which are now emerging in developing countries to represent the interest of poor smallholders \[8\]. The latter can then facilitate engagement of community energies in asset-building activities in an endeavour that has both economic and environmental benefits, while at the same time minimising the risk of capture and exploitation by intermediaries.

Because of the knowledge-intensity of sustainable agriculture systems, consideration must be given to information and knowledge, throughout the development phase of the proposed initiative, thereby paying attention to the ICT infrastructure, which has to be integral rather than bolted on.

Information in this context refers to facts, whereas knowledge incorporates what is known. As information is not automatically converted into knowledge, the information systems must be designed around the various stakeholders and their requirements - e.g. farmers both as users and possibly suppliers of inputs as well as suppliers of output. Farmers also need information for educational purposes - e.g. through open distance learning (ODL), that will enable them to understand benefits and learn about new practices. ODL is now used extensively for tertiary education in the developing world, and has also been used to help farmers improve agricultural production. The latter is a greater challenge due to low literacy rates. Employees or sub-contractors engaged in collecting would require education to learn about the quality of the input and be able to communicate effectively with farmers and producers to arrange for pick-up and delivery. Although a participatory design process involving the various stakeholder categories is likely to be more complex and time-consuming, it would probably help ensure the usability and “ownership” of a system incorporating the above requirements, as well as information for managing the production, marketing and distribution systems.
It is envisaged that, at the core of the system in a country, there would be a portal or other electronic venue for managing this process, including details on demand, pricing and collection arrangements for organic input. The portal could also bring together farmers, extension workers and researchers for knowledge exchange. It would be designed for use by farmers who want to purchase organic input and those who want to sell ingredients to the production processes, as well as anyone else in the supply/demand chain. Other players in this chain would be able and encouraged to establish their own Internet presence, but it is important that there is one authoritative information source all actors can trust. In order for trust to be sustained, a high level of quality control would have to be established in all aspects of the operation, from the accuracy of information disseminated via this system to the production and distribution processes, as well as its governance. While information and communication would be integral to the many functions of this system, ICT cannot drive it. This must be done by an appropriate institutional framework.

There are examples of agriculture portals targeting actors in the agriculture supply chain in developing countries (e.g. b2bpricenow.com, an e-commerce platform in the Philippines). The proposed platform would go beyond this and also include, but not be limited to, an e-learning platform, an operational tool, a repository for research information and a tool for linking a diverse range of stakeholders. To avoid pitfalls when designing this system, it is necessary to be aware of and learn from the many unsuccessful implementations using ICT for development, whether or not these failures are documented in the public domain. Local involvement is one important lesson, which presents the challenge of building a scalable system without a top-down bureaucracy. A system of this nature could be a viable option for mobilising many unemployed youths and provide them with career paths, starting with simple collection activities. Opportunities for promotion to more skilled areas of activity should be available, following completion of prescribed training, using ODL via the portal. Using transparent career paths that encourage the more disadvantaged to advance to higher skilled jobs, this system would avoid the exacerbation of the rich-poor divide, often associated with technological innovations [28].

4. ICTS FOR HORIZONTAL EXCHANGE OF INFORMATION TO EXPAND THE KNOWLEDGE BASE

Smallholder farmers are frequently locked into unsustainable production systems as a result of limited access to information and other knowledge resources, assets and markets, as well as through inadequate recognition of the value of traditional knowledge [10]. This information access gap prevails, despite what should by now be widespread awareness of the links between scientific knowledge, the environment, the economy and institutions:

‘A society develops economically as its members increase jointly their capacity for dealing with the environment. This capacity for dealing with the environment is dependent on the extent to which they understand the laws of nature (science), on the extent to which they put that understanding into practice by devising tools (technology), and on the manner in which work is organized’ [29].

Relevant for society in general, the above quote, by Walter Rodney from 1972, is just as applicable today for the trajectory to agro-ecological farming, which is highly knowledge-intensive. While extension services are a common and useful way of disseminating information about new farm practices, they can be quite labour intensive and often not suitable for women [30][31]. This is a particular problem with the feminisation of agriculture in the developing world, as in many countries men migrate for employment opportunities in urban areas and other countries to a greater extent than women [32]. ICT is by no means a panacea to learning about the environment, particularly for women. Studies have shown that they have for various reasons been excluded from many ICT initiatives [33] and where they have been included, women might have found them empowering without necessarily gaining economic benefits [34]. Better understanding of the reasons for these outcomes and how they can be mitigated, or identification of other suitable ways in which women can improve their knowledge in this area, is a precondition for the realisation of the proposed initiative.

ICT has been used extensively for farmer education, initially in the form of radio and more recently through other media, primarily mobile phones. The use of recorded voice and video, rather than relying on text on mobile devices could overcome constraints stemming from low literacy levels and the lack of localisation of scripts on mobiles. When accessed through mobile phones, mLearning can make relevant applications accessible in a timely manner for farmers - e.g. they can diagnose plant diseases by comparing pictures available through MMS with what they see in their fields. But such applications are sometimes unaffordable for those who could benefit from them most, and ways must be found to overcome this impediment, e.g. through universal access policies and/or other subsidies.

With the emergence of open access scientific publishing and open educational resources (OER), an increasing amount of useful and educational material for teaching and learning agricultural skills is, and will become more widely available in the public domain, reducing the costs of preparing content, but nevertheless requiring local involvement for tailoring and/or re-purposing [35]. ODL and OER do not necessarily mean that farmers should be left to their own devices to locate, access and interpret these resources. Learning alone at home, the way ODL for higher education is usually implemented in the developed world, is rarely possible and probably not an appropriate learning approach in rural areas in developing countries, due to low literacy skills, inadequate equipment and electricity supply constraints. Blended learning, combining ODL material with group learning, is becoming a popular mode of knowledge acquisition, not only to overcome resource constraints, but also because of the benefits of learning in a group environment. This raises the issue of appropriate venues and support services that go beyond mere connectivity measures and content creation, taking into account all variables necessary for learning.

The importance of disseminating agricultural information for sustainable rural development to enable farmers to learn new methods is well recognised, but less acknowledged is the value inherent in multi-directional communication, particularly between farmers, researcher and policymakers. In such horizontal exchange of information, all participants in the dialogue are both senders and receivers of valuable information. It is as important for those with scientific expertise in this field to know how to impart this to farmers as it is for the latter to know how and where they can find out what they need to know, obtain relevant learning material, make enquiries and feed their experiences into the knowledge chain. As argued by the World Bank [36], agricultural development depends to a great extent on how successfully
knowledge is generated, shared and applied, and for that, interactive and collaborative forms of sharing and exchange are required [37]. ICTs can only facilitate, but not encourage, coordinate or implement, complementary use of different knowledge sources to bring about the continuous process of innovation that is so vital in driving this sub-sector, and at the same time bridge social and geographical distances.

There are several examples of such information exchanges, one of which is the Bulgarian network of sustainable education and permaculture initiatives. With most members located in remote rural and mountainous areas, activities are mainly conducted online [38]. Another example is a project in the South Pacific, where promotional DVDs were used for training in low-cost irrigation systems, composting and the use of neem and derris as organic pesticides. This production was one output from extensive collaboration between diverse information providers and community groups, including farmer groups [39]. Open access to research findings can also be beneficial, both in communicating research findings and in giving developing country researchers a voice and, thereby, providing appropriate information for developing country agriculture. The case of Prof. Mary Abukutsa-Onyango of Jomo Kenyatta University of Agriculture and Technology, whose research on African Indigenous Vegetables (AIV) only found a voice in open access journals in Africa, is instructive. She attests to the importance of open access publishing for development in African countries [40]. In all of the above examples, ICT is a fundamental enabler, but it is only one of the ingredients required for information exchange.

All parties in an agriculture value chain can benefit from the use of ICT in the marketing of agro-ecological produce. While the usefulness of ICT’s for market price information, particularly by farmers to reduce the information asymmetry between them and traders has been recognised [37],[41], it has also been acknowledged that information is not sufficient to change power relationships and often has to be supplemented with access to other resources. These must go hand in hand with the information, as there is no point in a farmer knowing that a better price could be obtained at a market 50 km away, in the absence of transport to get to the market. Similarly, awareness that prices will be much higher six months after the harvest is useless for a farmer lacking storage facilities or having to pay back a loan obtained to purchase seeds. Against this, it has been posited that the mere increase in information asymmetries can weaken the bargaining position of intermediaries and assist farmers in making better decisions [42].

Buyers and sellers at the extremes of the supply chain usually do not interact directly, but via one or several intermediaries. The role of intermediaries, particularly in the agriculture supply chain, has been the subject of divergent views and evidence in the ICT literature. There seems to be general consensus that wider access to ICTs can erode information asymmetries, but there is contention about what this means in practice. While it potentially enables farmers to increase their surplus, which can be used for productive investments on their farms to generate higher yields, this is not always the outcome. ICT has led to some disintermediation among farmers and micro-enterprises [43],[44], but, there is also evidence pointing to ICTs fostering ongoing and even the entrenchment of intermediation [45],[46],[47].

Intermediaries can play productive as well as exploitative roles in the agriculture chain and by facilitating transparency, ICT can contribute to more productive relationships [48], but cannot by itself change power balances.

Transparency is critical in building confidence and trust in a supply chain and this is especially so regarding claims relating to organic agriculture. The current limited ability to track produce from source to destination could affect the level of trust when it comes to purchasing organic produce. ICT based tracking systems could overcome this constraint. It is not suggested that outputs from such practices necessarily be marketed under the stringent conditions required for organic certification. Aiming to produce to higher standards has inherent benefits as it can induce efficiency and stimulate innovation, which in turn can enhance competitiveness in the global agriculture market [10]. It has been difficult for farmers in developing countries to enter the global agriculture market because of national food security and farm trade policies, which historically have tended to favour producers from developed countries. Global trade in agriculture got more complicated with the new agreement in 2007-2013, when several countries restricted the export of staple foods to protect domestic consumers. Whatever the trading environment (the complexities of which are beyond the scope of this paper), ICT is necessary, but by no means sufficient, to facilitate entry to the global market.

5. WHAT TYPE OF ICTs

Farmers tend to gain information and communicate through a variety of methods and technologies. The rapid growth of mobile devices holds great potential for greening the farming sector, but may be less useful where scripts have not been localised for mobile phones or networks. A range of ICTs must therefore be considered, primarily for educational purposes, and much experience has already been gained from community radio, which continues to play a vital role, having been pioneered by the Food and Agriculture Organization (FAO) several decades ago. The FAO has also pioneered the “e-Agriculture Community” forum, a global community of practice for the exchange of information, resources and ideas related to the use of ICT for sustainable agriculture and rural development. As the website is only in English, French and Spanish, it seems to be targeted at intermediaries and researchers, rather than farmers. Television, the take-up of which is increasing in rural areas with electrification, is another potential medium for disseminating information about sustainable organic agriculture to farmers. These and other market based information dissemination channels may require incentives or possibly some form of regulation to respond to this challenge, as privately owned media relying on revenue from commercials might face opposition from companies operating in the agrochemical sector.

Personal computers, laptops and tablets are other useful instruments for disseminating information and communicating about sustainable agriculture. As these would be unaffordable for the majority of farmers, both in terms of up-front and operational costs, particularly where there is limited access to electricity, some form of community ICT access point for shared access may be desirable. Multipurpose community telecentres, which since the 1990s have been one model for sharing access, are an avenue through which information can be disseminated and exchanged. Driven by public institutions and NGOs, rather than the market, their success has been mixed, and their potential to contribute to development has not always been realised. There are several reasons, including of a formative nature, such as inability to maintain equipment and pay for services when external funding
ceases. It is critical to better understand why this is so often the case and to explore outcomes from a summative perspective, before making further investments in this type of facility.

An important question to consider is whether telecentres can be given a new lease of life, focusing on agro-ecological agriculture and add community radio to the mix of media, which some of them already do, through which they disseminate agricultural and other information. While community radio is not as efficient for multi-directional exchange of information, it has the benefit of reaching women who tend to have underserved telecentres, compared to men [49]. But if telecentres are to be used for this purpose, they must exert greater effort in attracting women, not only for reasons of fairness and equality, but also because women are playing an increasingly important role with the feminisation of agriculture. Highlighting the significance of ICTs for information sharing in agriculture, FAO [50] noted that locations where ICT can be accessed must be suitable, particularly for women. As important as the locations, is what occurs at them, and a key benefit of this type of institution is that they often have infomediaries, who can assist those with insufficient literacy levels to access relevant information.

Aware of local information needs, where to obtain and how to access relevant information, telecentre infomediaries can act as knowledge brokers for sustainable agriculture practices. But it can also be disempowering for farmers to have to go via intermediaries to access information, so they should not be substitutes for training and self-learning. In addition to being a location for accessing information, telecentres are places for interaction and engagement. Sometimes represented as obsolete with the emergence of the almost ubiquitous mobile networks, Pant & Heeks [51] suggested a new role for them, combined with mobiles, in enlisting ICTs to deal with climate change, particularly when accompanied with deliberate development of capacities. However, unlike the other modes of implementing technologies (e.g. broadcasting and individual ownership of mobiles that can easily and quickly reach a large number of people) this is not the case for telecentres, which have not managed to scale to a significant extent, despite a large number of pilots.

In addition to access methods, it is important to look at the platforms for the different applications, whether for the commercialisation of organic input, learning or marketing. In doing so, account must be taken of the diverse ways in which users will access a range of applications for obtaining information and communicating. This calls for greater interaction between the development of ICT hardware, software and systems on the one hand, and users of agro-ecological practices on the other, to address the compounded challenges of access difficulties, low literacy rates and affordability.

Even more important is access to content. There is a strong movement towards making the results of publicly funded research openly and freely available, with research agencies, funders and governments increasingly mandating open access [52],[53]. Not only does this enable access to worldwide research from developing countries, it also enables the reverse flow of research and information from developing countries [54]. With open access, there is greater prospects for knowledge in this field to reach places where it can be put to good use and, in turn, further developed. But open access is not enough, concerted action is required to make the scientific research understandable by farmers and to establish bidirectional channels between farmers and researchers. Such communication could be quite problematic, whether due to language or lack of relationships beyond the boundaries where scientists and farmers, respectively operate.

Beyond availability and access, adoption and use of ICTs must also be addressed, particularly with respect to what knowledge is required to use various ICTs and how content should be presented to make it understandable. To gain a better understanding of this process, social theories dealing with this issue can provide useful insights into potential barriers and implications, if barriers persist - e.g. theories dealing with diffusion of innovations, structuration and knowledge gap theories [55]. Awareness of impediments and how to overcome them, as informed by such theories, particularly when applied to developing countries, is essential to avoid the implementation of systems that will not be used. Reference to the design-reality-gap [56] framework can provide a useful guide for this purpose.

6. ENABLING CONDITIONS AT THE MACRO-LEVEL

Despite what appears to be a reasonable rationale of agro-ecological practices, a transition to this type of farming is unlikely to materialise on its own, without intervention, particularly as vested interests could try to inhibit such a conversion. Policy intervention is both necessary and desirable where the market fails to pay for negative externalities and for initiatives with overriding social objectives. There is also the issue of acceptance by potential users, which even if new practices are beneficial, cannot automatically be assumed, as illustrated in literature dealing with innovations [57]. It is therefore necessary to work on acceptance in parallel with the up-scaling of the sub-sector, which, although not being a "big-bang" approach, nevertheless has to move at a rapid rate to maximise the opportunity for climate change adaption and mitigation.

While implementations must be receptive to national and local idiosyncrasies, it is nevertheless useful to discuss some general principles.

There is likely to be a process of bargaining between the parties involved in existing and future agricultural supply chains, including existing suppliers of chemical inputs, farmer representatives, scientists, the various tiers of government and NGOs, as well as international and foreign aid agencies. One model through which conflicting interests could be managed would be interactive policy-making, in which various parties are actively involved in jointly arriving at a decision [58]. ICTs are important in such a co-design process. Ultimately, governments have mediation and policy formulation responsibilities in such a process and they have at their disposal policies of an enabling and/or coercive nature. While both have their place in different climate change policy contexts, enabling policies would be the most efficient and equitable approach for agro-ecology, as they are more likely to generate trust in government institutions and commitment by farmers to embrace new practices. Trust is often a critical component in adoption of innovations. Coercive measures, such as charges to internalise the environmental costs of conventional agriculture, while appropriate for large-scale commercial farms, would be inappropriate for small-holder subsistence agriculture, as they would impose unnecessary hardship. It would in any case be very difficult, if not impossible, to implement such policies administratively. Enabling policies can provide incentives for organic farming as well as disincentives for conventional agriculture (e.g. by removing...
subsidies on chemical inputs). Some agricultural subsidies exacerbate the negative effects, as they tend to encourage overuse, particularly of inorganic fertilisers, with detrimental effects on the environment [11], as well as exposing governments engaging in such subsidies to oil price increases. Instead, governments could offer subsidies for organic fertilisers and compensate for the lower yields during the transition phase.

The enabling environment must take account of the interconnected dimensions of sustainable agriculture, food security, climate change, poverty reduction, and information systems to support the governance of sustainable agriculture. This requires collaboration across different government functional areas. Such overlap of ICT with other policy domains was recognised by Mansell and Wehn [1] in their 1998 book on ICT for sustainable development. If done appropriately, it could serve to strengthen the role of small-holders and those who are most marginalised, by providing them with a safety-net in the emerging sector of organic input production.

The livelihood outcomes as represented by improved food security and other features of well-being expected from such an initiative depend on awareness, and capacity. While ICT can facilitate these, improved livelihoods are also required to enable the use of ICTs, both in terms of skills and affordability. This points to the importance of incorporating ICT training with training in use of agro-ecological methods. This requires collaboration between government authorities responsible for ICT and farming.

Other institutions critical to the enabling conditions relate to finance. Whether secured by the public sector through inclusion in the fiscal framework or other sources, its provision must encourage self-sufficiency, rather than contributing to dependencies through increased farmer indebtedness, to facilitate the long term viability of sustainable agriculture, beyond the expiry of external assistance. Potential funders outside governments can include NGOs, commercial firms and/or other agencies acting as donors or lenders, including environment related funds, such as the Clean Development Mechanism (CDM) and Payment for Environmental Services (PES). While funding from carbon trading sources can have considerable administrative overheads [59], it is an opportunity worth pursuing. In order to avoid the paradox of having to demonstrate carbon sequestration before receiving funding, but unable to do so due inadequate funding of the type of facility proposed in this paper, it may be necessary to bring forward the “green investment” in anticipation. Learning from funding of social programmes in general, it seems that diversity of funding is preferable to funding from a single source, as this tends to encourage more champions and community support [60] and would also reduce the reliance on a single funding source. ICT could be useful, at least in starting this process, by enlisting support from the public (e.g. through awareness).

7. A RESEARCH AND EVALUATION AGENDA

The impact of innovations, such as the one proposed in this paper, need to be evaluated in terms of their environmental and social objectives and researchers play an important role in the evaluation of pilot and wider implementations, through formative and summative evaluations. Initially, such research could be conducted on existing operations in this area (e.g. the Bangladeshi Waste Concern, mentioned in section 3). Firstly, it has to be established that there are net environmental benefits from such operations. This could be done through an environmental value chain analysis (i.e. comparing the environmental costs at each stage of the process with environmental costs of producing and using conventional inputs). Secondly, research should also be conducted on how ICT is used and could be better used by different stakeholders in such enterprises. The research should extend to explore benefits achieved by various parties involved in this chain and any unintended negative consequences for the most vulnerable population or the environment.

Research should also explore whether there are indeed any symbioses between agro-ecological practices and livelihood improvements, using a wide range of social and economic indicators, including the role of different types of ICTs in contributing to outcomes, drawing and expanding on existing research in this field. This would include exploring how different design and implementations of ODL resources affect learning outcomes that lead to adoption of more climate compatible practices among farmers.

Another area for fruitful research would be to investigate the market for external inputs into organic farming in developing countries, focussing on constraints faced by this sector and identifying whether and how ICTs could contribute to overcoming these. The results are likely to be highly contextual to different country settings and show differences within countries. Empirical insights about the conditions under which the potential of ICTs can be realised to contribute to scaling up agricultural inputs for organic farming in a way that reduces poverty will be an important input to governments seeking to direct their policy efforts into agro-ecological farming. It will also be necessary to tune into the interests of policy-makers and funders when formulating a detailed research agenda in a specific contexts.

The next step would be to capture the disparate components of this paper into a cohesive framework. The sustainable livelihoods approach (SLA) could provide a conceptual framework within which the diverse aspects of such an agro-ecology initiative could be brought together under one umbrella. This framework is ‘a way of thinking about the objectives, scope and priorities for development. In essence it is a way of putting people at the centre of development, thereby increasing the effectiveness of development assistance’ [61] The SLA explores livelihood resources and strategies that enable or constrain the achievement of sustainable livelihoods for different groups and institutional processes. At the core of this concept are the tangible and intangible assets (physical, natural, financial, human, and social) of firms, communities and individuals and their ability to withstand shocks in environments that make them vulnerable. When used for interventions, the SLA has a holistic rather than sectoral focus, and is thus suitable for incorporation of ICT as an integral component, as reflected in a number of ICT related studies adopting this framework [62]. It can be applied in conjunction with a diverse range of research and evaluation methodologies used for international development, both qualitative and quantitative (e.g. randomised control trials).

The SLA is not without its critics, who have identified deficiencies in the approach relating to insufficient attention to the macro-level, private and economic institutions, its overemphasis on self-help and in defining and measuring the capital types and sustainability [63],[64]. These shortcomings could be overcome when applied in practice, as the framework can be extended to incorporate the missing ingredients, particularly poverty reduction.
and the macro-level, both of which are critical for the success of such climate change adaptation and mitigation initiatives. It could be designed to analyse outcomes and to understand existing and evolving formal and informal constraints at the micro-, meso- and macro levels in several domains, including the environmental, technical, institutional, political and social in a combined rather than fragmented view of the entire system. In addition to these wider system components, the business performance of this sub-sector, in terms of triple bottom line achievements, must also be monitored to facilitate a consistent stream of funding.

8. CONCLUDING REMARKS

It is now widely recognised that “business as usual” in the farming sector will not bring food security, poverty reduction and environmental sustainability due to the combination of intensification pressure from population growth, unsustainable use of resources and climate change. But any changes must be compatible with improved livelihoods for small-holders, rather than at their expense. Consensus among a diverse range of agencies is now crystallising around the idea that agro-ecological farming is pointing the way towards meeting the dual objectives of climate change adaptation/mitigation and poverty reduction.

The scaling up of organic input to the agricultural sector in developing countries is one avenue for facilitating such a transformation of the food production process. While it would not, on its own, encourage the take-up of agro-ecological practices or reduce rural poverty, it could be an important ingredient in a mix of policies. If implemented appropriately, it has the potential of providing employment around which a safety-net could be constructed for landless villagers and poor small-holders, who could supplement their incomes through involvement in activities associated with organic input production. It could thus be one pathway to climate change adaptation and mitigation with poverty-reduction prospects, targeted at achieving human development objectives. As a new undertaking, it is easier for traditionally excluded populations, particularly women, to be included, as this new activity could be designed to avoid invoking constraints characterising traditional roles, such as being saddled by existing gender labour divisions. But many farmers, often struggling for survival, are likely to require incentives, support and further training before they are ready to abandon their current agricultural practices.

The embryo of an idea outlined in this paper requires further research and other work, but this should not be a reason for delaying action. While contested in terms of productivity per area cultivated, there is already sufficient evidence to show the benefits of agro-ecological practices for climate change adaptation/mitigation and human development. Evaluation of implementations to assess the extent of contributions to human development (e.g. in terms of poverty reduction, health and gender equality as well as to the environment) should be conducted on an on-going basis, providing lessons on what does and does not work in different contexts and how to overcome problems. An inventory of best practice in this area could then be produced from these lessons.

ICT cannot be a driver of this process, but this paper has provided a working hypothesis of how ICT could be an enabler, facilitating the various steps in the process towards one type of climate change adaptation and mitigation policy in agriculture. It can be used extensively in the establishment of a new sub-sector, for training, exchanging information as well as for interactive policy-making. Provided the focus is on those who are more marginalised, it might be possible to avoid a situation where the initiative benefits only the more prosperous members of society, as has sometimes been the case with climate change projects in the developing world. In outlining the potential of various forms of ICTs, the paper emphasised that rather than limiting attention to physical infrastructure and software platforms, emphasis must also be placed on more open access to information and abilities to absorb it. In addition, affordability and skills to use various technologies should be given adequate consideration. While knowledge, transparency and efficiency, facilitated by ICT, would minimise the danger of the deployment of a low-risk initiative of this nature becoming a costly failure, many policy and institutional hurdles must be overcome to achieve these to a sufficient extent.
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ABSTRACT
This paper describes the design and the initial phases of the project EcoLogTex that aims to deliver a new methodology and a software tool to support the design of textile supply chains taking into account the impact on the environment as well as costs and time, while satisfying corporate social responsibility constraints. The key idea of EcoLogTex is to gather information on the environmental impacts of single steps in a supply chain in order to perform an ex ante life-cycle assessment which will produce indicators to be used in the design and choice of the supply chain to be implemented. In other words, the designers of clothing apparel will be able to select the composition, colours, styles of their garments taking into account not only the cost and time required for the production, but also the environmental impact, thus allowing a more conscious use of resources.

Categories and Subject Descriptors
Sustainability through ICT [ICT and dematerialisation]: ICT-supported life-cycle thinking

Keywords

1. INTRODUCTION
Within the EU-25, clothing and textiles account for approximately 3-5 per cent of our environmental impacts [8], and globally this figure is even higher as Europe and the US have delocalised and outsourced most of the textile production, in an effort to reduce costs to the bare minimum. This has been possible at the expense of the quality of life of workers in developing countries, and of the environment, as risky and hazardous processes are subject to less stringent legislations.

Recently things have been slowly changing: some segments of the customers’ market are switching to the so-called lifestyle of health and sustainability (LOHAS). Key to LOHAS are the respect of the environment and of the workers’ conditions. While in the mid to long-term we expect that LOHAS will be widely adopted, at present only some brands and sectors can afford to enter the LOHAS market, especially the prestigious fashion industry that holds high commercial gains by benefitting from the first mover advantage.

Sustainability in supply chains is not easily measurable, as it comprises both quantitative economic aspects, and also qualitative and quantitative aspects (such as environmental friendliness and social equity compliance). Moreover, the evaluation of a supply chain must also embrace the direct and indirect manufacturing processes, which might have considerable impacts on the overall performance. Finally, even if a company has evaluated a supply chain for a selected product, the extrapolation of the results to other products or different supply chains must not be taken for granted at all.

Various projects address the task of assessing the sustainability of a supply chain. Eco Index™ [7] is based on qualitative principles and management practices and is to be used as an educational tool. Considered Design [5] offers a tool employing a numeric scoring system. However, Considered Design is and input oriented method, meaning that the material types are rated according to their environmental performance. Although the rating of the materials is based on Life Cycle Assessment – at least in part – the tool does not reflect a LCA approach. This reduces the accuracy of the tool. Furthermore, Considered Design does not evaluate the entire product supply chain, including packaging or transportation but rather focus on preselected hot spots. Intertek also offers a tool that allows to compute the LCA of a supply chain [1] as well as the Vision 21 project of The Cotton Foundation managed by Cotton Incorporated, Cotton Council International and The National Cotton Council, in the context of which PE Americas conducted an analysis on the supply chain of Levi’s 501® jeans model.

We remark that all of these approaches start from an existing supply chain to measure its performance. When one
leaves the supply chain designer free to choose among alternatives, in order to design a “best-compromise” supply chain the problem might rapidly become unwieldy, as the complexity of the supply chain grows. A simple chain made by only 10 steps, where there are at least two alternatives for each step, has a total of $2^{10}$ (1024) possible configurations, and this number can easily become larger for typical supply chains in the clothing sector, even for a simple garment such as a shirt.

Therefore, the supply chain manager needs a tool to (re)evaluate supply chain options with respect to sustainability improvement potentials and to base improvement actions on a solid ground. The required data has to be obtained from the textile industry suppliers who, in exchange, are offered the possibility to benchmark their processes with other manufacturers in the same product and process category. As a result, the textile company will be able to provide its customers with reliable and transparent information on the sustainability performance of its products.

We identify the need for a new type of software product we named EcoLogTex that provides support in designing and implementing supply chains. The adoption and use of such a tool is expected to let a company:

1. Maintain and increase an edge on its competitors based on quality and environmental and social responsibility;
2. Provide consumers with accessible and transparent information on the provenance of its products;
3. Be in a better position in order to face future cost internalisation of their carbon footprint;
4. Manage the increased complexity brought in by considering not only cost as the main objective to be minimised.

In this paper we present the main concept of EcoLogTex and we have therefore structured the presentation as follows: first we describe the ongoing project aims and objectives; then we therefore structure the architecture of the various components that make EcoLogTex: the benchmarker, the supply chain designer and the reporter. Finally we report on the current state of the implementation and we describe the next tasks and challenges we are facing.

2. THE PROJECT AIMS AND OBJECTIVES

This project aims to deliver a web-based software application, named EcoLogTex, for the “sustainable design” of the supply chain of textile and apparel companies. The key idea is to integrate Life Cycle Assessment (LCA) in each step of the supply chain in order to add the environmental perspective when designing an efficient supply chain. The Life Cycle Assessment methodology will allow specifying all the environmental impacts of the production and distribution processes related to the product distributed down to the shelf of a shop. As the uncertainty of LCA data is significantly higher than the one associated with traditional measures such as costing and timing, the software application will use a set of stochastic optimisation techniques in order to select the most efficient alternatives for the design of the supply chain.

The main components of EcoLogTex are:

1. The EcoLogTex benchmarker is a web-based software application in which suppliers (of goods, of processes, of services) enter the relevant data for their products and services attracted by the gains in competitiveness as suppliers to the textile company and thus fill the data for a holistic supply chain evaluation. The supplier has two advantages in using the tool: first, it can qualify as a potential supplier for the textile company; second, it obtains a quick check of its “sustainability performance” in comparison to its competitors, leading to an even higher quality of their offer.

2. The EcoLogTex supply chain designer is a stand-alone software application for the design of sustainable supply chains. The tool can explore the potentially very complex current and alternative supply chain situations and identify the space for design alternatives, based on the background data from the ecoinvent database [6] but also specific supplier data from the EcoLogTex benchmarker. This allows for continuous improvements towards a sustainable supply chain.

3. The EcoLogTex reporter is a stand-alone software application for producing reports to be published on the company website regarding its supply chain sustainability. It uses the data provided by the suppliers and confirmed by an independent party (e.g. the ecoinvent database).

Also, we expect a positive side-effect of the project: as the use of the EcoLogTex benchmarker will spread, more anonymised data will be collected on each type of process and product. Non-governmental organisations can therefore benefit from this wealth of data. For instance, the ecoinvent database, which provides industry and research with life cycle inventory data required to assess processes with respect to their life cycle ecological impact is known as provider of the worldwide most comprehensive data base. However, as textile processes are not included in the database by now, the EcoLogTex project will contribute to the database considerably. In future, the data gathered will be serving companies in the textile sector in Switzerland and worldwide that want to implement a green supply chain for their products.

2.1 The benchmarker

The EcoLogTex benchmarker is a web-based software application in which suppliers (of goods, of processes, of services) enter the relevant data for their products and services. The supplier has two advantages in using the tool: first, it can qualify as a potential supplier for the textile company; second, it obtains a quick check of its sustainability performance in comparison to its competitors, leading to an even higher quality of their offer. At the same time, the benchmarker uses the data obtained from the suppliers to compute the environmental impact assessment indicators that will be used by the supply-chain designer to explore alternative production designs.
The main features of the benchmarker are:

1. Quick and easy data entry on the basis of a user friendly online questionnaire: specific user data is automatically complemented with generic background data.

2. Cradle-to-gate self-assessment: putting the ability to calculate and compare the upstream Life Cycle Impacts to every supplier participating in the supply chain of textiles and apparels.

3. Contribution assessment: showing which inputs matter most for each impact category.

4. Use and share real LCI data: use / share Life Cycle data of stakeholders upstream/downstream.

Information entered and processed by the benchmarker follows a flow defined in 1. The user enters all the available information on the specific processes she uses to deliver a given product or service, such as the amount of energy, the type of chemicals and their quantities, the water use and so on. This information is merged with the data extracted from ecoinvent especially where precise and readily available data cannot be provided by the supplier. An example could be the energy mix used by the supplier: in such a case the default value stored in EcoInvent for the specific country where the supplier’s plant is located is used.

The environmental impacts of the user’s process are obtained by combining the data with the selected impact assessment method and are integrated in the textile value chain for a calculation of the whole life cycle of the garment. The rest of the processes in the value chain are calculated based on either specific data of other suppliers or on default data (e.g. from ecoinvent).

Figure 1: The information flow in the benchmarker

2.1.1 Questionnaires
The questionnaires were developed for all relevant processes along the value chain of the textile products, e.g. for cultivation of cotton or spinning of cotton fibres. To this aim the processes were studied in depth to include all relevant questions in the questionnaire. Furthermore, the questionnaires were tested on industrial partners to evaluate the completeness and the formulation of the questions. The information that the user has to provide is whether the direct or indirect (e.g. energy use) parameters which help to calculate the inventory data (e.g. yield of the cotton) are to be allowed the scaling of the own to kg cotton). The main categories of information gathered by the questionnaires are energy use, material and water requirements, emissions and waste.

2.1.2 Inventory data
The inventory data is the entity of the flows of energy and matter linked to an operation (dyeing, spinning or cultivation of cotton). These flows are necessary for the calculation of the environmental impacts of the operation. The inventory data is created based on the information given by the user (resp. the supplier in the textile chain), on calculation models and on the Ecoinvent database.

2.1.3 Inventory Modelling
The inventory modelling can be very resource intensive because, usually, only key factors of the agricultural and technical processes are known and not the environmental flows itself. For example, a farmer knows in detail the type and amount of fertilizers he is applying and the respective yield of his cultivation but he does not know the amount of phosphate leaching to the groundwater or the diffusion rate of $N_2O$ from his field to the atmosphere. Consequently, the EcoLogTex tool asks only for parameters which are known or at least can be determined by the operator.

The inventory data must contain the following general information, which is called here basic data:

1. Geographic information: electricity mixes e.g. depend on the location of the operation.

2. Information enabling to link the operation to the previous and following operations in order to build the value chain automatically interface data.

3. Information to allocate the flows to the reference product, what product is linked to the next step in the value chain.

Data for 1. and 2. is collected using drop down lists to prevent ambiguous or not useable data. The allocation data includes:

- Geographic information: electricity mixes e.g. depend on the location of the operation.
- Information enabling to link the operation to the previous and following operations in order to build the value chain automatically interface data.
- Information to allocate the flows to the reference product, what product is linked to the next step in the value chain.

For data where the flows are proportional to the mass of the products, the total mass of the product type which enters the EcoLogTex value chain as well as the overall mass of the products in this operation is necessary.

Where this relationship is not on a mass level, the turnover of the product type is used to allocate the flows to the reference product.

Knowing the mass flow and cash flow per product or process within the same supplier the allocation could be more detailed and representative of the actual situation.
2.1.4 Calculating the environmental impacts of a supplier

The database of the tool contains:

1. questionnaires;
2. ecoinvent processes and elementary flows;
3. LCI results;
4. environmental impact calculated through the LCIA method’s factors.

When completed, the inventory data is combined with the environmental assessment methods to calculate the environmental impacts of the operation/process. This means that all flows of the inventory are multiplied with the corresponding figures of the environmental assessment methods to obtain the overall environmental impacts of the process. The technology flows like fertilizer production can be multiplied with calculated results with the same environmental impact method from the ecoinvent database, whereas flows to or from nature are calculated directly with the environmental impact method. For example, the ecoinvent database is used to assess the greenhouse gas intensity of chemical production according to the IPCC 2007 method; for the methane emissions, the IPCC 2007 gives directly the CO2-equivalent figure. The EcoLogTex tool uses the classification scheme of the ecoinvent database in order to classify and match both, the LCI exchanges and their associated impacts stored in an impact table. The impact table includes all required environmental impacts for all inventory flows available from ecoinvent classified into (i) exchanges from and to nature and (ii) technosphere processes. By linking the flows (e.g. electricity requirements) of the user with ecoinvent results from specific datasets (e.g. global warming potential results from grid electricity in a specific country), the database calculates the impacts of the user’s operation.

2.2 The supply chain designer

The EcoLogTex supply chain designer is a stand-alone software application for the design of sustainable supply chains. The tool can explore the potentially very complex current and alternative supply chain situations and identify the space for design alternatives, based on the background data stored in the Ecoinvent database and from the EcoLogTex benchmark. This allows for continuous improvements towards a sustainable supply chain. In detail, the EcoLogTex supply chain designer will be based on a mathematical programming model for the supply chain design problem with a multi-objective cost function covering environmental and social indicators together with economical ones. The tool will use techniques from stochastic and robust optimization to explore the complex combinatorial space defined by the model. Such a space covers all the possible feasible alternative choices to be taken in the logistic supply chain. The output of the tool will be represented by a set of supply chain solutions that constitute the Pareto front according to the weights assigned to the different indicators considered in the objectives of the optimization problem.

The tool will internally represent the supply chain problem as a directed multi-graph $G = (V, A)$, where $V$ represents the set of all possible alternative resource sites, alternative processes @processing sites, warehouses and final destinations, and $A$ is the set of the possible transportation alternatives between the sites ($V$). Models based on similar ideas can be found in [2], [3],[4]. In Figure 2, where a partial supply chain is presented, the factories, clews and sheep would be the set $V$, while arrows would be the set $A$. Notice that the final part of the supply chain is missing in the figure. It is also important to stress that in the figure there is not factory with alternative processes options: in such a case there would be overlapping factories at a same location.

![Figure 2: A partial supply chain.](image)

Indicators covering both socio-environmental and economic parameters are associated with both nodes and arcs of $G$. According to these parameters the tool will build up a mathematical programming model and carry out the optimization process.

2.2.1 Input

In order to feed our model, we will require the following data:

For each node $v \in V$, a socio-environmental indicator is required. It is a score about the operations at the site associated with the node $v$ is. For some types of nodes, the indicator might be 0 (e.g. a warehouse).

For each node $v \in V$, an economic indicator is required. It is the cost of the operations carried out on the goods at the site associated with the node $v$ is.

For each arc $a = (v, w) \in A$, a socio-environmental indicator is required. It is a score about the transportation between the sites associated with the nodes $v$ and $w$.

For each arc $a = (v, w) \in A$, an economical indicator is required. It is the cost of the transportation between the sites associated with the nodes $v$ and $w$.

Some weights measuring the importance of the different families of indicators. Changing these weights the user will be able to produce different solutions (e.g. more environmental-friendly, more economical).
2.2.2 Output
The tool will provide in output a set of supply chain alternatives that are Pareto optimal according to the input parameter. The decision maker will have the task to choose, among the alternative solutions provided by the tool, the one most suitable to her/his needs.

2.2.3 Comments
Notice that for a pair of nodes in $V$, there might actually be different alternative transportation options (rail, air1, air2, ship, etc). This means the graph $G$ can actually be a multi-graph. In our model, indicators can be represented as numbers (e.g. 14), intervals of values (e.g. [14, 21]) or probabilistically (e.g. average 14.2, standard deviation 2.4) to represent uncertainty common to real processes. Some indicators can be aggregated, e.g. covering a set of connected nodes of $G$ (sheep/clew). We will have to deal with missing/incomplete data.

2.3 Conclusions and Recommendations
In this paper, we have described the aims of the EcoLogTex project, which is expected to deliver a set of tools for the analysis and design of supply chains in the textile sector from a sustainability point of view. The idea is to use LCIA to compute the environmental impact of the various processes and material flows in the supply chain related to a textile product and to use such impacts in the calculation of alternative designs for the implementation of the supply chain, integrating them with cost and time performance indicators. Thanks to this approach, it will be possible to run the sustainability assessment of a supply chain "ex-ante" rather than "ex-post", thus allowing textile companies to better focus their effort in the difficult task of maximising their environmental performance, while keeping the costs at a reasonable level. The EcoLogTex project is currently under way, and, as of writing this paper, we have laid out the database structure, started the implementation of the LCI flows and then of the assessment impact of the LCI flows. At the same time prototypical versions of the supply chain design tools are being implemented. It is therefore too early for us to be able to provide recommendations to our readers, but we have some expectations, which we believe are reasonable and well founded. In particular, we see the clear advantage of making as much information about LCA as possible available to all the participant in a supply chain. It is thanks to the ability of the supplier to compare his/her own performance against competitors that we can stimulate improvement and considerable reductions in the use of resources and in the impact on the environment. At the same time, we believe that the complexity of designing environmentally-friendly products considering all aspects of sustainability is a task of ever increasing difficulty that can be challenged only by the use of ICT tools such as the one we propose in this paper.
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ABSTRACT
Organizations worldwide are confronted with an increasing number of environmental requirements driven by social, legislative and competitive factors [33]. Since most of the required information to report and enhance environmental performance is located beyond organizational borders, firms need to exchange sustainability information within the supply chain. Inter-organizational environmental information systems (IO-EIS) promise to improve data availability, process flexibility, transparency, and costs [37]. In order to establish an IO-EIS in a particular industry, the solution provider needs to reach a critical mass of participants. Based on existing literature and the experience of five industry partners representing three use cases, this paper presents motives for organizations to participate in IO-EIS, and an incentive scheme to enhance quantity and quality of user contributions.
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1. INTRODUCTION
During the last decade, the awareness for safe and environmental friendly products has been growing constantly [35]. This changed economic background has led to many opportunities for the participating organizations. Nevertheless, companies are also challenged in numerous ways. Apart from normative pressures, social, legislative [5] and competitive [33] factors drive the need for exchanging sustainability information within the supply chain.

Social environmental awareness is an important driver for companies to extend their responsibility for products and make sure they are environmental friendly [2]. Besides maximizing short-term profit, organizations are increasingly being held accountable for their impacts on society and environment [34]. More and more environmental directives have been passed during the last years, the majority in the European Union (EU). Companies can expect that in the near future, stricter regulations are to be enacted worldwide [31]. The positive financial impact of environmental improvements has been outlined by a plethora of authors [3]. Inter-organizational environmental information systems (IO-EIS) are information systems for the exchange of environmental information throughout the supply chain. IO-EIS promise manifold benefits to the participating organizations, including better data availability, higher flexibility of the involved processes, increased data transparency and improved efficiency [37]. Similar to many innovations with positive network externalities, IO-EIS are hard to establish as they require a certain number or critical mass of participants and content on the network [32, 36]. This results in a first-mover problem, since the first participants have costs for joining the network while on the other hand the benefits are still low. Therefore it is of utmost importance for the network provider to make the IO-EIS attractive by identifying the motives of the potential participants to join the network & contribute environmental content. Incentives can specifically be designed based on these motives. In the following sections, organizational motives to join IO-EIS & contribute content are identified, potential incentives are described, and finally an incentive scheme for IO-EIS is introduced.

2. METHODOLOGY
Based on a literature review presented in section three, the constructs extracted were presented to focus groups including environmental experts from five large European enterprises: a German solution provider, a German Technology Conglomerate, a Finish elevator manufacturer, a Finish research center, and a Swedish network provider. The concept of IO-EIS and prominent use cases are described in section four. Leveraging the focus groups, the concepts and their transferability to IO-EIS were discussed. The results served to identify relevant motives and the according incentives for IO-EIS as presented in section five. Finally the concept of an incentive scheme for IO-EIS is presented in section six. Section seven concludes.
3. RELATED WORK

3.1 Inter-Organizational Environmental Information Systems

In the context of Business-to-Business (B2B) networks, the exchange of data can be based on three types of relationships among involved parties and respective information systems:

- **One-to-one**: Companies within the supply chain communicate directly, without any arranging topology. This implies that for every connection, the communication standard as well as the content has to be defined. The automation capability as well as the degree of freedom is very high, while the costs are very high as well.

- **One-to-many**: A logical topology where one company facilitates all its business partners to communicate within a common architecture (“enterprise-centric architecture”). This simplifies communication for the company providing the infrastructure, but not necessarily for its business partners, as long as other systems are in use within the industry. Furthermore, the scalability is limited [26].

- **Many-to-many**: A logical topology where all business partners use a common architecture based on a hub-and-spoke layout (“network-centric architecture”). This enables best flexibility, scalability at lowest costs, and new network enabled capabilities [24]. On the other hand the lock-in costs are very high and on-boarding/privacy issues become prevalent.

IS for business networks, also often referred to as collaborative supply chain systems, use the exchange of information as a mean to reduce information asymmetries [28] and facilitate common decisions [12] for the benefit of the entire supply chain. The collaboration type can be distinguished by the mechanisms of the IS (adapted from [23] and [28]):

- **Information integration**: Required to remove information asymmetries within supply chains. Relevant is any data that can influence the performance of the supply chain. The information should be available real-time at low costs [23]. A popular example is point-of-sale data or inventory data.

- **Resource coordination**: The partners plan jointly and split competencies, e.g. by the means of collaborative planning, forecasting and replenishment (CPFR, [15]).

- **Process integration**: The partners use common resources and integrate and streamline their processes. This can be done by the means of contracts and/or revenue sharing [6].

These IS can also be used in order to invent completely new business models [23]. Which type of collaboration is suitable for a certain situation depends on the participants, their relations and the goal(s) of the collaboration. [29] give a summary of factors that enable supply chain collaboration. The most commonly mentioned factors are presented in the following:

1. Mutual trust is the facilitating factor for all network initiatives [21]. This holds for every management level and functional area [29]. Trust is a key enabler for mutual help and therefore also for collaboration.

2. Intellectual property should be respected, and private information should only be accessible by authorized users (Finch 2004), while an efficient diffusion of knowledge has to be granted [13].

3. Common interests/goals are necessary in order to ensure all participants work together in every buyer-seller relationship [11]. The expectations and network roles should further be communicated clearly.

4. Value proposition for all participants means that all network members should benefit, if possible equally, from participating [30].

5. Technology is necessary as an enabler for next generation networks. The ubiquitous internet technologies have enabled the low-cost, standardized exchange of real-time information and collaboration which can be used by the ordinary/non-technical business user [23].

3.2 Incentives

A motive has been defined as the psychological disposition of an individual [22]. The activation of a motive takes place under certain conditions and causes a particular behavior. This can be triggered by internal motives (e.g. a desire) or external incentives (e.g. a payment), also referred to as intrinsic or extrinsic motivation respectively [10]. Therefore, incentives should be based on motives in order to activate a certain behavior [25]. Following [10], motives can be distinguished into intrinsic motives and extrinsic motives. As stated by [17], some organizations seek to fulfill other goals besides maximizing shareholder profits. These goals are oriented at the entrepreneur’s values and include the “well-being of other members of his organization and his fellow citizens” [17]. Due to the drastic impact on humankind, environmentally sustainable operation is one of the key challenges that society faces today. Therefore, ethical considerations can be an intrinsic motivation for organizations to improve their environmental impact by joining and strengthening IO-EIS. A number of authors are describing incentives for taking part in content-based IS. Organizations can expect direct payoffs from joining such networks. In the case of IO-EIS, these include the above mentioned process improvements of better data availability, flexibility, transparency, and efficiency. Depending on the business model, there could also be direct monetary compensations for joining the network, e.g. the solution owner could employ a referral bonus system [20] where Original Equipment Manufacturers (OEMs) get a compensation for onboarding their suppliers.

During the process of establishing the network, and even after reaching a critical number of participants, a continuous stream of high quality content has to be ensured in order to maintain users and motivate further participation [14]. The motives for content contribution are therefore analyzed separately. [38] have analyzed how individual motives and social capital influence users to share information in communities of practice. They study the following factors: reputation, enjoyment, network centrality, expertise, tenure commitment and reciprocity. They find reputation, enjoyment, network centrality and expertise to be statistically significant influencers of knowledge contribution. [27] identify factors that motivate users to contribute resources to P2P networks including rewards, personal need, altruism, reputation, liking, and affiliation and propose application features to stimulate resource contribution. They do not specify the type of...
tangible reward provided, but list monetary rewards, discount rates for subscription or purchase, bonus points for prize remedy and value-adding service. Furthermore they suggest an individual identity and profile generation to promote sub-community building, and peer recommendations in order to evaluate contributions to the network. [14] elaborate on a number of incentives for community contribution, and based on that build an incentive system for a social networking site in a business context. They suggest including features that provide rewards, explain the benefit for the community, set specific individual goals, provide reputation, and provide and illustrate a self-benefit. When incentivizing user contributions, [7] highlight that the quality of the contributions has to be controlled: A high amount of low quality contribution can lead to information overload which makes users leave the community. [25] elaborate on the motive of participants in Information Technology (IT)-based ideas competitions. They identify the following motives: learning (access to different types of knowledge), direct compensation (prizes and career options), self-marketing (profiling options), and social motives (appreciations by organizers and peers). Table 1 summarizes the motivation constructs in content-based IS as outlined above.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Focus</th>
<th>Motives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leimeister et al. 2009</td>
<td>Ideas Competitions</td>
<td>Learning, direct compensation, self-marketing, social motives</td>
</tr>
<tr>
<td>Farzan et al. 2008</td>
<td>Enterprise social networks</td>
<td>Rewards, community benefits, goal setting, reputation, self-benefit</td>
</tr>
<tr>
<td>Wasko &amp; Faraj 2005</td>
<td>Communities of practice</td>
<td>Reputation, enjoyment, network centrality, expertise</td>
</tr>
<tr>
<td>Lui et al. 2002</td>
<td>P2P networks</td>
<td>Rewards, personal need, altruism, reputation, liking, affiliation</td>
</tr>
<tr>
<td>Cheng &amp; Vassileva 2006</td>
<td>E-learning communities</td>
<td>Rewards, reputation, goal setting, community</td>
</tr>
</tbody>
</table>

4. INTER-ORGANIZATIONAL ENVIRONMENTAL INFORMATION SYSTEMS

In general, organizations integrate environmental performance indicators (EPIs) into a sustainability framework also comprising social and financial indicators. This work specifically focuses on environmental indicators but can easily be extended to other sustainability indicators. IO-EIS have the main purpose to efficiently exchange environmental information in the supply chain, but they also integrate and describe different external data sources, provide functionality for diverse use cases, and enable analytics and community-building on top of that. All use cases have in common that they facilitate the exchange of EPIs. EPIs are quantitative and qualitative indicators that describe the environmental performance of products, services, or organizations in certain dimensions. Typical use cases are environmental compliance, sourcing and procurement, design for environment, green logistics and sustainability reporting of which the following section will describe the first three.

4.1 Use Cases

Environmental product compliance is the first step in the environmental strategy of product manufacturers as non-compliance with regulations can lead to significant consequences such as fines, restrictions, and product bans. Environmental legislation is growing in number, scope, and complexity [31]. Product manufacturers which operate globally face the problem of differing regulation worldwide. Prominent examples are the legislations REACH and RoHS. The European Commission’s (EC) Directive on Registration, Evaluation, Authorization and Restriction of Chemicals (REACH) requires all companies that import or produce chemical substances into the European Union in quantities of one ton or more per year to register these with the EC. It also requires companies to report if their products contain more than 0.1% of substances of very high concern (SVHC). The production and sale of these products may be limited or prohibited within the EC, if the company does not manage to find a substitute for the SVHC within a limited time period. EC’s Directive on the restriction of the use of certain hazardous substances in electrical and electronic equipment (RoHS) is a directive to control the use of six hazardous substances in products and components. The list of restricted materials now includes lead, mercury, cadmium, hexavalent chromium, polybrominated biphenyls and polybrominated diphenylether, but may be extended later. Following the EC’s example, many governments have started to implement similar legislation, but including other substances and/or limits. Most environmental legislation is based on the principle of producer responsibility, while the reasons for non-compliance may happen upstream in the supply chain. As a consequence, product manufacturers need to

- Identify which regulation worldwide affects their products, and which substances and processes are regulated, as well as the corresponding limits.
- Analyze the substances and processes used for their products. Typically most of the manufacturing processes occur upstream, so the manufacturers need to collect the information from their 1st tier suppliers and make sure those include the information from the 2nd tier suppliers, and so on.
- Take corrective action (e.g. find a substitute), if necessary.

Most problems that the manufacturers face today are related to the collection of data throughout the supply chain. Until today, product compliance in many companies is handled by using spreadsheet and email-based solutions, which have proven to be highly inefficient [5]. A plethora of different formats and standards are in use, and these are exchanged either using enterprise-centric systems, where one organizations has established a system where all its suppliers and stakeholders can submit or access data, or the process is based on one-to-one communication channels, such as email or EDI, even though email has proven highly inefficient and the entry costs for most small and medium-sized companies are too high in the case of EDI [16]. Typical response rates with classical means are between 5 and 10% [36]. All other data has to be collected manually, e.g. by material experts and consultants, with the corresponding high costs. From the supplier side, duplication of work is further engraved by the fact that different companies ask for different material content: Some companies require a full product declaration, others ask for materials included in a particular
The goal of sustainable sourcing and procurement is to decrease the environmental impact across the product life cycle. This is achieved via including EPIs in benchmarking of suppliers of the same material with regards to specific EPIs and in purchasing decisions, in particular for materials with high business and environmental leverage. Within sourcing and procurement, environmental information already plays a role in supplier management, material compliance and environmental assessments. Supplier management includes the evaluation of suppliers against several criteria such as quality, service, and financial aspects. Annual supplier evaluations typically follow an explicit program that includes setting performance categories and their weights, supplier scoring, and improvements. Environmental criteria are also part of this evaluation process, however they mostly comprise binary requirements that have to be fulfilled, e.g. existence of a certified environmental system, energy reduction programs, etc. This information is usually collected via questionnaires. Because the questions are yes/no questions that all accepted suppliers have to meet, different suppliers of the same product are not differentiated in their environmental performance.

In order to really differentiate suppliers by their environmental performance, organizations should include quantitative EPIs in their supplier selection processes. Evidently, these EPIs should be integrated in a process leveraging quality, cost, and sustainability KPIs. The operational procurement function has the responsibility of carrying out the purchasing activities of a specific division, e.g. product line or business unit. When ordering a material from one of the preferred suppliers, the purchasing division should itself include environmental KPIs amongst others in order to achieve the overarching goal of environmental improvements. In order to ensure maximum impact, the focus should be on high-leverage materials with [9]:

- Relatively high purchase volume
- High environmental impact per functional unit
- Potentially high level of supplier differentiation.

Design for Environment (DfE) is a general concept that refers to a variety of design approaches that attempt to reduce the overall environmental impact of a product, process or service across its life cycle. Based on product and process data, the environmental impacts of different alternatives have to be calculated and compared. DfE deals with several topics like environmentally-conscious manufacturing, design for disposal, and packaging related topics. Besides the identification of weak points of a solution and the comparison of alternatives, the tradeoff between decisions in different life cycle phases has to be investigated. The goal is to identify the design alternatives within the product lifecycle that can enable environmental impact reduction at minimal additional costs. This is achieved via including EPIs in the comparison of design alternatives. Life Cycle Assessment (LCA) is a part of the comparison and the following processes address two major process steps of LCA:

- Data inventory analysis (collecting data, calculation, allocation)
- What-if-scenarios as part of life cycle interpretation.

The calculation of the environmental impact of products and processes is usually based on unit processes and activity data. The activity data is the data of the actual activity or process quantifying an environmental impact. This can be data which directly measures the activity, such as the CO2 emissions related to a particular component, or data that can be used to determine the activity or its impact, such as the weight of a material used in the production of a product. Unit processes leveraging suitable conversion factors are used to relate the measured activity to the actual impact, such as a quantification formula that determines the CO2 emissions per kg of a certain material. There is a hierarchy of different types of activity data that can be used; as a general rule, companies should apply the following hierarchy of data types in collecting data of organizational accounting:

- **Primary data** are direct emissions measurements or activity data. Companies should obtain the most product-specific data available. Primary data can be further classified in product-level data, process-level data, facility-level data, business unit-level data, and corporate-level data.

- **Secondary data** are data that are not collected from specific sources within a company's operations or its supply chain. Secondary data include industry-average data, data from literature studies, and data from published databases.

- **Extrapolated data** are primary or secondary data related to a similar (but not representative) input, process, or activity to the one in the inventory, which are adapted or customized to a new situation to make it more representative (for example, by customizing the data to the relevant region, technology, process, temporal period and/or product).

- **Proxy data** are primary or secondary data related to a similar (but not representative) input, process, or activity to the one in the inventory, which are directly transferred or generalized to the input, process, or activity of interest without being adapted or customized to make more representative.

Data type 3 and 4 are estimation methods to fill data gaps. Similar to the other two use cases, the main challenge is the collection of data across organizational boundaries. In particular, primary data is only available directly from the supplier of the material or component. Therefore, many companies today use average values to determine the impact of a material which significantly deteriorates the accuracy of the results.

### 4.2 Requirement and features of IO-EIS

Regardless of the specific use-cases supported, IO-EIS share a number of features. Requirements of IE-EIS have been described by [37]. They suggest that the general layout should be divided into a resource layer, a platform layer, and an application layer. The resource layer is composed out of relevant external resources, such as environmental databases, governmental sources for legislation, or third party data. This data is stored as EPIs in the platform layer leveraging an EPI description language. The EPI description language stores the main constructs and relations of the environmental content and allows representing the EPIs in a machine-readable way. Based on the environmental data, the platform services provide functionality to access and manipulate the data, such as add and manipulate EPIs and other relevant entities. These services can be accessed using the platform API (e.g. RESTful API) by external applications as well as by the application layer. All organizations will use the same instance of the platform, allowing them to easily share and access EPIs
throughout the supply chain. The application layer provides functionality for the actual use cases, e.g. accessible via web browser, mobile devices, or integrated in a backend system. Analytic capabilities provide a main value proposition of IO-EIS. Based on anonymized data, organizations can benchmark their EPIs with industry peers and averages. Adequate communication channels support community building. For maximum flexibility, the system should facilitate collaboration by adequate channels, such as push mechanisms (messaging) and pull mechanisms (forums, task marketplaces). The community can support establishing de-facto standards and industry practices. Furthermore, expert users can help by providing quality ratings for less experienced users. Figure 1 illustrates the main layers and components of an IO-EIS as described.

**5. INCENTIVES FOR IO-EIS**

Based on the identification of motives, there are a number of features and functionalities that the system should inherit. Due to the nature of the environmental content that is required, there are a number of additional requirements which have to be considered. Functionality to encourage organizations to join the network, contribute content to the network, and rate content on the network has to be distinguished. According to [17], the socially responsible entrepreneur has a concern for improving his impact on society and the environment. Therefore, this intrinsic motive should be leveraged by providing tools to improve the organization’s environmental sustainability. On the other hand, there are a number of processes which the organization has to execute for performing its core business, including sourcing & procurement, compliant product design, and reporting processes. Organizations aim at performing these processes based on as much high quality information as possible, while keeping the time and costs for collecting this information low. Their goal is to increase process quality, which the system can help with by offering data & functionality supporting specific tasks. At the same time, organizations seek to increase process efficiency, which an IO-EIS can facilitate by dramatically decreasing the number of required interactions [37]. In order to enable participants to pursue effective sustainability marketing, it would help if the IO-EIS can establish a branding in the sustainability domain, and integrate well-known non-governmental organizations (NGOs). The motive of organizational learning can be activated by providing extensive data from various environmental databases as well as connecting the community in order to exchange best-practices. Communication and community features can tie in supply chain partners and therefore enable networking within the chain. As organizations seek to determine their position within competition, benchmarking features with industry averages and best-in-class provide substantial incentives to join the network. Table 2 synthesizes the proposed incentives to encourage organizations to join the network as presented.

**Table 2. Motives & Incentives for joining IO-EIS**

<table>
<thead>
<tr>
<th>Motive</th>
<th>Incentive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethical</td>
<td>Tools to improve environmental sustainability</td>
</tr>
<tr>
<td>Improved task fulfillment</td>
<td>Task-specific functionality</td>
</tr>
<tr>
<td>Cost reductions</td>
<td>Many-to-many network</td>
</tr>
<tr>
<td>Marketing</td>
<td>Sustainability branding</td>
</tr>
<tr>
<td>Learning</td>
<td>Data &amp; community</td>
</tr>
<tr>
<td>Networking</td>
<td>Communication features</td>
</tr>
<tr>
<td>Compare with competition</td>
<td>Benchmarking features</td>
</tr>
</tbody>
</table>

Designing for enjoyment has been previously defined as key for IT artifacts. In particular, positive experience should be created by a user interface which promotes pleasure, enjoyment, and fun in order to enable user satisfaction [1]. The system should also be easy to use. Community-building features and designing for sociability is required to fulfill the desire of individuals to participate in communities. E.g. [4] have identified a number of principles that facilitate sociability in social software. Comparability within the community should also be enabled in order to facilitate an advantageous competition [14].

**Table 3. Motives & Incentives for contributing in IO-EIS**

<table>
<thead>
<tr>
<th>Motive</th>
<th>Incentive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enjoyment</td>
<td>User friendly user interface</td>
</tr>
<tr>
<td>Community</td>
<td>Community building features</td>
</tr>
<tr>
<td>Low fees</td>
<td>Reduce fees based on contributions</td>
</tr>
<tr>
<td>Customer satisfaction</td>
<td>Sharing &amp; communication tools</td>
</tr>
<tr>
<td>Reputation</td>
<td>Reputation score &amp; badges</td>
</tr>
<tr>
<td>Supplier evaluation score</td>
<td>Include contributions in supplier evaluations</td>
</tr>
<tr>
<td>Sophisticated functionality</td>
<td>Provide functionality based on contributions</td>
</tr>
<tr>
<td>Access to industry data</td>
<td>Provide data access based on contributions</td>
</tr>
</tbody>
</table>

There are a number of incentives which could be offered based on the quantity and quality of contributions. These include reduced fees, the incorporation in (supplier) evaluations, extended
functionality, and extended access to industry data, e.g. for benchmarking purposes. Additionally, the motive to enhance customer satisfaction can be supported by offering suitable tools for sharing data and communicating with the customer [37]. Reputation is mentioned as an important motive to stimulate user contributions [14, 27, 38], so the system should be able to compute a reputation score for the participants, and offer “badges” or “membership levels” in order to promote specific actions [8, 14]. Table 3 summarizes the incentives to encourage content contribution.

6. AN INCENTIVE SCHEME FOR IO-EIS

6.1 High-level concept

Most incentives to join the network are related to a convincing value proposition, thus have to be implemented via comprehensive characteristics and functionality of the IO-EIS itself. The goal of the incentive system therefore focuses on enhancing user contributions. Based on the considerations presented in the previous sections, the reputation mechanism should encourage uploading up-to-date Environmental Performance Indicators (EPIs) in high quantity and quality and accurately rating user contributions. Consequently we propose to distinguish a reputation score for contributing EPIs and for rating EPIs, and provide additional incentives based on these two scores. Aspects of EPI quality have been previously defined, e.g. by the Global Resources Institute (GRI).

Due to the high number of user contributions, it is impossible to employ enough resources to rate all content according to its quality. Depending on the commercial success, quality checks based on random sampling, such as the Continuous Sampling Plan 1 (CSP-1), may be applied [19]. Nevertheless, the majority of ratings will have to be done by the community. This is less problematic than in consumer networks, as many of the business users will indeed be domain experts. [8] present an adaptive incentive mechanism for contributing and rating content in an e-learning community which shares some of the features with the proposed mechanism. Due to the completely different context, the focus of their mechanism is to promote a certain number of user participations within a limited amount of time, while the focus of the proposed incentive scheme is to determine the quality of user contributions in order to promote quantity and quality of contributions.

We suggest calculating a quality score \( Q_e \) for every EPI \( e \in E \), based on all ratings \( r_{e; o} \) for the EPI \( e \) and the participating business user \( o \in O \)’s historical rating expertise \( R_{e; o} \):

\[
Q_e = f(r_{e; o} \mid o \in O; R_{e; o})
\]

Based on all EPI quality scores of an organization, its overall content reputation score \( C_o \) can be determined:

\[
C_o = f(Q_e \mid e \in E; o)
\]

Whether organizations and business users have to be distinguished depends on the actual use case. Based on the deviation of all ratings of a business user from the EPI quality scores, his individual rating expertise score \( R_o \) is calculated:

\[
R_o = f(r_{e; o} \mid e \in E; \ Q_e \in E)
\]

Before the rating is submitted, the user cannot see the EPI quality score. This prohibits a bias towards the displayed score as well as provides an additional incentive for rating. The aggregation of the rating deviations to a rating expertise score, as well as the aggregation of the EPI quality scores to an overall content quality score can be done leveraging diverse algorithms [18]. Figure 1 depicts the basic functional principle of the proposed reputation system, which provides the basis for incentives such as further dissemination of the reputation, monetary incentives, incorporation in supplier evaluations, enhanced functionality, or access to a larger amount of industrial data.

6.2 Evaluation

A first evaluation took place in a workshop including the five case companies. The motives and incentives were discussed as well as the proposed incentive scheme. Furthermore, a concept implementation based on a prototypical IO-EIS developed by the case companies was prepared and illustrated by mockups. Overall, the proposed incentive scheme was seen as a good enabler to enhance user contributions and EPI quality. However, a quantitative evaluation is still outstanding. The main statements of the evaluation workshop are summarized below:

- The proposed incentive scheme has the potential to improve the overall data quality within the IO-EIS, although the information quality challenges in the use cases cannot be solved by technical means alone. It will require the involvement of industry and legislation to define unambiguous standards.
- Incorporating the EPI quality scores and the overall content reputation score in supplier evaluations promises to be the most effective incentive for the sourcing and procurement scenario. Monetary incentives can mainly prove effective if they are integrated in the sourcing strategy. Discounts on the fees for the IO-EIS were seen less favorable.
- Analytic capabilities such as benchmarking were seen as strong incentives for joining the IO-EIS. If access to industry benchmarking data is only enabled based on the content reputation score, this would also provide a strong incentive for contributing high quality EPIs.
- The reputation scores and badges for contributing were seen as good individual incentives for the employee contributing the data, while no effect is expected on the organizational level.
- It was consistently stated that the incentive scheme needs to be simple and user friendly. This is an important factor especially for smaller companies, as these usually do not have a designated person for any of the use cases.
7. CONCLUSION
Based on a literature review and workshops with two focus groups including five European companies, relevant motives and incentives for IO-EIS were identified. These incentives propose an enhancement to the state of the art in the field of research of Green IS and also provide benefit for practitioners who seek to establish an IO-EIS, as to our knowledge similar research does not exist in this domain. Furthermore an incentive scheme for IO-EIS was developed based on these incentives. Future research will include a quantitative evaluation of the incentive scheme within the focus group companies.
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ABSTRACT

The increasing usage of computer technology in our everyday life and especially in our homes and the increasing demand for sustainable life style concepts raise the question of how to combine these two trends. Can we make smart homes sustainable or sustainable homes smart? This paper discusses current trends and challenges arising with these questions and proposes a sustainable smart home approach.
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1. INTRODUCTION

An ever growing awareness of the massive changes that our human societies are causing to our environments and planet Earth, increasingly calls for a fundamental change in our lifestyles. Governments, non-governmental organizations and concerned individuals call for sustainable living and seek ways to transition from our current lifestyle to a more sustainable way. In this context – and especially from an Information and Communication Technologies (ICT) perspective – the home plays a vital role as one of the central points where technology meets life first hand. This work takes a closer look at current development in the smart home area with a special focus on the idea of sustainable smart homes.

The idea of sustainable smart homes arises from two recent trends in the housing market: making homes “smart” and making homes “sustainable”. Taking a naive view, creating a smart home means packing the home with Information and Communication Technology (ICT) and electronic equipment, while building a sustainable home usually means reduction and leveraging renewable materials to build resource-efficient houses; two approaches that seem to run diametric to each other. Aiming to combine both approaches leads to the idea of building sustainable smart homes and bears two perspectives to discuss: Can we build sustainable smart homes by …

1. making sustainable homes smart (by using smart home technology to improve sustainability)?)
2. making smart homes sustainable (by improving the sustainability of the technology itself)?

We will discuss both perspectives in the following. After giving a working definition of the term ‘sustainability’ for our needs in the next section, we discuss sustainable homes and show which role ICT can play to address current issues and drawbacks. Afterwards we take a look at different smart homes projects and discuss how we can emphasize sustainability in those approaches. Finally, we propose a holistic view that combines the findings from both perspectives.

2. DEFINING SUSTAINABILITY

The term “sustainable development” was first widely articulated by the Brundtland Commission of the United Nations in 1987 and framed as “development that meets the needs of the present without compromising the ability of future generations to meet their own needs” [5]. More than 140 alternative and modified definitions that have emerged since then have been identified by Johnston et al. [34] and this proliferation of alternative definitions of the term “sustainability” has created a situation where this central concept has come to mean many things. At the level of the dictionary definition, sustainability simply implies that a given activity or action is capable of being sustained (i.e. continued indefinitely). This definition however conflicts with the idea of naturally evolving systems that change over time. It is also difficult to apply to the environmental domain, where even highly damaging practices can be sustained within time frames that are seemingly indefinite with respect to a human lifespan. Some people also argue that ecosystems will in time (but maybe too late for the survival of our species) adapt to the changes we inflict upon them. Thus it seems to be difficult to give a direct definition of sustainability or sustainable development and Johnston instead proposes the utilization of four basic principles of sustainability [34] that have been identified by “The Natural Step Framework” [51]:

1. Substances from the lithosphere¹ must not systematically increase in the ecosphere².
2. Substances produced by society must not systematically increase in the ecosphere.
3. The physical basis for the productivity and diversity of Nature must not be systematically deteriorated.
4. There should be fair and efficient use of resources with respect to meeting human needs.

These principles basically demand a minimal human intervention in natural processes (which is almost impossible given the rising human population) or the application of cyclic processes, which eventually give back what has been extracted. The latter is usually reflected in natural systems that are strongly intertwined in adaptive cycles of growth, accumulation, restructuring, and renewal and form an ever evolving eco-system [27]. Scientifically, it has been defined as a panarchy, which is the “structure in which systems of nature […], of humans […] and combined human-nature systems are interlinked in never-ending

---

¹ the Earth's crust
² the planetary ecosystems
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adaptive cycles.” Holling further identifies this as “the heart of what we define as sustainability” [27] and acknowledges: “We recognize that human behavior and nature’s dynamic are linked in an evolving system. We realize that the seeming paradox of change and stability inherent in evolving systems is the essence of sustainable futures.”

Karl-Henrik Robért, founder of The Natural Step initiative, argues that “the only processes that we can rely on indefinitely are cyclical; all linear processes must eventually come to an end” [50], which gives us another idea about what is sustainable and what is not. He then also observes that our society is continuously processing natural resources in a linear direction, which will eventually reach an end and thus is not sustainable. To ensure our own continued existence, we will have to identify our linear processes and turn them into cycles. This way, we eventually reach a sustainable lifestyle driven by sustainable development and positive evolution.

This idea is picked up by Prof. Braungart and Prof. McDonough with the Cradle-to-Cradle concept [42]. Based on the idea that we should be striving to be part of nature’s continuous improvements and a (positive) evolution, it distinguishes two cycles: the technological cycle takes care of feeding our technological resources as nutrients back into new technological cycles and a natural cycle that takes care of feeding our used natural resources back into natural cycles. Both cycles are very carefully separated from one another and aim at keeping their resources in endless circulation.

Sustainability research can thus be described as the seeking for change and stability in evolving systems and the understanding of cycles and their scales to identify points to trigger positive change and foster resilience with respect to the four basic principles of sustainability. What this means in detail, however, relates to the field it is applied to and thus is still subject for a final definition in the field of smart and sustainable homes, which we will examine in the remainder of this paper.

3. MAKING SUSTAINABLE HOMES SMART

Based on the above notion of sustainability, we can now look at its application in the field of sustainable homes. We therefore need a definition of sustainable homes and take a look at existing approaches. Afterwards we can analyze technology that can be applied to “improve” sustainable homes and address several identified issues.

3.1 Defining Sustainable Homes

The idea of sustainable buildings and homes is not new and, out of necessity, they have been built embedded into the environment and ready to evolve over time for millennia. Only recently, cheap energy, large glass sheets and air conditioning occurred, transforming the art of building and loosening the relation of the building to its surrounding eco-systems. Buildings are now often enough constructed not only without respect to their environment, but also without respect for their inhabitants [12]. In an earlier attempt to define sustainable homes with respect to these recent developments, Barnett and Browning came up with an eight-point checklist of criteria that a sustainable building has to meet. The list includes the usage of environmental friendly resources for building and living, harvesting water and energy in sustainable self-contained cycles that minimize consumption, the independent growing of organic food, the optimization of ventilation and air flows, and the provisioning of a healthy living environment [43, 48, 54]. Similarly, the Department for Communities and Local Government in the UK provides the “Code for Sustainable Homes” [20], a system of housing quality indicators that provide a framework to measure the sustainability of a home in 9 key areas (largely the same as those above): Energy & CO2 emissions, water, materials, surface water run-off, waste, pollution, health & well-being, management, and ecology. Several case studies of homes complying with the different levels of this code are listed in [3].

Various implementations of these criteria can be found throughout the world. Over 200 sustainable homes opened their doors to over 40,000 people on in September 2011 for Sustainable House Day in Australia [11]. Several projects collect information about sustainable homes and communities and list more than 180 eco-settlements in Germany [1], almost 400 settlements in Europe [53], about 500 eco-villages worldwide mostly outside of Europe [4]. Three selected projects are introduced in the following: a modern home, a continuously improved existing house and a more natural alternative approach.

The Archetype Sustainable House3 in Canada aims at a modern resource efficient house design with natural and sustainable materials. It is built with wood, cork, bamboo, organic paint and ash based concrete. New insulation methods and solar/gas powered heating as well as solar powered low energy light sources aim at a minimal energy consumption. Waste water is treated directly at the house and rain water is collected and used for toilet flushing. Throughout the construction phase, waste was sorted and recycled on site or sent to facilities, compostable plates and cups were used for lunch and the entire site was powered by solar power trailers.

Figure 1: The Archetype Sustainable House. From http://www.sustainablehouse.ca

In Australia, Michael Mobbs describes his approach to turn his existing home in the middle of Sydney into a “Sustainable House” in his book with the same title [43]. Rainwater is collected, grey and black water tanks have been buried in the garden, which allows the house to be completely decoupled from the city’s water system. Solar panels are installed on the roof, food is grown in the garden, organic waste is composted and the house has been tweaked with reusable materials in various corners. It now serves as showcase for the city of Sydney and inspired the city council to start the development of a sustainable neighborhood under the counsel of Mobbs.

The low impact woodland home of Simon Dale in Wales takes minimalism and eco-friendly almost to the extreme. Build from natural material found on site and recycled components it provides 60sq meters of living space and blends in with the surrounding nature. It combines a wood burner for heating, a fridge that is cooled by air coming underground through the...
foundations, solar panels for lighting, music and computing, water coming from a nearby spring, a compost toilet, and a pond in the garden to collect rain water from the roof.

Figure 2: The Woodland Home in Wales. From http://simondale.net/house

Based on the evaluation of over 20 sustainable home projects, including the three described above, we can note that the main topics with respect to our definition of sustainability are the usage of natural and renewable building material, efficient usage and collection/creation of water and energy, and the utilization of land for agriculture. Additionally, recycling and minimizing pollution, trash and wastewater play a major role. All approaches address the four basic principles of sustainability to different degrees. Well being of the inhabitants plays an important role too and cycles can often be found, e.g. in water recycling or gardening and composting approaches. Some approaches then emphasize comfort where others put a stronger focus on eco-friendliness and closeness to nature. Another strong difference between the approaches is the building and living cost. Massively optimized as in the Woodland Home, the building cost can be as low as £3000 and the cost of living can be largely reduced by gardening and on site food and energy production. While a minimalist approach in terms of resource usage, cost and comfort can often be found in the more natural approaches, commercial approaches usually aim at a maximum comfort with a minimized ecological impact.

Many of today’s sustainable homes are still experiments of their owners, pioneering the path to a more sustainable living through inventing, experimenting, testing as well as stabilizing, conserving and often publishing their findings. Their organization in the larger context of sustainable neighborhoods aims at increased self-sufficiency, which can hardly be achieved in a single household. Some limitations that have been described are the acquisition of building materials, solar collectors that generate a surplus during the day, but require buying additional energy at night or gas that is often still needed for cooking and warm water. Often aiming at self-sufficiency, growing some food and owning animals are part of sustainable lifestyles, but inhabitants usually still have to acquire additional food as well as clothing and other necessities from external sources and the anticipated low ecological impact often comes with less comfort for the inhabitants. While this has been reported as not entailing less happiness of the inhabitants [43], it seems to be a major entry barrier for the masses.

3.2 Technology for Sustainable Homes

Technology plays different roles in different approaches to sustainable homes. The three examples in the previous section nicely illustrate the different levels of technology integration. The Woodland Home has a minimal technology integration but still provides electrical lighting, music and computing facilities. The Home of Michael Mobbs is equipped with a computer, a fridge, electric lights, stereo, etc, but aims at using low power devices. Similarly, the Archetype Sustainable House provides standard appliance with a low energy intake, but also uses high-tech products to reduce the daily ecological footprint of the house. This includes a zoned air conditioning system, utilizing a heat pump and a generator, space heating, electrical power generation and hot water, smart meters, and home energy display monitors for temperature control. The different concepts provide different levels of comfort for the inhabitants, which is reflected by the amount of high-tech products utilized in the homes.

In addition to the increasing level of comfort, smart home technology aims at the facilitation of more sustainable ways of living and can be a feasible way to tweak existing buildings. This ranges from increasingly efficient household appliances, cars, computers, etc. to new building materials and production processes and computer-based optimization. The Bluff Homestead4 in New Zealand, utilizes a micro-processor that controls various pumps to move water around different tanks to make optimal use of solar heat and an additional stove and ensure that all guests have uninterrupted access to hot water (as the author personally experienced). The owners also run an automatic watering system for their vegetable garden and plan to make increasing use of alternative energy sources. To gain efficiency, this could even be extended through the use of moisture sensors in the ground or the weather forecast from the Internet [59]. The latter falls into the category of optimization through extended information and prediction, where information from the Internet and extended sensor networks allow better control of appliances and utilities. Other examples in this category are the weather and sun angle based control of blinds or solar panels as well as presence based scenarios, e.g. the control of lights, blinds or multimedia devices based on the users presence, activity (e.g. sleep detection), or even planned activities derived from a digital calendar system. Similarly, temperature surveillance, air quality and indoor climate monitoring can be used for optimization purposes [33].

Besides these automation purposes, information from sensors and the Internet can also be provided directly to the user to facilitate better decision making and the integration into local and global communities. Aiming at allowing informed users to make informed decisions [40], environmental information systems are available on the web, ranging from pigeons blogging about local air pollution [17] over encouraging individuals to make changes in their energy footprint through social networks [39], modeling long-term consequences for sustainability of decisions regarding urban transportation and land use [14], to supporting cultural change through informal networks, pre-existing institutional structures, and formal organizations [44]. Such web-based technology can help bringing the relevant information closer to where it is needed, making information about sustainable products available in the home or on the mobile phone while shopping or incorporating personalized sustainability related adverts into interactive TV streams.

Under economic view points, the increasing awareness about environmental problems our society is facing offers a variety of possibilities for new products and services. Sustainable services are on the advance as by September 2012, [2] lists 461 new eco and sustainability business ideas since 2003. Sustainability related ideas make up more than 10% out of a total of 4225 listed concepts. The direct integration of services and information into the home becomes a serious business case, while well established web sites like couchsurfing.org gain sustainable competitors like the recently launched sustainablecouchsurfing.org. Sustainability
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4 http://www.bluffhomestead.co.nz
(while to date often only addressed by PR relevant actions) becomes an important factor for established businesses [52].

The discussed projects all aim at facilitating a more sustainable lifestyle by making sustainable and eco-friendly behavior easier and acceptable for the masses. However, they bear the danger of waiting for a technological solution for a problem that requires major changes in consumption and behavior pattern to be solved and they all face the problem of the inherent sustainability of the underlying technology itself. The latter often drives sustainable living entrepreneurs to reduce technology in their homes to the bare minimum perceived as necessary or inevitably. Being part of the complex eco-system of a home, introducing one partial solution (e.g. automatic light switching) might even introduce more problems (e.g. old people spending even more time without getting up from the TV chair) than they solve in the long run.

4. MAKING SMART HOMES SUSTAINABLE

After analyzing sustainable homes and technological “improvements” in the previous section, we now jump to different perspective and take a closer look at smart homes and the idea of making smart homes more sustainable.

4.1 Smart Homes

In contrast to sustainable homes, which continuously gain momentum, holistic approaches to realize smart homes, although under development for decades now, have barely made it out of the research labs. Originally termed by the American Association of House Builders in the year 1984, the term “smart home” today mainly addresses the integration of ICT into domestic buildings, but has a long history and various definitions. One simple but well accepted definition has been developed by the DTI Smart Homes Project: "A dwelling incorporating a communication network that connects the key electrical appliances and services, and allows them to be remotely controlled, monitored or accessed." [37]. While this definition works for most smart home scenarios that usually contain interacting and connected appliances, it rather focuses on automation and control aspects of the home and lacks a direct relation to the term “smart”. Smart homes in turn can be described as acting autonomously and being proactively based on artificial intelligence. A problem with the term “smart” in this case is the lack of measurements for the smartness of a system.

The idea of smart homes comes from the earlier work on home automation in the 1970s and thus various approaches, aiming at home automation, focus on different aspects. Main areas are e.g. temperature surveillance, air quality and indoor climate monitoring [33], air, heating, lighting, ventilation, and water heating control to minimize energy consumption [45]. The MavHome project [16] aims at maximizing comfort, while minimizing operation cost. It predicts the actions of its inhabitants and automatically turns on and off heaters, lights and coffee machines in the morning, sprinkles the lawn, places grocery orders, and prepares hot tubs for its inhabitants. More recent projects like the Amigo Project [23] and the Service Centric Home [9] aim at the development of middleware that integrates heterogeneous systems and appliances to achieve interoperability between services and devices. This then forms the basis for interaction between the devices or remote control by another smart entity to optimize resource usage, comfort, and operation costs. One innovative approach by Intille in the scope of the House n project of the Massachusetts Institute of Technology presents a concept to empower people by providing information when and where decisions and actions can be made instead of aiming for the automation of tasks [31].

Smart homes still mostly aim at the simplification of daily routines and processes and at making life easier and more comfortable for the inhabitants. Developed technologies often target elderly or disabled people and address the need to live independently in their own environment. Additionally, they aim at controlling and optimizing resource usage and safety, entertainment, and communication. Sustainability is still not addressed as a core area, but treated as a nice to have feature. Thus, smart homes often incorporate hard-to-recycle or -reuse materials, are energy hungry, and require continuous maintenance, updates and replacements. They also still face a large number of technical, social and economic challenges.

A major critique is that current home automation approaches consume more energy than they save [24]. In [26], Hilty et al. discuss the potential risks of pervasive computing technology (which is applied in smart homes), stating that there are various unexplored issues related to health, social effects and environmental issues. Mankoff et al. also argue that ICT is facing the key challenges of growing energy consumption and electronic waste [38]. In North America 38% of the energy was consumed by households in 2009. Furthermore, the share of residential electricity used by appliances and electronics in U.S. homes has nearly doubled from 17 percent to 31 percent in the last three decades [8]. Computational energy consumption has been reported to be responsible for 2% of the world emissions in 2007 already [25]. The increasing usage of electronics and computer technology also creates a massive problem of (largely toxic) electronic waste, which is difficult to reuse, recycle or even to store [55]. It is becoming a significant component of waste streams, increasing at a rate of 5% per annum [19]. In 2007, a study by the United Nations University found that the world generates around 40 million tons of electronic waste every year with a lot of it being shipped to developing countries [29].

In terms of inhabitants, Intille describes that homeowners often believe that computer devices make life more complex and frustrating rather than easier and more relaxing and that they are wary of the aesthetic, financial, and cognitive challenges that come with new technologies [32]. He also argues that technology should not make people useless but require human effort in ways that keep life mentally and physically challenging. Davidoff at al. argue that developers have to be careful not to remove tasks that are vital to our identities [18]. It is important to allow the integration of technology into different habits and “workflows” of the family. Requiring the family to adapt to technology is very likely to fail quickly [18]. Yamazaki identified the extension of human activity support beyond the home to the scope of communities, towns, and cities as a crucial aspect [57].

Energy consumption, electronic waste, user frustration, over automation, information overload, a lack of focus on human needs, and toxic contents in products, etc. will all have to be addressed in an attempt to make smart homes sustainable. While there does not seem to be an overall concept to address all these issues yet, most of them are already being worked on.

4.2 Sustainability for Smart Homes

The Climate Group of the Global Sustainability Initiative found that in 2008, better building design, management and automation could save 15% of North America’s buildings emissions and 1.68 GtCO2 worldwide [25]. The US Department of Energy found that homes are contributing about 38% of the nearly 3,741 billion
kilotwatt hours that North America consumed in 2009 [7] and the electricity used by electronics was up to 31% and growing in 2010. While consuming energy is not a negative thing in itself, the way we currently produce most of our energy is not sustainable, making the usage especially of high amounts of energy unsustainable as well. The reduction of energy usage and the shift of load to avoid peak times to reduce the need for high production capacities have been identified as keys for energy efficiency [36].

Approaches to address these issues are already under development. [13] describes a web application for supply chain transparency that is likely to be able to help with the acquisition of sustainable products and building material. In the sustainable computing area, new solutions are coming e.g. in form of heterogeneous chip multiprocessors that can achieve four to six times energy savings per instruction, supercomputing programming paradigms for a modified cell processor that can achieve up to 100 better energy efficiency, intelligent routing protocols that ensure the use of minimum energy routes, a reduced number of load to avoid peak times to reduce the need for high production capacities have been identified as keys for energy efficiency [36].

The approach where smart home intelligence is provided via a cloud computing system, limiting the intelligence the actual devices in smart homes have to provide. In combination with modular chips this could be an upcoming possibility to address the lifespan of our current electronic products that usually ranges from months to a few years only, where houses and homes are built to last for decades and centuries. It thus seems strongly required to design for longer life spans and dynamic change and provide an open system that can dynamically evolve over time (in contrast to current fixed systems that need continuous replacements) [18].

While we need to understand consumer behavior, periodic changes, exceptions and improvisation to do so, there are also growing possibilities to construct new and modify existing behaviors [18]. Expanding the lifespan of current products, unfortunately, interferes with economic goals to raise ever increasing demands and keep consumption at a maximum, but new recycling technologies, compostable computers and environmentally friendly materials might be able to help in resolving these contradictions. The Cradle-to-Cradle concept [42] suggests to keep the ownership of the raw-material with the producing manufacturer, to encourage recycling and reuse efforts and create new, more sustainable business models.

While we already presented some home automation approaches in the previous section, Mattern et al [41] and others [32] noticed that automation and optimization alone are not enough and might raise more problems than they solve. We will need a change in behavior and consumption patterns to “save the planet” and ICT can play a major role in facilitating this transition and empowering the user instead. In a recent study, Froehlich et al. found more than 130 papers reporting about eco-feedback [22] and the monitoring of consumption (water, energy, air, waste, …) has the potential to make users aware of the hidden details of their current behavior as well as about a greater impact or how they compare to other community members. We can’t manage what we can’t measure and the described technologies provide solutions that enable us to see our consumption and could provide the means for optimizing systems and processes to make them more efficient [25]. New interfaces allow users to better control their usage and unobtrusively inform them of the actions of their peers, which provides increased social awareness in the household and immediate feedback in an unobtrusive design [58, 31, 39]. Besides energy monitoring, which is probably the most obvious and vastly researched theme, Water Monitoring, [35, 10], temperature surveillance, air quality and indoor climate monitoring [33], a “robotic plants” as feedback on waste disposal [28] or observation of the bandwidth-usage of individual devices [15] have been developed. Selected examples include Karlgreen et al., who designed the “Socially Aware Tea Kettle” that shows how home appliances might be enhanced to improve user awareness of energy usage. Yun presents a study that shows how a minimal in-home energy consumption display encourage users to reduce energy consumption by identifying high-power devices in their home and by playfully setting conservation goals [58].

Mankoff et al. propose to utilize social web pages to deliver personalized eco-related information and show how well individuals and their social networks are reducing their ecological footprints [39]. Holstius et al. present the utilization of “robotic plants” as feedback on waste disposal in a trash or a recycling container [28]. Outside information can similarly be integrated into the home ambient, e.g. by signaling pollution levels by influencing the mood of music playlists [21], or by displaying health information about distant living relatives [46]. Woodruff and Mankoff discuss how pervasive computing can help addressing environmental challenges by supporting monitoring the state of the physical world, managing the impacts of human enterprises and informing individuals’ personal choices in consumption and behavior [56].

In summary, technology as described above allows us to reconnect people with their environment. Enriched by sensors, the environment can actually start expressing itself and creating competitive situations that reward sustainable behavior without denouncing individuals or families can motivate certain behaviors. Furthermore, the effect of “Dematerialisation”, i.e. the substitution of environmental expensive products and activities with eco-friendly alternatives (e.g. replacing face-to-face meetings with videoconferencing, or paper with e-billing) can help to save important resources [25] and the possibility to help optimizing processes and routines, allows utilizing computers as very efficient tools. While [49] claims that the use of real-time feedback presents an opportunity to decrease energy consumption by 10%-20%, others found that feedback gadgets alone are unlikely to maximize energy savings [6] and fear that tracking home electricity use will not “become a national hobby” and the novelty will likely wear off quickly [47]. Similarly, a study in Switzerland showed that current home automation approaches consume 35% - 55% more energy than standard homes [24]. Finally, side effects of current approaches are not widely studied. Similarly to the shortage of food raised by bio fuel, automating too much might have negative effects too.

5. SUSTAINABLE SMART HOMES

We have examined the idea of sustainable smart homes from two different perspectives in the previous sections and can now derive some conclusions to give initial ideas how the concept of a sustainable smart home can be implemented.

Two main starting positions can be distinguished: Building a new home from scratch provides the possibility to start from scratch and gives room for fresh considerations. However, improving existing homes is probably even more important as from a global perspective it is absolutely unsustainable to tear down existing homes to build more sustainable ones.

So for a new home, sustainability starts with the early planning and construction phase. Besides making appropriate use of the land and using renewable, natural and non-toxic materials,
limiting the usage of energy and water as well as the production of trash should be a major goal throughout the whole planning – building – running – maintenance life-cycle. Additionally, even the deconstruction phase should be considered at the very beginning of the process, to be able to optimally recycle and reduce material and feed it back into existing resource cycles.

A sustainable home should then ideally be capable of harvesting the water and energy it needs to provide a comfortable living environment for its inhabitants. Various technologies can be used to harvest the required energy and insulation and the usage of low energy devices can help to reduce the energy needs. Different technologies like a wood burner, solar hot water, geothermal energy or heat from a compost pile can be combined to provide warm water. Water should be harvested and treated locally and ideally be continuously recycled on site. This has to be supported by the utilization of natural and unharmed products for dishwashing, showering, laundry and cleaning.

To facilitate a better usage of additional resources, some gardening and food production are highly recommended. This can be coupled with some food swapping in the neighborhood to address as many needs as possible with local products. Systems like permaculture principles can be used to reduce the effort to run the food production. A compost pile and grey water from the house can help to provide the nutrients needed for a garden.

The home should be comfortable and inspiring for the inhabitants. It should provide a healthy environment, stimulating the productivity of the inhabitants and allow the integration into (local) economies and communities. Last but not least, it has to provide the necessary security and safety for its inhabitants.

As discussed above, computer technology can be applied in different areas. Starting with the planning and building phase, ICT can make the underlying processes more efficient and deliver better planning and building results. During and after the building phase, monitoring the energy consumption, informing the user about it and automating different processes to use the energy more efficiently is another main area. It can help monitoring and managing the supply of hot water, provide security systems and make life comfortable through entertainment systems and domestic appliances. Besides automation, which currently still consumes more energy than it saves, the main role of ICT seems to be – as the name implies – the information and communication facilitation. The smartest part of the sustainable smart home still seems to be the inhabitant. He more or less consciously chooses his activities and consumption patterns and is thus the main influence and the last instance for any decision. Informing the inhabitant about influences his decisions have on the environment, guiding gently to reduce energy consumption, networking communities and making the environment speak appear to be the fields that ICT is best at. It can make a difference in facilitating the transition to a more sustainable lifestyle and in making sustainable living acceptable and even desirable for the masses, but within the process it will have to face its own inherent unsustainability. Recycling and long product lifespans are not yet sufficiently addressed and thus ICT, at its current state, might not be capable of being the main driver for sustainability in the long run.

6. CONCLUSION

Coming back to the definition of sustainable smart homes we will have to come up with a more dynamic and changeable design, which needs to incorporate cycles of various scales in different areas. Technology has the potential to facilitate a transition to more sustainable lifestyles by making devices more efficiently and ICT can play a major role in making processes more transparent, observable and manageable. It allows informing and connecting people but currently still faces its own inherent unsustainability, which will have to be addressed with technological approaches as well as with changing business models and best practices. Since many scientist believe that we are beyond the state where being sustainable is enough. We are in need of corrective rather than preserving methods and behavior. We will have to restore our resources rather than just abstain from consuming and wasting them and this will have to go hand in hand with the definition of a sustainable lifestyle over 7 billion people. What is taken out of the environment will have to be given back and to reach any corrective effects, it will have to be given back in a better state than it was before. Sustainable smart homes will have to trigger positive change and foster resilience with respect to the four basic principles of sustainability. The utilized ICT systems – hardware and software – as well as the building itself will need to be able to evolve over time and to adapt to changing needs. The whole building and all its components must be created by using (ideally renewable) natural resources (ideally renewable) that don’t harm any life and can be returned to other cycles and technological resources that can be recycled with the final deconstruction of the building. Finally, sustainable thinking and behavior have to become core parts of our lives again.
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ABSTRACT
Buildings consume a great amount of energy. The sustainability requirement asks for more efficient energy usage. The first step towards energy efficiency is to understand in detail how, when, and where energy is consumed in buildings. Advances in Information and Communication Technologies (ICT), especially the embedded sensing and wireless communication techniques, enable an intelligent building monitoring for such an understanding. In this paper, we design and deploy a wireless sensor network based monitoring system in a building test-bed, composed of two containers (named BubbleZERO). We deploy a variety of sensors, including temperature, humidity, flow-rate, and CO\textsubscript{2} concentration sensors, to monitor our new energy efficient Heating Ventilation and Cooling (HVAC) system. We develop a data management system to manage and distribute the harvested data to all subscribed users. The system has an user-friendly web based interface. Users can access, retrieve, download and visualize the data from their internet browsers.
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1. INTRODUCTION
Towards green and sustainable living environments, the energy issue has drawn people’s great attention in the past decades. As a major resource consumer, buildings consume a large portion of energy. According to [15], 41% of the energy has been consumed to power different types of facilities in buildings in U.S. and the percentage is predicted to increase to 45% until 2035. Although a large volume of energy is used for buildings, a survey from U.S. Energy Information Administration [16] reports that at least 30% of the building energy usage is wasted. Research studies in [9] suggest that the wasted energy could be even more.

In this study, we aim at understanding the limitations of existing energy control systems and further develop a more efficient and sustainable one for the future buildings. According to [15], almost half (47%) of the building energy is consumed for the space temperature control. Therefore, as a pioneer work, we narrow down the energy efficiency design for the space cooling system in this paper, while the design principle can be easily extended for other components of the building.

To approach an energy efficient design, we rely on fine-grained sensory data harvested from the target space. However, sharing a large amount of data, especially in a real-time manner, can be very difficult. Copying data around is surely neither convenient nor efficient. Uploading data to a public server might be a better solution, yet it enforces users to retrieve the interested data from a big dataset. A more intelligent control system needs to organize, store, retrieve, distribute, and visualize data efficiently and automatically. In this study, we deal with the above issue from following two aspects: the tightly integrated wireless sensing and intelligent data management and presenting. More precisely, we build a Wireless Sensor Network (WSN) that is tightly integrated with various energy consuming devices and deploy the WSN in a fully configurable test-bed, called BubbleZERO, composed of two standard containers. BubbleZERO is completely configurable and contains a lot of new energy efficient facilities inside. To share sensory data to various subscribed groups, we design a data management framework to achieve instant data distribution. We push the harvested data to a data management server and store them in a well designed database system. We develop an user-friendly web page based interface to visualize the data. The framework of our system is shown in Figure 1.
Translating our design principle to a practical system, however, entails a variety of challenges. First, measuring different types of devices requires integrating many different kinds of sensors. For instance, the hydraulic system needs very accurate measurements of temperature and flow-rate at different places, while environment monitoring needs to measure humidity and CO₂ concentration. Fusing different kinds of sensors to the wireless node (mote) requires customized hardware. Second, the communication efficiency of sensor nodes needs to be guaranteed as well. Since sensor nodes might be densely deployed in the room. In addition, other electronic facilities, e.g., Wi-Fi devices, microwave stoves, etc., can interfere with the communication of sensor nodes, the system needs to ensure an efficient and reliable information delivery with minimal communications. Third, uploading data remotely to a data management system is also non-trivial. The program needs to deal with various situations to mitigate the disruptions of the internet connection.

There have been initial attempts made to the smart buildings in previous studies. However, they mainly focus on evaluating or improving the performance of existing systems, and there still exists a rich space to further save the energy in buildings. For example, Jiakang et. al. and Varick et. al. try to cut down the energy consumption of HVAC system from 28% to 20% using occupancy sensors [8, 2]. Jiang et. al. design and deploy an energy audit wireless sensor network in an active laboratory building in University of California, Berkeley [5, 6]. They provide detailed energy consumption map of existing electrical devices in buildings. Dawei et. al. develop a green room management system based wireless sensor network[10]. They focus on saving energy using thermal inertia and wireless sensor network. Most of these systems are based in existing building, and the exibility is limited. Our work is different from previous works. By taking advantage of the fully controllable test bed and the low energy equipments, the wireless sensor system proposed in this paper is more tightly integrated with the building and can provide more detailed energy consumption audit and efficiency information of the building system. The introduced data management module could benefit more and make full use of existing sensing resources.

The contributions of this paper can be summarized as follows. We design a wireless sensor network integrated with a fully controllable building system test bed. The system is specifically designed to monitor and evaluate the building system and is capable of providing detailed energy information.

We develop a data sharing framework. The framework can efficiently organize and store sensory data. Data can be easily distributed to subscribed users, helping users to retrieve, download, visualize and analyze data.

We have experimented with a prototype system, called BubbleZERO, within our designed modules and hardware in two containers of volume around 80m³. The experimental results show that BubbleZERO is capable of capturing the energy consumption of devices accurately.

The rest of the paper is organized as follows: In Section 2, we introduce some background about our test bed. The architecture and design details are given in Section 3. In Section 4, we present some of our initial measurement results. We conclude this work in Section 5.

2. PROJECT BACKGROUND

Space heating and cooling account for 47% of energy total consumption in buildings [15]. Our first task in this project is to design and test a new HVAC system that uses much less energy. The control and operation of heating and cooling systems in buildings have been developed from very simple origins. If buildings were too cold, heat was added, and if they were too hot, heat was removed. Today these simple techniques to make buildings comfortable are also one of the culprits that makes buildings such large energy consumers. As new technologies are developed to increase the efficiency of buildings, the intelligence of how these systems are installed and controlled must also be increased.

We are working in collaboration with a team of building systems researchers to evaluate the potential of low exergy building systems in the tropical climate. The increase in intelligence of the system is required to evaluate and determine how best to implement the systems. In terms of the system concept, low exergy means that the designs consider the flows of heat in the building along with the temperature of those flows. The amount of heat flowing is one measure of performance of the system, but the temperatures of those flows independently affects the efficiency of the system due to the 2nd law of Thermodynamics. Therefore, while evaluating the prototype systems in the tropics, the measurements of temperatures take on an added importance because we want to optimize not just the adequate heat removal, but also the temperatures we use to remove the heat.

The heat is removed from buildings using a refrigeration cycle. A chiller runs a compressor that cycles refrigerant from...
In our low exergy system design we are trying to find ways to provide cooling at higher temperatures, which will minimize the electricity required to supply the cooling. We achieve this by decoupling the cooling process from the air systems and the required dehumidication. The cooling load is met by a chilled water circuit that provides cooling at 18°C through a cooling panel with a large surface area. It is still necessary to supply fresh air to the building users, and this air must still be dehumidified at a lower temperature, but the amount of air is independent of the cooling demand and can be optimized. But in order to optimize the system operation for the tropics we need to measure the performance characteristics.

In order to evaluate the operation of the fresh air delivery and the independent cooling panel, there are many variables that must be measured. The goal is to supply the right amount of fresh air for the users, so we must know how many users there are. We must also make sure the air supplied is properly dehumidified so that any risk of humid air infiltration is mitigated. This is a significant risk because in the tropics most cooling is done with air. To use air as a cooling medium, it has to be dehumidified first. The dehumidification process requires the air to be subcooled to a point where an adequate amount of water will condensate out of the air, so that when it heats up inside the building a comfortable relative humidity from roughly 40-60% is reached. The subcooling process requires the chiller to generate cooling below 10°C, and this low temperature reduces the system performance.

3. SYSTEM DESIGN AND IMPLEMENTATION

In this section, we begin with an overview of the system. Then we provide a description of design and implementation of the wireless sensor network system. Finally, we introduce the design and implementation of the data management system.

3.1 System Overview

To enable good energy evaluations and energy-efficient building system designs, we design a building monitoring system composed of two parts: Wireless Sensor Network System and Data Management System. Wireless sensor network system includes various sensors and a base-station. Wireless sensors are deployed at different places to collect data periodically. Base-station is used to connect the wireless sensor network with the data management system. It collects sensor data and transmits to remote data management system. Data management system stores the received data in a properly defined data base. It runs at a remote server in the IntelliSys Laboratory in NTU. It also provides a web based interface for end users to retrieve, visualize and even analysis the data. Users can get the desired information from the web browser. The whole system architecture is shown in Figure 1.

3.2 Wireless Sensor Network System

As discussed earlier in Section 2, our low-exergy based cooling system uses water instead of air as the main cooling medium. The dehumidification process is separated from the cooling process by using some specially designed air handling unit-Airbox. Complex hydraulic system is deployed in our BubbleZERO to enable proper function of those new devices. To run those systems properly and to evaluate their performances, specially designed sensing system is needed. The key challenge here is to design a highly accurate, low cost yet very flexible sensor system. The sensor system needs to be tightly integrated with various devices and building operating systems in the test bed. To address these problems, we design a wireless sensor network system. The basic unit
we use to build the system is the open source wireless sensor platform Telosb [11]. Thanks to the miniature property, we can easily integrate these Telosb motes with various kinds of devices. The event driven open source sensor operating system TinyOS running on Telosb ensures the energy efficiency and network scalability. The low power property enables our sensor motes to operate continuously for several months without changing batteries. The IEEE 802.15.4 standard based wireless communication module on the motes enables a wireless intercommunication, which greatly cuts down the deployment cost and enables a good scalability. Our wireless sensor network system is composed of several sub-sensing systems. Hydraulics sensing system measures the temperatures and flow rates of the water in different pipes, as well as enables the evaluation of the power efficiencies of the ceiling panel cooling system and Airbox air handling system. Airbox sensing system measures the temperatures and humidities of the input and output air, the fan speeds and the power consumptions of the Airboxes. Environment sensing system measures indoor and outdoor ambient parameters which include temperatures, humidities, CO₂ concentrations at different locations. The data collection system collects and stores the data from different sensing spots. Figure 2 shows our detailed sensor deployment. Each sensor is represented with a Telosb mote in the figure.

3.2.1 Hydraulics sensing system

Hydraulics sensing system measures temperatures and flow-rates of the water circulating in the hydraulics system at different spots. The Low-exergy based cooling suggests saving energy by providing cooling power at much higher temperature. The implementation of such a system is heavily based on our hydraulics system, which supplies water to the main cooling devices (the ceiling panels) and the dehumidifying device (the Airboxes). Running and efficiency evaluating of those devices require an accurate measurement of the cooling medium circulating in the hydraulics system. According to thermal theories, the power supplied to a device can be derived from:

\[
P = \frac{dm}{dt} \cdot T \cdot C_p
\]

Where \( \frac{dm}{dt} \) is the flow rate, \( T \) is the temperature difference between the supplied and returned water, and \( C_p \) is a specific constant of the specific cooling medium (water in our situation). Thus the challenge here is to accurately measure the flow-rates and temperatures of the water ow through pipes. Figure 3(a) illustrates the design of our hydraulic based cooling system. Cold water is pumped out from the cold tank, mixed with the water returned from the device, and then supplied to the cooling device. The cooling devices are ceiling panels and Airboxes. Such a design enables a fully control of both temperature and flow-rate of water supplied to the cooling devices, thus enables the proposed low-exergy cooling. Figure 3(b) shows the real system deployed in BubbleZERO.

As we can see from equation (1), the temperature measurement is very important in the system evaluation. Practical experience suggests that \( T \) can be quite small when the system is running. As a result, the accuracy and consistency of temperature measurement matter a lot. On the other hand, sensors need to be cheap for a scale deployment as well. As the on-board sensor on Telosb is neither accurate nor cheap, we should find some new sensors suitable for our usage. Finally we utilize the ADT7410 temperature sensors (up-left of Figure 3(c)). It is a o-the-shelf cheap digital temperature sensor produced by Analog Devices. It has a good accuracy and is factory calibrated to be 0.5 C accurate[1]. More importantly, the accuracy could be further improved by a manual calibration in practice. However, integrating this sensor to the Telosb mote is not trivial since it uses I²C interface to communicate. We paid a lot of e orts to design and develop a customized interface board (down-left of Figure 3(c)). The board is capable to interface up to 16 ADT7410 temperature sensors that makes the large scale temperature sensor deployment capable, easy and cheap. An Arm cortex M0 micro-controller is used to interface the temperature sensors through I²C serial communication. It initializes the sensors, reads the temperatures and then sends data to Telosb mote through UART port. The Telosb mote then forwards the data to the base station through its wireless module.

Flow-rate is another key parameter in the power evaluation. We choose the Vision 2000 ow sensor (up-right of Figure 3(c)) from Remag to measure the ow-rates. The sensor suits our usage with good accuracy of 3% and it s highly repeatable (repeatability better than 0.5%)[12]. The sensor has an easy-to-use digital interface. It outputs pulses with a frequency proportional to the ow-rate. To accommodate the large number of ow sensors in the system and to interface these sensors to the wireless sensor network, we de-
3.2.2 Airbox sensing system

Airbox sensing system measures the running parameters of our air handling units—Airboxes. Space conditioning in tropical climates can be achieved without dehumidification. It is because outside air is usually too humid that cooling it down directly to the desired temperature will cause condensation. For our case, condensation will appear on the ceiling panel and occupants will be unhappy to find their room make rain.

Airbox is a novel device we use for dehumidification in our BubbleZERO. Figure 4(a) shows the structure of the Airbox and how it work. The basic principle we do dehumidification remains the same with traditional air conditioning systems. That is cooling the air down to a sufficient cold temperature to condensate out the water and get dry air. However, different from the traditional way, we use water as the cooling medium to dehumidify the air. Cold and dry air is supplied to the room through the outlets of the Airboxes. To run, control and evaluate these Airboxes, sensing at the right spots is needed. Input and output air parameters including temperature and humidity should be monitored. The speed of air flow through the Airbox and the power consumption of the Airbox itself are some other important parameters. Other important parameters such as the temperature and flow-rate of the water flow through the Airbox are measured through the hydraulic sensing system. We choose Sesirion Sht75 sensor to monitor input and output air of Airbox. This sensor integrates both temperature and humidity sensor on a single small package. Its high accuracy makes it suitable for our usage. It has high accuracy of 0.3°C for temperature and 1.8% for humidity at room temperature [14]. We connect the sensor into the wireless network as well through Telosb motes. Each Telosb mote connects to a pair of Sht75 sensors which measures both the input and output air. The fan speed and power consumption parameters are collected through RS232 interface of the Airbox controller. Some RS232 level conversion boards are developed to interface the Telosb to the Airbox controller. Figure 4(b) shows the sensor deployment of the Airbox measurement system.

3.2.3 Environment sensing system

The environment sensing system monitors the ambient parameters. The most sensitive indoor parameters for human beings are temperature and humidity. Another important indoor parameter is CO₂ concentration. We use the Sht11 sensor onboard Telosb to measure temperature and humidity parameters. By deploying Telosb motes at different spots in the test-bed, we provide fine-grained temperature and humidity distribution information. The sensor accuracy is 0.4°C for temperature and 1.8% for humidity at 25°C [13]. Figure 5(a) shows the indoor sensor deployment. Batteries are used to power these Telosb nodes to give the exhibit of mobility. It means the sensors can be move to others spots if needed. The CO₂ concentration measurement is more difficult. We use a device called CO₂ ap to perform the measurement. The CO₂ ap is connected to the Telosb node through a RS232 communication port. Telosb reads the temperate and CO₂ information and sends it back to the base station. The possible usage of CO₂ can be on-demand ventilation control. Figure 5(b) shows the connection of the CO₂ ap and the Telosb node.

For the outdoor environment monitoring, we measure the temperature and humidity merely. We hang some Telosb nodes outside the test bed. A special consideration here is to protect the sensor from the sun and rain, since the sun can heat the sensor up, thus leading to the sensing error, while the rain can damage the humidity sensor. Figure 5(c) shows our sensor protection solution. We firstly put sensors in an half cut plastic bottle to protect the sensor from the rain. Then we cover the bottle with reflective white paper to shade the sensor from the sun. The deployment is just to hang these sensors around our test-bed.

3.2.4 Data collection system

The data collection system is composed of a Telosb node and a laptop (Figure 6(a)). The Telosb node acts as the base-station for the sensor network. It receives all the sen-
sensor data from other nodes and forwards it to the computer through a USB connection. Since the test-bed is small, a simple star-topology can be used to organize the sensor network (Figure 6(b)). The computer runs a data collection program to communicate with the Telosb node to collect the data. The program is developed with the C# programming language. It has a GUI interface to display the data in real time. At the same time, it also stores the data in files and uploads data to remote data management system (described in Section 3.3) through internet.

3.3 Data Management System

Our key idea of building the data management system is to make the precious research data to be published to the community. Furthermore, we also want to help users to retrieve and visualize the data such that they could gain some direct ideas from the graphs. Building such a system, however is not easy. Challenges are how to design data transfer protocol to ensure reliability, how to organize and store the data properly to support scalability and how to develop the user interface to enrich user experiences. We present our design in the following subsections.

3.3.1 Data upload to server

Data is recorded as log files in the data collection system. Since the data rate is relatively quite slow in our system, setting up a permanent connection to transmit data to the server in a real time manner is not efficient. We improve the efficiency by buffering and sending data batches to server periodically. Thus our problem here is to design a system to support reliable batch-les transmission. There are at least two basic methods to upload a file to a remote server: (a) using the transfer service provided by the remote server, and (b) directly manipulating the remote server if remote access is enabled[4]. In our study, the former approach is adopted. In particular, we developed and deployed a PHP based transfer service at the server. Our client data collection program uploads data by invoking the PHP script. This solution provides great scalability since the server could support a lot of data sources and provides data storage supports for multiple projects. The advantage of using PHP based data upload is that data can be instantly processed after been uploaded by some other PHP scripts deployed at the server. To ensure the data upload reliability, checksum is used to check correctness and retransmission is made if fail happens.

3.3.2 Data storage at server

After data is received, the server needs to store the data in a ne manner. Storing data as les is surely not a choice since it can be extremely slow to retrieve data from les. A database system is a better option since it is designed for data storing, managing and retrieving. Basically data are stored in tables in the database system, therefore, a simple solution is to store each sensor’s data as one table. However it is not robust enough because the data management system needs to remember which table is corresponding to which sensor. Once the data management program collapsed for certain reasons, the system may lose such data relationship information and becomes impossible to record new data to original tables. As a result, the challenge is to design a robust and scalable data storage architecture for the scalability purpose.

To handle various sensor types and support extensibility to new types, the data storage design is not tied to any particular sensor type. It is a generic design of the sensor database whose sensors may change over time. Sensor types are represented as relations while sensor data are represented as time series [7]. Each individual sensor has a unique ID, which simplifies the sensor data access queries. The data are extracted in a unified and predefined way. Figure 7 shows a high level database schema. It records not only the sensor data, but also the sensor information. Thus, adding a new sensor simply means adding one row in serval tables. Sensor data always go to one main table for recording data of all sensors. The corresponding relationship is preserved in the relationship of tables. It also makes the data sharing much easier. Retrieving data means a SQL request to the Database system. As the SQL request can be easily integrated to web pages, we could provide easy to use interface to users.

3.3.3 Data Sharing and visualization

The overall goal of our data management system is to share the data. To this end, we develop a web based application to help users retrieve and visualize the interested data. Users can access data just with an internet browser. From the web interface, user can specify which sensor’s data, what type of ‘data, what interval of data they want. Our web application takes these inputs and use Structured Query Lan-
To request the data from our database, we use the SQL language. The returned data is transformed into graphical pictures through the Google visualization tool. Users can also download the data for further analysis.

4. RESULT PRESENTATION

In this section, we present some of our initial measurement results. Our results for the hydraulics and environment sensing system are from data collected from a two-day experiment. In the experiment, we intend to test the performance of the Airboxes. Three Airboxes run at their full speeds during the test period. The data for the Airboxes measurement system is from one of our 40-minute experiments with one Airbox. In the experiment, we want to find out the relationship between the Airbox fan speed and the output air temperature.

Figure 8 shows the measurement result of our hydraulics system. Temperatures for 16 sensors and flow-rates for 9 flow sensors are shown in the figure. At the start of the experiment, temperatures and flow-rates change quickly. After some time, they reach stable states and change slowly along the time. The temperatures change along time as the cooling load changes, while the flow-rates remain almost constant.

Figure 9 shows the ambient environment changes within the two-day period. We plot both inside and outside temperatures and humidities of different spots. We can see that the outdoor environment changes a lot during a day. While our indoor environment remains somehow constant due to the conditioning of Airboxes. On the other hand, we also find that Airboxes alone cannot provide enough cooling capacity during the day. The average indoor temperature rises during daytime and drops at night. We also measure the CO₂ concentration. The CO₂ concentration is high at the beginning of the experiment because researchers stayed in the test-bed at that time. After their departure, the value falls to a low and constant value.

Figure 10 shows the test result of Airbox. In this test, we intended to figure out the relationship between the fan speed and the output air temperature of the Airbox. We keep the water supply constant and change the speed of the fan of the Airbox. We collect data from the Airbox measurement system. The result shows that the output air temperature will increase as the fan speed increases. They follow a linear relationship. The data can also help us evaluate the energy efficiency of the Airbox.

Figure 11 is the screen snapshot of our data management system. Figure 11(a) shows the web-based user interface with which people can specify the interested data by specifying type, date, etc. The visualization result is shown in Figure 11(b). The visualized result can help researchers get some rough ideas and quickly evaluate the systems. They can further be downloaded from the data set for further analysis.

5. CONCLUSION

Sensing is essential for understanding existing building systems, testing new building systems and designing sustainable buildings for the future. In this paper, we design a wireless sensor network that is tightly integrated with various energy consuming devices in our test-bed. The system offers fine-grained information for researchers to evaluate the system performance. We also build a data management framework to publish our data to all interested users. It has
an easy to use web based interface to help users retrieve and visualization data. In the future, we plan to install more kinds of sensors in the test-bed to provide more aspects of information. On the other hand, we will find the minimum necessary amount of sensors that enable us to run the system at the desired performance.

6. REFERENCES

Urban social sustainability through the web
Using ICTs to build a community for prospective neighbors

Eun Ji Cho¹, Liat Rogel²

Politecnico di Milano, Via Durando 38/a Milan, Italy
¹eun.cho@mail.polimi.it, ²liat.rogel@mail.polimi.it

ABSTRACT
In this paper the authors describe how urban social sustainability can be achieved by creating better relationships between neighbors. Social sustainability is often neglected in mainstream sustainability debates, but the authors argue creating cities that are socially sustainable is as important as designing cities that are economically and environmentally sustainable, since social sustainability is often a motor for acting holistically on sustainable issues. In particular, this paper examines the potential of using ICTs in creating relationships between neighbors, and its beneficial impact on facilitating sustainable lifestyle of residents. Findings from a case study on a cooperative housing in Milan, Italy, are discussed.
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1. THE NEED OF URBAN SOCIAL SUSTAINABILITY
Sustainability in urban areas is often addressed by mainstream debates as related to pollution, poverty or poor urban planning and approached with solutions towards environmental and economic sustainability. Thus, when talking about urban sustainability, the debate tends to be partial and emphasize mostly technological ways to reduce air pollution, to build energy-efficient houses, or to promote renewable energy for daily uses. There is however a strong need to think about sustainability in a more holistic way, and broaden the scope of discourses towards social aspects of sustainability.

Social sustainability, which has started gaining recognition in recent years as a fundamental component of sustainable development (Colantonio, et al., 2009), is concerned with using available human resources in order to achieve equity and well-being for the whole society. While there is a relatively limited literature focusing on social sustainability, some definitions of social sustainability can be found in the previous studies.

“Development (and/or growth) that is compatible with harmonious evolution of civil society, fostering an environment conducive to the compatible cohabitation of culturally and socially diverse groups while at the same time encouraging social integration, with improvements in the quality of life for all segments of the population” (Polese and Stren, 2000, cited in Colantonio, et al. 2009)

Colantonio, et al. (2009) argue that traditional ‘hard’ social sustainability themes, such as employment and poverty alleviation, are increasingly being complemented or replaced by emerging ‘soft’ and less measurable concepts such as happiness, well being, neighborhood satisfaction, and sense of place in the social sustainability debate. In a similar sense, this paper pays attention on building relationships among neighbors, and how it can positively influence on not only social sustainability but also environmental and economical sustainability in the urban context.

2. URBAN DWELLINGS AS HUBS FOR SUSTAINABLE LIVING
Cities are cradles for innovation because they are where knowledge, culture and self-governance come together (Mulgan, Leadbeater, 2009). There is a concentration of need in cities, and a greater incentive to address problems in ways that haven't been addressed before (Jacobs, 1997). People are finding creative solutions that can help them cope with the difficulties that the same cities present; like isolation, segregation and high costs of living. Large urban housing are perfect places for the development of creative communities (Meroni 2007). It is there, where being nearby can be crucial for making each other's life easier. Many collaborative services in which end users collaborate to meet their needs in a sustainable way (Jegou & Manzini 2008) are often based on collaboration among people living nearby to each other.

The idea of creating houses that integrate services, as if the house was a welfare hub, is not new. Some of these ideas were already described in the beginning of the 20th century, Hanifan, already in 1916 is describing the relationship between neighbours as a font of social capital. The contact with the neighbours, he argues, create the capability to satisfy personal needs and improve the living conditions for the whole community. In more specific way related to housing, the Sociologist Elva Myrdal is asking about the
need of “collective solutions”. She puts in light the absurd of people with very similar needs that do not take advantage of their proximity for making their daily activities more effective. (Myrdal 1930). The implementation of these ideas was slow and is still challenging. Nowadays, however, the development of ICTs has opened new opportunities for realizing some of these ideas.

Examples of utilizing ICTs for sustainable living, especially among people living nearby, are already observable in many cities across the world. As an example, peer-to-peer car-sharing service RelayRides (https://relayrides.com) connects people who need a car with vehicle owners in their neighborhoods. This ICT-based service that launched in two cities in 2010 has grown to operate nationwide in the United States, including cities like San Francisco, New York, and Boston. (data accessed in June, 2012) Car owners can make money by renting out their car otherwise sitting idle in parking lots, and renters can save money by paying per use of car, instead of paying all the cost of owning a car. In recent years, similar type of neighborhood car-sharing services has been growing, such as Whipcar (http://www.whipcar.com) in UK, Buzzcar in France (http://www.buzzcar.com), SnapCar in the Netherlands (http://www.snapcar.nl), Tamyca in Germany (http://www.tamyca.de), Getaround (http://www.getaround.com) in the United States, a recent start-up JustShareIt (www.justshareit.com), and campus-based service Wheelz (http://www.wheelz.com) operating at Stanford University, UC Berkeley, UCLA.

Figure 1. Online platform of car-sharing service RelayRides

The idea of neighborhood sharing can be applied to any underutilized assets, ranging from occasional-use household items (e.g. power tools) to space (e.g. garden, parking space). UK-based service Landshare (http://www.landshare.net), which has more than 69,800 members (data accessed in August 2012), helps people who want to grow their own vegetable and fruit but do not have a garden connect with nearby garden owners. Many garden owners who join the service are either too old or too busy to manage their own plots, and by sharing their garden they can reduce the burden of gardening. While no money changes hands in garden sharing, those involved often have an agreement to divide up the fruit and veg produced.1 Similar initiatives such as UrbanGardenShare (http://www.urbangardenshare.org), and SharedEarth (http://www.sharedearth.com) also operate the same way. Services that help neighbors borrow/rent relatively trivial household items like hammer, and gardening tools, are growing as well, such as Share Some Sugar (www.sharesomesugar.com), The Sharehood (http://www.thesharehood.org), StreetBank (http://www.streetbank.com), Frents (http://www.frents.com), Neighborow (http://beta.neighborow.com), and Hey, Neighbor! (http://heyneighbor.com), to name a few.

From the perspective of sustainability, this trend spurred by ICTs is promising, since it leads to increase resource efficiency. By sharing products with limited usage, such as a car, which spends about 90 percent of the time sitting idle in parking lots in the United States (Roberts, 2011), the utility of products can be maximized, therefore resource efficiency can be increased. (Botsman & Rogers, 2010).

Not only physical assets, but also intangible assets, such as time and skill, can be shared (or exchanged) between neighbors to meet their needs. A classic example ‘timebanking’ has been revived by the widespread use of the Internet. NeighborFavor (http://www.neighbfav.com) implements a mobile platform to match a person who needs a favor like grocery shopping with neighbors who can do the favor. Similarly, users of TaskRabbit (http://www.taskrabbit.com) can post a task on its online platform to find someone in their neighborhood who would do it for them. While services like NeighborFavor and TaskRabbit are based on monetary incentives (users get paid for doing a favor for others), timebanking initiatives based on a more traditional sense of ‘mutual help’ are also expanding through digital platforms. These platforms support users to post an offer or request (e.g. www.camdenshares.org.uk, http://twtb.co.uk, www.rgtb.org.uk, http://timebank.org.uk), or provide tools to start a new local timebanking community (e.g. http://timebanks.org).

Figure 2. Online platform of Timber Wharf Time Bank

The benefit of timebanking goes beyond making use of the assets and resources existing within a particular community. Timebanking contributes to strengthening local communities by enabling people from different backgrounds, who may not otherwise meet, to form connections and friendships. (Timebanking UK, 2011) Van der Wekken (2012) claims that timebanking can play an important role to well-being in society. It can give people more control over their own lives as well as neighborhoods, and empower and engage communities along the principles of equality and reciprocity. Different from running an

1 http://www.guardian.co.uk/money/2011/sep/02/garden-sharing-growing-vegetables
errand or doing chores in exchange of money, the driving force of timebanking is care and support for each other.

3. CONNECTING NETWORKED INDIVIDUALS, FACILITATING RELATIONSHIPS

All these examples may resemble collaborative lifestyle of traditional communities, but there are some differences. One of fundamental differences is the fact people who collaborate with each other do not have pre-existing relationship. They live in a geographically close area, but do not know each other personally. They search/find suitable collaborator through the online platform, and make decision based on the information presented on the virtual platform. The collaboration occurs among practically strangers connected through the Internet, unlike the collaboration in traditional communities, which were based on strong interpersonal relation among the members/participants.

Nowadays in cities, unlike traditional villages, living in a same neighborhood does not necessarily mean knowing each other or having a sense of community. Wellman (2002, 1998) illustrated the difference as ‘densely-knit, tightly-bounded group’ vs ‘sparsely-knit, loosely-bounded networks’. Pre-industrial communities, in which people walked door-to-door to visit each other in spatially compact and densely-knit milieus, most individuals were directly connected (‘densely-knit’), and most relations stayed within the same social boundaries/ group members/ circle (‘tightly-bounded’). However, peoples’ lives no longer fit the ‘little boxes’ model. Contemporary communities have moved out of neighborhoods to be dispersed networks, personalized social network. Most North Americans have little interpersonal connection with their neighborhoods, and the percentage of North Americans regularly socializing with neighbors has been steadily declining for three decades. Few neighbors are known, and those known are rarely known well. By contrast to traditional meetings in village squares or pubs, friends and relatives get together in private as small sets of singles or couples, but rarely as communal groups. Relationships became more selective. (Wellman, 2002)

According to Wellman (2002), the transition from traditional group solidarities to the networked individualism was partly driven by revolutionary developments in both transportation and communication. It was a move away from a solitary group in a single locale to contact between people in different places and multiple social networks. Households and worksites became important centers for networking, while neighborhoods became less important. The shift to a personalized, wireless world affords networked individualism, with each person switching between ties and networks. People remain connected, but as individuals rather than being rooted in the home bases of work unit and household. Individuals switch rapidly between their social networks. Each person separately operates his networks to obtain information, collaboration, orders, support, sociability, and a sense of belonging.

In fact, local communities, also referred to as residential communities, or physically or geographically based communities, are not ‘communities’ a priori, in the sense of neighborhood. Apart from the fact that members of local communities share the same location, they are not necessarily bound by any other common characteristic, such as interest, age, group, or occupation. (Foth, 2003)

As a result, it is challenging in urban neighborhood to motivate people in the same locality to collaborate together. For instance, despite the environmental, economical, and social benefits, neighborhood-scale general item sharing often turns out difficult to succeed. As an example, NeighborGoods, one of the services that advocate neighborhood sharing, closed its service as of July 31, 2012, after three years. Although sharing everyday stuff with neighbors and saving money seems plausible idea, more than ten neighborhood sharing websites launched since 2009 have failed. (Shareable, 2012)

As early studies on the relationship between the use of ICTs and communities (e.g. Rheingold, 2000; Kavanaugh, 1999) argued, the technological connectivity enabled by ICTs has opened up new opportunities for communities at local and global levels. For instance, the ‘Netville’ case (Hampton & Wellman, 2003) showed the positive role of the Internet in the creation of larger neighborhood networks, greater frequency of communication (on and offline), and participation in the public and private realms. Wired residents embraced local contact, on and offline. Similarly, ‘Blacksburg Electronic Village’ case revealed that the Internet, especially email and discussion lists, reinforce as well as expand social networks and ties (Kavanaugh, 1999).

However, ‘Blacksburg Electronic Village’ also revealed that there was no trend toward an increase in community involvement or attachment (Kavanaugh & Patterson, 2001). This study hypothesizes that technological connectivity solely is not enough to bring about collaborative ways of living among neighbors, especially when the neighbors do not have pre-existing relationship. The rationale behind this hypothesis is that the absence of social capital among neighbors who do not know each other (even though they live nearby), and the lack of a sense of community are significant barriers for collaborative relationship. In traditional communities, social capital among neighbors was formed as a by-product of interactions that occur naturally in the course of recreation, and social activities, such as bowling leagues and choral singing. While these types of interactions have declined in the last few decades (Putnam, 2000), this research assumes that ICTs can open up new ways to facilitate spontaneous interactions, which will gradually lead to formation of social capital. In this sense, facilitating spontaneous social interaction is assumed to play a crucial role in fostering collaboration, ranging from goods sharing to mutual help, among neighbors who do not know each other well. The emphasis on the social side of ICTs is in line with the recent trend of social networking services for geographically based communities - often described as ‘Facebook for Neighborhoods’, such as YaTown (http://yatown.com), and NextDoor (https://nextdoor.com), but this study pays attention on the social interaction both online and offline contexts.

4. METHODOLOGY

This study employed participatory action research carried out with residents of a newly built apartment located in Scarsellini street in Milan, Italy. The building was built by a construction cooperative. The formation of cooperatives of this type has as its aim in the construction of houses and distribution to members at cost price. This eliminates the entrepreneur's profit and benefits from all the facilities provided to these companies. Nevertheless, the construction of houses in a cooperative has become more of a legal form. The process is a top-down one and the members do not have personal relationships with each other. The cooperatives are not new on the Italian context. Actually, construction cooperatives are very well known and are an inseparable part of
the real estate market in Italy. We chose working with this reality because the idea of collaboration and cooperation is on its base and we could find a fertile ground for this new idea.

The residents in this particular building did not have particular interest in sustainable living or collaborative relationship with neighbors, but the authors assumed ICTs could be utilized to foster interaction between residents, and support them to create more sustainable urban housing solutions collaboratively. In the beginning it seemed somewhat paradoxical to use digital interfaces in such environment like a condominium where people are physically in close proximity to one another, and easy to meet face to face. However, the authors assumed that implementation of ICTs can be beneficial in two ways. First, it can increase chances of spontaneous social interaction among members by providing a space where the residents can participate conveniently and autonomously. Second, considering the residents do not have pre-existing relationships, ICTs can play a useful role in building impersonal forms of social capital, where affective ties are not needed (Resnick, 2004).

For this reason, an online platform focusing on supporting social interaction and networking among members was implemented, even though the members already had access to intranet provided by co-op consortium for communication purposes, like announcement of meeting, updates of construction progress.

### 4.1 Description of Actions

The platform was built one year before moving into the building. This was accompanied by a presentation and a series of meetings with both the co-op president and the inhabitants. The idea was to open up the possibilities to the future residents and create active participation in creating their still-to-come social life in the new condominium. The action is divided in several phases:

A. Discussion with the co-op president and consortium: The action was coordinated and discussed with the president of the co-op. This was very important, as the involvement in the early phase of decision makers is crucial for the success of such projects. Also, for people to trust the idea and participate it guaranteed a sense of seriousness and reality.

B. The creation of the online platform: The platform was created by making use of NING framework (www.ning.com). The network allows people to get their own profile, to add pictures and statuses as well as participate in the various forums. The categories of the forums were created by the researchers and consisted initially on:
   1. let’s know each other: for personal introductions
   2. together is better: for sharing ideas about how to use our being a group
   3. common rooms: for talking about the future use of our two common rooms
   4. marketplace: for exchanging knowledge and tools.

C. Launch of the tool and presentation to the prospect residents: in April 2011, about a year before the building was ready we presented to the future neighbors the opportunities of collaboration, creating in the public the Awareness of possibilities. After the presentation the online platform was presented as a tool for socializing, communicating and for sharing knowledge and ideas.

D. Use of the tool and face to face meetings: In the first 2 weeks after the presentation 12 people were connected to the site using shyly the categories 1 and 2. The number of people was small but the contributions have demonstrated a great interest in making a better house. Three face-to-face meetings took place during this year and the involvement of people grew.

E. Monitoring and feedback: Several tools were designed in order to gather useful feedbacks from the stakeholder involved in this study. All the activities were monitored through photo and video-capturing systems and written documentation of the meetings organized with the communities. At the month of moving in, we have conducted a survey and some interviews to have peoples direct feedback.

The overall process can be summarized into the five steps as follows:

1. Defining the issue and the area of intervention: After literature review and discussions with involved stakeholders, the main issue was defined as mediating interactions and relationships through an online social network platform for the prospect residents.

2. Planning the action: The platform was built and shared with stakeholders. A public envisioning presentation was prepared.

3. Taking action

4. Analysis and reflections

5. Modifications and re-planning

### 4.2. Interface of online platform

The online platform was developed by customizing features supported by NING platform. Considering the varying degree of familiarity with ICTs among the residents, the interface was configured to be easily usable, with WYSIWYG (What-You-See-Is-What-You-Get) style text editors and image up-loaders. Except first-time registration, any additional procedures were not required to use the platform. In order not to alienate people who do not use social media like Facebook, and Twitter, integration with other social networking services was excluded.

When the platform was launched, an invitation email was sent to all residents of the building, and only those who accepted the invitation were registered as member of the platform. Registration could be done by answering the invitation email, and providing basic information like name, gender, date of birth, and house number. Once registered as a member, everyone could create his/her own profile with pictures. The profile page provides an overview of recent activities of the member within the system (e.g. recent posts, feedback to others’ posts), list of friends within the community, as well as basic information about him/her. The
profile page encourages relationship building by enabling members to send personal messages, add each other as ‘friend’ to personal network on the platform, as well as sharing information about themselves with others. Profiles provide users their identity on the system, and aid in discovery of common interests and articulating relationships. (Hanrahan, et al., 2011)

The front page of the platform is composed of features creating ambient intimacy and providing social affordance, referring to the quality of artifacts in any space physical or virtual, which invite and facilitate social interaction among the participants in that space. (cited in Hanrahan, et al., 2011) Among various features, such as forum topics, and pictures and videos recently uploaded by members, an activity stream is placed in the most visible part of the front page. The activity stream presents an aggregation of recent updates and activities of members within the system, ranging from recent posts, to someone adding another member to his/her friend’s list. Members can also share their activities, and status by directly typing short message into the activity stream. The activity stream can give a sense of vitality of the community, and show new users the range of activities that they can engage in within the platform. (Crumlish & Malone, 2009)

A list of forum topics was placed under activity streams in order to provide overview of on-going discussion. Discussion topics included not only practical issues like how to use communal spaces and internet contract, but also those to trigger members to get to know each other (Figure 6), and to find who are living next door. (Figure 7) Some of forum topics (e.g. ‘Let’s get to know each other’) were proposed by the researcher, but gradually more topics were posted by members, such as offers/request of product sharing, suggestion for group purchase of food.

When there are members whose birthday is coming up, they are introduced on the front page, with a messaging tool that helps easily send a personal message to the person. (Figure 8)

4.2 Analysis
The analysis was made through main 3 channels:
- An online survey
- Observation on the usage of the online platform
- Observation of off-line activities (meetings and everyday life)

Towards the end of the first year of use, the authors asked users to participate in a survey posted on the online platform. 22 users have answered the survey, which consisted of closed questions and open questions. In answering the open questions, 10 of the respondents provided in-depth detailed information about their experience. The questions were divided in different parts regarding personal questions about the house and the relationship with neighbors, questions about the use of the platforms, questions about the results in each one’s daily life.

Observation on the usage of the online platform has started from the very first moment and it is still on going. We collect both numeric data, (e.g. number of members, date of joining the platform, age and so on) and content data (what do the users say, what they propose, how does the discussion develop over time).

Observation of offline meetings and daily activities together with informal conversation and interviews were carried out thanks to the ongoing presence of the authors in the building.

5. RESULT

From the survey it was clear that:

- All members did not know each other, but get to know each other through the online platform.
- The actual role of platform is assisting in communication, and organization of collective actions.
- Knowing people in advance made the members feel more secure in their new environment.
- People see themselves continuing and using the platform in the future as a support to their community neighbors life.

Observation of the platform and offline: Since its launch in July 2010, 91 members (approximately 50% of the residents of the building) joined the online platform. In the last month the platform was opened to another building in front of this one and 18 members joined in.

The members were joining gradually with some peaks related to face-to-face meetings, and the opening of the platform to the residents of another building in the neighborhood (Figure 9). Most members frequently use the platform after signing up, except 12 non-active members.

Members’ age range from 15 to 68, with the larger group of users between 36 and 46. (Figure 10)

The users of the online platform began very quickly to share ideas and make concrete proposals. Our hypothesis was that socialization between people would be a motor for future collaboration. However, socialization between members started to occur gradually as the discussion on concrete initiatives took place. In other words, introducing each other and knowing the future neighbors, which was thought as the principal scope of this platform was achieved only after many initiatives were proposed and discussed.

For example, the shared - wifi initiative evoked a larger participation on-line. Members started posting questions and requesting information about it. To make the discussion go on, a group of members met more than one time and social relationship started to be established. This has inspired people to introduce themselves also on the online platform. Also, other initiatives for a dedicated issue, like making playroom for children, have drawn attention of families with small children. Wanting to know more about the age of the children and which school they attend, members slowly started posting more stories about themselves in the page ‘Conosciamoci (let’s get to know each other)’ on the platform. Once the self-introduction forum began to have many people actively participating in it, it began working as we expected in the beginning. Members start using the forum as a first step when they join the online platform.

All the ideas proposed by members were in the spirit of using the force of the community. People were using the platform to give inspiration and information as well as to actively participate in the discussion and actions related to specific issues, ranging from wifi-internet to communal playroom for children. By the expression of needs and desires, collaboration was born. In this form of socialization members were inspired from one another and gain the ability to participate toward the realization of the ideas. The whole action was followed and accompanied by cooperative president. She assisted to bridge between the residents and the consortium decision makers. She has explained how some initiatives, like the shared wi-fi would never have taken place without residents’ participation and how those could be innovative elements also for future buildings. A number of initiatives are already implemented:

- organic food purchasing group
- book sharing
Fourth, co-design of common spaces facilitates the development of solutions, enlarging diversity and fitting all types of families and generating a more sustainable lifestyle. Third, involving energy and costs, facilitating the management of daily activities. The project is using existing online platforms for existing objects. These small sharing economies contribute a lot to create an online “market” of second hand furniture or other tools. People can exchange knowledge and material tools as well. Sharing documents, but there is no interaction between the sharing platforms, guarantees that they last longer. Therefore the solutions are more sustainable.

The project is using existing online platforms for existing construction cooperatives. The innovation is this use to find in the combination of the two and in the timing. Usually, Italian construction cooperatives do not use any kind of social networking tools for their users. The responsible might use an online site for sharing documents, but there is no interaction between the prospect habitants and the organization. In this specific case the platform was launched about one year before people moved in the house. Social networking tools has been used elsewhere to create online communities from people who live nearby, but to create the community before head has many advantages:

- The people can improve/modify the building and influence it. The participation brings to greater satisfaction of people. Creating sharable solutions guarantees that they last longer. Therefore the solutions are more sustainable.

- People can exchange knowledge and material tools as well as create an online “market” of second hand furniture or other objects. These small sharing economies contribute a lot to environmental and economical sustainability.

- Moving into a house knowing already some of the neighbors reduce the chances of isolation and loneliness. In our case many elderly people that moved in were happy to participate and to have meaningful relationships.

- Other activities related to environmental sustainability, such as car sharing, recycling etc. are facilitated by the already existing ties between the neighbors.

6. DISCUSSION

The interactions and collaborative activities among neighbors have beneficial role in developing environmentally and socially sustainable urban environment for a number of reasons. First, they consist on recovering a lost social dimension of mutual aid and a sense of community, contrasting exclusion and reducing the stress and complexity of life in modern society. Second, the sharing of goods and services allows a considerable amount of saving of energy and costs, facilitating the management of daily activities and generating a more sustainable lifestyle. Third, involving people in designing their own solution creates a variety of housing options, enlarging diversity and fitting all types of families. Fourth, co-design of common spaces facilitates the development of relationships in the neighborhood and increases a sense of belonging to a community, maintaining at the same time the individuality of ones dwelling.

Despite these benefits, it is not easy to make it happen in urban environment where a highly individualized way of living is common. This paper shows how ICTs can be implemented to mediate interaction between neighbors who do not have pre-existing personal relationship, and how the relationship supported by ICTs leads to environmentally and socially sustainable ways of living between neighbors.

The experiment described in this study was carried out in the context of a newly built apartment and its residents who moved in same period, but the intervention is applicable to existing buildings as well. Sometimes neighbors who reside in a same building for many years do not have any sort of relationships despite their physical proximity. ICT-based platforms, as described in this study, can provide an opportunity to initiate a change in such an environment. On a detailed level, intervention for such context may require different strategies, but the basic idea - stimulating spontaneous interaction among neighbors by providing social affordances through digital platforms – would be applicable to any existing apartments. Also, participatory approach used in this study - inviting the residents in the design and try-out process - can be used to develop digital platform suitable for specific context.
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ABSTRACT
There is a need for verification of the sustainability potential of an increasing number of smart city initiatives. This paper discusses a set of requirements necessary to consider when developing a methodology intended to evaluate the environmental and socio-economic sustainability impact of Information and Communication Technology (ICT) solutions at a city level. A smart city definition is chosen and a model of the city is proposed, dividing the city into service sectors where ICT solutions are expected to be implemented. Requirements on a quantitative methodology for assessing the sustainability potential of ICT solutions in cities are listed, including transparency in selection of city boundary and results, and the importance of setting realistic scenarios and using publicly available data. The methodology activities presented include defining system boundaries, building scenarios and assessing the solution at a city level, and scaling the solution between cities.
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1. INTRODUCTION
The ongoing urbanization in the world has lead to an increased focus on cities [1]. Cities and their citizens cause a significant, and increasing, share of greenhouse gas emissions and there is a need to find solutions for sustainable city development. The application of Information and Communication Technology (ICT) is often mentioned as part of the solution [2] and the term ‘smart city’ is increasingly being used in this context.

Verification of the sustainability potential of smart city initiatives would be useful, both for the ICT industry and stakeholders in the city. For this, a methodology is needed for scaling ICT solutions and assessment results to cities and between cities. This paper presents a methodology for quantitative impact assessments of ICT solutions at a city level, not to evaluate the total impact of ICT in a city, neither to assess the city as such, nor to compare cities.

There are many initiatives by cities, companies, research groups, and authorities to create methodologies or frameworks for assessment of the sustainability or the environmental impact of a city. As an illustration of the great number of initiatives could be mentioned that a compendium of ‘sustainability indicator initiatives’ [3], kept by the International Institute of Sustainable Development, includes over 600 initiatives at global, national, regional and local level. Further, in [4] the authors have reviewed over 675 tools applicable to the assessment of urban sustainability as a baseline before proposing their own methodology. In contrast, there are only a low number of initiatives that focus specifically on the role of ICT in the city context.

In the latest years, more generally, several standards have been developed using life cycle thinking to determine the environmental impact of ICT products, networks and services, for instance in European Telecommunications Standards Institute (ETSI) and International Telecommunication Union (ITU) [5]-[8]. Lately ITU has started to develop a recommendation for city assessment related to global warming. There are also a number of initiatives where cities are to report their green house gas emissions and energy usage, for instance [9]-[11].

2. METHOD
The work is based on an extensive literature study which covered almost two hundred papers and reports on assessments, indicators, methodologies and evaluation tools related to sustainability, ICT and cities. The literature study aimed to define the term smart city and to make an overview of city related sustainability evaluation frameworks. The first order references were found through a search on scientific databases at the library on Royal School of Technology (KTH) in Stockholm Sweden, on Google scholar, and by searching web sites of large organization like United Nations (UN) and European Union (EU). Through the first order references, second and third order references were found. Over 60 frameworks, methodologies, set of indicators, or similar were studied in order to find approaches to fit the purpose of evaluating ICT solutions at a city level. Hereinafter, they are referred to as frameworks. A comparison of the reviewed frameworks is not included in this paper, but the main findings related to the methodology for ICT solutions are included in Section 3.2. Examples of these initiatives are:

- methods like life cycle assessment (LCA) and social LCA [12]-[14];
- different environmental accounting systems described in [15];
- economical evaluations like Genuine Savings which measures the net investment in produced, natural and human capital [16];
- indices like Environmental Performance Index, Human Development Index [17]-[18];
- indicator sets like European Common Indicators, European System of Social Indicators, Sustainable Development Indicators, UN Millennium Development Goals [19]-[22];
• city related indicator sets like Global City Indicators, UN Habitat Urban Indicators, Urban Audit, and Sustainable Seattle [23]-[26];
• more building specific frameworks, like CASBEE which is a framework for assessing the environmental performance of a built environment [27];
• different city rankings like Cities of Opportunity, European smart city assessment, Green City Index [28]-[30];
• city reporting standards such as the Global Protocol for Community scale green house gas emissions (GPC), Carbon Disclosure Project (CDP) for cities [9], [11].

Based on the literature study and internal workshops with life cycle assessment experts, a high-level model of the city was developed for the purpose of assessing the use of ICT solutions within different sectors and activities of the city. The most commonly used indicators in different sectors of the city were identified. The main idea was that the most commonly used indicators are either well-established, easy to measure, easy to get data from, or a good measure of some sustainability aspect. A problem with this approach is that the most commonly used indicators may not be the most relevant for assessing impacts of ICT solutions in a city. In this paper these indicators have influenced the way the city is modeled and how sectors of relevance for ICT solutions are categorized. Furthermore, they are used to determine applicable requirements on a methodology for evaluation of the sustainability impact of ICT solutions in the city.

The paper is divided into two parts. The first part deals with the city, and starts with a discussion regarding the definition of the smart city concept and how that concept relates to sustainable development of a city. The city is then described based on different city services where ICT solutions can be applied. The second part specifies requirements for development of a methodology to evaluate the sustainability impact of ICT solutions on a city level. The section also includes methodology steps and proposes system boundary and functional unit.

3. DEFINITION AND MODELING OF A SMART CITY
This section provides a discussion on the term ‘smart city’ in relation to other expressions, especially in relation to sustainability perspectives. Furthermore, the main findings of the studied frameworks and initiatives, mentioned in Section 2, are provided and used as input to the requirements proposed later in this paper. Finally, a city model is presented which is based on services within the society.

3.1 Smart City = Sustainable City?
The term ‘smart city’ is increasingly used, and many cities want to be labeled as ‘smart’ [31]. The word smart often implies a usage of ICT solutions in the city. Other terms used for the wanted development of cities are ‘intelligent’, ‘innovative’, ‘wired’, ‘digital’, ‘creative’, and ‘cultural’ [31]. The smart city is framed by three dimensions: technology, people and community in [32]. Some papers use intelligent cities and smart cities as synonymous terms [33] while others make a distinction [31]. In [34] intelligent city refers to a city that has an information technology infrastructure. The smart city includes various smart functions like smart transport and smart education according to [35]. Before a city can be developed into a smart city with an undefined number of ICT services in use, it is necessary to have the basic ICT infrastructure and knowledge of ICT usage. Based on [36] this paper will use the following definition for the smart city concept: A smart city is a city that meets its challenges through the strategic application of ICT goods, network and services to provide services to citizens or to manage its infrastructure.

Though it seems that the smart city somewhat implicitly leads to a sustainable city, there could be smart cities proving not to be sustainable [31]. ‘Sustainable growth’ is dealt with worldwide, for instance in EU [37] and sustainable development is in the so called Brundtland Commission Report [38] described as a “development that meets the needs of the present without compromising the ability of future generations to meet their own needs”. Others talk about sustainable development in connection with quality of life, either as a process of continually improving the way we live [26][39], or as cultural, economic, environmental and social aspects that lead to an improvement in quality of life [40].

Sustainability is often defined by three pillars: environmental, economic and social aspects. The International Union for Conservation of Nature [41] describes a sustainable development as a development that combines economic growth, social progress and environmental protection. In this paper, a sustainable development of a city is considered as the balance between minimizing the environmental impact, while at the same time maximizing the positive social and economical impact. Depending on the current sustainability level of a city, the track of future development to achieve a more sustainable society could look very different.

With the above definitions, a smart city could, but does not have to be a city which develops in a sustainable way. To judge the sustainability development of a smart city, it is necessary to evaluate the ICT solutions in the city in terms of economic, social and environmental sustainability.

3.2 Evaluation of Frameworks
Some of the many sustainability assessment framework initiatives previously mentioned in Section 2 have been developed to support policy decisions, while others are ranking systems of cities, for instance Cities of Opportunity and other examples in the point list above. Furthermore, some of the frameworks focus on individual factors, such as quality of living, while other frameworks focus on the sustainable development of the city or the city performance. The main findings were:

• No framework was found to assess the impact from ICT usage at a city level though some included ICT aspects.
• No framework was found to fully include life-cycle thinking or to use widely adopted environmental LCA impact categories¹ e.g. those listed in [42].
• A production perspective was much more common than a consumption perspective when setting the system boundaries.

¹ Impact categories [42]: abiotic resource depletion, global warming, acidification, eutrophication, photochemical ozone creation potential, ozone depletion potential, human toxicity potential, primary energy and electricity requirements, and ecotoxicity potential to freshwater, land and seawater.
In general, the use of natural resources was not considered in the city evaluations, which may be due to a production perspective focus.

Carbon dioxide (CO₂) or green house gas (GHG) emissions and energy usage were included in almost all investigated indicator sets.

There was a large variation in categories in the socio-economic indicator sets reviewed and many unique indicators were found.

An environment category is often used also in socio-economic evaluations as that is a large part of a citizen’s well-being. In environmental indicator sets, transport, water and waste are often included as categories together with energy, GHG emissions and air quality. Hence, there is a mix of basic environmental impact categories¹ and industry-related categories. Also living environment aspects like available green area and noise levels in the city are often included in the environmental assessment frameworks. For the non-environmental frameworks reviewed, the indicator categories are less aligned; however, the scopes also differ to a larger extent - from sustainable development to increased quality of life. Education, health, safety, finance and jobs are common categories together with buildings (shelters) and travel facilities. However, equity and civic engagement are also important categories, especially when measuring the quality of life.

Examples of commonly used indicators in the reviewed material are: gross domestic product per capita, unemployment rate, life expectancy, adult literacy, rate of crime, average living area, voter participation, water quality, waste treatment, GHG emissions, air quality and energy consumption.

### 3.3 A City Model

A city can be illustrated in many different ways. In this paper the city has been divided into service sectors that are considered to be applicable for introduction of ICT solutions. Figure 2 represents a model of the city based on the city services divided into three different groups: infrastructure services, community services and non-community services.

**Figure 2. Services applicable for ICT solutions.**

The **infrastructure services** consist of services related to buildings, transport infrastructure and infrastructure for water, energy, electricity, waste, and data- and telecommunication. In this paper the **community services** include services that are provided directly to citizens and visitors of the city. These are services like education and healthcare, but the community service layer also includes things like proximity to commerce, culture, sports and parks. Furthermore, the **non-community services** consist of other services where ICT could be used and which will have an impact on sustainability of the city. The finance services include for instance creation of an attractive business environment, while a workplace service relates to improve work efficiency, and persuasive information services to influence people’s choices.

The city needs to attract both people and business. Many people move to cities aiming for a better life, where “better” stands for different things depending on your situation. Employment and the household budget are important factors for groups of various ages, while health becomes more and more important with age [43]. For visitors the availability of culture, architecture, restaurants, commerce, sports, parks and nature are of special interest. The growth state of a city, expressed as mature, transitional, and emerging, is related to what kind of challenges the city needs to tackle [44]. For instance a city which grows fast will have major challenges providing people with basic needs such as access to food, water and safety. For transitional and mature cities the challenges are more related to choice and convenience, and lifestyle and independence [44].

The city illustration in Figure 2 has been compared to the United States (US) federal enterprise architecture reference model that lists the US government’s services to citizens [45]. A high correlation between the different models was shown, despite the fact that the models are developed for different purposes.

### 4. A METHODOLOGY TO ASSESS THE SUSTAINABILITY POTENTIAL OF ICT SOLUTIONS AT A CITY LEVEL

This section aims to provide requirements and steps for a quantitative methodology to assess the environmental and socio-economic impacts of ICT solutions at a city level.

#### 4.1 General Requirements

A methodology for assessing the sustainability impact of various ICT solutions used in a city needs to address both evaluation of already introduced ICT solutions and scenarios for future use of ICT solutions. The methodology needs to be applicable to assess ICT solutions for a variety of situations. The methodology also has to handle dynamics between several different ICT solutions. For the ICT industry to be credible, impact assessments of ICT solutions should be based on as much real data as possible. For the methodology development, the following aspects are necessary to take into account:

- **Selection of indicators**: to have a manageable, yet sufficient amount of indicators both on a city level and for specific ICT solutions used in the city.
- **Data**: to handle case specific as well as general publicly available data, considering both city-related data and evaluation indicators, with the possibility to define baseline, reference year, etc.
- **Transparency in city boundary**: to have transparency in the definition of the city boundaries, both geographically and around what impacts are included in the assessment e.g. impacts occurring within the defined city boundaries, in the
surrounding region, on a national level or on a global level, e.g. whether import/export is included.

- **Transparency in results**: avoid merging impacts into too few categories and avoid translating different impacts into one unit (e.g. money).
- **Life cycle thinking**: use a life cycle perspective when possible and especially for the ICT solutions.
- **Realistic scenario for ICT implementation**: the scale of the ICT solution and its impacts should be based on relevant data for the specific city.

### 4.2 Assessment Procedure

The direct impacts of the ICT solution, as well as the impacts that are the result of changed activities in the city, for instance less travelling or increased safety, are addressed. The focus of the methodology is high level assessments of the use of multiple ICT solutions in a city, based on a quantitative data collection from existing and potential ICT initiatives across cities.

The following methodology activities are considered:

- Identify ICT solutions (section 4.2.1)
- Define the system boundary for the city and a functional unit for the assessment (section 4.2.2)
- Build scenarios and assess ICT solutions at a city level (section 4.2.3)
- Select indicators to connect solution specific impact results to overall city level sustainability (section 4.2.4)
- Scale ICT solution scenarios between cities (section 4.2.5)

#### 4.2.1 Identify ICT solutions

The first step is to identify ICT solutions to apply to a city. The ICT solutions could be existing or future large-scale commercial implementations, minor proof of concept applications, case studies and trials. These are hereafter referred to as reference cases.

#### 4.2.2 System Boundary and Functional Unit

The methodology should be applicable for different kinds of cities. A geographical system boundary needs to be defined for all specific cities. If a too small area like a city center is chosen, there will be a large difference between the daytime and the nighttime population. To avoid some uncertainties in this allocation the geographical system boundary can be extended to incorporate a greater region of the city e.g. greater Stockholm or greater London. Another way is to use adjusted population numbers defined as the mean value of the nighttime population and the daytime population [27].

Availiability of city area data for different geographical areas also needs to be considered. It is likely that the methodology will have to include ways of scaling national or regional data to different city levels.

Furthermore, the methodology needs to address import and export from the city. For an assessment which captures the whole impact on a per capita level, it is necessary to define whether a consumption or a production perspective should be used. Consumption perspective takes all consumption related to the city into account, including impacts from production taking place elsewhere. A production perspective on the other hand relates to impacts from activities and production within the city boundaries.

Even though a consumption perspective may be preferred, it is often difficult to cover and the scope might have to be limited to impacts caused within the city boundary. Allocation of travel outside the city boundary including international travelling also needs to be addressed. Hence, as stated in the list above, transparency in city boundary definition is of high importance.

We propose the functional unit of the city as such to be the city’s total yearly impact provided per individual in the city, i.e. impact per capita and year. The temporal boundary does not have to be yearly, but that is the most common time frame. With this functional unit it will be possible to summarize the total impacts from several ICT solutions in the city. On a solution level though, when assessing the impacts from a specific solution, a more appropriate functional unit might be the impact per user of the solution or the impact per a defined amount of service delivered by the solution. For example, an ICT solution that reduces the amount of CO₂ emissions which is only used by a small percentage of the total city population will not influence the city’s total CO₂ emissions per individual substantially, but may be significant for the impact of the individuals using it.

#### 4.2.3 Build Scenarios and Assess ICT Solutions at a City Level

To assess ICT solutions at a city level, a scenario will have to be created. The scenario includes the number of people expected to use the solution and expected changes on activities influencing environmental and socio-economic impacts. Scenarios define the potential use of an ICT solution in the city today, but can also be constructed for different future developments.

A number of parameters related to the city and its citizens need to be gathered to get a sufficiently comprehensive basis for setting a realistic scenario. In cases when measurement data before and after the implementation of an ICT solution is available, the scenario is already given.

The main parameters needed to build a scenario can be divided into parameters influencing the number of users, and parameters influencing the induced changes of activities. Which parameters to use, will differ between the ICT solutions that are to be assessed. Table 1 shows parameters that should be considered to estimate the number of users and also gives examples for a specific ICT solution which provides remote monitoring for hospitals and their patients with chronic heart failure (CHF). It is believed that more city factors are likely to be identified as useful to decide upon the number of users of a specific ICT solution in a city. A solution will have several user groups. In Table 1 two user groups are exemplified. User I is the end-user of the ICT solution, hence the patients, and User II is the implementer of the ICT solution, being the doctors or hospital personnel in the example.

The experience of using ICT within the different user groups will influence how widely the solution will be used. In most cases, there is no data available for the ICT user experience within the expected user group. However at country level, ITU publishes the ICT development index for countries [46].

Drivers and barriers on individual and societal levels will influence the actual use of the ICT solution, time to full utilization and thereby what impacts the solution will have on environmental and socio-economic activities. Examples of drivers and barriers that are useful when making the ICT solution usage scenario are given in Table 2.
Table 1. Parameters for defining number of users in the ICT solution scenario including the chronic heart failure (CHF) case as an example

<table>
<thead>
<tr>
<th>Data type</th>
<th>Example of parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>User I End-user</td>
<td>Maximum users in the city</td>
</tr>
<tr>
<td>Example: Patients</td>
<td>CHF case: Disease prevalence in the city population e.g., maximum number of patients</td>
</tr>
<tr>
<td>ICT user experience for User I</td>
<td>CHF case: ICT user experience within different age groups of the patients with chronic heart disease</td>
</tr>
<tr>
<td>Expected growth of maximum number of users (over time)</td>
<td>CHF case: Expected growth of prevalence</td>
</tr>
<tr>
<td>Growth of ICT development in the country (over time)</td>
<td></td>
</tr>
<tr>
<td>User II Solution implementer</td>
<td>Number of service provider facilities or nodes</td>
</tr>
<tr>
<td>Example: Doctors and hospital personnel</td>
<td>CHF case: Number of hospitals implementing the ICT solution for its patients</td>
</tr>
<tr>
<td>ICT user experience for User II</td>
<td>CHF case: ICT infrastructure and services used within the hospitals</td>
</tr>
<tr>
<td>Availability of required ICT infrastructure and services: in general and in the specific sector</td>
<td>CHF case: Fixed/mobile broadband connection availability in different parts of the city (required for the data transfer in remote monitoring)</td>
</tr>
<tr>
<td>City factors</td>
<td>Expected growth/change of availability of required ICT infrastructure and services (over time)</td>
</tr>
</tbody>
</table>

Table 2. Examples of drivers and barriers related to the implementation and use of an ICT solution

<table>
<thead>
<tr>
<th>Type of data</th>
<th>Example of parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drivers and barriers</td>
<td>Incentive for User I and II to use the ICT solution (cost reduction, time saving, etc.) Example: Reduced travel to and time spend in hospital for patient and decreased costs spend per patient for hospital</td>
</tr>
<tr>
<td></td>
<td>Influence from corporations or city council on the use of the ICT solution and hereby the impacts, e.g., programs that support the implementation or policies promoting use of ICT services in the specific sector Example: Change in demographic distribution e.g., people getting older increasing the target market, demanding an action in the city strategy</td>
</tr>
<tr>
<td></td>
<td>Previous/other programs in the same or other sector of the city influencing the stakeholders’ motivation in a positive or negative way Example: A successful implementation of digital patient records influencing the willingness to implement the remote monitoring solution</td>
</tr>
</tbody>
</table>

Assessing the sustainability impacts of the ICT solution scenario includes calculating the life cycle impacts of the ICT system introduced by considering all hardware, software and services required, and identifying and assessing changes in activities in the city.

The interaction between the different ICT solutions in a city, and the dynamics in the resulting impacts should both be considered in the methodology.

4.2.4 Selecting Indicators

For the methodology to work, both at a solution level and at a city level, indicators on both levels will have to be defined. The identification of suitable indicators on a city level should start with identification of indicators that are publicly available for most cities such as GDP, life expectancy, global warming impact, etc. In addition, solution and use case specific indicators need to be identified. The socio-economic indicators will most likely not be the same for these levels of evaluations since socio-economic impacts vary widely with the target group for the evaluation. Socio-economic impacts measured on a solution level will probably include changed activities for the individual users, while high level evaluations of cities will include changed activities for the society. The environmental indicators are more correlated between the solution and city level, as the same impact categories can be evaluated for small scale solutions and individual use as well as for whole city implementations.

To select solution and use case specific indicators for a socio-economic assessment the service sectors in Figure 2 can work as a framework as they indirectly relate to different socio-economic aspects. For environmental impact indicators, however, these sectors are less applicable for direct use, and the city service sectors have to be translated into activities related to environmental impacts. ICT’s mitigation potential in other sectors can be categorized into for example dematerialization, demobilization, mass-customization, intelligent operation and soft transformation [47]. For proposed methodology, activities that influence the environmental performance have been categorized into consumption of goods, travel and transport, use of infrastructure and energy use, exemplified in Table 3.

Table 3. Examples of environmental activity categories

<table>
<thead>
<tr>
<th>Environmental activity category</th>
<th>Activity</th>
<th>Example of data required for environmental assessments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consumed goods</td>
<td>Increase/decrease of consumables or dematerialization</td>
<td>Paper use per person (kg), server space per user (GB), cars per person (no)</td>
</tr>
<tr>
<td>Travel and transports</td>
<td>Increase/decrease distances traveled</td>
<td>Travel in car (km), travel in other transportation (km)</td>
</tr>
<tr>
<td>Use of infrastructure</td>
<td>Increased/decreased building stock, public spaces and transportation infrastructure</td>
<td>Building area (m²), roads and rail ways (km)</td>
</tr>
<tr>
<td>Use of energy, water, and other resources</td>
<td>Increased/decreased use of electric power, water, fuel</td>
<td>Energy use (kWh/m² or operation), water consumption (m³)</td>
</tr>
</tbody>
</table>
4.2.5 Scaling ICT solutions between Cities

To be able to use a previous ICT city assessment scenario and results to create a scenario for ICT use in another city - without roll-out details on a use case being available - it is necessary to understand similarities and differences between the cities on a high level. City profile data must be gathered in order to compare cities. In addition, data related to the use of ICT solutions in different infrastructure and service sectors of the city, as well as associated drivers and barriers for the implementation of the ICT solutions in the city, need to be considered. Examples of parameters that need to be taken into account to enable comparisons between cities are provided in Table 4. Note that these types of data could also be included when calculating users and resulting impacts from the ICT solution, according to Table 1 and 2.

Table 4. Examples of data needed for comparison between cities for the purpose of scaling ICT solutions

<table>
<thead>
<tr>
<th>Type of data</th>
<th>Example of data categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>City profile</td>
<td>Geographical boundary: city district, city, extended city, municipal, cluster of cities, region, etc.</td>
</tr>
<tr>
<td></td>
<td>Functions: commercial/city center, commercial/industrial, suburb/houses, suburb/apartment, all functions</td>
</tr>
<tr>
<td></td>
<td>Population growth connected to different kinds of needs: mature, transitional, emerging [44]</td>
</tr>
<tr>
<td></td>
<td>Level of development: is the city located in a developed or developing area?</td>
</tr>
<tr>
<td></td>
<td>ICT development level: low, medium, high [46]</td>
</tr>
<tr>
<td>Drivers and barriers</td>
<td>Current/previous programs or policies focusing on the sector where the solution is implemented, focusing on sustainability or promoting use of ICT in the specific sector or in the city in general</td>
</tr>
<tr>
<td>Sector specific data</td>
<td>Data related to the sector where the ICT solution is implemented and influenced activities</td>
</tr>
<tr>
<td></td>
<td>If a transportation solution is assessed number of cars, available public transportation, average time spend/distance to work, etc should be compared</td>
</tr>
</tbody>
</table>

5. DISCUSSION

For the continued work we have identified the following aspects to need further considerations: data availability, usage of city models, and causality.

Data availability and quality is a major issue in this type of high-level quantitative city assessments. Data is often only available at a national level and/or for aggregated groups of people and activities. It is important to transparently discuss how the data availability, related system boundary selection and data gaps influence the assessment results. Related to life cycle assessments there are three levels of uncertainty: parameter uncertainty (related to input data), scenario uncertainty (related to choices) and model uncertainty (related to set relations) [48]. How parameter and scenario uncertainties influence the city assessment results can be evaluated through simulations and sensitivity analysis. Different users of the methodology have access to different data, for example an ICT manufacturer might have access to full life cycle assessment data for the ICT solution, while less accurate data for the city, and vice versa for a city administrator.

As a city is a complex system it needs to be modeled and structured into sub-units to be understood. Based on the literature study, the city could be structured into as a set of citizen’s activities or divided into sectors. The division into sectors proposed in this paper was chosen as it is useful to map needs of future ICT solutions and in impact assessments as a framework to identify changed activities. One disadvantage with this approach is the risk of overlooking horizontal activities, such as freedom of speech, gender of equity that cannot be categorized into a specific sector, and this will be further addressed in our continued research.

Another methodological difficulty in city assessment is related to causality - it is difficult to show that a change of the total sustainability in the city is related to a specific ICT initiative. Aggregated impacts from a number of solutions and adjustments in the city could reach a level that influences the overall impacts, but it will be very difficult to connect the change to individual solutions. As an example an ICT solution within the education sector can be evaluated in terms of indicators at different levels, access to computers, or more graduates from the school. However, the city probably uses indicators such as percentage of citizens with higher education and adult literacy. Both of these indicators are likely to be affected, but – due to their high level and time perspective - it will take time and scale before any improvements in the statistics are shown.

Further methodology development includes to test the methodology on a number of reference cases and to scale the results between different cities, to understand how data availability impact the results.

6. CONCLUSION

This paper deals with important aspects of a methodology for assessing the sustainability potential of ICT solutions in cities. Though there are many initiatives related to the assessment of cities with respect to sustainability, quality of life, environmental impacts, or similar, no methodology has been found which can be used to assess the sustainability potential of ICT solutions in a city.

General requirements for the methodology presented include transparency in selection of city boundary and results, and the importance of setting realistic scenarios and using publicly available data.

It is recommended that the listed requirements are considered by those who work with methodology development or assessment of sustainability impacts of current or future ICT solutions in a city. Furthermore, the requirements are also of interest for city administrators and others who currently use available indices and indicators to track the sustainable development of the city. Especially, transparency in selection of city boundaries and impacts included are of high importance to understand the real sustainability impact.
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ABSTRACT
In this article we focus on the opportunities to use ICT to help cities reach their environmental targets and specifically how ICT can support reduction of energy use. We have developed an analytical framework to be able to identify ICT solutions opportunities that can support cities to decrease the energy use that origin from the inhabitants’ consumption in order to reach climate targets. We use a consumption perspective on energy and allocate all energy to the final consumers that are the individuals living in the city. The analytical framework can be used by city administrations and ICT solution companies for identification and mapping of ICT applications and solutions with opportunities for sustainable development in cities.
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1. INTRODUCTION
Several initiatives have highlighted how ICT can be used to reach cities climate targets by lowering energy use and greenhouse gas (GHG) emissions from other sectors. There are proposals such as dematerialization and demobilization, as well as whole concepts for smart logistics and smart cities [1, 2].

It has been argued that decoupling of material resources into dematerialized immaterial resources such as services is a condition for sustainable development [3]. Within the field of ICT it is the software that represents the immaterial resources and the services provided represents the value that could become the paradigm for the decoupled economy of the future [4].

ICT can, according to Hilty et al. [4], be viewed as an enabling technology to improve or be substituted for processes in other sectors. ICT can optimize the design, production, use and end-of life treatment of other products as well as optimization and/or modification of demand for other products by substitution or induction by enabling distributed forms of production.

Cities with strong environmental profiles as well as telecommunication industries seek to understand how to best utilize ICT as an enabler to reach climate targets. Cities need to better understand how to direct investments in ICT to provide greater benefits for environment and society. ICT solution providers are interested in emphasizing how they can provide enabling technologies, which is demanded by their customers – the cities.

The concept “smart city” has been used during the last 20 years and has been seen as a strategic concept to gather modern urban production factors in a common framework [5]. The adjective “smart” and the concept “smart city” are used to highlight the importance and potential of ICT supporting the city to get a competitive profile and implies a positive urban-based technological innovation and change via ICT [5, 6].

Mitchell has defined five main principles for how ICT can contribute to reduce environmental impacts [1]. The first
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opportunity is dematerialization, where physical things have been replaced by virtual. The second is demobilization, where travel is totally or partially replaced with telecommunications. The third opportunity is mass customization, with less consumption of scarce resources through intelligent adaptation or personalization. The fourth opportunity, intelligent operation, involves more intelligence in operations of for instance water, fuel and electric power. The fifth opportunity is soft transformation, where existing physical infrastructure are transformed to meet requirements from the information paradigm. The principles can be applied to product design, architecture, urban design and planning and regional, national and global strategy [1].

In 2008, the IT and telecom sector published a report together with the Climate Group [7] that focused emissions reductions from four different sectors; buildings, transport, power and industry [2]. Five major opportunities for reduction of GHG emissions and calculated potential emissions savings from each of these sectors were identified. The opportunities were smart -grids, -logistics, -buildings, -motors and dematerialization. The reduction potential of these opportunities was estimated to be 15% of total GHG emissions in a business as usual scenario 2020, which represents five times the sector’s own emissions [2].

This paper focuses on the opportunities to use ICT to help cities reach their environmental targets and specifically the climate targets. Climate targets are here understood as comprising targets on energy use and GHG emissions [8], and we focus on how ICT can support the reduction of energy use in this article.

The purpose of this paper is to explore to what extent ICT can support an environmentally sustainable development in cities using a consumption perspective on energy. This is done through the development of a framework for identification and mapping of ICT applications and solutions with opportunities to decrease energy use.

2. DEFINITIONS OF A SMART CITY
The concept “smart city” can be understood as highlighting the importance and potential of ICT supporting the city to get a competitive profile [5]. Could it also be seen as a concept for an environmentally sustainable city? We are investigating different definitions of the smart city as well as ICT solutions for environmentally sustainable cities. Forrester [9] focus on the main infrastructures that cities provide to its citizens meaning that it is the combination of the “smart computing” (use of software systems, server infrastructure, network infrastructure and client devices) within seven critical infrastructure components and services (city administration, education, healthcare, public safety, real estate, transportation and utilities) that makes a city smart.

The Climate Group et al. have focused on ICT for the cities own administration and have defined the smart city to be a city that uses data, information and communication technologies strategically to provide efficient services to citizens, monitor policy outcomes, manage and optimize existing infrastructure, employ cross-sector collaboration and enable new business models [10].

Nam and Pardo [11] frame the smart city by different clusters that can be divided into three dimensions: technology (infrastructures of hardware and software), people (creativity, diversity and education) and institutions (governance and policy). According to Nam and Pardo [11] the technology dimension can be clustered in six different definitions, the digital city, the intelligent city, the ubiquitous city, the wired city, the hybrid city and the information city. The human dimension “people” are described in four clusters, which are the creative city, the learning city, the humane city and the knowledge city. The institution dimension has two different definitions the smart community and the smart growth. Visions about the future smart city includes solutions for smart transportation, smart environment, smart health care, smart energy, smart education, smart safety etc.[11].

Maeng and Nedovic-Budic [12] have gathered metaphors of the ICT based city from literature that affects the urban form and economics of cities. They found twelve useful metaphors which are Electronic cottage; Technoburb, Wired City, Informational city, Intelligent city, Invisible city, Telecity, City of bits, E-topia, Digital places, Network cities and Ubiquitous city.

The Intelligent Community Forum (ICF) has listed five successful factors for an intelligent community, which they use to rank the level of smartness of different cities each year [13]. The success factors according to ICF are broadband connectivity, knowledge workforce, digital inclusion, innovation and marketing and advocacy.

3. METHOD
To be able to understand to what extent a city (or another object of study) is environmentally sustainable, there is a need to define what is meant by a “city”, i.e. to define the system. In order to do so, we here use four so called methodological considerations, identified as crucial when setting climate targets for cities [14]. The considerations can be seen as a way to identify the most important choices that needs to be dealt with when defining the system boundaries. The considerations concern the temporal scope, the object i.e. the spatial boundaries and activities included, the unit typically energy or GHG-emissions and the range of the target. The range is divided into two different perspectives, if a consumer or producer perspective is used and to what extent a lifecycle perspective is taken [14].

In this paper we use a consumer perspective elaborated by Höjer et al. [15] where the city residents’ activities have been divided into six household functions. The energy use by city residents in Stockholm in the year 2000 was distributed over the different household functions [15]. The system for distributing energy between the functions was comprehensive in the way that all energy used for Stockholmers’ consumption was allocated to the functions. The six household functions were personal, housing, food, care, common and support.

We used the four methodological considerations defined by Kramers et al. [14] as a basis for setting the system boundaries of the environmental impacts of the city. For this paper’s specific purpose, we defined the system boundaries by stating in what way we handle each methodological consideration.

To get an overview of ideas on how different ICT applications and solutions can support an environmentally sustainable development in cities we investigated the main proposals from businesses and previous research, including definitions of the term smart city, in literature and through seminars. Participants included major ICT companies, city officials and a neighborhood community as well as from researchers from academia.

The five main ICT opportunities to support cities to become environmentally sustainable developed by Mitchell [1] and the household functions elaborated by Höjer [15] were then used to develop a matrix to be used as an analytical framework for identifying new ICT application and solution opportunities.

For each household function we went through the five ICT opportunities by Mitchell to identify already implemented and
existing solutions, ideas or pilots that are underway, new opportunities and lastly areas where we did not find any use of ICT to reduce energy.

Lastly we discuss the potential reduction of energy use in cities by the ICT opportunities we have identified, based on the findings and complemented with own speculations regarding what could be done in a situation that is seen as pressing for energy reductions.

4. DEFINING SYSTEM BOUNDARIES FOR THE SUSTAINABLE CITY

By setting clear and transparent system boundaries it is possible to understand which of the environmental impacts generated by the city that is included. System boundaries can be set differently dependent of the purpose of the measurement of environmental impact of the city.

As previously mentioned we here try out to use the methodological considerations in Kramers et al. [14] to define system boundaries for an environmentally sustainable city, exemplified by suggested targets for Stockholm.

There are four major considerations to make.

The first consideration is the temporal scope of the target, i.e. what future point in time it aims at, and from which year, if there is a reference year. For the temporal scope we use 2050, with reference year 2000, the same years as in Höjer et al, 2011 [15]. Long-term targets are often discussed for 2050, even though not even the 2050-targets are always final targets, as mentioned by e.g. Åkerman and Höjer [16].

The second consideration is about the object of target, i.e. the spatial boundaries and activities included. In this paper, we propose to follow the same geographical limits as in Höjer [15]. Therefore, we here chose the 26 municipalities, comprising the Greater Stockholm labour market as the geographical scope. We include all activities in society in the target.

The third consideration is about the unit of target, typically energy use or GHG-emissions. The unit of the target in this first attempt to use the methodological considerations is energy and it is set to the same as in Höjer et al, 2011 [15], i.e. a reduction by 60% per capita living in the city. Thus an increased population in the city means that more energy can be used within the geographical borders in question.

The fourth consideration is about the range of the target. The range is divided into two different perspectives, if a consumer or producer perspective is used and to what extent a lifecycle perspective is taken [14]. For the range of the environmental impacts we are using a consumption perspective and only include the emissions from city residents living in the city and not from visitors. The consumption perspective we are using in this article is further highlighted by using the household functions suggested in Höjer et al, 2011 [15], where all energy use is allocated to one of the six categories personal, housing, food, care, common and support (see also Section 5 for more details regarding these functions). These are developed so as to comprise all energy use related to the consumption of residents living in a specific area.

Altogether, this means that if the same considerations were set up for all geographical areas in the world, the targets would cover the total global energy use. Table 1 illustrates the baseline situation for Stockholm 2000 with our methodological considerations.

The choices we make in this paper can be compared to how the current policy of the City of Stockholm looks like in the area. According to the Stockholm Environment Program 2012-2015 [17], the City uses in principle two target years: 2015 and 2050. Both of those are absolute, thus, they have no reference year. However, the City indirectly relates the 2020-targets to EU-targets and national targets both stated with 1990 as reference year. The object of target is the Municipality of Stockholm and only heating, electricity and transport within the municipality are included. The City does not use any target on energy in their environmental program. Instead, they stick to CO2e/per capita. The aim is set to 3 tons CO2/capita by 2015 aiming at a fossil free Stockholm by 2050. The range of the City’s target is the whole life cycle for fuels and electricity production. However, they do not include energy use for the citizens’ consumption of goods, nor their travel beyond the city borders, but they bring in transport within the city limits by others than the citizens.

The main differences between the City’s considerations, and ours, can be summarized as follows:

- The city uses CO2e instead of energy. This means that change of fuels in power plants or for cars, can be a way of reaching their target, but does not help with our methodological considerations.
- The city only includes some activities, whereas we put forward a comprehensive system of activities.
- The city limits most of the activities to things happening within the city border, whereas we include all activities by the city’s citizens.

Looking at Table 1 can make a very rough quantitative measurement of the difference in scope between the two sets of considerations. Energy use for “Personal” consists of mainly long-distance travel, and to some extent of consumption of personal products, and heating of holiday houses. Thus, most of this energy use is not covered by the City’s delimitation. The same goes for most of the energy use for food. For the other parts, the City’s target covers most, but not all, energy use – such things as heating of houses (Housing) and public buildings (Care and Common) and commuting (Support). Thus, altogether it seems like the City’s target covers about 50-60% of the energy use caused by all Stockholmers. Therefore, such a target does not only imply that a large portion of the energy use remains untended but also risks resulting in that a whole range of measures are overlooked.

5. ICT FOR ENVIRONMENTALLY SUSTAINABLE CITIES

To support the identification of ICT applications that can support the reduction of energy use in cities we developed an analytical framework, presented in Table 2. The analytical framework was developed by combining the household functions elaborated by Höjer et al [15], with the ICT opportunities for reducing energy use in cities identified by Mitchell [1]. To also address solutions aimed at persuasion or “user awareness and decision support” [18] these were included in “intelligent operation”.

The analytical framework was used to categorize ICT solutions that emerged from the literature studies and seminars into: already implemented solutions (i), pilot solutions (p), and new opportunities for ICT application (o). Furthermore also areas

Table 1. Energy use per household function, Stockholm 2000 [15]

<table>
<thead>
<tr>
<th>Function</th>
<th>Personal</th>
<th>Housing</th>
<th>Food</th>
<th>Care</th>
<th>Common</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy use</td>
<td>35%</td>
<td>32%</td>
<td>13%</td>
<td>11%</td>
<td>5%</td>
<td>4%</td>
</tr>
</tbody>
</table>

The choices we make in this paper can be compared to how the current policy of the City of Stockholm looks like in the area. According to the Stockholm Environment Program 2012-2015 [17], the City uses in principle two target years: 2015 and 2050. Both of those are absolute, thus, they have no reference year. However, the City indirectly relates the 2020-targets to EU-targets and national targets both stated with 1990 as reference year. The object of target is the Municipality of Stockholm and only heating, electricity and transport within the municipality are included. The City does not use any target on energy in their environmental program. Instead, they stick to CO2e/per capita. The aim is set to 3 tons CO2/capita by 2015 aiming at a fossil free Stockholm by 2050. The range of the City’s target is the whole life cycle for fuels and electricity production. However, they do not include energy use for the citizens’ consumption of goods, nor their travel beyond the city borders, but they bring in transport within the city limits by others than the citizens.
where ICT solutions were deemed to have little or no potential to make use of to decrease energy use were identified (n.a.)

Table 2. Analytical framework to explore the potential of ICT solutions to decrease energy use. The matrix shows energy use per household function in Stockholm 2000 [15] combined with the identified ICT opportunities. The latter divided into new opportunities (o), pilots (p) and existing ICT solutions (i) as well as where ICT solutions not is applicable for energy decrease (n.a).

<table>
<thead>
<tr>
<th>Energy use %</th>
<th>ICT Opportunity</th>
<th>Dematerialization</th>
<th>Demobilization</th>
<th>Mass Customization</th>
<th>Intelligent Operation</th>
<th>Soft Transformation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Household functions</td>
<td>35 Personal</td>
<td>i</td>
<td>n.a.</td>
<td>o/p</td>
<td>p</td>
<td>o</td>
</tr>
<tr>
<td>32 Housing</td>
<td>o</td>
<td>n.a.</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td></td>
</tr>
<tr>
<td>13 Food</td>
<td>n.a.</td>
<td>n.a.</td>
<td>o/p</td>
<td>o</td>
<td>o</td>
<td></td>
</tr>
<tr>
<td>11 Care</td>
<td>n.a.</td>
<td>i</td>
<td>i</td>
<td>o</td>
<td>o</td>
<td></td>
</tr>
<tr>
<td>5 Common</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
<td></td>
</tr>
<tr>
<td>4 Support</td>
<td>n.a.</td>
<td>i/o</td>
<td>o/p</td>
<td>p</td>
<td>o</td>
<td></td>
</tr>
</tbody>
</table>

In the following sections ICT application solutions are identified, presented and discussed for each household function.

5.1 Personal

The category Personal comprises the largest part of householders’ energy use. This household function category includes activities such as sleep, clothing, hygiene, recreation, entertainment, certain types of trips and holiday homes. It also includes durable and semi-durable goods such as televisions, computers, sound systems and discs, videotapes, books and clothes; consumables such as tobacco, wine, soap and makeup; and services such as restaurant visits and pedicure [15]. Many of the activities, goods and services included in the category Personal serve as lifestyle markers. Within this category the activity leisure travel with car stands for the largest part of the energy use followed by holiday air travel. Goods such as cars, mobile phones, lap tops etc. use a lot of the energy from Personal.

To demobilize leisure travel would not be easy, since the whole idea with the activity is to physically go somewhere else, to meet with friends and family and take part of different activities or to spend a weekend in Paris. It is difficult to demobilize a soccer game competition or a visit to a countryside side. Therefore the opportunity within Personal lies more in dematerialization, mass customization and intelligent operation.

Many of the durable goods included in Personal are already becoming dematerialized by the use of different ICTs. Videotapes, records and books are now broadly available as media files. Moreover, other goods such as phones, cameras, keys, money, CD-players and navigation devices have been dematerialized by way of being integrated in one and the same device.

There are also other durable or semi durable goods in the household that might be transferred to services performed by an operator that have resources to dematerialize and/or mass customize services based on demand. One example of where both dematerialization and mass customization are used is cloud computing. Cloud computing is a model for enabling on-demand network access to a shared pool of resources such as servers, storage, applications etc. [19]. Cloud computing allows for computer-processing resources to reside in the cloud and thus enables only having the displaying devices in the household. The energy used for the cloud computing services would still be allocated to the household but could, depending on the energy performance of the cloud computing service, be lower than if all households have their own computing devices. Another example of a good could be both dematerialized and mass customized through ICT is to shift the owning a private car to a subscription to a mobility service, such as a car pool in which a range of different cars are available to be booked and used for different purposes. Similar solutions are public transportation access cards, car renting services and City Bike systems. There is however a great potential to use ICT to further integrate these systems, e.g. by way of providing a common booking system, interface and payment system. One example of such a system is the Dutch system ‘Green Wheels’, but public transportation is not integrated in that service [20].

Intelligent operation of personal household functions could for example be used to make use of ICT to help travellers to find the most environmentally friendly travel mode. Kramers [21] has explored these opportunities by identifying new functionality for advanced traveller information systems. Intelligent operation could also be used to help reduce the energy use in households by different technologies aiming at user awareness and decision support, intelligent control of the households energy use through e.g. standby management, energy management and trading, or by integration technologies for both process and system integration [18].

The presented ICTs could also contribute to a soft transformation of the urban fabric through an optimized use of transportation infrastructure, roads and parking places. The need for space in the household can be reduced because of the need for storage of durable and semi durable goods will decrease.

5.2 Housing

The energy use allocated to the household function Housing consists of the residence and parts of its equipment such as residential service, heating and lighting; furnishings such as furniture, carpets and textiles; and domestic services such as cleaning, maintenance and repair. The energy use for operation and management of the housing as well as electricity for common areas in multifamily houses is also included [15]. The by far largest part of the energy use within the housing category comes from heating. The energy use for heating is even greater than the energy use for leisure travel.

Today the main focus on intelligent operation solutions in relation to Housing is focusing on the electricity grid. As electricity is used for more than one household function, saving effects from ICT investments in the grid need to be allocated to all of these functions. However, the same technologies that are used for the smart grid and smart meter solutions could also be used to lower or cut peaks in the use of district heating [22]. When looking at the activities in Housing it becomes evident that ICT is not used to any wider extent for the purpose of saving energy. Thus, the potential for identifying further opportunities should be good.

Indoor-space can be dematerialized to some extent by sharing of spaces but also by using a virtual world for certain activities. The energy use for transportation in Housing is very low, meaning that there is little potential for demobilization.

Mass customization is currently mainly used for demand management of indoor lighting by sensors in buildings used for business purposes. It could however also be used for management of households lighting and for steering of heating and/or cooling of indoor space.

 Likewise as the durable and semi durable goods in the household function Personal some goods connected to Housing such as laundry machines, vacuum cleaners, drilling machines or trailers
can also be shared between households or subscribed to from an operator that supplies the service. The role of ICT in this would be to facilitate booking of the service, and potentially to keep track of the goods. The soft transformation that can take place because of the different ICT solutions for the housing household function is a more optimized use of heated and/or cooled space and reduced number of heated spaces as well as reduced need for space to store goods. Energy trading between buildings will put requirements on how to arrange the buildings for more optimized use of the energy system. If office buildings were located close to residential buildings excess waste heat can be used to heat the residential buildings [23]. Intelligent operation to optimize management and operation of the whole building or apartment is already used in parts of the building stock but could be much more widely used.

5.3 Food
Food includes energy use related to food items and the equipment required for storage, purchasing and preparation of food, as well as parts of the restaurant and café visits. Production of food is the largest contributor to energy use in this category – what we eat is important for the energy use [15]. The second largest portion comes from the storage and cooking of food. The travel to buy food is included in this category but is much smaller than the other two activities.

Dematerialization and demobilization is not possible for this category since food cannot be digitalized. Instead ICT can be used to inform and build up knowledge of what we eat and how it affects the environment. Mass customization and intelligent operation, in combination enables ICT to tell us about the best possible choices from environmental and availability point of view. There are existing examples of these types of applications. Two examples are Good Guide [24] in the US and Shopgun [25] in Sweden. Intelligent operation could also be used to optimize logistics of food transportation and to find the best possible place for the trading point between delivery of goods and the consumer.

A lean production way of thinking of the food supply chain would make it possible to both optimize the production as well as the transportation of food. Maybe it would also in the long run provide means for soft transformation of both to decrease the need for heated and/or cooled spaces in groceries and less demand for transport infrastructure.

5.4 Care
The category Care stands for an eighth of the households’ energy use. The category is divided into three major parts: education, social security and healthcare. Only 10% of the energy use in the care category is related to the private households according to Höjer et al [15]. The rest is mainly energy use in public buildings.

Being a service it may be hard to see how Care could be dematerialized. However, Care includes numerous types of material equipment that might be substituted by the help of ICT, for instance the shift from analogous x-ray to digital. It is possible to demobilize certain care services. Examples on these are remote healthcare via sensors and mobile phones, education on distance and security systems via surveillance equipment. An opportunity for mass customization is to make use of ICT for more personalized service to care takers according to their needs.

Intelligent operation can be used to manage and operate energy use in buildings used by the care function. A soft transformation can take place by making use of ICT to understand where to locate care functions to best serve the households in the effort to minimize the distance travelled.

5.5 Common
The category Common meets the basic needs of safety and security. The energy use comes from buildings and public goods used in the political system, military, police, judiciary, central and local government administration and the county administration and local government [15]. Most of the energy use in this category is outside the individuals responsibility and therefore difficult for the individual to reduce. Instead, the ICT-applications of relevance here are such that can improve efficiency in use and heating of buildings. Examples of the first are steering systems for heating and cooling, and examples of the latter are various forms of reforms for reduced use of space, such as distance work, e-governance and mediated meetings.

5.6 Support
The category support includes paid work and commuting. The energy use in the category support consists solely of energy use from commuting to work [15], since energy use at work, is allocated to other categories.

Travelling by car and/or motorcycle is responsible for 65% of total energy use for commuting. The rest of the energy use for the category support is shared between commuting via public transportation/cycling and maintenance of the road infrastructure, which have the same share, 17% of the total energy use.

Dematerialization of commuting through ICT is not possible and therefore not applicable in the category support. Commuting is different from leisure travel and can more easily be demobilized and replaced by virtual means such as collaboration tools, telephone or video-meetings. Commuting could be mass customized and enabled by ICT in the same way as described for leisure travel. Intelligent operation of commuting could likewise as for leisure travel be used to make use of ICT to help travellers to find the most environmentally friendly travel mode.

Since commuting is more easily demobilized, there are possibilities for soft transformation of buildings and infrastructure. There are possibilities to locate work hubs close to where people are living and provide professional business environments with all necessary equipment that can be shared between different companies. The idea is not new but has very rarely been implemented, but the opportunities can increase with a population more used to communicating without being at the same physical spot, and with a more pressing situation, caused by e.g. demands on reduced energy use.

To make use of ICT for transport of both leisure travel as well as commuting and business travel could lead to more optimized infrastructure with less demand for energy. A demand-based mobility where city residents subscribe to mobility can lead to less demand for both fuel and also for spaces used for private cars. A more intelligent operation of public transportation and information about it by the use of advanced traveler information systems would be feasible. There are gains for unexploited efficiency potentials in public transportation, seamless integration of various systems for different travel modes, demand/supply co-ordination and electronic payment for both dematerialization and demobilization of ticket handling [21, 26].

6. CONCLUDING DISCUSSION
In this paper we have put together thoughts on smart cities, methodological considerations for setting climate targets and household functions and collected ideas on how ICT-solutions can be used to reduce energy use in cities.
We conclude that the concept “Smart city” is in many cases used as a place-marketing concept to attract investments, businesses, residents and tourists. It promotes the city’s image and attractiveness, but it often has little to do with environmental concerns or solutions. Therefore, caution is called for when using the smart city concept, so that it does not lead to the promotion of environmentally negative effects, but instead focus on the environmentally positive solutions.

The framework we developed can be used to find opportunities, pilots and existing solutions for the use of ICT for energy reductions. We suggest that areas with the greatest potential for energy reductions can be identified by looking for combinations of household functions with large energy use and many new opportunities for ICT solutions. These areas are mass customization, intelligent operation and soft transformation of transport and heating of buildings. This correlates well with the findings from a study made by Hilty et al. [26], where it was found that ICT could increase energy use by 37% in the worst-case scenario but it could also decrease energy use in the best-case scenario by 17% [26].

When searching for figures of how much energy can be saved there is not much information. We have used energy use as an indicator on ICTs contribution to environmental sustainability, however there are other proposals such as, tons of kilometers of freight transport = tkm, passenger transport measured in persons times kilometer = pkm, energy use, GHG emissions and waste not recycled [26]. Other indicators that could be useful are for example heated space, kg of decreased material resources, number of parking spaces and road kilometers.

Hilty et al. [26] found that the main decreasing effects of ICT on energy consumption are to make use of ICT to shift from material goods to services, to install intelligent heating systems, to use ICT for production process control and for supply chain management.

Personalization and demand management characterize the ICT potential mass customization. In this field there are opportunities to use the concept persuasive computing to enable ICT to automate, persuade or inform individuals of different alternatives [27].

Cities need to thoroughly go through the opportunities and investigate how they best can support the implementation of different ICT solutions. Meanwhile, businesses need to learn how to best design and implement ICT-solutions that decrease energy use.

A special problem that is displayed in this paper is the risk for mismatch between city’s climate targets and the opportunities given by ICT-solutions. As was shown in Section 4, Stockholm City’s climate targets only covers 50-60 percent of total energy use. Therefore, they may miss important ICT-solutions. Those are solutions related mainly to personal consumption of goods and services. They can be either focused on direct energy savings, e.g. by more efficient use of leisure houses. Or they can be focused on collecting information on energy use of various activities.

It is highly debated if and how such information can have any effect on actual energy use. There are also sensitive ethical issues involved in which ways public authorities may affect its citizens. This still needs to be investigated. In any case, the lack of knowledge regarding activities’ energy use is a democratic problem, since it blocks informed discussions regarding what can, should and needs to be done and whose responsibility that is. ICT has a great potential to highlight those issues. Therefore, it can make energy use that until now has been seen as beyond the jurisdiction of city administrations, to being something they should and need to deal with.
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ABSTRACT
Internationally, Stockholm’s brownfield development Hammarby Sjöstad is seen as one of the world’s highest profile examples of Sustainable City Development. Is its energy efficiency already optimal, or is there an untapped potential for "Renewing a New City", for example through the innovative implementation of ICT? This is the main issue of the study reported in this paper.

In the mid 1990s, after some five years of comprehensive planning, the City's politicians and leading officials agreed that Hammarby Sjöstad should be the Olympic Village when applying for the 2004 Olympic Games. To strengthen the application, an environmental programme was passed in the city parliament, a project team comprising representatives of the main city administrations was established, and the team was given the task of injecting the novel features of the programme into an ongoing, ordinary planning process [1, 2]. In 1997, the Olympic committee gave the Games to Athens. Nonetheless, the environmental programme and the project team were retained, and for more than a decade of construction the area has been marketed as a spearhead of urban sustainable development [3, 4]. However, evaluations indicate that its energy efficiency is average if benchmarked towards other developments of the same period [5]. Dispersion is wide, a factor three.

As part of development, the national government subsidized a number of projects to support the environmental profile, some of them being targeted towards ICT and "smart homes" technology [6, 7, 8, 9]. This is interesting, since it is often argued that the innovative application of ICT should markedly increase energy efficiency [10]. In research at KTH, Stockholm, we therefore explore this as applied to Hammarby Sjöstad: To what extent do systems rely on smart infrastructure to control energy use and its impacts – in the electric system, in the district heating? Does ICT integrate citywide and local energy system components through automation, does ICT interact with operators, managers or residents, informing or persuading them to be energy efficient?

For the purpose of this study, smart infrastructure is defined as systems that make it easy for users and managers to keep energy use and its impacts low, without compromising utility or comfort. Data is collected from documents and interviews. Eight real estate units with elements of smart infrastructure were identified. Thus, about 5 per cent of the flats have this feature, mainly to automatically integrate novel components such as photovoltaics or geothermal energy into the large-scale ordinary energy systems. There is also a single example of a passive house. This is the only Sjöstad real estate unit to comply with the original energy objectives of using no more than 60 kWh/m²yr.

The addition of local energy sources to a large-scale energy system influences the routines of operators and managers, introducing an element of smartness. It was also found that in a few cases, buildings were provided with "smart homes technology", i.e. ICT that actively interacts with the residents. However, findings indicate that some of the technology does not function properly or has already become obsolete. In three cases, managers and owners are ignorant whether an element of smart infrastructure is operational or not. On the other hand, already from 2000 on, the district was provided with a comprehensive fibre network, which is still up to date. From this follows that on district level the potential for smart infrastructure is there, but as mentioned it is only in part utilised in the individual buildings.
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1. INTRODUCTION

Hammarby Sjöstad is a new city district just south of central Stockholm, which is internationally known as an outstanding example of urban sustainable development [see e.g. 3, 4]. Planning started in the early 1990s and construction will continue until about 2017. The area’s environmental profile was introduced into the planning process when the City Parliament passed a comprehensive Environmental Programme in 1997 as part of the application for the Olympics of 2004 [11]. Energy use and its impacts remain one of the programme’s main issues. Common application for the Olympics of 2004 [11]. Energy use and its emissions low? Given this, which is the potential for improvements? These are the main issues addressed in this paper.

A more precise wording would be: In what buildings, for what purpose and for whom is ICT incorporated as part of a smart infrastructure system? From this, two conceptual/theoretical questions follow:

- Which is the definition of smart infrastructure for the purpose of this paper?
- Which is the definition of energy efficiency, in such a smart infrastructure system?

Four empirical questions follow, too:

- In what buildings of Hammarby Sjöstad are smart infrastructure systems found? Is there some smart system infrastructure for the district as a whole?
- What novel components (for example ubi – ubiquitous computing) does ICT integrate into these systems?
- To what extent and how do the systems interact in novel ways with their managers and users via ICT?
- What actor(s) could utilise an untapped potential for improvement in energy efficiency and its impacts, if any?

Furthermore, this wording indicates a number of delimitations:

- Geographical system boundaries are those of Hammarby Sjöstad, and in particular the smart infrastructure of its buildings. Regional or national infrastructure is not considered, although it might be a prerequisite for local smartness.
- Systems include those providing electricity and energy for heating and hot water. The water-sewage system and the transport systems are excluded.
- ICT or the smart systems’ contributions to energy efficiency are not evaluated, nor are the untapped, future potentials for increased efficiency assessed.

In the following are presented some preliminary findings from an ongoing study addressing the aforementioned issues. On the one hand, it is an extension of previous research on the environmental management of Hammarby Sjöstad [1, 2] and on scenarios for urban sustainable development in Stockholm [12, 13]. On the other, it is intended to give input to an upcoming study on attempts at increasing energy efficiency in Hammarby Sjöstad – “Renewing a New City” [14].

Data for the study come from research-based documents, and from documents of the City’s and the national government’s involvement in Hammarby Sjöstad. It was not deemed necessary to send out a survey to all real estate owners of Hammarby Sjöstad in order to identify the buildings that have smart infrastructure. Instead, the initial selection was based on information from the officers of the Sjöstad information office GlasheusEtt, from documents and the Internet. With one exception, all buildings included in the study are at present owned by the residents in the form of housing co-operatives (Swedish “bostadsrätt”). Most of these have home pages of their own, from which minutes from annual meetings and other information can be obtained. Furthermore, officers at GlasheusEtt were interviewed. At present, the real estate owners and managers of the area are interviewed, but some of this data is still missing. Data is analysed using ordinary methods for qualitative research. Validation is mainly through data triangulation [15]. Being a case study, it relies mainly on the reader to apply the findings and conclusions through so called naturalistic generalisation [15].

2. BACKGROUND AND THEORETICAL CONSIDERATIONS

Hammarby Sjöstad is an extension of Stockholm’s inner city towards the south. Construction started in 2000, and when fully developed in 2017 the area will have 11,000 flats for 25,000 residents and at least another 5,000 workplaces. Comprehensive planning focused on its waterside setting, development is transforming an old industrial and harbour area into a modern environment with a distinctively urban character, also utilising its location near the Nacka nature reserve [3, 4].

The overarching aim of Hammarby Sjöstad’s Environmental Programme is that the area should perform ‘twice as well’ as ordinary new housing of the time [11]. The programme comprises objectives under six main headings:

- Land use
- Soil decontamination
- Technical supply: energy, waste and water-sewage
- Transport
- Construction materials
- Noise

For each of its main headings, the Environmental Programme has a descriptive and argumentative part. In an appendix, the objectives are quantified as ‘operative guiding aims’, mainly in relative terms. However, the objective for energy is absolute: ‘The total need for supplied energy should not exceed 60 kWh/m²’ [11]. The programme also comprises social and economic objectives, but these are not as concrete as the others, nor as comprehensive. The area’s performance in relation to the operational goals was evaluated by Pandis Iverot and Brandt [5]. The average energy use was found to be about twice of that of the original objective, with a factor three dispersion.

Like any other city, Stockholm has an electric grid connected to the national one. Supply is roughly half-half from nuclear and hydropower with negligible contributions from wind and sun [16]. Unlike cities in most other countries, however, Stockholm provides practically all of its buildings including those of Hammarby Sjöstad with energy for heating and hot tap water via a citywide district heating system. In parts of the city, also district cooling is provided.
In parallel with the environmental programme, a model for the integrated infrastructure systems of Hammarby Sjöstad, the Hammarby Model, was developed [17]. In fact, it is in all essentials the infrastructure systems for energy, water-sewage and waste of all of Stockholm. From this follows that it is not unique for Hammarby Sjöstad or in relation to ordinary Swedish practice. On the other hand, it is out of the ordinary in an international perspective, firstly since it includes a city-wide district heating system based on waste incineration, heat pump technology etc., secondly because integration through city planning is extensive. For the same reason, it has few elements of smart infrastructure, following the definition of this paper as given in the following.

In spite of the Hammarby Model’s systems on the whole not being smart, ICT is obviously used to control their energy flows. However, when new energy sources such as solar panels or photovoltaics are introduced, more sophisticated ICT is needed, making the system smarter by definition. The same applies when developers, contractors, users or managers want better-than-average control of energy use. Examples of this type of possible improvements are weather prognosis based, automatic control of the heating system, or usage and price information provided to the residents via smart meters. Internationally, a number of innovative ICT applications for energy efficiency are in the pipeline. In Stockholm, a smart electric grid is planned for the next large brownfield development, the Royal Seaport. For an overview of established as well as visionary applications including novel forms of human-computer interaction and ubiquitous computing, see the findings of the REEB project [10].

For the purpose of this study, the concept of smart infrastructure was coined. It indicates the aforementioned system properties. The ICT part of the smart infrastructure can integrate novel components with an ordinary energy system in to an optimized whole, for example solar panels into the heating system. It can also interact more or less intensely and frequently with its user – it can automate, inform or persuade. Automation means that once the system is set up, interaction is essentially restricted to malfunction alerts. Information can be provided to the operator or manager of the system on momentary or long-term use, benchmarking against others’ systems, cost etc., and also on similar issues to the users. Persuasion uses information for an explicitly normative purpose, here that of reducing energy use and its impacts. It can be low-voiced and mainly based on information, for example through benchmarking with similar users; it can also be provocative, such as the red light that turns on after five minutes of hot shower [18, 19]. Especially in rented property and when installed by the manager of flats that are already occupied, personal integrity becomes an issue [18].

Based on the above, the concept of smart infrastructure can now be defined as:

**Smart infrastructure makes it easy for users and managers to keep energy use and its impacts low, without compromising utility or comfort.**

The search for smart infrastructure in Hammarby Sjöstad thus focuses on buildings in which ICT integrates new technology such as solar panels into an ordinary energy system, or interacts in new ways with a human being such as the system operator or the resident. District-wide components such as a comprehensive network are also sought for.

Accordingly, energy efficiency here means “keeping energy use and its impacts low”. As mentioned, no quantification beyond a few key ratio figures is provided. However, while ordinary statistics uses key ratios such as kWh or CO₂ emissions per square metre, the ambition in the further reporting of this study is to provide what quantification there is as energy use and CO₂ emissions per person. After all, it is the residents who benefit from the utilities and comforts provided by supplying energy resources to the buildings.

3. RESULTS

In the following, preliminary findings are presented under the headings of Buildings and District, respectively. At the time of writing, some interviews were not finalized.

3.1 Smart infrastructure in buildings

Elements of smart infrastructure were found in eight of Hammarby Sjöstad’s real estate units, with a total of ca. 500 flats. This is about 5 per cent of the total number. In three of these units, the element of smartness consists of the integration and ICT-based control of one single local energy source. In real-estate units Fjärden 1 and Grynnan 1, photovoltaics were installed to provide part of the electricity for lighting in stairwells and other common areas. Both units were constructed in the early 2000s. According to recent communication concerning Grynnan 1, neither its board members nor the manager know if the photovoltaics are still operational. An office building completed in 2011, Måltaren 3, has a geothermal system for heating and the necessary control system as its element of smartness. In all these cases ICT is essentially used to automate the integration of local and large-scale energy sources. The sources do not indicate that these elements of smartness reduce energy use, but all of them produce renewable energy.

Around 2000, a competition for “Best Building” was arranged, with the assessment criteria of reduced environmental load, good residential quality and low life cycle cost. All of the awarded buildings show more than one element of smart infrastructure. In the following, each winner is presented separately. Unless otherwise stated, the main source is the report on the competition [7]. Information centre GlashusEtt provided additional documents and information from interviews with staff. The competition was judged from the designs, from which follows that possible changes during construction and management had to be identified through interviews.

Holmen, winner of the first prize and developed by contractor NCC as a housing cooperative has photovoltaics according to the competition documents. Smart infrastructure elements furthermore comprise heat retrieval from the sewage water and the exhaust air, and ventilation is individually controlled for each flat. ICT is also used for “Monitoring, operation of technical systems and indoor climate…” [7]. Thus, an out-of-the-ordinary element of interaction with the building’s operator, manager and users is included. Furthermore, the share of energy purchased from the large-scale systems is reduced, and the share of renewable energy is higher than in a similar ordinary system. However, according to an interviewee, the cooperative’s board has no knowledge of the sewage heat retrieval, nor of the individually controlled ventilation, and the photovoltaics gradually deliver less energy. The ICT-based monitoring system was just prepared for, but the board plans to install one in the future.

The second prize winner, Kobben, was developed by SBC Bo, also as a housing cooperative. According to the competition report
it has an integrated combination of solar panels and photovoltaics; furthermore fuel cells and “Heliostats and holographic materials in railings”. The latter as well as the role of the fuel cells are not described in detail, just mentioned as parts of the energy system. Instead of radiators it has underfloor heating. The fuel cells are not described in detail, just mentioned as parts of holographic materials in railings”. The latter as well as the role of these components are integrated into the ordinary energy systems by ICT. Finally, each flat has a computer screen for interaction with the residents. However, interviews indicate that today some of the features are not there: The fuel cells were never put in place. Only in 2005 were the combined solar panels cum-photovoltaics installed, and in parallel evaluated [20]. It was found that such a large share of the photovoltaic cells were damaged that proper measuring could not be done. Furthermore that the control system for the solar panels (i.e. the ICT, its sensors and other control equipment) was incorrectly adjusted and thus provided only a low temperature contribution. The real estate owner, a housing co-operative, was recommended to do a proper adjustment of the heating energy system. Finally, interviews indicate that the residents’ screens were disconnected by mistake and have not been operational since then.

Municipal housing company Svenska Bostäder won one of three third prizes with their real estate unit Viken, recently sold to the residents in the form of a housing cooperative. This project is provided with heat retrieval on the exhaust ventilation, solar panels and fuel cells. ICT integrates novel and ordinary components of the energy systems. Viken was also provided with an ICT system targeted at the residents and providing information to “Facilitate the choice of environmentally adapted transports” [7]. A system for follow-up, control and cost allocation for energy and water was also provided. In this case, interviews are needed to ensure what was implemented and what is still in use.

Another third prize was given to municipal housing company Familjebostäder for Lugnvattnet, which also recently became a resident owned housing cooperative. Unlike the others, this competition entry is but part of a larger real estate unit, a small tower block of eight flats. Smart components of the heating system include a geothermal heat pump and a biogas boiler. The façade and the roof have photovoltaics. Ventilation is said to be “electro-efficient” but it is not stated to what extent this involves ICT. The flats are provided with underfloor heating. The documents do not mention any novel elements of information provided to operators or managers in relation to these components, so here ICT has the role of automation. On the other hand, residents are informed of the use of electricity and energy for heating and hot water on a display mounted in the entrance of the building. If interviews confirm that these elements of smartness are still in use as intended, the share of energy purchased from the large-scale systems is reduced, and the share of renewable energy is higher than in a similar ordinary system.

In 2010, private developer ByggVesta completed what is arguably Hammarby Sjöstad and Stockholm’s first building to comply with passive house standards, Kajutan 2. The developer claims that the concept “…cuts energy consumption by 50% compared to the requirements stipulated by the Swedish National Board of Housing, Building and Planning for blocks of flats. And this is achieved at the same production costs as with conventional construction.” [21]. At 55 kWh/m² and year, this concept makes Kajutan 2 twice as energy efficient as the Sjöstad average, and the only building in the area that reaches the original energy objective. Although it has the main characteristics of a passive house, ByggVesta labels the energy system as a “Self-heating Building” (“egenvärme” in Swedish). One main difference from ordinary buildings is its extremely well-insulated and leak-free climate shell, which in itself is not part of a smart infrastructure. However, it enables the heat from residents and appliances to become the main source of energy for heating. Additionally, the ventilation system has heat retrieval, and the system is connected to Stockholm’s district heating as backup and for hot water provision. Integration and control of these sources call for ICT automation that all in all make the system smart infrastructure. Another feature which is not common practice in Swedish multi-family housing is the individual measuring and charging of hot tap water and heating besides conventional charging for electricity use. This, too, calls for an element of smartness in the systems. There is, however, no mention in the documents of information or persuasion targeted towards the tenants.

Findings so far can be summarised as follows: Eight real estate units with a total of ca. 500 flats have elements of what is here defined as smart infrastructure. Six of them are now owned by the residents in the form of housing cooperatives, one has right of tenancy and one is an office building. The housing cooperatives were built in the early 2000s, the other two during the last few years. Only one of the present owner/managers claims that the building is more energy efficient than the average Sjöstad building. In few cases is it explicitly argued that the photovoltaics, the geothermal energy, the biofuel boiler etc. reduce the level of CO² emissions, although this should be the fact. In three cases, the element of smartness is restricted to the integration of one local energy source. On the main, the smartness takes the form of automation, with only 1-2 identified cases of smart interaction with managers or users. What was in the competition designs was in some cases never installed: One of the cases got no fuel cells, another no heat retrieval from sewage. In one case the interactive ICT for management was just prepared for, in another it was accidentally disconnected. One set of photovoltaics was defective from the start, another shows signs of ageing. Finally, there are gaps in knowledge transfer from construction to today’s owners and managers concerning for example if the photovoltaics are still operational.

Referring back to the definition of smart infrastructure, it remains to ask: Does what there is of smartness provide a good indoor climate? In documents, the indoor climate in some flats has been criticised: It is too hot in summer, too cold in winter; the need for cooling has been discussed. However, this is in the first hand a consequence of the design programme of Hammarby Sjöstad: Lake view and large windows were given higher priority than energy efficiency, and the resulting consequences for the indoor temperature were not fully considered [1]. The connection to (lack of) smartness cannot be established.

3.2 Smart infrastructure in the district
As part of national government subsidies for Hammarby Sjöstad, four projects that relate to smart infrastructure were funded. They were initiated around 1999 and reported in 2004 [6]. Three projects focused on technology for Hammarby Sjöstad buildings, the fourth on district-wide infrastructure connecting the buildings. A technology procurement of individual metering of heat, electricity, gas and water was undertaken. In the report [9], it is said that already around 2000, 500 flats were thus equipped, and that if metering was not installed, the infrastructure was prepared for it. The report does, however, not indicate if new forms of ICT-based interaction with the residents is involved.
A second project was the technical procurement of solar panels, with the aim of procuring more cost-efficient and technically advanced systems. Procurement was, however, discontinued since the real estate owners showed little interest [22].

A pilot study explored the conditions for technical procurement of Smart Homes technology. The conclusion was that it was difficult to find technology “with clearly resource saving effects” [23] besides what had already been procured. Therefore, no additional procurement was initiated.

The fourth project was about the whole district’s basic ICT infrastructure. According to the report, it had a main aim similar to that of this study’s definition of smart infrastructure: “…help creating an ICT infrastructure that will help people in the area to obtain a more energy efficient and environmentally adapted way of living and working.” [8]. To this end, there was a need for coordination of communication services such as telephony, cable TV, Internet access and real estate operation over one common infrastructure. In parallel, a novel business model was deemed necessary. It was argued that coordination would give large positive effects, through the substantially reduced technical infrastructure (reduction by 70-90 per cent), as well as through more efficient use and operation of the system. In the report, published when roughly one fifth of the total building stock was built, it is confidently stated that “We hereby establish that this is a large extent already has been attained.” [8]. Recent documents from the infrastructure manager indicate that coverage during the later stages of the Sjöstad development remains high [24].

In the project, technology procurements included a fibre network for all buildings, active network equipment and a local Web Portal. The system’s service provider was also established through procurement. For the management of the system, an association, “Hammarby Sjöstad Ekonomisk Förening” (HSEF), was founded, which still manages the ICT infrastructure of the district [24].

One ambition in the project was to provide optimized operation of the energy systems and the ventilation, assumedly saving around 10% energy. Utilisation lies of course in the hands of the owners, managers and residents of each real estate unit. No evaluation has been made, but based on the unremarkable energy performance of the average Sjöstad building, it can be assumed that this potential remains largely untapped, be it smart or not by the definition of this study.

The local Web Portal, www.hammarbysostad.se, is today managed by the officers of GlashusEtt. It presents itself as “the environmental web portal of Hammarby Sjöstad” and is in the first hand developed to interact with the local residents. The ordinary information material also provided at GlashusEtt can be found here, as well as everyday “environmental tips” that are regularly updated. There are also login pages dedicated to the local residents and to the area’s housing cooperatives. In the 2004 report, [8] it was suggested that the portal should also provide links to the travel planner of regional public transport company SL and to the local car sharing pool. However, the portal visitor of 2012 will not find such links. Nor does the portal provide internet-based local shopping as proposed in the report.

To summarise: Hammarby Sjöstad as a whole has a uniform standard of ICT infrastructure on district level. This provides the district with a range of potentials for energy efficiency, in the buildings as well as for transport and other types of energy use. However, according to the definition used in this study, it is in the main a potential, with one exception: Information targeted towards local residents is realised smartness, since it interacts with the users about energy issues; but only when the ICT infrastructure in the buildings has hard- and software to automate, inform or persuade via the district infrastructure, the latter becomes smart. And this, as has been shown, is largely not the case.

4. DISCUSSION AND CONCLUSIONS

This paper presents preliminary findings of a study with the aim of investigating in what buildings, for what purpose and for whom ICT is incorporated as part of a smart infrastructure in the buildings of Hammarby Sjöstad. Based on the above, the key concept was defined thus:

**Smart infrastructure makes it easy for users and managers to keep energy use and its impacts low, without compromising utility or comfort.**

Based on this definition, smartness was first discussed in terms of ICT integrating novel components into ordinary large-scale energy systems for electricity and district heating. It was found that to a high extent, integration is automated. Smartness lies also in ICT interacting with its users in new ways, providing information or persuasion. The integrating hard- and software for automation will retain the intended level of energy efficiency, once it is set up and functioning. Unlike this, the energy efficiency based on interaction will have to be continuously reproduced: Although the information is there, the user might over time disregard or forget about it. Thus, interactive ICT in smart infrastructure enables energy efficiency but does not provide it.

In all, eight buildings with elements of smart infrastructure were identified. Thus, 95 per cent of the total number of flats in Hammarby Sjöstad rely on ordinary ICT for the integration of system components, and likewise ordinary ICT-based interaction with managers and operators. Even less of interaction with residents was found. Unlike this, the district-scale system as implemented covers the whole district. When implementation started, it was certainly out of the ordinary, in technology as well as in its business model. In 2012 this technology has become standard in construction and in the existing building stock. However, this does not make it less smart. As previously argued, the district infrastructure is not smart in itself, only when used to reduce energy use and its impacts in the buildings. Thus the two system levels are mutually dependent.

As mentioned, previous research shows that on the average the energy efficiency of Sjöstad buildings is the same as that of other buildings from the same period of time [5]. If energy use for heating and hot water is measured in terms of kWh per person and year as suggested in the paper’s discussion on energy efficiency, it can even be claimed that it is no better than the average of nearby city district Södermalm, which comprises building from the 17th century on, with a predominance from the early 20th century. The reason is that each resident of Hammarby Sjöstad utilizes ca. 30% more of heated area than the average Södermalm resident. The solar panels and photovoltaics, the geothermal heat and other local energy sources should reduce the share of CO₂ in energy production, but not noticeably so if measured on district level.

Some of the designed smartness was never installed, a few elements were defective or have become outdated. Board members and managers in three of the studied housing cooperatives are uncertain if part of their smart infrastructure is
functioning as intended. The obvious conclusion is that the infrastructure needs maintenance and development if it is to stay smart, new managers and users need education to utilise the potential smartness. Furthermore, smart homes technology with short service life was integrated into the buildings’ walls that have a very much longer service life, without due consideration on how to dismantle the former.

On the one hand, this can be seen as a criticism of the City planners and the developers, consultants, contractors etc. involved in the development of Hammarby Sjöstad. Obviously, they did not succeed in realising the energy objectives given by the City Parliament, be it with or without smart infrastructure. However, this must be understood in the perspective of the Environmental Programme being introduced into an ongoing planning process, with already well-established routines [1, 2].

On the other hand, this indicates that there is a vast untapped potential for improvement. This might be seen as unrealistic in a recently constructed area: Climate shells to passive house standards will not be on the agenda until renewal of the buildings is due in 20-40 years from now. On the other hand, optimisation and gradual improvement are feasible; new ICT components can for example be introduced in existing energy systems to increase ubiquity and human-computer interaction. More of local energy production also leads to increased smartness. The large-scale infrastructure is there and operational, the cost can be assumed to be acceptable [10]. Inertia rather lies in the lack of an obvious initiator or demand shaper [25].

The responsibility for realising the smartness potential in the building stock belongs to the real estates’ owners, managers, operators and users. In a majority of the Sjöstad buildings, the owners and users are the residents, in association in their housing cooperatives, and as individuals or household members in each flat. In other words the residents – as households and in association – are the primary demand shapers. However, as laymen in real estate management, they purchase management services from professionals. Thus, the demand shaping initiative lies in the relation between the laymen owners and the professional managers. Organised collaboration between real estate owners could also contribute.

Hammarby Sjöstad has a citizens’ initiative, HS2020, which seems to have the resourcefulness needed. This initiative has as its basis an association of the area’s housing cooperatives, and from it stems the catchphrase “Renewing a new City”.

In future research, HS2020 as coordinator of demand shaping will be studied. It can be assumed that on the supply side, neither HS2020, nor the manager of the district fibre network, HSEF, nor a single ICT company could on its own provide the consultancy, the installation of hard- and software etc. needed to make the Sjöstad’s energy systems smarter. However, business models built upon collaboration between companies providing the different components of a whole seem feasible. This would provide the real estate owners with a single supply side partner. In Stockholm City’s new sustainability project, the Royal Seaport, actors collaborate in a similar consortium to implement a smart electric grid [26]. In fact, representatives of the citizens’ initiative in Hammarby Sjöstad already have contacted the Seaport consortium.

The potentials of smart infrastructure are largely untapped in Hammarby Sjöstad, but because of that the potential for increased energy efficiency is there. If the concept of “Renewing a new City” gains momentum and its propagators succeed in involving the real estate owners, residents and other actors needed, more of this potential could be realised.
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ABSTRACT
This paper looks at the changing shape of mobile connectivity and how it has influenced the potential for informing on sustainable travel. It examines the role mobile connectivity has had for an ICT based service informing on traffic and transport in order to trace what role social practices of interconnecting through mobile media may have had for such an enterprise. The paper looks at two historical examples of ICT based traffic and travel information services in Stockholm, Sweden in order to discuss what role mobile connectivity may have for promoting sustainable travel through ICT.
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1. INTRODUCTION
The potential for ICT based services to become efficient at acting as soft measures to traditional transport solutions is based on providing information that will encourage a voluntary shift towards more sustainable forms of transportation, such as public transportation [6]. The hope is that these services can change travel behavior by providing the option to choose from real-time based information concerning alternative routes, travelling modes and travelling time. One likely pathway for this is by connecting users to an intelligent information infrastructure of mobile users, services and products that collaborate in order to provide users with more choices for sustainable travel related to public transportation, ridesharing services, and bicycle for rent or non-travel alternatives.

Apps in particular, in conjunction with social networking services are having an immense effect on both public and private enterprises that strive to find less costly means of both involving unpredictable users and finding solutions to providing for a reliable service. The potentials rest on the increasing number of users being equipped with highly connected mobile devices during their day to day travels that permit them to act both as “human sensors” and prosumers within an ICT based service.

How social practices surrounding the use of mobile media are connected to institutional, economic and cultural factors that shape the form and use of such a technology needs to be considered when talking about the use of ICT for promoting sustainable travel [23]. Considering this condition it is imperative that any notion of an ICT based service aiming towards sustainable travel should include a look at the social shaping of such a technology since contemporary technologies and practices of media and communication are reconfiguring how people socialize and relate to people, places and objects as well as being shaped by them. How increasingly pervasive media and technology frame our collective sense of time, place, and space and how it orients us and is made use of in our everyday life are some of the questions that need to be addressed.

The purpose of the paper is to highlight how Swedish attempts at promoting sustainable travel through information technology has been connected to socio-technical practices surrounding the use of mobile ICT for informing on traffic. To shed light on these practices from a historical and sociological perspective the paper makes use of two examples involving traffic information services that provide travel related information to mobile ICT users.

The first example concerns a radio based service stretching back to the late 1970s in the form of the Stockholm local radio and their use of different forms of mobile ICT based networks to report on traffic.

The second example concerns a web based service for travel planning named Trafiken.nu. Both services are looked at in terms of their relationship to mobile ICT users and if they have made use of any such networks for informing on traffic.

The paper is organized as follows. The following section presents a sociotechnical approach towards the social shaping of sustainable travel seen as promotable through ICT. The second part presents each of the case examples used in the paper through a historical review of each one of them. The third part concludes the paper with a discussion on the changing shape of mobile ICT and what role ICT may have for the promotion of sustainable travel.
2. THE SOCIAL SHAPING OF ICT FOR SUSTAINABLE TRAVEL

Technology is often ascribed as possessing the power to fundamentally change and transform society where IT is claimed not only to transform society but also have the ability to get us out of the industrial society and transfer us to the new information society. The transformations are not primarily due to the artifacts in themselves but by the widespread use of them sparked by the excitement of using them. In other words technology along these lines, both as a vital force and to maintain society’s basic functions is seen as a determinant for societal development.

However, the point of departure for a constructivist perspective is that technology is articulated and given meaning by both actors and actants in social processes and or controversies. The people, organizations and decisions related to sustainable travel together with the tools they employ can in this regard be seen as “culturally drenched” in being immersed within meanings defined within and throughout social and material connotations. Of importance becomes the institutional framework that governs the intentions of an organization or groups actors and their relation to technology in which institutions are seen as active participants in the emergence and use of mobile ICT for sustainable travel.

How sustainable travel and its relationship to ICT is constructed relates in big part to a mixture of economic, cultural and political intentions. IT and particularly broadband infrastructure is seen by governments in many countries as an important means of increasing the international competitiveness of their country. These countries see IT as a driver of both electronic commerce and of the information economy society. In this context issues such as infrastructure (or service) competition and the role(s) of public government are often central for understanding the role of technology [21]. The issue becomes in what ways governmental agencies work with industry and with other elements of the government.

In the case of apps there are strong industry actors in the form of Google and Apple which are companies that hold a large share of the production of consumer devices and the distribution of apps. One milieu where this becomes visible is in Europe, where the European Union and various nation state agencies work together with industry to coordinate common development [21].

An example of this can be seen in 2001 when the Vice-president of the European Commission for Transport and Energy Loyola Palacio declared IT as holding the potential of dealing successfully with the growth of pollution and congestion caused by transport in cities. This was declared by a person responsible for launching two successful 10-year policy programs for the competitiveness and sustainability of the European transport system.1 Still, in 2009 the then acting Vice-President Antonio Tajani would contend that “the scope of these challenges is such that a profound transformation in the transport system will be required in the coming decades” adding that “yet, resources available to meet these challenges are limited by the economic crisis”.2

Some theorists consider that the current political system is insufficiently equipped to deal with the complexity of sustainability and have pointed out that incremental change will not address the fundamental system failures that underpin the issue. As an alternative there are those that propose a multi-level perspective on the interplay between regime, niche and landscape concepts when depicting technological transitions [11]. The argument has been that the inherent complexity of society resulting from the difference of perspectives, norms and values adding to the variations of modern day issues requires a new form of governance [15]. This requires a need of conceptualizing IT and its intended use as a set of material affordances and restrictions that are inseparable from their development and use context [21].

With a more explanatory socio-technical perspective on how the promotion of sustainable travel may be connected to the use of mobile ICT the potential increases to understand the societal impact, institutional effects and changes that IT and mobile connectivity may have for the promotion of sustainable travel. The following case examples are based on previous research by the author as seen in two forthcoming articles.

3. NETWORKING TRAFFIC THROUGH THE LOCAL RADIO – A STORY OF EMPOWERMENT

Sweden being the place where the first mobile telephone system was launched in 1956 has a long history of mobile ICT use for informing on traffic [3]. The MTA as it was called, standing for „Mobile Telephone system A”, would become the first fully automated mobile phone system for vehicles allowing calls to be made and received in a car using a rotary dial [7]. MTA phones consisted of vacuum tubes and relays with a weight of 40 kg. Calling from the car was fully automatic, while calling to it required an operator. Although the late 1970s would be a time when mobile telephony in the car held the potential of informing on traffic conditions the biggest contribution would come from another form of ICT called the „Citizens Band radio”.

Radio was during the late 1970s the primary technology to inform the public on traffic conditions and traffic related concerns but it became local only with the establishing of the Swedish Local radio in 1977, a formation that could be seen as a decentralization of the media institution [13]. Inspired by the fast, unpretentious and non-hierarchical means of producing content in America the Local Radio was to become an organization in which “everyone at the station pitched in regardless of their position as a technician or a journalist in order to quickly relay the news” [10]. Traffic reporting would under these circumstances become one of the Stockholm stations most particular traits with the establishment of a traffic staff under a „technician turned traffic journalist” named Sven-Roland Engström.

Engström was a keen hobbyist and tinkerer of radio technology and had a fascination for anything related to traffic [Gustavsson, personal communication]. Having experienced the effects of the traffic measures following the 1973 oil crisis he had as many other Swedes come across a very active network of people informing on traffic. The MTA phones required an operator. Although the late 1970s would be a time when mobile telephony in the car held the potential of informing on traffic conditions the biggest contribution would come from another form of ICT called the „Citizens Band radio”.

An example of this can be seen in 2001 when the Vice-president of the European Commission for Transport and Energy Loyola Palacio declared IT as holding the potential of dealing successfully with the growth of pollution and congestion caused by transport in cities. This was declared by a person responsible for launching two successful 10-year policy programs for the competitiveness and sustainability of the European transport system.1 Still, in 2009 the then acting Vice-President Antonio Tajani would contend that “the scope of these challenges is such that a profound transformation in the transport system will be required in the coming decades” adding that “yet, resources available to meet these challenges are limited by the economic crisis”.2

2 2007–2012 global financial crisis, also known as the 2008 financial crisis, is considered by many economists to be the worst financial crisis since the Great Depression of the 1930s.
The Citizens’ Bands Radio service had been established as early as in 1945 by the Federal Communications Commission (FCC) but the version accessible for the public was set in 1958 when the FCC established the Class D Citizens Band at 27 MHz. This frequency or band was chosen because it would be cheaper to produce radio equipment on such relatively low-frequency and parts were more common. However, there was a downside to this frequency in that it was shared by industrial, scientific as well as medical devices that could create interference[12].

The FCC had banned CB operations across distances of more than 150 miles in order for large businesses and their employers to not become intercepted or interfered by open radio communication. Constrained in this fashion the FCC granted a license to any adult citizen who requested one without any form of examination [12]. The technology would increasingly be seen filling a real need for a two-way communications service that almost anyone could make use of without advanced technical knowledge or expensive equipment.

The Citizens Band radio would as such gain an explosive breakthrough in American society thanks to the working class that used these relatively inexpensive radios in their daily routine. The CB allowed people to get to know one another in a quasi-anonymous manner similar to current Internet chat rooms. The prominent use of CB radios in 1970s films such as Smokey and the Bandit (1977) and The Dukes of Hazzard (1979) further increased the appeal of CB radio and helped establish CB radio as a nationwide craze in the U.S in the mid- to late-1970s.

The culture of CB radio was increasingly free and at times related to the circumvention of the law. The alerting to other drivers about police speed traps during the oil crisis of 1973 is one such example. Reports in 1975 indicated that more and more Americans were communicating from their cars and elsewhere by two way Citizens Band radios [16]. Constant relays of information let professional drivers and other CB-equipped motorists avoid traffic delays, update on weather conditions and report accidents or other traffic related incidents to the proper authorities. Although CB radio had already been introduced in the U.S it was not until in May of 1961 that general rules for private radio systems in the 27 MHz band were issued by the Swedish Government.

3.1 Citizen empowerment
CB radio would be seen in Sweden as paving the way for a completely new means of communication for individuals according to users of the technology, where the trend of using CB radios was probably similar to today’s online chats and text messaging [Engström, Personal communication].

People making use of CB in this way could be seen in the work of a Swedish CB network called Vågbas Stockholm (tr. The Road base Stockholm). The network was composed of members that relayed traffic related information from both professional drivers such as truck drivers and fellow motorists to the authorities. The information that the Local Radio needed to gather and later disseminate traffic information was to a high degree co-created through the day to day communications between these people.

The network contributed to a quick and highly dynamic form of reporting on local traffic that would eventually lead the owners of Stockholm Local Radio into “realizing the value of the whole thing, dedicating traffic its own time” according to one of its traffic reporters [Gustavsson, personal communication]. As such, the CB network would prove important for their public service function.

Thomas Engström who was an active member of Vågbas Stockholm during the 1980s recalls a time when volunteers such as Vägsamariterna (tr. The Road Samaritans) and Radiorävarna (tr. The Radio Foxes) still had important functions for the road safety and relayed important information through the CB. They were all part of an infrastructure of different groups connected through the CB radio who shared in the feeling that they were conducting an important societal function, in a “spirit of good will”.

The increasing use of cell phones and the Internet would to a large extent replace the use of CB radio during the late 1980s and the early 1990s. As Thomas Engström would later put it “it was the cell phone that wrecked it for us at Vågbas Stockholm” [Engström, Personal communication].

3.2 A paradigm shift
The second half of the 1980s would see an increased computerization of Swedish society. Computers had like in other countries already been introduced during the late 1950s but it was during this period with its rise of personal home computers that the term information technology caught a new meaning alluding to the notion of an information society.

The years 1990 to 1993 would see an explosion of development in terms of software and protocols that permitted the interlinking of documents and increased search capabilities much in due to a new means of communicating through the Internet’s World Wide Web system [10]. The push towards a digitalization of the media as it was called had a strong economic incentive where fast and space saving data could be edited, copied, and reused at much lower costs and at multiple locations.

New platforms for interaction such as email, chat and the likes fit well with the need to disseminate information through various channels. This development also fit well with the self-running character at large as exemplified by Sven-Roland Engström. Curiously it was during this technological shift that he passed away in 1994, at the height of a paradigm change. As the traffic reporter Lars-Åke Gustavsson describes the incident “he died here, with his headphones still on nine-thirty on a Monday morning. At ten o’clock, there was going to be ‘traffic’. They looked. They found him sunken down under his table” [Gustavsson, personal communication].

The Swedish Radio had in the same year conducted its first experiments with web pages and in 1996 its popular program Ekot was broadcasted via the web. It proved to be a success with “over 160 000 visitors in the first half year”[10]. The convergence of communications technologies through the Internet with its interlinking of documents and the increase of search capabilities would make the task of coordinating traffic and travel related information less cumbersome. This brought with it an investment in new internet based technologies and a push towards the digitalization of the media.

In all this development and institutional change the basic institutional framework of the Stockholm Local radios traffic staff persisted, but the “on the road” mobile ICT source of information shifted from being CB informants to cell phone users who could be anyone and anywhere in the Stockholm traffic.
4. ‘TRAFFIKEN.NU’ – A CASE OF MISSING CONNECTIVITY

The earliest attempt at managing increasing traffic in Stockholm through a public Internet portal would be seen in the form of a web page called Trafiken.nu (tr. The Traffic.now). The year was 2001 and Stockholm had experienced an impressive political investment in its IT infrastructure together with several infrastructure projects being built for a more efficient transport system. With the promises of the World Wide Web an idea was proposed to gather all data pertaining to traffic onto one place that could be accessed by the public. The aim was to facilitate the creation of a portal for an Intelligent Transportation Systems and Services (ITS) [Pettersson, personal communication].

One particular event that would influence this decision would be connected to one transportation project in particular, the one laid forth in the „Dennis agreement“ of May 1990 (referring to the National Bank Governor Bengt Dennis). The project included a series of new highways to be built around the city core, to facilitate mass motoring. A meeting was made quietly behind closed doors where an agreement was signed by the three biggest political parties of Stockholm [22].

Public pressures had amounted on an efficient implementation since it was under scrutiny of the public eye. The use of ITS had become a big issue, particularly so because of the tunnels that needed to be constructed which demanded traffic coordination to avoid traffic congestion. This gave way for an idea to make use of all the data coming from different transport related systems where the slogan “better to have one site than a thousand different sites” was coined [Pettersson, personal communication].

The project answered to a Government proposition in 2001 that pointed out that an access to information in digital form and its application would make it possible to develop a more flexible system to meet transport needs [19]. The proposition further stated that planning of infrastructure should interact with measures to influence transport demand.

As an example of such a transport demand it proposed measures aiming at “influencing attitudes and behavior towards a more eco-friendly, safe and efficient travel” by reducing individual car use and increased use of transport modes such as public transport, carpooling, walking and bicycling. One way of achieving this would be to have the current traffic situation “communicated rapidly through new information systems” where Trafiken.nu would become one such information system [19].

The project was a joint partnership between the City of Stockholm, Stockholm Public Transport, the Traffic Administration and the Swedish Road Administration and was launched the 10th of January in 2001. The intention was to provide information on traffic disruptions, traffic advisories and travel planning for the Southern part of Sweden and Greater Stockholm.

Since there where neither such services, nor webpages that displayed a whole picture of the traffic it would be a service that fulfilled a function that was much needed it was argued. The main target was the commuter and road user and how to cater to their individual information needs. Being a time when the World Wide Web had proved to be an easy to use and flexible format for popularizing information it came as no surprise that the service would take the shape of a web page.

4.1 Providing real-time travel planning

Travel planning on the Internet had become an increasingly common feature in Stockholm following the launch of the Stockholm Public Transport authorities web based trip planner in 2000 [Lindström, personal communication]. A report from 2003 issued by the Swedish Bureau for Statistics reported that 29 percent of respondents had used Internet services “in connection with travel or accommodation” [2]. This opened up for a means of influencing transport demand through real-time travel information it was believed.

New requirements on the service where placed where data provision, GIS data, real-time information related to walking, bicycling and bicycle routes became necessary to obtain. This was a problem area that started to surface of an institutional character concerning data provision, standardizations, API’s, claims for deregulation, ownership issues, business incentives, and brokering issues, just to name a few of them [Pettersson, personal communication].

Popularizing such an ITS became a high priority for the actors involved who believed the application of IT could make use of the transportation system more efficiently [2]. The popularization fulfilled another goal in promoting a Swedish way of implementing ITS for an international audience [Pettersson, personal communication].

Operating Trafiken.nu was seen as requiring the interaction between different public actors which was an important aspect of the Swedish working model, something that the Government’s ITS Council was eager to show up at upcoming international congresses for ITS [Pettersson, personal communication].

While the owners were preoccupied with having the web page display as much real-time and multimodal transportation as possible there surfaced another important function that needed attention.

4.2 Demands for a mobile friendly service

Following a questionnaire with open answers in 2007 concerning the usability of the service some respondents had questioned the lack of a mobile version of the site. One of them had the following to say, “You must make the web page possible to surf on through the mobile. Mobile-people are the ones using this type of service, not retired people sitting at home” [2].

Mobile ICT use had been on a steady rise and with 2 million new subscribers of mobile broadband alone in 2011 the demand for a mobile friendly service had increased [20]. Since the launch of their own iPhone app there had been four times more travel planning searches made through the mobile version of the web site than the web version, according to an internal communication by Trafiken.nu. Launching their own app in 2011 had proved to be too late since privately developed apps by individuals using their data were already available for public use.

This proved that in the app market both customers and companies are at the same footing when it comes to reaching intended customers through providers such as Apple or Google. Making all the data available online had opened up the possibility for individuals to develop their own apps.

Since 2007, more than 500 million iOS and Android smartphones and tablets have been connected to the Internet [17]. Considering that many of these smartphones and tablets come with broadband connectivity out-of-the-box it has led to Trafiken.nu finding itself in a similar situation as did the Stockholm Local Radio during the
early 1990s with an increased computerization and proliferation of mobile phones in Swedish society.

5. DISCUSSION
The study has looked at how different forms of mobile media and their corresponding social practices can be related to how traffic and travel information has been gathered and disseminated in Stockholm since the late 1970s.

The main question has concerned itself with what institutional framework has been needed in order to promote such uses of technology and how much of it implies the use of a certain kind of technology and expertise. This includes looking both at the intentions and the technologies employed by all affected stakeholders under a certain kind of political and societal condition that may have influenced “the rules of the game”. 

How prevailing political and ideological conditions shaped the Stockholm Local Radios institutional framework demonstrates the importance political intentions have had on its service provision. Informing on local traffic conditions becomes in this sense the interplay between technologies, consumption practices and different media uses working together with one another in order to deliver a service that can provide for such an option.

I connect these attempts to what Yochai Benkler calls an institutional ecology where “participation” is seen as a commons-based approach to managing resources [4]. The role technology and media play for collective action and better decision-making becomes part of a networking information economy (such as an networked information economy) [5].

One such example is the use of a participatory network of CB users which demonstrates the role a form of citizens empowering has had in both shaping and influencing the means of providing real-time and dynamic based information to the public in Stockholm.

The importance of the public becomes yet again apparent when looking at the case of Trafiken.nu. The scrutinizing of the Dennis agreement in 1990 demonstrates how the pressures to succeed with its implementation led to the idea of consolidating data through an ITS. The decision of presenting all these data in the form of a webpage is also telling of the importance another form of ICT had for the service, namely the Internet.

The example demonstrates how much the demand for a level of public participation has changed throughout Trafiken.nu’s history because of user demands and by the media itself. As such, it becomes part of a networking information economy that has become increasingly defined by levels of participation and the value of networking information [5].

A lesson from the case examples is that in order for a service to achieve its functions it needs to adapt to the current demands from its users. With almost a third of the world population being online through the Internet it comes as no surprise that many ICT based services are increasingly making use of the wireless Internet through mobile ICT:s such as the smartphone. The question becomes what effect increasingly market driven trends of using apps through „smart” devices will have for the promotion of sustainable travel.

We need to keep in mind that there are strong market forces behind much of what is driving the use of app based devices and services that needs to be considered when talking about an ICT for sustainable travel.

What I have stressed throughout this whole exposition is that we need more of a historical and sociological gaze on the role of such uses of ICT. What do these gadgets awaken within people, organizations and stakeholders that may actually lead to a more sustainable travel and what can we learn from previous examples on how a collective view on resource management and problem solving may or may not have been beneficial in order to coordinate and inform travelling towards a more sustainable one.

A close-to-operational-hypothesis that can be drawn from the case examples is that the active encouragement of user participation greatly improves both the reliability and the efficiency of the service by involving a local eye on issues pertaining to an everyday condition such as traffic. What needs to be kept in mind is that the form of involving such a local eye on an operational level needs to take into account the inherent choices that the technologies possess.

Media technology possesses scopic functions that for the better or worse are susceptible to what the owner of the media or the media institution finds economically, politically or otherwise beneficial and hence worth pursuing [9]. This relates to what means are provided for or not in society in the form of rules, services and systems for informing oneself and what role technology has for such information systems. Networking information through a multitude of users in a multitude of localities holds the potential for a more synergetic collective reasoning.

The potential outcome is a service that can better answer to the requirements posed by the complexities of daily travel. This in turn increases the potential for promoting sustainable travel by providing a better ground for decision making while en-route.
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1. INTRODUCTION
We live in a world that in many ways is nearing its limits for supporting humanity. In general there is no doubt in the scientific community that society needs to deal with these limits, change behavior patterns, in order to become sustainable and transition into a low-carbon society or face the harsh consequences. Currently most of us do not feel the impacts the human activities have on the earth’s system in our daily lives. Yes, there are some weather extremities; yes, droughts in one part of the world can affect food prices in the rest of the world, but these warnings have not led to system wide changes. We still feel that we have a choice between a soft landing or a hard fall going through such a transition. Society as a whole hasn’t chosen yet. The increasing attention for sustainability and the many green activities forming an undercurrent in our society may soon lead to a tipping point setting us on a path towards a soft landing. On the other hand, clinging to our current way of thinking and decision making will at some point in time inevitably lead to overtaxing and exhausting planetary resources. The solutions we will need by then will come at a much higher price for society. Practically, this lack of choice means that for those of us who want to do something right now, activities have to fit both ways of thinking. A simple heuristic, for example, is to make sure you have a solid financial business case for your sustainability project (even though many societal costs are not accounted for). This is the general situation we are in now: yes, sustainability activities are accepted or even promoted, but they must have a normal return on investment, they must be economically efficient.

The impact that ICT has (had) on society is nothing short of revolutionary. The scientific advances in computer technologies and the widespread use of telecommunication have made information exchange virtually free. Being able to exchange information freely and perhaps more importantly, automatically changes the equation: it changes production and consumption; it changes our behavior. Sending an e-mail may tax the environment much less than sending a letter, but it has become so easy for us that we now send many more e-mails than we would have letters. We might have an increase in productivity by doing so, but the sum of sending e-mails may well exceed the sum of sending letters in terms of environmental costs. This is also known as the rebound effect [10]. The impact of the rebound effect is a complex issue and not the central topic here, but it is important to know that this effect exists and that it should be considered in decision-making. In a sense, the rebound effect can only exist because we are unable to express the true (societal) costs of our behavior. When talking about Green ICT we should consider both the abovementioned effects (aside from the environmental effects of ICT itself): the use of ICT as a replacement technology (as an enabler) in general has a positive effect on the environment but the behavioral change that is paired with it may well have a negative effect.

Green ICT is often defined using the words of Murugesan [5]: “It’s the study and practice of designing, manufacturing, using and disposing of computers, servers, and associated subsystems ... efficiently and effectively with minimal or no impact on the environment”. While this adequately defines the environmental problem set within the ICT-sector, it leaves out the enabling effects that ICT-solutions can bring to other sectors; it leaves out the efficiency gains mentioned above. In summary, the impacts of ICT could be expressed in different orders of effect [2]:

- ‘First order’ or ‘primary’ effects: effects of the physical existence of ICT (environmental impacts of the production, use, recycling and disposal of ICT hardware).
- ‘Second order’ or ‘secondary’ effects: indirect environmental effects of ICT due to its power to change processes (such as production or transport processes), resulting in a modification (decrease or increase) of their environmental impacts.
- ‘Third order’ or ‘tertiary’ effects: environmental effects of the medium- or long-term adaptation of behavior (e.g. consumption patterns) or economic structures due to the stable availability of ICT and the services it provides.
Most consider the global environmental impact of ICT to be around two per cent and growing fast [8]. These two per cent only comprise of the first order effects, the enabling effects are not considered. These effects could be the most powerful, however, and it is not surprising that many organizations advocate a focus on the other 98 per cent [e.g. 12]. The enabling effects of ICT could reduce the global footprint by 10-20 per cent [8, 12]. These studies focus mainly on the positive impact of applying ICT and much less on the negative impacts such as the rebound effect. Hilty et. al. [1] showed through the use of simulations that from a high level perspective the future impact of ICT on the global footprint could be marginal. Not because there were no effects, but because positive and negative effects cancel each other out. Thus, policies stimulating the use of ICT in general will not be as effective as policies focusing on the different kinds of effects, stimulating the positives and inhibiting the negatives [1].

In the Netherlands the ICT infrastructure is well developed. The Netherlands is ranked sixth in the Networked Readiness Index of the World Economic Forum, an index expressing the propensity for countries to exploit the opportunities offered by ICT [11]. Looking specifically at the higher education sector, most of the ICT network infrastructure is serviced by SURFnet, the Dutch National Research and Education Network (NREN – NREns are specialized and often not-for-profit internet service providers dedicated to supporting the needs of the research and education community in a country [9]). SURFnet is part of the SURF foundation, which is the Dutch higher education and research partnership for network services and ICT. Given any national ICT initiative in the higher education sector, SURF is usually involved. Together with the higher education institutions, SURF started a Green ICT community, the Special Interest Group (SIG) Green ICT, in 2010. It is the activities that surround this community that will be discussed in this paper. First the background and a description of the community is given. Second a number of activities and their effects are described in detail. What follows are some observations and feedback from the community. The effects and feedback are then translated to lessons learned in the next section. We finish this paper discussing the value of the described community.

2. COMMUNITY DESCRIPTION

From a general sustainability perspective the Dutch higher education sector agreed in 1999 (and again in 2002 and 2005) to work on energy efficiency, specifically to become 30% more energy efficient in the period 2005 – 2020 [6]. Until recently, there was not much attention for the energy efficiency of ICT and the role that ICT could play as an enabler. In 2010 SURF and AgentschapNL, a Dutch governmental organization focused on implementing innovation and sustainability policies (among others), carried out a so called ICT-scan at nine higher education institutions (table 1). The aim of this ICT-scan was to determine the amount of energy consumed by workstation equipment and datacenters and to make recommendations for how to reduce that consumption. The scan showed that Dutch higher education institutions could on average reduce the ICT energy consumption by 44% by improving the energy efficiency of their ICT. The actions that institutions should take were basically low-hanging fruit: increase temperature in datacenters, earlier write off of datacenter equipment, more efficient use of datacenter space, more efficient workstation equipment and energy management measures on those workstations [7]. The results of this scan were presented during our first symposium in 2010, which was attended by over 100 people and marked the beginning of the Special Interest Group Groene ICT (hereon abbreviated as SIG).

<table>
<thead>
<tr>
<th>Table 1 ICT energy consumption of nine Dutch HE-institutions [7].</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy consumption</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td>Total of 9 institutions</td>
</tr>
<tr>
<td>Datacenters (9% of total)</td>
</tr>
<tr>
<td>ICT equipment in datacenters</td>
</tr>
<tr>
<td>Workstation equipment (13% of total)</td>
</tr>
</tbody>
</table>

The SIG came to life after members of the Dutch HE-community expressed their interest in the energy efficiency of ICT and to create a platform where staff, students, teachers and researchers alike could share knowledge and experiences. A LinkedIn group was chosen as the central meeting place for announcements, discussions and publications [3]. The group is open to anyone interested but individuals must request membership. In less than two years the group grew to over 330 members. Although the group is predominantly lurking and dependent on outside stimulations from SURF for example, activity is slowly rising with regular discussions, news postings and the creation of workgroups within the community on specific topics.

3. COMMUNITY ACTIVITIES

This section highlights a number of (recurrent) community activities to illustrate which activities are strengthening the community and it’s goals and what their effects were. The community also supports other activities such as publicizing white papers and best practices, sharing business cases and supporting a wiki but they are not mentioned here further. The topics that are most discussed in the community are: green datacenters, pc power management, sustainable procurement, e-waste, green cloud computing, green software and sustainable ICT-curricula.

3.1 Measuring the effects of ICT

After the ICT-scan in 2010, SURF started the benchmark pilot in 2012. The ICT-scan was based on the OpenDCME model (figure 1), a measurement model on datacenter efficiency [4]. The creators of the OpenDCME model had launched an online tool in which datacenters could keep track of the 16 KPIs by measuring and reporting various variables. The pilot made this tool freely available for the whole higher education community during 2012. The idea was to let all institutions get acquainted with measuring the sustainability of their datacenter through the use of this comprehensive model. Together with four pilot participant meetings we hoped to stimulate sharing of knowledge and best practices as well as get an idea of the national progress that is being made.

While the actual results of the pilot will be known by the end of 2012, some observations can already be made. Nine institutions participated in the pilot out of roughly a hundred institutions. Some institutions also participated in the 2010 ICT-scan; some were newcomers. It is interesting to note the differences between participants. Some took the lessons from 2010 to heart and improved the energy efficiency of their ICT; others are facing the same issues as those found in 2010. Two of the most common reasons for not joining the pilot were (1) that institutions have...
already done an ICT-scan and (2) that institutions did not have the
time to participate. The latter is quite interesting given the current
environment in which institutions are looking for savings in every
corner and that (the energy efficiency of) ICT is, on average,
hardly exploited. One might think that learning about possible
ICT savings might be worth the effort. One of the root causes of
this paradox is that ICT departments at institutions are hardly
responsible for their own energy bill.

In 2011 as well as in 2012 5 proposals were awarded a
sponsorship (table 2). All projects were innovative Green ICT
projects in their own sense, but covering a wide range of topics
and methods. However, during both rounds not all of the funding
was allocated due to a lack of well-written proposals. This
surprised us especially after the second round since the funding
arrangement should have been more known in the community.
The projects themselves have seen a number of spin-offs though,
ranging from internal and external follow-up to (scientific)
publications.

3.3 Green ICT Gatherings
An important function of the community is disseminating
knowledge from practitioners of Green ICT in higher education.
Several meetings/workshops/seminars on specific topics as well
as a yearly general symposium on Green ICT & Sustainability
have been organized with various degrees of success. Roughly
fifteen gatherings have been held, mostly on specific topics.
Those were on average attended by 20-30 people, whereas the
yearly symposium has consistently attracted over 100 attendants.
The general impression is that many people want to be aware of
what is happening but do not have the time or the power to be
actively involved. This is also something that was shown in one of
the questionnaires we took in the community.

4. COMMUNITY OPINIONS
We know from experience that creating and raising a community
takes time. Unless there is a true sense of urgency, it takes at least
a year for a community to become active and for members to start
profiling themselves and making (pro-active) contributions. After
about one year and a half we wanted to learn what members
themselves thought about the community and where it is going.
We asked them a number of questions through a questionnaire (n
= 38). In the same period a survey (n = 35) on green ICT was held
among higher ICT-managers (directors, CIOs, etcetera) in general.
A selection of both sets of questions is mentioned here and reflect
well the current mindset in the community and at the higher
education institutes in general.

<table>
<thead>
<tr>
<th>Year</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>Sustainable ICT-education</td>
</tr>
<tr>
<td></td>
<td>Paper reduction (dematerialization)</td>
</tr>
<tr>
<td></td>
<td>Digital mobility in education</td>
</tr>
<tr>
<td></td>
<td>Sustainability in e-Science</td>
</tr>
<tr>
<td></td>
<td>Visualization of personal energy consumption</td>
</tr>
<tr>
<td>2012</td>
<td>Software energy footprints</td>
</tr>
<tr>
<td></td>
<td>Sharing green ICT practices</td>
</tr>
<tr>
<td></td>
<td>Virtual teaching</td>
</tr>
<tr>
<td></td>
<td>Smart data storage</td>
</tr>
<tr>
<td></td>
<td>Using gamification for energy consumption awareness</td>
</tr>
</tbody>
</table>

Figure 1 Example of the OpenDCME model [4].

Table 2 Overview of topics in the funding arrangement for
innovative green ICT projects at institutions.
contributes to a more sustainable institution, 96% thought this would be an important factor. Yet, there is a lack of action, which 46% of the managers recognized. The reasons behind this, they expressed in figure 2. The reasons are similar to those found in the community activities, mainly: no time (24%), no priority (41%) and split budgets between ICT and other departments (21%).

We also asked whether community members think SURF should continue to support the SIG to which 85% agreed. However, the community is not very influential with an average rating of 4.2 on a scale of 10 and 22% of the respondents stating that they felt no effect at all yet. The irony is that community members themselves of course need to be active to let the community gain influence. This is also reflected in the next question on activity, to which 91% stated to be a mainly passive member.

Finally, we asked a number of questions on the ICT-scan. 50% of the community members were familiar with the scan and its results of possible savings averaging 44%. Figure 3 displays the response of all the members to what effect these results had on their institution. Only 10% got to work straight away, and 20% said it had no effect at all. The large ‘No idea’ part is largely explained by the other part of the aforementioned 50% (they were not familiar with the results in the first place).

As facilitators we evaluated our role as well. We concluded that two aspects needed to be changed. First, we originally wanted to let the community and its activities grow organically and thus supported a wide range of topics. While we still think that all these topics have their merits, this gave the community little focus and widened the gap between those that were well versed in the possibilities of green ICT and those that only just started. We decided to focus on those activities that proved to be easy best practices for the environment as well as financially (the low-hanging fruit) until the message reached the right group of people. The second gap we noticed was between staff and higher managers and directors. There is a willingness on the floor to actively engage in green ICT but a lack of time and priority to do so. On the other hand, managers recognize the importance of sustainability and green ICT but lack the sense of priority to act upon it. This is often dependent on the environment in which ICT is embedded: ICT use steadily grows year after year; who pays the energy bill, etcetera. We want to remedy this by organizing meetings at individual institutions inviting stakeholders from all relevant departments and layers of the organization and discuss ways to move forward. In the end, ICT in itself is often seen and must be seen as part of or a function of something else, it is a means to an end.

6. DISCUSSION

One of the important values of sustainability is collaboration. This is because sustainability must be seen as a systemic issue, something that must be solved at the systemic level and not individually. Optimizing locally might have reverse effects on the whole system, whereas helping to your neighbor’s problem could solve one of your own. Take for example, the warmth generated by ICT equipment in datacenters. This could be perfectly used to warm residential buildings instead of letting it blow out in the open air. From this perspective, communities such as the one discussed here, help move thinking towards the systemic level.

Yet, this community is not where it could be. The reason for this might be enclosed in the scope, the topic of green ICT. Is it possible that the scope is too narrow? Should it envelop the processes in which the ICT is used as well?

Looking at green ICT in general, there is regularly a call from influential NGOs like the World Wildlife Fund to focus on the enabling powers of ICT. Yes, ICT could be made more energy efficient, but it is much more interesting to focus on solutions for the other 98%; solutions that the ICT sector should deliver. But is it fair to look at the ICT sector and ask for solutions to green other activities?

How can society, how can higher education institutions make full use of the enabling power of ICT and preferably not fall into the trap of the rebound effect? There is a gap between those who know how to make efficiency gains with the use of ICT and those who know all about specific processes and activities and could actually use such ICT solutions but do not know how. It would be interesting to learn more on how to bridge this gap and with that be one step closer to a low-carbon society.
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ABSTRACT

In this paper we use translation theory from organization studies [1] to discuss the Green IT Audit, which is a consultancy model developed in Sweden, following the recent industry shock-wave of Green IT [2]. Translation theory is based on social constructionism [3], which inter alia posits that concepts, such as Green IT, do not have intrinsic meanings, but that meaning is created in social interaction. The theory is therefore part of an interpretive turn in organization studies, where effort is dedicated not to increasing the efficiency or effectiveness of organizations (the main concern of more functionalist studies), but to see how people that constitute them, make sense and interpret their work.
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1. INTRODUCTION

In this paper we use translation theory from organization studies [1] to discuss the Green IT Audit, which is a consultancy model developed in Sweden, following the recent industry shock-wave of Green IT [2]. Translation theory is based on social constructionism [3], which inter alia posits that concepts, such as Green IT, do not have intrinsic meanings, but that meaning is created in social interaction. The theory is therefore part of an interpretive turn in organization studies, where effort is dedicated not to increasing the efficiency or effectiveness of organizations (the main concern of more functionalist studies), but to see how people that constitute them, make sense and interpret their work.

The purpose of the paper is twofold: 1) to argue that even though Green IT, Sustainable ICT or similar concepts are technologically oriented, and that technology is certainly a main component for improving performance and to make things work in a better way, the interpretive is more concerned with sense-making and how different actors perceive organizational reality, positing that such interpretation is crucial for understanding organizational behaviour, and the critical is concerned with emancipation, particularly throwing light on practices of power and domination in organizations [5]. On could say that what Jones and Spicer call "critical" is the radical humanist and radical structuralist paradigms.

We hold that most work in Green IT could be seen as belonging to a functional paradigm in its efforts both to improve the efficiency and reduce environmental impact of ICT, and in its efforts to use ICT to reduce environmental impact and increase efficiency in other parts of society (the remaining 98%). While we have seen studies that draw on insights from organization theory, for example Molla who draws on institutional theory to emphasise that there is a need to pay attention to institutional context (culture, established practices, attitudes) for understanding the possibilities of implementing Green IT, still the focus is to understand how these institutional structures can be overcome and Green IT can be made to work in a better way [6]. Certainly, we concur with these efforts to create a more sustainable society, but
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in this paper we point out the possibilities of conducting interpretative and critical studies on Green IT. The reason is not just to show that there are more potential streams of research regarding Green IT. By taking an interpretative approach in the study of Green IT, we hope to bridge the divide between technical research and organizational research, since competence about both are necessary for propagating Green IT (for other similar approaches see [7]). We will not pursue critical approaches in this paper, but we will do that elsewhere. Rather, we want to see what interpretative approaches can offer.

3. SENSE-MAKING AND TRANSLATION

In this paper, we particularly draw on one interpretative theory from organization studies, namely translation theory, as described by Czarniawska-Joerges and Sevón [1], but to some extent also on sense-making and sense-giving literature [8,9]. While sense-making is focused on how actors make sense, individually and organizationally, of different things, for example organizational change efforts, sense-giving is focusing on the way (some) actors can have agency and add or change the meaning of similar efforts. Stemming more from an actor-network theory perspective [10], translation theory brings up the point that ideas (such as Green IT) are not automatically diffused throughout the world, but their very meaning and the success of their spread is dependent on the way different actors “translate” (e.g. modify, pass on, energize, ridiculize) these ideas. Czarniawska and Sevón find the concept of translation useful since it both captures the aspect of movement and that of transformation [1, p. 6].

3.1 Sense-making

The theory of sense-making has been used to explain different phenomenons since the seventies. The approach briefly means that actors involved in a certain until now unknown situation cannot proceed without making “sense” of this new situation [11]. According to Dunbar [12] and Goleman [13], the sense-making can be seen as a stimuli placed in a certain framework. The stimuli is the uncertainty that starts the sense-making process while the framework is both the current situation and experiences that the actors can connect with this situation. This means that all involved actors will make different sense of a certain situation from their different backgrounds and previous experiences. This stimuli lets the involved actors understand, explain and draw conclusions out of a situation. Three important elements in the process are sometimes described as the situation, the gap and the use. The situation is the events in an involved person's life that can be connected to what is currently happening, the gap is the lack of sense in this current situation and the use – the stimuli – is the bridge that will take you over the gap [11].

The making of sense has four different levels, where the first – and the most simple one – is individual sense-making, also known as inrasubjective sense-making [14,15]. The inrasubjective sense-making can be seen as the base point of sense-making, but in most social situations this can only describe a small part of what is happening. The second level is intersubjective sense-making, where sense is not made within the actors but instead between and among them [14] which creates a “giving, a taking and the feeling of connectedness” [16, p. 319]. In the case of Green IT Audit, the most interesting situations studied took place when the sense-making was collective, in a group of about ten people with different backgrounds, knowledge and values. This makes the sense-making much more complex. The next three levels are different forms of sense-making. The following two levels are the generic subjective and the extra subjective sense-making. The first level leaves out the subjects, the concrete human beings, and the sense is being made continuously within the group. This meaning is not constant, but shifting when new uncertainties or gaps are being introduced. This form of sense-making may take the form of policies or standards which are rather concrete, while the extra subjective sense-making often results in the building of organizational culture or other more abstract matters.

Another important aspect of sense in the context of Green IT Audit is sense-giving [9]. The sense-giving is a process where one or more people are intentionally influencing the sense-making process for a group of people. While the sense-making process in some way seems quite adaptive - a person, a group, or a larger collective responds to some stimuli and tries to make sense of it, the sense-giving perspective introduces more agency and points out that the stimuli comes from somewhere. Sense-making and sense-giving therefore ought to be seen as complementary processes where sense-making is more reactive than sense-giving which is more active and where agency can be perceived.

In the case of Green IT Audit, this happens mainly between the auditor and the audit group which makes the auditor one of the most important actors in the sense-making (and translation) process. The sense-giving is possible in this case because the auditor already has made sense out of the situation because she or he has performed the audit before. Even so, there is still a dialectic relationship between the sense-giving auditor and the sense-taking and sense-making group, the auditor will also be affected of the sense-making process in the audit group and therefore continue her or his own sense-making process which will affect the way the auditor understands the model.

3.2 Translation

Besides the theories of sense-making and sense-giving, we've chosen to extend the theoretical framework to the Scandinavian neo-institutional way of discussing "translation". Translation, which derives from the actor-network theory, is a way to understand how ideas travel and change during this travel. The translation process is closely connected to that of sense-making, but has a more comprehensive focus, while the sense-making process is more focused on the actors and not so much on the whole process. While the conceptual apparatus of sense-making is useful when certain events of the Green IT Audit are studied, the translation theory can be used to study the whole chain of events from the birth of the idea Green IT to the implementation and institutionalization of certain Green IT related activities within an organization.

The traveling of ideas, or the idea model [1], explains how an idea is born, how sense of the idea is being made, how the idea is transformed into certain objects that can move from one place to another, and finally how the idea may cause certain related activities to be institutionalized within organizations. This means that the whole process of the birth of Green IT Audit can be explained with the idea model. This can be seen as an alternative to the maybe more conventional way to view idea-spreading, the theory of diffusion [17]. This process argues that an idea will travel as long as no obstacles for the diffusion exists. This means
that the spreading of an idea will slow down or stop when there are for example cultural or social tensions. The spreading of ideas using the translation perspective instead argues that the idea will spread as long as someone is willing to work for the sake of the idea [18]. The main argument to not use the diffusion theory in this paper is that the diffusion theory does not focus as much on the transformation of an idea to something new or to a cluster of new ideas and objects which is the case in the translation of Green IT.

The fundamentals of the translation which is a part of the idea model is that all events that occur is created by both humans and so-called nonhumans. Nonhumans are physical objects that as well as humans that humans can interact with within a network and between networks. When something new and thus far unknown enters a network of actors, the translation process begins. These “new things” are often called tokens and can be everything from new ideas to ideas that are on the verge of taking form as an object of some kind. How an idea initially arose in local time and space and how the concerned actors within an organization first caught wind of the idea is usually unknown and in this case, maybe not that important. What matters is that the idea somehow landed and that someone with a connection to the network thought that the idea was important or useful. When the idea somehow is introduced to the concerned network, the actors in this network is trying to relate to this new token by connecting with each other and their own context – background, values and so on [1]. The output of this process differs depending on the relationship between the token and the actor, and the relationship between the actors in the network. Some networks might make something useful out of the idea, while other cannot relate to the idea and will let it pass which in turn will slow down the spreading of the idea [18]. The useful things that might come out of the translation process will vary depending on the context. In the case of Green IT Audit and also of SIS TK550, these models are mainly focused on managerial issues. Other Green IT initiatives that have come out of other translation might be more focused on environmental or technical issues.

If a translation process begins and the idea doesn't pass, it will be translated into a quasi-object, and then into an object. The main concepts in the translation approach are: idea, quasi-object, object, activities, and institution. Quasi objects are objects that have not taken physical form, such as symbolic objects, metaphors, labels, and platitudes. Objects are more concrete - they can be prototypes or different types of documents such as guidelines or standards. These objects are quite decontextualised and need to be contextualised every time they will be used - for example the ISO 14001. These objects are then translated into activities which are institutionalised. Ideas do not become institutionalised automatically, but the work of people is crucial in the translation process. The implication of this theoretical framework is to explore "the travelling of ideas," in the case of Green IT in the Swedish context.

4. METHODOLOGY
The empirical study is based mainly on two methods: interviews and participant observation.

13 interviews were conducted from August 2011 to March 2012, spanning from 40 minutes to 3.5 hours. The interview questions are attached as appendices to the paper. There are three main groups that are related to the implementation of GIT Audit. The first is owners and developers. This group includes the organizations that first embraced the concept of Green IT in this case and developed it into GITaudit and GITindex. This includes both IT- & Telekomföretagen that acknowledged and ordered the model, and Exido who created it. The next step was the sale of these two models to TCO Development, which today are the owners of these two models. TCO Development thus belongs to the group owners and developers. The next group refers to the partner organizations. Among these are the organizations that have a contract with TCO Development to perform the model. We have chosen to anonymize the partner organizations for ethical reasons, we prefer not to mention these by name because they are basically in direct competition. These are mainly ICT and management consulting companies that often perform other missions than just GIT Audit. The third group we have chosen to call customers and includes the companies and agencies that have commissioned the model to improve their work with Green IT. We have chosen to anonymize these as well, partly because this was requested from the partner organizations that we worked with and partly because the only thing that is relevant to know about them is that they are governmental agencies.

The questions directed towards the partner organizations of the model had a clear actor focus. They were mainly divided into three sections where the first section regarded the auditor him or herself and their relationship to the model and to GIT Audit. The second section had the focus of the partner organization where the auditor worked, and this organization’s relationship to mainly the model and GIT Audit, but also to the end customer. The last section focused on the auditor’s view of the relationship between the customer and the model. These questions where important when we discovered the sense-making process about the end customer, where the auditor’s prejudices about the customer affected the performance of the GIT Audit. The questions aimed at the customers mainly revolved around their organization’s relationship to green IT, and their views on the execution of the model. They also concern the perceived institutionalization potential of the activities developed by the auditor. To give some feedback to TCO Development and the partner organizations, we also asked what they thought of the model and what they thought could be done better. We also interviewed the owners and developers of the model. We started doing interviews with the people who we thought were the leading actors concerning green IT in Sweden. The questions asked here were very different depending on which role they played in the translation process of green IT. The questions asked here revolves mainly around their relation to Green IT and their background so we could connect the different actors context with the translation process of Green IT. The selection of the interviews in this study has been chosen with the help of the method "snowball selection". This means that the first few interviews led to the next set of interviews by asking the interviewee if s/he knew any other persons that might be of interest to us. This approach led us from just being interested in Green IT to study the concept of the Green IT Audit.

Besides the empirical data gathered by interviews, we have also participated in important events where we were able to extract observational data. This kind of data is quite hard to analyze, because it is more or less based on our interpretations of the situation. It may be a matter of how we perceived the
“atmosphere” in different situations, which informal hierarchies that appeared within the groups or how participants expressed their opinions. This kind of data is important because it is only extractable when an event of great interest actually happened and not as easy to gather afterwards when the person interviewed reflect upon the situation. The data was extracted mainly when we participated in the execution of the Green IT Audit and when we socialized with persons somehow involved with the model. In the much cited scheme by Gold [19] one can divide the level of participation in the organization by the observer in 4 different groups. The highest level of participation is when the observer is a full member of the group and when one cannot distinguish the observer from another member of the group and the lowest level is when you are only observing and not participating. The latter was mainly used in this study, however, some elements of participation can be found when asking questions and participating in different conversations in connection with the execution of the Green IT Audit.

Apart from the formal interviews and the observations, the authors are involved in Swedish standardization work of Green IT, where many of the interviewed actors are involved. We have therefore been able to follow up on questions and also had informal conversations about the Green IT Audit and to some extent therefore been able to take a processual approach. We have also complemented the main research methods with the study of webpages and other publicly available material related to the Green IT Audit.

5. TRANSLATION OF GREEN IT INTO SWEDEN - THE CASE OF GREEN IT AUDIT

The GIT Audit is a consulting model used and carried out by a number of management and IT consultants. It was created by the Swedish information technology intelligence company Exido in 2008. Exido, like Gartner, is constantly following the trends of information technology and as a response to the Gartner Institute's report "Green IT: The New Industry Shockwave" [2], Green IT found its way into Sweden. Certainly, other activities linking information technology and the environment, such as the TCO labelling of monitors, had been ongoing in Sweden, at least since the 1990's [20]. Exido was not primarily interested in the environment, but rather in the trends in information technologies. Exido had been conducting questionnaire studies (IT-barometern, originally created by the company Universum) and added questions in 2008 related to Green IT. The answers to these questions formed the basis of the Green IT index, which received financial support by IT- & Telekomföretagen - a member organization for companies within the ICT and telecom sector. According to the person most involved with GIT Audit, Nick, after Exido developed the index, people asked for tools to analyse their own organization - whereby the Green-o-meter was developed and published on the website anvandgronit.se, and after that people asked how their organizations can be better, whereby the GIT Audit was developed. The CEO of Exido, Jim, became more interested in energy saving solutions and in 2010 Exido sold off GIT Audit and GIT Index to TCO Development, which had worked with labelling of ICT equipment since the 1990's.

Apart from GIT Audit, environmental certifications like ISO 14001 is available for the service sector, but these standards are primarily designed for companies within the industrial sector since the companies there has long been considered major environmental villains in terms of both greenhouse gases and toxic chemicals. These emissions also occurs in the service sector, but they often take place indirectly rather than directly, which is not the case in most manufacturing industries. Emissions of greenhouse gases occur when the energy is used rather than being generated directly as in many manufacturing industries, such as the paper or the chemical industry. This makes it more difficult to measure the environmental impact of the service sector. Nick, who is more interested in organizational improvement than ICT or environment, also wanted to suggest that the framework of GIT Audit become an environmental management standard for the service industry. This standardization work is currently ongoing at the Swedish Standards Institute (SIS) under the label SIS TK 550. Nick has now stepped down from his work with the GIT Audit, and his successor is Robin, who has a background at TCO Development. Robin is also leading the standardization work at SIS. At present, the GIT Audit is not as successful economically (in relation to budgeted income) and there seems to be a need for reforming the Audit. The current work concerns reforming the GIT Audit.

GIT Audit works according to a partnership model. This means that consulting companies, mainly focused on management and ICT issues can perform GIT Audit on their customers and give some of the profit to TCO Development. The analysis of the data extracted from the audit takes place at TCO Development. When you are becoming a GIT Audit partner, you usually get training once a year plus an audit on your own company so you can compare your own result to the audits you perform on your customers. The reason why companies and agencies chose to perform GITaudit on their organization differs. For governmental agencies, the main reason to buy this service is to meet requirements from the government, while companies often choose to do this to get a more “green image”, save energy and money or to be able to show investors, suppliers and customers that they are working with sustainability issues. What they all have in common is that all these organizations want to know where they can save most money and energy with the least amount of economical effort.

5.1 Analyzing the GIT Audit translation process

The translation process begins with an idea, and in order that for the idea to travel further, it is important that this idea is packaged in a way that allows the recipients of the idea to understand and make sense of the idea [1,8] as mentioned in the theory section. The principles of Green IT was born mainly because of a societal discourse, which due to timing is closely linked to the climate changes we face, popularized by Al Gore in An Inconvenient Truth. In summary, one could say that the trend climate change gave the origin of the idea of a sustainable approach to ICT. This idea has been packaged - or objectified to use Czarniawska and Joerges terminology - as Green IT. When this objectification has occurred, the packaged idea is ready to travel. We argue that Green IT in this case can be seen as a quasi-object, and that the specific objects that actually got a sustainable approach to ICT to travel are different reports and articles about the phenomenon and consultant models like the GIT Audit for example. The translation that have occurred initially is when this idea landed at the
organizations in Sweden that has chosen to develop the idea into a consulting model. Exido's previous experience with making indices, led to the creation of a Green IT index, and Nick's interest in organizational development led to conceiving of the Green IT Audit not as an issue mainly concerning information technology. When the Green IT Audit triggered standardization work and also was sold to TCO Development, new actors became involved with developing Green IT - actors with different backgrounds and interests. Since Robin is working both with the standardization work and the GIT Audit, one might expect a more rigorous and environmentally based approach to the GIT Audit in the future.

When it comes to the very implementation of the model, the different actors played out an important role for the institutionalisation of the activities created by the execution of the model. The implementation of every GIT Audit is different depending on the partners, their made sense of Green IT, and their understanding of the customer. The actors involved in this particular model have different views on the subject (Green IT) and different expectations of the outcome of the model. This may, in connection with how the partner chooses to present the model and the perspective he or she has on Green IT, imply that the model in some organizations is received with open arms and with great commitment, while in others it is forgotten relatively quickly. In interviews with partners, we have realized that most of them are not interested in Green IT, nor see the model as being marketable. Critically, one might suggest that it seems more important to have a sustainable product (GIT Audit) in the portfolio of ICT consultancy services, than to actively promote it. When doing the audits, partners seem to act as if the GIT Audit is a more or less rigorous framework, even though it is conceived by Nick as a way to provide a "not really scientific" background for a discussion about Green IT and organizational development. Time pressure - or the will to finish the audit on time - might also hamper sense-making about Green IT in the customer organization. The partner's views on the customer also have impact on the translation process. We studied the implementation of GIT Audit in two public sector organizations, and one of the participants has often spoken about the model's potential to reduce the 96-98% of the total carbon dioxide emissions in the world, while it can be used to reduce the remaining 96-98% with the help of smart IT solutions [6]. According to a report by KTH released in 2010, the actual potential to reduce those 96-98% is by about 10-15 percentage points [21].

The organizational or managerial aspect is basically about considering that technology can be used as a tool, but the most important thing is that you are managing it by using processes and standardized approaches. Nick, one of the creators of the model GIT Audit, claims that he has shaped model after models like lean and agile project management that basically is about organizational development. They often talk about how organizations can be made more efficient by using Green IT, and that this in turn leads to environmental benefits. Efficiency and environmental issues can often go together according to many; if you work effectively with your processes, you can reduce the use of both material and electricity.

Simplified, one say that those who has the more environmentally oriented view of Green IT has identified the problems, the more technology oriented came up with solutions and the group of people involved in managerial and organizational issues has the responsibility to coordinate these technologies with the rest of the organization in order for something to happen. All aspects are important but in different stage of the implementation process. The organizational perspective as a coordinating perspective, while the technological and the environmental perspectives are used as tools and incentives for change.

5.2 Analyzing the actors

This chapter will be an analysis of the model, focusing on the different organizations and actors involved. The different organizations have been split into three different groups that will be presented in three sections. The analysis will focus on the different actors' relation to the model GITaudit and to each other. For the owners and developers of the model, the focus is on how the model was created and why it was created. For the partner organizations, it is about their motivation to perform the model and for the customers, it's simply about reasons for ordering this consultant service.

Given the sense-making and translation theory that we use in this paper, different actors identify the concept of Green IT differently (see also [6]). These interpretations depend on what the translator of the concept is interested in and works with. Green IT for an organizational theorist or management consultant is not the same as for an ICT technician. It is also clear that the concept is constantly becomes wider and wider. If you draw parallels to the model GIT Audit, the number of questions and the areas which these questions concern constantly grows. Green IT has moved from being solely a technology issue to interest an ever larger group of people. Basically, why interpretations of the term exists is mainly because many people choose which parts of the concept that they are personally interested in. This is a very good example of sense-making. Based on your own context, you create a picture of what the concept of Green IT is.

Three main aspects of the concept has been identified. These are the environmental aspect, the managerial or organizational aspect and the technical aspect. The environmental aspect is often focused on the issue that ICT equipment is an environmental villain even if there is some potential in using ICT as clean tech. Many with a personal interest in environmental issues usually choose this viewpoint. The most important reason for being interested in Green IT is the will to decrease greenhouse gases and toxic waste, and not to save money or to make the organization more efficient. The environmental aspect may be the least common aspect, though the environmental movement can be seen as the initiative that brought the concept of Green IT up on the agenda. The technical aspect of Green IT often focuses on the specific technical solutions that Green IT often uses. People focusing on this aspect argues that IT can be used as green tech and rarely mentions the problem that IT can also be an environmental villain. This is often justified by the argument that IT accounts for only 2-4% of the total carbon dioxide emissions in the world, while it can be used to reduce the remaining 96-98% with the help of smart IT solutions [6]. According to a report by KTH released in 2010, the actual potential to reduce those 96-98% is by about 10-15 percentage points [21].
Institutes released the 2007 report Green IT: The New Industry Shock Wave [2], this opened the eyes of many actors and organizations in the service sector, in particular those active in IT-intensive areas. It was then primarily because nobody wanted to be that was the last organization to be working with this hot topic, because there was a risk that this would undermine the organization's reputation. The developers of GITaudit realized this too, and also realized that these organizations would need some sort of guidance when it came to the implementation of Green IT.

The translation process begins with an idea and for that idea to be able to travel, it is important that this idea is packaged in a way that allows the recipients of the idea to understand and make sense of the idea. The principles of Green IT was born mainly because of a societal discourse. The translation that occurred initially when focusing on the case of GIT Audit is when this idea landed within the organizations in Sweden that have chosen to develop the idea into a consulting model. These organizations are what we call the owners and developer of the model. More related initiatives have also been born in the same way, but has taken different forms depending on the context in which this initiative has been created. One example would be that GIT Index that was created at Exido, which is a analysis and consulting company, involves analysis of quantitative data. Why TCO Development started taking an interest in Green IT is primarily because they have a history of environmental certifications and environmental improvement work related to ICT. As early as 1992, the first certification for computer monitors was designed by TCO Development [20].

The driving force for the development of the model for these actors were initially to be able to offer a complete model that can help organizations to implement Green IT. However, it has proved that this is not the whole truth. In the current situation TCO Development primarily offers the model to consulting companies to use it in order to be able to do business with new customers. Since the model fits well into many, primarily IT consultants', portfolios it can be used as a "door opener" to sell other ICT related solutions to a customer that has decided to order a GIT Audit. This is something that TCO Development is using as a USP for the model. This could potentially be a threat to the model; if the partner organizations only use it to sell in other solutions and customer sees this through, it contributes to distrust from the customer. This in turn may cause the activities that are set up during the prioritization workshop not being taken seriously by the customer.

5.2.2 The partner organizations

Something that is clear when talking about GIT Audit with representatives from various partner organizations is that there are few who believe that the environmental aspect of the model is particularly important. There are of course exceptions here: auditors with a personal interest in environmental and sustainability issues, gladly presses on the environmental aspects of GIT Audit. However, it is very common to see GIT Audit as a tool to reduce costs and increase efficiency. Most people who are working with performing GIT Audits are, as mentioned earlier, ICT and management consultants who has the technical or organizational perspective of Green IT, which means that the environmental perspective is somewhat lost in the execution of the model. If this is problematic for the model itself is hard to say, since it entirely depends on the background of the participants of the GIT Audit group within the customer's organization and what this organization is working with. If the group is focused on ICT which is often the case, you may want to direct the focus towards the purely technical solutions because it is easier for these people to relate to these questions. This can facilitate the translation process. The question is whether this means that the model simply miss the point. On the one hand, one can see that the environmental perspective of GIT Audit neglected, on the other hand, one can see that many of these solutions are ultimately leading to environmental improvements, although this is not the top priority. This question is interesting, but unfortunately nothing we could find out within the frame of this study.

5.2.3 The customers

Mainly, the customers that the partner organizations are currently working with are governmental agencies, often one of the 18 pilot authorities that participate in the Green IT project announced by the government. They chose this model mainly because it is the easiest and most cost effective way to fulfill the goals of the pilot project. There are individuals within those organizations that believe that GIT Audit is inadequate and that GIT Audit is somewhat a "shortcut". It has come up in the interviews with the participants from the end customer that on one hand, thinks that the model is fairly good, and on the other hand that they would like the model to give them more. For example, some consider that the action plan that is the model's main output is not good enough and that "it is clear that ... [the partner organization's] packaging of the concept is not quite finished." Speaking of the action plan, the same actor within one of the pilot agencies considers that "we will have to make a relatively great deal of work with it too before it's done." TCO Development however, believe that they deliver a finished action plan. Some suggestions regarding the action plan will be presented later in this paper.

Something that is often requested from the customer is the ability to somehow be able to certify against GITaudit or against any equivalent model. This possibility does not exist today but there are signs that something like that is under way. SIS TK 550 is an initiative that aims to help organizations to work more standardized with Green IT. As things stand today, this standard will not be certifiable. However, this initiative is a step in that direction. Many people are thus critical to this standard because it is based on ISO 14001 that many organizations already are certified against. The skeptics think that it is redundant with another standard that is not even certifiable, while those who are in favor of the proposal believe it will help organizations with a more standardized way of working with Green IT. The future is in many ways uncertain, but the working group discussions at SIS TK 550 suggest that Green IT issues will be featured in future certifiable standards. The work on SIS TK 550 has always been based on many of the interview questions included in GIT Audit. However, there are now signs that the formulations and methods that may seem too similar to those in GIT Audit are being taken away from the standard. This can be due to many things, such as they do not want to be associated with a specific consultant model, because they want the standard to be generic and independent. The work on the standard, however, could benefit TCO Development as the owner of GIT Audit if it was more suited for their model, because organizations that wanted to use the standard could then use the GIT Audit as a very well suited tool for this standard.
One, from the customer's point of view, very important driving force to start using Green IT is the increasing consumer pressure. This is particularly important for companies active in the consumer market. A representative of IBM explains: "People are making active choices. There is a survey that Veckans Affärer performed on how companies experienced the increased consumer pressure. And the result is very clear. You have to be innovative, you must find new ways to relate to market, especially those who work in the consumer market. If you get a reputation that you are an environmental villain, or just that you do not think about the environment as much, then the sales will drop a lot. And the rumors spread fast ... "

This requires basically that as a company in the consumer market you need to communicate your environmental work externally. That GIT Audit is not certifiable is problematic here, because a completed GIT Audit does not really need to say anything about the company's environmental efforts. This is because there is no inspection of the customers' responds to the questions from the interview seminar of GIT Audit. A GIT Audit simply does not weigh heavy enough for it to benefit the company's marketing, which may be one reason why it is mainly used in government agencies and in municipalities.

However, the increased consumer pressure is a fantastic development that will provide great opportunities to several environmental initiatives for companies in the service sector of the consumer market. The most important thing here is that the environmental work must be communicated externally, an aspect that GIT Audit has not solved fully yet. Potentially, this can be improved by the initiative SIS TK 550, however this is too early to say.

6. SUMMARY AND SUGGESTIONS FOR FUTURE RESEARCH

In this paper we have argued that it is important to discuss Green IT, Sustainable ICT or related concepts, also from non-technological perspectives. In this paper, we used theories from an interpretative paradigm of organization studies and hopefully we have shown that Green IT is much more than implementation of technology. In earlier research we have done a similar study about the translation of Green IT into Japan [22]. While we, in this paper, have used the interpretative paradigm in organization studies, we also invite studies inspired by the critical paradigm, as well as studies drawing on the wide range of theoretical resources from philosophy, science and technology studies (STS), and so on. We believe that a broad take on Green IT will not only lead to an increased understanding of it, but hopefully also trigger interest from more parts of society.

We have also given insights from the Swedish context - however, our focus on the (quite problematic) GIT Audit might suggest that this is the most important activity taking place in Sweden in relation to Green IT, which it is not. There are certainly other activities such as the SIS standard, the GIT index, entrepreneurial firms working within the context of energy-saving technologies, that are worth studying in other papers. Many of these other Green IT initiatives can certainly also be analysed through a translation perspective. What is important to note and probably the main point about this paper is that even though the same concept (that of Green IT) is the foundation of the initiative, the translation process allows the actors to form the concept after their own preferences [18]. In the context of the Green IT Audit, it is essential for the auditor to activate and interest the audit group in order for the group to find the model interesting. This may help removing the obstacles that prevents the translation of the model and thus help the institutionalization of the Green IT activities (ibid.)

7. SUGGESTIONS TO PRACTITIONERS

This section of the paper will take a more functionalistic perspective of the Green IT Audit. Some concrete suggestions will be presented. These suggestions have been formulated through the analysis when the theoretical framework was applied on the empirical data.

7.1 The importance of the auditors as translators

We have discovered a great deal of mistrust from the auditors, mainly because many of them do not believe in the model. This may depend on many things, but the most distinct reason is that they are mainly interested in other things than Green IT. They are often using the model as a door opener which will help them to sell other things than the Green IT Audit to the customer. If the auditor has decided that she or he thinks that the customer is not interested in the model, this will show in her or his performance during the audit which will ultimately result in an inferior result. What is also important is the auditors attitude towards the customer's organization. If they think the audit group is not particularly interested in Green IT or the model itself, this will also result in a poorer result. We argue that the way to solve both these problems is to limit the number of auditors to only a few auditors (this can be done due to the low interest in the model) which are interested in both the environmental and the technical issues of Green IT. During the work with this paper, we helped TCO Development to choose a couple of auditors that we considered appropriate for this job.

It is clear that it is not very easy for an auditor from a partner organization to create an action plan for the customer in just a few sessions and possibly some phone and mail contact. As we have previously argued for, the action plan will be an important part of the translation process internally for the end customer and will ultimately help the organization to institutionalize the activities determined in the plan. We believe that more time should be given to compile this plan in a good way. An alternative would have been if the persons responsible within the customer's organization and the auditor from the partner organization together had another meeting to ensure that the action plan becomes so detailed that the activities can be implemented in the customers' existing action plans. This is because the auditor representing the partner organization has expertise in the Green IT area while the persons responsible within the customer's organization has insight into their own organization's activities. Instead, this work is put on the responsible actor at the customer's organization that then might miss important points because of the lack of experience in the Green IT area, which can lead to wrong prioritizing when the action plan is designed.

7.2 TCO Development and their role

It seems that the interest in the model is relatively weak. We have heard this from several sources, however, the reason for this is
uncertain. Some believe that there is no interest of this tool, while others believe the model will grow larger and that the interest will increase over time. Why we believe that TCO Development should take a more active role in the performing of the model is because the model today addresses different areas depending on the partner organization performing the model. This will cause uncertainties among the customers concerning what the model really is about. Is it a tool for energy saving, money saving, efficiency increase or an environmental management system, or all of these? The focus is somewhat diffuse and we argue that the focus of the model must be better defined. TCO Development should figure out what they really want the model to achieve for the customers, and normalize the execution of GIT Audit to fit that. Today, GIT Audit is defined through a complex series of translation processes and re-interpretation of the original model and the model would thrive on a shortening of this interpretation chain. At the moment this is not feasible because the number of employees involved in work at TCO Development is low. As we argued earlier, it is up to TCO Development to select a few auditors that they tie a much closer bond with and only work with those partner organizations. This will help with the defining of the model, because closer ties mean that the partner organization and TCO Development will create mutual sense around the model’s goals and execution.
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9. APPENDIX: INTERVIEW QUESTIONS

Questions to auditors:
Besides GIT Audit, what are you engaged with in your organization?
How come you became involved with GIT Audit? Active choice or were you just told to by your manager?
Have you got any personal interest in environmental issues, mainly the concept of Green IT?
What is your opinion about Green IT? Is it a tool to make money or does it have a bright future as an important sustainability tool?
Do you think the interest for Green IT will increase or decrease?
What are the most important aspects of green IT? Anything extra exciting/important/fun about it?
How many GIT Audits have your organization performed? How many have you participated in?
Do you know if the execution of the model differ depending on the auditor, or is it the same thing no matter what organization or actor involved?

How come your organization chose to invest in GIT Audit? Was it just a “door-opener” or do you think that Green IT is a growing field that you had to go along with to not lose business?

What do you know about the customer’s Green IT efforts and if they are interesting in the concept?

Why did they choose you as the executing partner organization for the model? Why not any of the other partner organization involved with the model?

Do perform other services for the partner organization, or is this the only mission?

Have the customer done a GIT Audit before, or is this their first?

Questions to customers:
Can you tell me about your background? What are you working with at present and what areas are you interested in?

How come you became interested in Green IT?

Do you have any other issues besides Green IT that you are interested in work-wise?

Had there been any talk about GIT Audit or Green IT after the execution of GIT Audit within the organization? What has been said?

Can you speak freely about GIT Audit and how you think it went? What was good, what was bad?

What were your expectations on the model before the audit had started, and how has these expectations changed during the GIT audit?

How do you think the action plan that you have developed together with the auditor will be perceived by your organization and the Director General?

What do you think is important for your organization when continuing the work with Green IT?

Do you feel any personal responsibility as orderer of the model that the model will have to contribute with any concrete results? How will you help to make the model count?

Questions to owner/developer:
Can you tell us about your background?

Recent work activities?

Education?

Where have you worked earlier? Career path?

How come you began to take interest in Green IT?

Can you tell us a little about Green IT Audit?

How has the work with Green IT Index developed since TCO Development took over the responsibility of the model?

Do you think there’s an ethical reason for companies and governmental agencies to become more “green”?

Why does the model looks like it does today? Does it depend on your professional background?

What do you think is important for the potential of Green IT to be taken more serious?

What is important to make a behavior change where people actually care about energy saving and other environmental issues?

Is visualization an important issue in the case of Green IT?

SIS (Swedish Standard Institute) has begun working with a standard concerning Green IT. Is this something you are involved with as well?

If yes, what do you think about it?

Where will this lead, what consequences can we expect?

Around the year 2008 the interest in Green IT peaked. In the recent years this interest has been reduced. Do you have any comments or explanations?

Hype? Financial crisis? IT trend?

Are you a driving force in other Green IT related questions?

Besides Green IT Summit, Audit and Index and the SIS standard obviously.

How does the future of Green IT seems to you?

What is the next step?

What needs to be done?
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ABSTRACT
In this paper we introduce sustainability oriented Customer Relationship Management by taking Jinengo as an example. Jinengo is a mobile application assisting users with planning routes by offering mobility options that incorporate various means of transportation, thus implementing intermodal mobility. The offered alternatives are based on the preferences set by the user but rated by the route’s sustainability performance, thus pushing the user subtly to a more sustainable option. At present, the actual route choices of individuals in the past are not yet considered for compiling the options suggested by the system. Therefore we will discuss how to use data mining to provide even better suggestions, thus implementing the so-called closed loop of Customer Relationship Management.
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1. INTRODUCTION
The role of information and communication technologies in the context of sustainable development is discussed frequently. So far, most studies in this field are dedicated to issues like using resources or energy more efficiently during production processes [4] & [5], leading to the development of corporate environmental management information systems [12]. However, these efficiency gains may be lost by using the corresponding good or service to a greater extent, leading to rebound effects [4], [5] & [11]. Thus, for enabling sustainability by ICT, deep structural change is necessary, including radical changes in consumption patterns. In particular this includes the transition from property-based to service-based consumption habits [4]. Transportation contributes about 13% to all anthropogenic greenhouse gases worldwide and is one of the fastest growing sectors [8]. Thus, transportation is one out of many obstacles for us to overcome on the path to sustainability. Besides technical innovations like gas-efficient or alternative fuel cars, social breakthroughs are necessary as well.

Solutions like public transport and car sharing already incorporate the idea of a service-based economy. Even though such solutions hold huge potential in regard to reducing environmental burdens, it is hard to change people’s behavior. Many people regard services like public transport as insufficient to their needs, for rational as well as emotional arguments. Besides necessary improvements in the availability and quality of offered mobility services, one has to change the normative decision making of each individual as well.

Furthermore there is also the chance to satisfy the need lying behind a specific travel decision in an alternative way. For example, recreational holidays could be spent on a closer destination and business meetings could be substituted by video conferencing. According to [10] such a cultural shift in satisfying needs enables the greatest sustainability prospects, because it offers a greater degree of freedom regarding which technology or system to choose. While a distant destination may only be reached by plane, a more proximate one could be reached by the technology “car” with the system even being “rent”.

However, changing mobility habits is a tough task. Choices of transportation are not solely motivated by reaching a specific destination, but express intrinsic social and cultural needs as well. The car used, for example, exposes social status, hence fulfills the need of social acceptance [6]. Customer Relationship Management (CRM) deals with the customer before, during and after the actual sale, influencing his behavior [9]. Therefore it is the system of choice when trying to offer more sustainable mobility options to the individual. Given this background, we apply data mining methods to the CRM system to improve understanding and knowledge of mobility behavior patterns. This approach is used alongside the route planning software Jinengo, which assists mobility choices of individuals. By analyzing day-to-day choices, the mobility preferences of a user can be discovered, segmenting them into homogeneous groups with similar habits. We believe that understanding these preferences is the key for unlocking peoples’ mobility habits and marketing sustainable alternatives.
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2. CUSTOMER RELATIONSHIP MANAGEMENT
CRM describes the theory of pursuing the company’s goals by identifying and satisfying the customer before, during and after a sale [3]. Gathering data during CRM builds a knowledge base about the customer which considers not only internal but also external data sources.

CRM consists mainly of two phases: operative and analytical CRM. Operative CRM strengthens customer contact through marketing, sales and service. The information gathered during the operative phase is then processed in the analytical CRM, where raw data is analyzed in order to extract knowledge yet invisible. The information generated during analytical CRM can be used by the operative CRM to update its customer contact processes [3].

The term “Closed Loop” describes the flow of information between the operative and analytical CRM, which represents a never-ending loop of information being gathered, analyzed and processed. While customer-related data is collected in the operative CRM, it is transported to the analytical CRM. In the analytical CRM the data is stored and analyzed to extract meaning from it. This newly gained knowledge can be deployed by the operative CRM. Using this knowledge, more accurate marketing campaigns can be developed and targeted on specific customer groups [3].

3. TRANSFERRING CRM TO A SUSTAINABLE CRM
The traditional CRM approach does not meet the requirements to change individuals’ unsustainable behaviors. Therefore a Sustainable Customer Relationship Management (SusCRM) advances the original CRM by two dimensions: ecological and social. It thereby implements the triple bottom line of sustainable development [1]. Doing so, it adds a further goal to the CRM besides binding the customer. The SusCRM aims at achieving a learning relationship in order to enable the customer to change his consumption behavior to a more ecologically- and socially-conscious way. To meet these requirements, the closed-loop process has to be modified to not only include customer information but aspects like energy consumption and or CO2 emissions as well [14].

CRM systems are able to influence customer behavior through targeted campaigns. For example, advertising an energy-efficient device could be supported with a campaign demonstrating to the customer how to use the device in an appropriate manner thus avoiding rebound effects. To apply a learning strategy, the SusCRM must be able to target the customer appropriately. This requires the appropriate data and the methods to analyze the broadened data scope. Increasing the SusCRM’s data source by adding ecological and social data fulfills the first requirements, while adding Data-Mining methods searching for links in the data meets the second requirement.

The knowledge discovered can e.g. be employed to organize customers in groups of likely behavior and identifying potential improvements within these groups. Revealing and targeting those potentials is one benefit of the SusCRM.

A SusCRM may be applied in businesses with a broad product spectrum, trying to offer sustainable products and services to those customers who could be interested. It may also help to accompany customers during the whole life cycle of products, thus strengthening customer loyalty. Customers may be supported with using the product responsibly, taking care and repairing it as well as recycling or disposing it properly.

A SusCRM may alternatively be applied by organizations not selling their own products and services, but mediating between customers and businesses instead. Such an organization could help customers find a sustainable way of satisfying their needs by appropriate products and services, while being independent from profit interests of individual businesses. Such application can be imagined for various aspects of human life, e.g. for food, housing or mobility. In the following we will focus on the latter.

4. JINENGO AS AN SUSCRM EXAMPLE
Jinengo is a practical application of a SusCRM in the field of intermodal mobility.

Intermodal mobility is the idea of combining different means of transportation in order to reach a given destination. With the shortcomings of public transport in regard to flexibility and the shortcomings of private transport in regard to economic, social and ecological high costs, intermodal mobility seems to be a viable option. A study carried out for the German railway company DB AG [7] found an increasing interest in intermodal mobility, especially in the group of early adopting city dwellers. However, most mobility options exist independent from each other and offer no real linkage.

Jinengo is a mobile application developed by a research group from the University of Oldenburg that assists users with planning such intermodal travel routes. After a user enters the starting point, destination and time the system offers alternative travel options, taking into account several means of transportation. The results are calculated and sorted according to priory-entered user preferences, including comfort, flexibility, cost and sustainability. Because of this, results may vary from search to search. In order to encourage the user to change his habits, the routes are highlighted in shades of green according to their sustainability performance. The resulting choice of transportation remains with the user, but is influenced by the visualization of the different travel alternatives. Furthermore messages can be displayed in the user interface e.g. for giving hints or special offers for more sustainable transportation alternatives [13] & [14].

With its intermodal approach, Jinengo improves the accessibility to the plurality of mobility service providers for the user. Jinengo can take any kind of mobility service provider into consideration. Until now, considered mobility service providers include car sharing, rail and other forms of public transportation [13] & [14]. Additionally, it has the potential to change behavior by offering more sustainable solutions that may be in reach but haven’t been considered yet.

The system architecture of Jinengo consists of three layers, which are depicted in Figure 1.
In order to offer the user better fitting mobility options we apply corresponding.

In order to offer the user better fitting mobility options we apply correspondingly.

The front end layer contains a GUI, which serves as point of interaction with the user. The GUI provides a web-based simple graphical interface to plan routes and display reports with user’s statistics. The analytical layer consists of a data warehouse (DWH) and a reporting engine. The data stored in the operational CRM database is processed into the analytical DWH. The knowledge generated there is meant to fulfill two purposes. It is intended to feed reports and dashboards of the operational system as well as refine the user’s search results to better meet individual mobility requirements. However, this analytical part of Jinengo is not yet implemented.

At present, traveling alternatives are only derived from the priorly-entered preferences of a user. The actual route choices of individuals using the system in the past are not yet considered. However, storing past choices in the database enables Jinengo to segment the user accordingly and adjust future results correspondingly.

### 4.1 Motivating usage of Jinengo

In order to offer the user better fitting mobility options we apply Business Intelligence (BI) methodologies to Jinengo in the following. These will be introduced more detailed in chapter five. To do so, we need a great extent of data where we base our analysis on.

Interacting on a regular basis with the system, the user represents the most important source of data. The more users utilize Jinengo frequently the better data mining results become. Consequently the obstacles of signing up for the service at first and consecutively using it have to be overcome.

The main reason for using Jinengo is the unique intermodal approach pursued. With several means of transportation covered for a given route the user can choose the most fitting one for his current need, even if it is not a very sustainable one.

Additionally, incentives could support regular usage. Reports and interactive dashboards motivate sustainable conscious users optimizing their own sustainability performance and comparing it with others. This way every user can observe its own development, which provides satisfaction if positive or pressure if negative. As a prospect, sharing one’s own sustainability performances in social networks like Facebook could strengthen this incentive even further.

### 4.2 Interest groups

Besides the user there are other stakeholders which have a great interest in analyzing data of Jinengo.

The Jinengo executives are all people working at Jinengo, which are responsible for the strategic development of Jinengo. They are interested in analyzing the success of the platform and its ability to change user behavior. Therefore they need viable data about platform usage and the development of the user’s sustainability performances. This data serves as the basis for decision making in order to improve the utility of the platform. The executives for example may conclude which campaigns are to be launched.

Mobility service providers are also interested in the results of data mining. Analyzes can be used for finding the right audience for their marketing campaigns. Furthermore, mobility service providers may use it to refine their offerings. A car-sharing provider for example could find out in which areas potential car-sharers live and thus expand the business in this very area. Offering all this information to mobility service providers is a potential source of funding for Jinengo. Of course this must not harm the reputation of Jinengo being an independent route planning software with high data privacy standards.

Similar to mobility services providers, scientists with research in the field of mobility may have an interest in statistical data too. Obviously, especially when dealing with “external” stakeholders like mobility service providers, data privacy requirements play a crucial role. With the need of fulfilling both these “internal” and “external” information interests, different forms of data representation have to be chosen.

### 5. APPLYING BI METHODS TO JINENGO

Applying Business Intelligence methodology enables closing the CRM loop of Jinengo. The new knowledge gained in the DWH is employed in two ways to benefit Jinengo.

Reports and dashboards contain condensed information for the different stakeholders involved, like users, Jinengo executives, mobility service providers and scientists. The prepared reports and dashboards are aggregated in a way that on the one hand the demanded information are available but on the other hand personal data privacy requirements are ensured. These reports also can build the base for an incentive scheme for sustainable mobility.

Additionally, the gained knowledge is transferred back into the operational database to refine the user’s search results to better meet individual mobility requirements. This may help increasing Jinengo’s capability in offering qualitative results that are able to attract the user to more sustainable mobility choices. The analytical questions arising can be assigned to the previously defined stakeholders.

Users of Jinengo may ask: How sustainable is my own mobility behavior? How is my sustainability performance compared to other groups of people? Are there viable alternatives to my current form of mobility?

Jinengo executives may ask: How can the success of the Jinengo platform be assessed? Is the platform used regularly? How can users be motivated to use the platform regularly? How is the sustainability performance of users developing? How can we...
motivate end users to a sustainable behavior? What incentives may the platform give for behaving more sustainable?

Scientists may ask: What motivates people to behave in a sustainable way? What are the obstacles? Which incentives do different audiences need for changing their habits?

Mobility service providers may ask: Which people are receptive to what means of transportation? What are the reasons for this interest? Which advantages of an individual means of transport have to be emphasized in special? How to best market a specific offer? Is there a demand for a product that is not yet covered by an according supply?

All these questions can be answered with the help of appropriate reports and dashboards, showing information in varying levels of detail. At this point, these reports and dashboards should not be addressed any further. We will focus on data mining instead. Looking at data mining of past routes planned by Jinengo, the analytical questions can be condensed to the following:

1. What was the motivation of a user to go to his given destination?
2. Why did the user choose a specific route or set of means of transportation?

Dealing with these questions may support Jinengo to deal with new routing requests of users in the future. Answering the first question may help finding alternative destinations satisfying the same needs underneath. Answering the second question may help finding sustainable but still appropriate routing alternatives to suggest to the user.

These data mining tasks need an extensive data model to be based on. Thus, the main attributes and indicators of the data model are introduced in the following.

### 6. DATA MODEL

We designed the data model in Figure 2 especially for purpose of data mining. Therefore it is aggregated from the operational CRM database model of Jinengo.

The personal user data comprises all the master data of the users. Routes were once driven by the user and are differentiated into one to many sub-routes, each with one mean of transportation.

#### 6.1 Personal user data

Personal user data are differentiated into preferences, personal attributes and available mobility options.

In Jinengo users can set their preferences for sustainability, flexibility, comfort and price intentionally. Users are able to change them over time and adapt them to their current attitude, so preferences might change quite frequently. As they do not interfere with protective private information they are easier to handle regarding privacy issues.

Personal attributes on the other hand connect directly to the user’s identity. In Jinengo age, gender, residence, income and family status are considered. Unlike preferences, personal attributes have to be protected heavily because of privacy reasons. Even though it is likely that users are cautious with entering personal attributes, this data is an important asset for data mining, thus need to be collected as broad as possible.

Available mobility options specify which means of transportation can be used easily by an individual. This includes the ownership of a car, an e-bike\(^2\) as well as the membership-based access to car sharing, public transport and intercity rail. As these mobility options relate to individuals like personal attributes do, they have to be protected regarding privacy issues as well.

---

\(\text{\textsuperscript{2}}\) The ownership of an ordinary bike can be postulated in Germany, although this does not imply regular use. The use of an e-bike however improves comfort and widens the range of cycling for a broad audience.

---

<table>
<thead>
<tr>
<th>Route</th>
<th>PK</th>
<th>routeID</th>
<th>userID</th>
</tr>
</thead>
<tbody>
<tr>
<td>PK</td>
<td></td>
<td>departure_point</td>
<td>destination_point</td>
</tr>
<tr>
<td>PK,FKS</td>
<td></td>
<td>departure_time</td>
<td>destination_time</td>
</tr>
<tr>
<td>PK,FKS</td>
<td></td>
<td>baggage</td>
<td>passengers</td>
</tr>
<tr>
<td>PK,FKS</td>
<td></td>
<td>need</td>
<td>ecological_adv</td>
</tr>
<tr>
<td>PK,FKS</td>
<td></td>
<td>ecological_disadv</td>
<td>time_adv</td>
</tr>
<tr>
<td>PK,FKS</td>
<td></td>
<td>time_disadv</td>
<td>time_effective_adv</td>
</tr>
<tr>
<td>PK,FKS</td>
<td></td>
<td>time_effective_disadv</td>
<td>costs_adv</td>
</tr>
<tr>
<td>PK,FKS</td>
<td></td>
<td>costs_disadv</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>User</th>
<th>PK</th>
<th>userID</th>
<th>sustainability_preference</th>
<th>comfort_preference</th>
<th>price_preference</th>
<th>age</th>
<th>gender</th>
<th>residence</th>
<th>income</th>
<th>family_status</th>
<th>owns_car</th>
<th>owns_ebike</th>
<th>carsharing_member</th>
<th>public_transport_member</th>
<th>intercity_rail_member</th>
</tr>
</thead>
</table>

![Jinengo Data Model](image)

**Figure 2. Jinengo Data Model**
**Time**: The time needed to finish the sub-route.

**Effective time**: How much of the travel-time can be used for other activities like work.

**Distance**: The distance of this sub-route expressed in km.

**Costs**: The amount of money the user requesting the sub-route has to pay for it.

**Means of transportation**: Reflects the type of the transportation, e.g. train or car. This attribute reflects the vehicle specific attributes like seats or entry restrictions as well.

**Context information**: Until now, these attributes are not incorporated into the system due to their complexity. Considering traffic jams or weather information is very important and an interesting topic, especially regarding data mining. But there is a lot of research to be invested into this topic before it can be fully incorporated.

Routes have a different set of attributes defining their character, described in the following.

**Point and time of departure and destination**: Specifies place and date of start and end of the whole route.

**Luggage**: The amount of objects the user wants to transport on the route.

**Need**: The embedded personal need behind the travel. A need could be shopping, work or vacation.

**Passenger**: The number of people travelling together with the user.

**Ecological advantage & ecological disadvantage**: The ecological impact of all appendant sub-routes can be aggregated on the level of the whole route. Subtracting this overall impact from the impact of the worst and best alternative route provided by Jinengo leads to both an advantage and a disadvantage. This helps assessing the ecological impact of a route in comparison to other options for the same destination.

The calculation of an advantage and a disadvantage can be done for the sub-route attributes **time**, **effective time** and **costs** as well.

All attributes represent the planned values from Jinengo. The actual values occurring during the travel are not tracked afterwards, e.g. the time of travel may be affected by unexpected delays. As a result the actual travel values remain hidden. Tracking these differences could give insights for an extensive data mining but is not yet incorporated into Jinengo.

### 7. DATA MINING

Data mining represents a core feature within a SusCRM. In order to support the user’s sustainability it is important to understand his behavior, as described above. To complete the closed loop, the data gathered needs to be analyzed and further knowledge has to be extracted from it. The methods provided by data mining enable the SusCRM to solve this task.

One viable procedure to implement the analytical part is exemplary described in the Jinengo-Platform. In Jinengo the data stored in the analytical data warehouse is analyzed mainly with classification, cluster analysis and association methods. The route-attributes and the user-attributes represent the data pool on which data mining will be used.

After discovering new knowledge about the user, this information is being transferred into the operational database and can be used for further campaigns, thus closing the closed-loop. In the following the methods implemented in Jinengo are described.

#### 7.1 Association

Jinengo’s goal is to increase sustainable mobility. Association techniques help achieving this goal by analyzing day to day user choices. The method searches for rules in the user’s behavior in order to arrange the service in a way that accommodates the user’s behavior [2].

Although association is a descriptive data mining technique and normally is not used for forecasting, it is nevertheless of great importance. A typical application of association is the cross-selling use case, which can also be used in Jinengo. If a lot of people who used mobility service A also used mobility service B the chance that a customer will use mobility service B as well, if he already chose service A, is very high. The ambition behind association analysis is to uncover these rules in the user’s behavior.

#### 7.2 Cluster analysis

Another descriptive data mining technique is the cluster analysis, grouping different objects according to their similarity. In the Jinengo project, users are compared according to a specific set of attributes. If the accordance between two users is high enough in comparison to the accordance to other users, they are grouped into the same cluster. While comparing several attributes over a large number of users, groups of users can be identified that are very similar to each other [2]. For example, one cluster could contain all users with an age of 25-35, a mediocre income, and a medium sized car who are living in a suburb.

The personal attributes and the preferences chosen are used to cluster the users into groups of high internal similarity and maximum distance to other groups. We assume that users within the same cluster will react in a similar way to proposals like choosing a different means of transportation.

An exemplary implementation in the mobility sector was done by [7]. Young city dwellers possibly interested in intermodal mobility were clustered into three groups:

- Pragmatic: People out of this group believe they have a good access to a variety of mobility options. They think that their usual targets are easy to reach without a car. Privacy during travelling is of no importance, ecological aspects are disregarded.
- Car-affine: People out of this group can hardly imagine being mobile without their private car. Less car usage implies a restriction of flexibility and freedom.
- Eco-oriented: People out of this group use bikes more frequently than the pragmatics but make less use of cabs or rented cars. Usually a car is available, but rated negatively because of ecological reasons.

The groups created serve as peer groups for benchmarking the user’s personal sustainability performance. The ecological impact of all routes driven by the individual is therefor set in relation to the overall ecological impact of the corresponding peer group. This comparison is showcased to the user. Comparing the user with a specific peer-group of high similarity instead of all users has two advantages. First it benefits those, who are not very sustainable yet, but try to improve. Comparing them to a person with a completely different personal background, e.g. a person not owning a car could demotivate them. Second, users with a high sustainability-score are still put into a competitive position. As a result the urge to a more sustainable behavior for those with low
sustainability is satisfied as well as the need for improvement even for a very sustainable user.

New users and changes of existing ones influence the clusters. After a certain amount of users entered the system for the first time or already existing users changed their preferences the cluster analysis needs to be updated, ensuring its quality.

7.3 Classification
In contrast to association and cluster analysis, classification is a data mining technique used for forecasting. It is used to classify a particular item according to the value of a specified attribute [2].

While clustering groups existing users, classification may help determining the affiliation of new or changed users to already existing groups on the basis of a set of attributes. An algorithm classifies each user into that group of users which has the largest similarities within the attributes consulted [2].

In contrast to the cluster analysis the classification is done automatically. Whenever a new user signs up for Jinengo the classification algorithm groups the user to a corresponding cluster depending on his initial information provided. The algorithm surveys personal information about the user like age, gender, family status and place of residence as well as all motor vehicles or local-traffic cards owned. In regard of these attributes the clusters available are searched for the one with the highest accordance and the new user is being grouped into that group.

Another application of classification in the context of Jinengo is the identification of favored sustainable behavior patterns. For example, the classification process could identify the “rules” leading to a personal ownership of an e-bike. Users with similar personal attributes and preferences may then be proposed to buy an e-bike as well, helping to reduce their kilometers driven with vehicles propelled by a combustion engine.

8. CONCLUSION AND OUTLOOK
In our work we describe the prospects of a Sustainable Customer Relationship Management and introduce Jinengo by example.

With Jinengo not offering own products and services but mediating between customer needs and intermodal mobility services instead, Jinengo is an independent and credible system assisting customers to find sustainable mobility options. We depicted a data model and possible ways of mining past mobility choices and thereby finding better suited mobility alternatives for individual users, thus completing the closed loop of a CRM system.

However, there are still many open challenges. Up to now, our data model only includes the planned data by Jinengo. The actual data of a route may vary, for example the time may change because of a delay. But incorporating this data is not that easy. With Jinengo being a planning platform the user would have to be motivated using the platform after the route has taken place. Because of these operational difficulties, tracking this data is not yet incorporated into Jinengo although it might give insights for an extensive data mining.

The biggest potential but also biggest challenge for Jinengo is the proposal of alternative ways to satisfy the same need as a user-given destination would have. Like travel portals offer holiday locations the user was not initially looking for, Jinengo could suggest alternatives likewise. Precondition for this is the automated recognition of needs behind a given destination or the possibility to enter them directly.
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ABSTRACT

Digital information and communication devices – smartphones or tablet, laptop and desktop computers – are often perceived as much more environmentally friendly than newspapers and magazines – but is this common opinion justified? Previous studies comparing the environmental impact of electronic vs. print media show that the answer depends on many parameters of the technologies under study and the use patterns assumed. Empa’s Technology and Society Lab, the University of Zürich the “Denkfabrik visuelle Kommunikation” jointly developed a web-based tool that can be used to evaluate the environmental effects of a broad variety of printed and electronic media for clearly defined use patterns.

In a first step, the basic scientific facts were established using the life cycle assessment (LCA) methodological framework. Two LCA studies have been done, one for the production and disposal of the various media, the other one for the (active) use of each of these media. Technical data from various producers have been used for the ICT devices examined as well as for the power consumption during the use phase. All inputs to these processes have been modeled using background processes from the ecoinvent database. The results from these two studies are environmental indicators for each type of media representing production and disposal resp. (active) use of the device, calculated per device resp. per unit of active use.

Combining these data in the second step made it possible to calculate the environmental impacts from any specific use pattern combined with the various types of print and electronic media. In order to make those findings available to users who have no knowledge in LCA methodology, a website providing an easily applicable tool has been developed.

Two cases studies – one comparing different ways of advertising for (food) products; the other one taking the conference paper at hand as example – show some of the possibilities this tool offers to non-specialists.
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1. INTRODUCTION

The use of electronic instead of printed media is usually considered more sustainable. In a recent project, on behalf of the “Denkfabrik visuelle Kommunikation” of viscom (the Swiss Association for Visual Communication), Empa’s Technology and Society Lab, together with the Department of Informatics (IFI) of the University of Zürich, developed the web-based tool mat (media analytics tool) that can be used to evaluate the environmental effects of a broad variety of printed and electronic media for clearly defined use patterns. While Empa took care of the life cycle models and data, IFI was in charge of the development and implementation of the web-based tool.

This project is part of many years of research at Empa’s Technology and Society Lab in assessing and reducing the environmental impact of communication (see e.g. [1-6]).

This paper describes in a first part (chapter 2) the scientific basis, starting point for the data integrated into the web-based tool, which is described in chapter 3. Two case studies showing the application of the tool are briefly presented in chapter 4, followed by concluding remarks.

2. SCIENTIFIC BASIS

2.1 Life Cycle Assessment

The objective of the first part of this work was to establish the model and data base for all subsequent steps. For this, a life cycle assessment (LCA) study has been conducted. LCA is a comprehensive framework that quantifies ecological and human health impacts of a product or system over its complete life cycle. This framework can be applied to any kind of product and to any decision where environmental impacts are of interest. Nowadays, LCA is applied by a broad variety of actors – from governmental organisations to industry, often with support from specialized research and/or consulting organisations. Reasons for this wide application can be found e.g. in the clear guidance for the application provided by the ISO 14’040, 14’044 standards [7,8],

DOI: http://dx.doi.org/10.3929/ethz-a-007337628
as well as the considerable amount of databases available today (see e.g. [9] for an overview), which allows fast screenings of products or services.

Within this framework, the ISO standard distinguishes between four steps – i.e. goal & scope definition, inventory analysis, impact assessment and interpretation –; described in the following chapters 2.2 to 2.5 for the current study here.

2.2 Goal & Scope

The overall goal of the study is the calculation of the ecological load due to the use of printed and electronic media in the context of a variety of use cases. In a first phase, our objective is the calculation of the environmental impact from the production and disposal of various (printed and electronic) media; as well as the calculation of the impact due to ‘1 unit use’ of the respective medium. These data can then be used to calculate various application cases in the second part of the project. In order to achieve the objectives of the first phase, two distinct LCA studies have been performed, producing the necessary input data for the web-based tool (see chapter 3).

The first LCA study deals with production and disposal of the various (printed and electronic) media. For this case, “classic” cradle-to-gate LCA studies could be applied to the various electronic devices and printing technologies. In Figure 1, these system boundaries are shown for the example of a desktop computer.

2.3 Inventory Analysis

2.3.1 Production of electronic media

On the level of data, composition data from various producers have been used in order to establish the composition tables of the various examined ICT devices. Table 1 shows an overview.

![Figure 1. System boundaries of the system “desktop computer” as an example](image)

Table 1. Overview of the used data sources for the modeled electronic devices

<table>
<thead>
<tr>
<th>Device</th>
<th>Data Source</th>
</tr>
</thead>
</table>
| Smartphone             | Weight: 136g (average weight of 5 “best” smart- | [10])  
|                        | phones in 2011 according to [10]). Composition | data: mix of data about iPhone 3 and  
|                        | data: mix of various 14-/15-Inch models (Windows, | iPhone 4S, taken from [11,12].  
|                        | Mac), taken from [15,16].                        |  
| Tablet (I)             | 10-inch model with LCD display. Composition data | data of iPad 2 used, taken from [13].  
|                        | of tablet computer, assuming a similar composition. |  
| Tablet (II)            | 10-inch model with an e-paper display. Composition | data of iRex 1000 used, taken from [14].  
|                        | data: mix of various 14-/15-Inch models (Windows, |  
|                        | Mac), taken from [15,16].                        |  
| Netbook                | 10-inch netbook with an average weight according  | to a sample of 8 various models of 1.33 kg.  
|                        | Composition data: extrapolated from composition  | of laptop computer, assuming a similar composition.  
|                        | of tablet computer.                               |  
| Laptop Computer        | Mix of 14-/15-inch laptop computers (Windows, Mac) | with an average weight of 2.544 kg.  
|                        | Composition data: mix of various 14-/15-Inch models (Windows, Mac), taken from [15,16].  
| LCD TV                 | Mix of 40-/42-inch LCD television devices, with an | average weight according to a sample of 9 various models of 17.4 kg.  
|                        | Composition data: extrapolated from the composition of an 15-inch LCD computer screen in ecoinvent [17], assuming a similar composition.

The functional unit for electronic media chosen in this second LCA study is ‘1 hour of (active) use’. In the case of printed matter, the functional unit is ‘1 kg of print products’ (which can be calculated from the format and the square weight of the used paper type).
2.3.2 Production of print media
For the various offset printing processes, the core information (i.e. the consumption and emission values) has been collected from the environmental reports of various German and Austrian printing facilities; the digital printing process is based on a dataset which later became part of ecoinvent v3 (not yet published when this project was established). An overview of all considered facilities and data sources is given in Table 3. For all upstream processes, background data from ecoinvent has been used here as well.

Table 3. Example for linking project-specific data with background data from the database ecoinvent v2.2 (data shown for “smartphone”)

<table>
<thead>
<tr>
<th>Material</th>
<th>Amount</th>
<th>Used ecoinvent data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stainless steel</td>
<td>36.3 g</td>
<td>chromium steel &amp; sheet rolling</td>
</tr>
<tr>
<td>Plastics</td>
<td>9.3 g</td>
<td>ABS &amp; injection moulding</td>
</tr>
<tr>
<td>Battery</td>
<td>24.5 g</td>
<td>Lilion-Battery</td>
</tr>
<tr>
<td>Circuit boards</td>
<td>17.6 g</td>
<td>Printed wiring board, mounted, laptop computer</td>
</tr>
<tr>
<td>Display</td>
<td>9.7 g</td>
<td>LCD module</td>
</tr>
<tr>
<td>Glass</td>
<td>35.9 g</td>
<td>flat glass, coated</td>
</tr>
<tr>
<td>Others</td>
<td>2.7 g</td>
<td>20% silicon, 40% copper (+ wire drawing), 40% aluminium (+ sheet rolling)</td>
</tr>
<tr>
<td>Power adapter</td>
<td>50 g</td>
<td>0.11 of dataset “power adapter, for laptop”</td>
</tr>
<tr>
<td>Production efforts</td>
<td>0.072 kWh</td>
<td>Electricity, medium voltage (China)</td>
</tr>
<tr>
<td></td>
<td>70 kg</td>
<td>Tap water &amp; sewage water treatment</td>
</tr>
</tbody>
</table>

2.3.3 Use phase
For the various electronic media, different use modes with their energy consumption are distinguished. Table 4 summarizes the electric power values resulting for the different use modes.

Table 4. Overview of the energy consumption (in W) of the various use modes for the different electronic media

<table>
<thead>
<tr>
<th></th>
<th>Active [h/d]</th>
<th>Sleep [h/d]</th>
<th>Off [h/d]</th>
<th>Remarks / Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smartphone</td>
<td>1.1</td>
<td>0.65</td>
<td>0.015</td>
<td>2 active mode (high = data / low = voice); data from Alborg University</td>
</tr>
<tr>
<td>Tablet (I)</td>
<td>3.16</td>
<td>0.45</td>
<td>0</td>
<td>Apple iPad 2</td>
</tr>
<tr>
<td>Tablet (II)</td>
<td>1.43</td>
<td>0</td>
<td>0</td>
<td>Estimated from Kindle</td>
</tr>
<tr>
<td>Laptop</td>
<td>17.9</td>
<td>1.33</td>
<td>0.32</td>
<td>Apple 15” MacBook Air</td>
</tr>
<tr>
<td>Netbook</td>
<td>9.3</td>
<td>0.94</td>
<td>0.24</td>
<td>Apple 11” MacBook Air</td>
</tr>
<tr>
<td>Desktop PC</td>
<td>85</td>
<td>30</td>
<td>3.5</td>
<td>[17]</td>
</tr>
<tr>
<td>TV</td>
<td>60</td>
<td>0.22</td>
<td>0</td>
<td><a href="http://www.TopTen.ch">www.TopTen.ch</a></td>
</tr>
</tbody>
</table>

In addition, default use pattern (for the average daily use) as well as the overall life-time of the devices have been established in this first part of the study; the use patterns are summarized in Table 5. These defaults can later be overriden by the user of the tool.

Table 5. Summary of the default use patterns assumed for the different electronic media

<table>
<thead>
<tr>
<th></th>
<th>Active [h/d]</th>
<th>Sleep [h/d]</th>
<th>Off [h/d]</th>
<th>Life Span [years]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smartphone</td>
<td>I+I</td>
<td>22</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Tablets (both)</td>
<td>2</td>
<td>22</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Laptop</td>
<td>4</td>
<td>10</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>Netbook</td>
<td>4</td>
<td>10</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>Desktop PC</td>
<td>4</td>
<td>10</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>TV</td>
<td>2.5</td>
<td>20.5</td>
<td>1</td>
<td>6</td>
</tr>
</tbody>
</table>

Additional infrastructure required to access the Internet is taken into account by using the relevant dataset from ecoinvent described in [26]. For the actual data transfer ecoinvent contains two datasets (both also described in [26]) representing two different data transfer rates (i.e. 0.2 resp. 0.7 Mbit/s); they cover also the impact of the infrastructure (routers). However, these datasets don’t contain the impact of the datacenter accessed through the Internet. Based on the estimated energy consumption of all US-based data centers in [27] and the totally transferred data amount in the USA in the same time-span (value taken from [28]), an energy consumption per MB of transferred data in the range of 0.19 to 0.36 Wh can be calculated. We use the mean value 0.275 Wh to add the impact due to datacenter access to the impact due to data transfer over the Internet, which is of 0.2 Wh/MB (average value from the two datasets in ecoinvent [17]; similar to the value reported in [6]).

In addition, the possibility of printing out the information at home or at the workplace is given for the cases of the laptop and the desktop computer (all other devices are mobile; printing is not considered for them). For this, the default dataset of a colour laser printer in ecoinvent [17] is used here; allowing a one-side or both-side print on either type of paper.
For the use of the print media no impact is taken into account (thus, we assume the documents being read without the use of additional lighting equipment). However, various scenarios for the distribution from the printing facility to the client are taken into account – simple “point-to-point” scenarios (using either train, lorry or a sea ship as means of transport by using the relevant data from [17]), a scenario based on the typical mix of van, car and pedestrian transport for the delivery of a newspaper (based on data from [29]) as well as a mix (without sea ship transportation) as a generic scenario.

2.3.4 End-of-Life of various media
For the various electronic devices, an end-of-life treatment in accordance with the European Waste Electrical and Electronic Equipment (WEEE) Directive has been modeled, using the various WEEE treatment datasets in ecoinvent [17], as described in [18]. For this study it is assumed that all devices are manually depolluted and then mechanically treated (i.e. passed in a shredder). For the depollution, the rules from [18] (part V, Tab. 4.6) are used; further mechanical treatment according to the procedure described in [18] (part V, chapter 4.3.5).

In case of printed media a recycling rate of 67% is assumed and the remaining 33% are assumed to be incinerated in a modern municipal solid waste incinerator (data taken from [17], described in detail in [30]).

For all recycled materials, the avoided burden approach is used in this study – i.e. a bonus is given that is equivalent to the environmental load from the primary production efforts for a similar amount of material (i.e. the primary production of steel in an electric arc furnace). All data for these primary and secondary processes are taken from [17].

2.4 Impact Assessment
At the level of the evaluation of the environmental impacts, a variety of impact indicators have been applied in order to get a comprehensive picture. These indicators are the global warming potential ("carbon footprint"), the non-renewable cumulative energy demand (both described in [31]), the Swiss Ecopoints [32] (as an example of a fully aggregating method) as well as the endpoints for the three damage systems of the ReCiPe method [33] (human health, ecosystem quality and resources).

2.5 Resulting Information
The result from these analyses are – in case of electronic media – from the first study the environmental indicators per device (representing the production resp. the disposal of the various devices considered), and from the second study the indicators per unit of active use of the devices (taking care of possible upstream services, such as data transfer via routers and provisioning data on servers). For the printed media, the environmental indicators per amount of print product are calculated, showing the impact of the paper separated from the impact of the other efforts.

Based on all these results it is now possible to calculate the impacts from a variety of use schemes patterns of the printed and electronic media – simply by defining the use pattern and the print product/electronic product to be evaluated. In order to allow the user to exploit the modularity of these LCA results and to apply them easily to his or her specific media use, a web-based tool has been developed in the second phase of the project.

3. WEB-BASED TOOL
3.1 Establishing the Tool
In order to make the results available to a broader public, a website was created to be provided on the server of the “Denkfabrik visuelle Kommunikation”. Therefore, we established a database containing the calculated values (LCA results, see above) and implemented the algorithms necessary to apply the data both to cases the user can specify interactively.

In the next phase of development, the design for the web tool has been established and implemented using both PHP and html. The graph-generating PHP library ‘JPGraph’ has been used to implement the PHP-based classes generating graphs, in order to show the calculated values. After a first prototype was implemented, a group of designers created the overall look of the webpages.

In a final step, all these elements were integrated into a website that also provides a log-in/register mechanism and a limited version of the tool available as a demo for unregistered users. In addition, tool-tips have been created to enhance usability.

3.2 Overview of the Tool
The tool can be accessed at www.denk-fabrik.ch/mat. The access is restricted to members of the “Denkfabrik” (who funded the development) and users paying an annual fee. The demo version available for unregistered users provides only basic functionality.

Figure 3 shows a screen shot of the tool, where the basic data from our case study 1 (described below in chapter 4.1) are already filled in.

![Figure 3. Web-tool mat – general overview (showing the GWP results of case study 1 described in chapter 4)](image)

In the central part of the screen, the resulting indicators (in form of charts) of the options to compare are shown; while on the left and right side, the characteristics used for this graph are listed. These latter ones are shown in more details in Figure 4. In the left
part of this figure, the numerous input variables to define the various printed and electronic media are shown; allowing to the user e.g. a definition of two different print products in the same comparison. For the three types of computers (netbook – laptop – desktop), the same variables are used.

Figure 4. Web-tool mat – Definition part for printed and electronic media (left column), choice of LCIA indicator (right column, upper part), default use pattern for electronic media (right column, lower part)

The right column in Figure 4 shows in the upper part the choice between the available impact assessment indicators. The lower part shows the default values concerning the use pattern of the electronic media; values that can be adapted by the user simply by overwriting the default values.

4. CASE STUDIES

4.1 Advertisement of a discount shop

With the new discount food shops that entered into the Swiss market in the last years, a new wave of weekly advertisements arrived in the letterboxes of the Swiss households. In the same time, these companies started to advertise on the television and to use the Internet as another channel to reach their potential clients. Thus, their (weekly) advertisement can be used as an example to show the impacts of the various media channels that are covered by our tool. Table 6 shows the here applied use pattern for the different types of media.

To compare the three channels, we calculated the following impact categories with **mat**: Global Warming Potential (GWP) and the three ReCiPe endpoint indicators (human health, ecosystem quality, and resources). For the use pattern of the various electronic media, the default values (as shown in Figure 4, right part) are used. In addition, for the use of the various electronic devices, a use in Switzerland is assumed (i.e. Swiss electricity mix is used for the use phase).

| Table 6. Use pattern for the different media for case study 1, advertisement of a discount shop |
|-------------------------------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| **Print Version**              | 8 pages, format A4, 56 g/m² LWC paper, reel-fed offset printing, delivery: 150 km, by lorry                                                                                     |
| **All electronic devices, except television** | 15 min active use (download time included); Download of 0.5 MB                                                                                                                            |
| **Television**                  | Advertisement of 3 min                                                                                                                                                                      |

The results are shown in Figure 5 and Figure 6 below, representing two different ways of presenting the results (i.e. either the details of each life stage or the total impact only).

Figure 5. Case study 1, advertisement of a discount shop: Global warming potential (GWP) in kg CO₂ eq per advertisement campaign and household

Figure 6. Case study 1, advertisement of a discount shop: Impact in terms of Ecosystem Quality, Human Health and Resources according to the ReCiPe method (in % of the highest impact each) for a single advertisement campaign

It can be seen that the three communication channels for advertisement that have the highest environmental impact are the printed version (indicated as “leaflet” in the two figures), the...
television and the desktop computer. All mobile devices have an impact that is clearly lower.

In order to support the user in interpreting the results, the tool provides a comparison with the impact of one (or several) cups of capsule coffee. The data for this benchmark are taken from a simplified LCA study about coffee capsules established in Spring 2011 and published as a press release by Empa [34]. In Figure 7, the impact of one cup of coffee has been added to the presentation of the results.

As shown in Figure 7, even the way of advertisement with the highest impact is in case of the Global Warming Potential and the Resource consumption (according to ReCiPe endpoints) still lower than the sole impact of one cup of coffee. Comparing only the printed version with the cup of coffee shows that only in case of the factor “Ecosystem Quality” (according to ReCiPe), the impact from the coffee is lower – in all other cases, producing a single cup of coffee has a higher impact than the leaflet.

4.2 The impact of the paper at hand

As another illustrative example, the conference paper at hand shall be used. You may either read a hardcopy of the paper printed on a LWC paper by a digital printing process and delivered to you, read the pdf-File directly on your electronic device, or you may have downloaded the file and then printed the document (maybe after having read the abstract on the screen) on your private (laser) printer for reading the full text on paper. We will call the purely electronic option “Option 1” and the combination with private printing “Option 2”.

In this case study, smartphone and television were not taken into account because we consider them unsuitable for reading such a paper. For the (professional) print option and the two electronic options, the parameters have been set according to the information summarized in Table 7.

We calculated the impact categories Global Warming Potential (GWP) and ReCiPe-Endpoints (human health, ecosystem quality, and resources); using in a first attempt just the default use pattern for the various electronic media. The results are shown in Figure 8 and Figure 9.

Table 7. Use pattern for the different media for case study 2, the paper at hand

<table>
<thead>
<tr>
<th>Media</th>
<th>Print Version</th>
<th>Tablets, Netbook, Laptop, Desktop</th>
<th>Laptop, Desktop</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8 pages, format A4, 80 g/m² LWC paper, with 1.0 reader per copy</td>
<td>Option 1</td>
<td>Option 2</td>
</tr>
<tr>
<td></td>
<td>digital printing, ink-jet technology</td>
<td>Download of 2.0 MB; no printing</td>
<td></td>
</tr>
<tr>
<td></td>
<td>delivery: 80 km, by train</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 8. Case study 2, the paper at hand: Global warming potential (GWP) in kg CO₂-Eq for 8 pages

Figure 9. Case study 2, the paper at hand: impact in terms of Ecosystem Quality, Human Health and Resources according to the ReCiPe method (in % of the highest impact each) for 8 pages

Figure 8 shows that – assuming the default use patterns – the impact from a hardcopy is in the same order as reading this paper on a desktop computer (on the screen), or printing it out via a laptop computer. The three damage categories reported in the ReCiPe method (see Figure 9) show a rather similar picture (with the category ‘Ecosystem Quality’ showing a high impact for the hardcopy due to the land-use impacts from the forest). Again, as for case study 1, the mobile ICT devices (tablet, netbook, laptop)
– when used for reading the pdf-file – show a clearly lower environmental impact than the paper version.

The tool makes it also possible to change the various use patterns of electronic media in order to see the influence of user behaviour on the results. Here, the changes summarized in Table 8 have been applied in order to examine this aspect.

Table 8. Changes in the use pattern for case study 2, the paper at hand, in order to examine the influence of the user behaviour

| Tablets                      | • LCD Tablet: life span reduced from 2 years to 1 year; no other changes.  
|                             | • e-Paper Tablet: daily "active" rate reduced from 2 hours to 30 min, no other changes. |
| Netbook, Laptop, Desktop     | • use of European electricity mix instead of the Swiss electricity mix for use phase, no other changes. |
| Laptop, Desktop              | • life span reduced to 2 years for laptop and to 3 years for desktop computer, no other changes. |

In Figure 10, the results of these variations are shown by the grey bars added on the top of the black bars, representing the results from the Option 1 case (no printout).

![Figure 10. Case study 2, the paper at hand: influence of changes in use patterns and the electricity mix in the use phase on the results for reading 8 pages](image)

This figure shows – almost independent from the impact indicator chosen (as all four factors show a similar picture) – a clear influence of the changes to the use patterns on the overall results. For the two tablets, the changes show more or less a proportional influence (i.e. a factor 2 for the LCD tablet due to a 50% smaller life span / a factor of 4 for the e-Paper tablet due to the 4 times smaller, daily use-time), because a larger share of the life cycle impact of the device is now allocated to its use for reading this paper, whereas the influence of the electricity mix is small. This is a consequence of the fact that the impact of these types of devices is clearly dominated by their production – and not the energy consumption during use.

5. CONCLUSION

The web-based tool mat supports the user to assess the impacts of various information and communication media in a very differentiated form, including the explicit consideration of use patterns of electronic devices. Not only LCA specialists, but also other user groups can apply mat, which has been designed mainly for professionals from the communication industry.

The tool has been presented to the members of “Denkfabrik visuelle Kommunikation” and the media at an official event in June 2012 and got public at the same time on its website (www.denk-fabrik.ch/mat).
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ABSTRACT
Shifts from print media to electronic media may be regarded as a possibility for promoting sustainability. However, the benefits of electronic media are not unquestioned. Previous studies on the environmental impacts of print and electronic media have shown that there is no easy answer. Contributing to this field of research, the present study sought to assess the climate change impact of the tablet edition of a magazine using a life cycle perspective. Results showed that with few readers the emerging tablet version had a higher potential climate change impact per reader than the mature tablet version, although the latter had a substantially longer reading time per copy. The contribution of content production, electronic distribution, reading on tablet and waste treatment of tablet to the impact was analysed. The sensitivity analysis of electricity mix indicated that this was an important factor that clearly influenced the overall results.
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1. INTRODUCTION
In our path toward a more sustainable society, it is critical to have a better understanding of the environmental burdens of both conventional products and their new alternatives. Scientific measurements of these burdens using credible tools (such as life cycle assessment, LCA) can support informed decisions on production and consumption of products.

The media sector is experiencing considerable changes. Enabled by information and communication technology (ICT), new ways of distributing content are being developed and widely used. Shifts from print media to electronic media may be regarded as a possibility for promoting sustainability. For example, by dematerialising media products such as newspapers, books and magazines in their electronic version, forest resources and energy are not needed for paper production and environmental impacts associated with the distribution of print media can be avoided.

However, the benefits of electronic media and ICT-based solutions are not unquestioned. Environmental drawbacks of ICT have been addressed in the literature (e.g. [4], [25]). Previous studies on the environmental impacts of print and electronic media have shown that there is no easy answer regarding the type of product that is preferable from an environmental perspective (e.g. [21], [17], [22], [9], [13]). These studies include media products such as daily newspapers, literary books, scholarly books and magazines and their electronic versions read on the computer, except for a study on books and a study on newspapers [21, 22], in which an e-ink tablet device is studied.

Contributing to this field of research, the present study sought to assess the climate change impact of the tablet edition of a magazine using a life cycle perspective. The study examined the impacts of the tablet edition in its current emerging state, which means that it is currently not a mature product and that the number of copies and reading time per copy are low compared with those of the print edition. The impacts of a potential future, more mature, version of the tablet edition were also examined. In the latter scenario the number of copies was increased so that it comprised half the current print edition. The reading time per copy was increased to the same level as for the current print version.

2. METHOD AND DATA
2.1 Life cycle assessment
Life cycle assessment was used for the assessment, here focusing on the potential climate impact. The methodology provides standard guidance on the compilation and evaluation of the inputs, outputs and potential environmental impacts of a product system throughout the life cycle [2]. The life cycle includes extraction of raw material, production, use and disposal of a product (i.e. from cradle to grave). The standard methodological guidelines as specified in ISO 14044 [16] were followed in this study.

In this LCA we used the modelling and analysis software SimaPro, version 7.2.2. Data were primarily chosen from actors in the supply chain of the product studied. When this was not possible, data were taken from the Ecoinvent 2.2 database [14]. The impact assessment method ReCiPe was used [12].

2.2 The system
The system boundary, which represents the life cycle processes considered in the present study, included the content production

(district heating and cooling, electricity, office paper, production of electronic office equipment, transportation of electronic office equipment, business trips, transportation by delivery firms, and studio photo sessions), electronic distribution of the magazine (modem, router, access network, internet infrastructure, data centre, and operator activities), as well as production, distribution and disposal of the tablet and electricity use for reading the magazine on the tablet. Moreover, based on the assumptions and estimations made by a recycling company, waste treatment of the studied tablet was covered, assuming that 80% of the discarded tablet was processed in a recycling system and the remaining 20% went to incineration.

The basic functional unit in this study was defined as: One reader’s use of one copy of the tablet edition of a magazine, and the year studied was 2010. The magazine, called Sköna Hem, focuses on interior design and has 14 issues per year.

Some important parameters defining the system studied are presented in Table 1. The life time of tablet device was assumed to be 3 years, which is consistent with other studies [1]. The large size of the electronic magazine (163 MB) is mainly due to its high-quality photos associated with the magazine’s focus on interior design.

Table 1. Description of the system studied

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of one magazine stored on server</td>
<td>163</td>
<td>MB / copy</td>
</tr>
<tr>
<td>Number of downloads per issue (emerging state)</td>
<td>158</td>
<td>downloads / issue</td>
</tr>
<tr>
<td>Number of downloads per issue (mature state)</td>
<td>46 679</td>
<td>downloads / issue</td>
</tr>
<tr>
<td>Reading time (emerging state)</td>
<td>9</td>
<td>min / copy</td>
</tr>
<tr>
<td>Reading time (mature state)</td>
<td>41</td>
<td>min / copy</td>
</tr>
<tr>
<td>Life time of device</td>
<td>3</td>
<td>Years</td>
</tr>
<tr>
<td>Share of overall content production allocated to the tablet version (emerging state)</td>
<td>1.7</td>
<td>%</td>
</tr>
<tr>
<td>Share of overall content production allocated to the tablet version (mature state)</td>
<td>50</td>
<td>%</td>
</tr>
</tbody>
</table>

### 2.3 Life cycle inventory data

Life cycle inventory data are briefly presented below. For processes taking place in Sweden we used Swedish electricity mix [11], sources of which are shown in Table 2. This Swedish mix gives 102 g CO₂eq/kWh. Data on electricity production and distribution were taken from the Ecoinvent database, “Electricity, low voltage, at grid/SE” [6].

2.3.1 Content production

Inventoryed processes for content production included total electricity use in the office, district heating and cooling, production and transportation of electronic office equipment, business trips, office paper, transportation by delivery firms, and studio photo sessions. Some office activities are shared between employees who produce the content and those who organise courses in interior design. Environmental impacts were allocated here based on full-time employee equivalents (FTEs). In total, 14.8 fulltime FTEs work at the office: 13.8 FTEs are dedicated to magazine content production and 1 FTE works only on the courses (the impact of the latter was excluded from our analysis).

The electricity use at the Sköna Hem office (83 kWh/m² in 2010 [23]) includes all electricity consumed at the office (including light, electronic devices and office equipment).

The carbon footprint of district heating used in the office (59 kWh/m² in 2010 [23]) was 82 g CO₂eq/kWh [10]. For district cooling (50 kWh/m² [23]), according to the energy company [29] ‘green electricity’ was used, which we modelled using a dataset for Swedish hydropower electricity at the grid [8]. The building where the office is located contains cellar storage, restaurant, shops and offices. It was not possible to get specific information on heat consumption for office space, so the average figure used is an estimation.

Data on manufacturing of electronic office equipment (as well as raw material extraction and transportation) were taken from the Ecoinvent database [18]. To model LCD screens of various sizes (20, 21, 27, and 26 inches), data for a 17” LCD flat screen were used. Since there is no suggested or straight-forward way to extrapolate the environmental inputs and outputs to larger screen sizes, the data were used unadjusted. This may have meant a slight underestimation of impact. Copy machines were modelled based on printer laser jet data. Emissions from the production and transportation of mobile phones were taken into account [3]. The production of the scanner was not modelled due to lack of data.

Table 2. Sources of electricity in Swedish and UCTE mix [11]

<table>
<thead>
<tr>
<th>Electricity source in Swedish mix</th>
<th>Share (%)</th>
<th>Electricity source in UCTE mix</th>
<th>Share (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nuclear, domestic</td>
<td>46</td>
<td>Fossil</td>
<td>51</td>
</tr>
<tr>
<td>Hydropower, domestic</td>
<td>36</td>
<td>Nuclear</td>
<td>32</td>
</tr>
<tr>
<td>Finnish mix, import</td>
<td>4.3</td>
<td>Hydropower (“pumpspeicherung”)</td>
<td>11</td>
</tr>
<tr>
<td>Natural wood chips, domestic</td>
<td>4</td>
<td>Pumping storage</td>
<td>1.3</td>
</tr>
<tr>
<td>Danish max, import</td>
<td>1.5</td>
<td>Renewables</td>
<td>3.1</td>
</tr>
<tr>
<td>Norwegian max, import</td>
<td>1.4</td>
<td>Waste</td>
<td>1.4</td>
</tr>
<tr>
<td>Polish max, import</td>
<td>1.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oil, domestic</td>
<td>1.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The transportation of electronic office equipment was assumed to be by boat from Shanghai to Europe (Rotterdam) and further to the users in Stockholm by truck (>16 tons). Data on truck and freight ship transportation were taken from the Ecoinvent database [28].

For business trips by the employees, the impact of three return flights from Stockholm to Paris and seven from Stockholm to Milan [5] was modelled using data for transport by aircraft in Europe [28]. The impact of taxi trips (total distance of taxi trips estimated at 1186 km, based on expenditure figures) was modelled using a dataset for transport by passenger car in Europe [28]. Taxi expenditure data also included trips by freelance staff. Public transportation was not included in the inventory data.

Sköna Hem has on average 50 studio photo sessions per year. The environmental impact of the photo sessions is hard to assess, since there are no readily available data on environmental parameters for this. Included in the modeling of the photo sessions environmental impact is transport of the photographer, electronic equipment and energy use in the studio. For transportation it is assumed that the photographer uses a car, and an average distance within Stockholm area is roughly assumed as 3 km.
Allocation of content production. The environmental impact of content production was split between the print and tablet editions of the magazine. The 0.5 FTE specifically working with the tablet edition was naturally accounted for in that product system. For the rest of the impact of content production, an allocation was made based on the number of copies sold (2,212 electronic copies per year and 1,307,600 print copies per year), giving 0.2% of the remaining impact of content production to the tablet emerging version. In total, 1.7% of the content production was allocated to the tablet emerging version. For the mature version, this share was 50%, i.e. 653,500 electronic copies per year and 653,500 print copies per year.

2.3.2 Electronic distribution

The tablet magazine was assumed to be downloaded to a tablet device in the format of a 163 MB app file through a WiFi wireless LAN. The distribution network (Table 3) was mainly modelled based on the study by Malmolin and Lundén [20] with updated results gathered in personal communication with Malmolin [19]. In addition, a dataset from Ecoinvent was used, as described in Table 3.

Table 3. Network components and their electricity use and manufacturing greenhouse gas emissions in 2010 for an average user

<table>
<thead>
<tr>
<th>Network components</th>
<th>Electricity, at operation</th>
<th>Manufacturing Emissions</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPE (customer premises equipment), average of modern and router setups in Sweden, which means 100% of users have modems and 50% of users have routers.</td>
<td>Modem (9W): 0.22 kWh/GB; Router (9W): 0.11 kWh/GB</td>
<td>3.6 g CO₂e / GB (Ecoinvent dataset: &quot;Network access devices, internet, at user/CH/L,&quot; assuming 360 GB per subscriber line per year)</td>
</tr>
<tr>
<td>Access network: DSLAM, cables</td>
<td>DSLAM: 0.083 kWh/GB</td>
<td></td>
</tr>
<tr>
<td>Data transport/transmission and IP edge/core network – Internet</td>
<td>0.1 kWh/GB</td>
<td>14 g CO₂e / GB</td>
</tr>
<tr>
<td>Data center</td>
<td>0.4 kWh/GB</td>
<td>25 g CO₂e / GB</td>
</tr>
<tr>
<td>Cable infrastructure</td>
<td></td>
<td>14 g CO₂e / GB</td>
</tr>
<tr>
<td>Operator activities: cars, offices, office equipment, paper, operational maintenance</td>
<td>0.009 kWh/GB</td>
<td>11 g CO₂e / GB (not manufacturing, but heating and travel related to operator activities)</td>
</tr>
</tbody>
</table>

2.3.3 Reading magazine

2.3.3.1 Production & distribution of tablet

To inventory production of a tablet device, an iPad2 was obtained and disassembled into pieces that could be identified by the technical specification for the tablet. The weight and size of these disassembled parts were measured [7]. The manufacturing of components was modelled using the Ecoinvent database [14]. Contacting Apple for detailed data on the environmental impacts of manufacturing proved unfruitful. Thus to model the assembly electricity consumed in tablet production, we applied as an estimate the amount of electricity used for assembly in laptop production, as modelled in the Ecoinvent dataset “Laptop, computer, at plant/GLO” (1.67 kWh per pcs). Assuming assembly in China, the Ecoinvent dataset “Electricity, medium voltage, at grid/CN” was used (1180 g CO₂eq/kWh).

2.3.3.2 Electronic distribution of tablet

From the technical specifications of the iPad2 [1, 15], we calculated the energy use for reading the magazine, based on the assembly and travel related to the table emerging version. The energy use per charging session is 41.85 Wh, and the tablet use time supported by one charging session in Wi-Fi mode is 10 h.

2.3.3.3 Reading tablet

The overall reading time of the tablet was assumed to be 14 hours/week during a 3-year lifetime.

2.3.3.4 Waste treatment of tablet

Data on possible disposal of the tablet were gathered from the electronics recycling company Stena Technoworld [27]. They examined the tablet device disassembled earlier in this project, and provided an indication of how a tablet device could be disposed of.

For all tablets, it was assumed that 20% of the discarded tablet is not processed in a recycling system, but goes directly to a municipal waste incineration plant, a similar assumption to that in a previous study on mobile phones [26]. Both recycling and incineration were credited for producing secondary raw materials and heat and electricity by expanding the system and assuming that these additional products provided by the studied system replaced the same produced from primary raw materials.

2.3.5 Sensitivity analyses

2.3.5.1 UCTE electricity mix

A sensitivity analysis was conducted for the electricity mix by replacing the Swedish electricity mix used in the study by an average European electricity mix, i.e. Union for the Co-ordination of Transmission of Electricity (UCTE) mix [11], sources of which are shown in Table 2. This was done in order to investigate whether using Swedish electricity mix with the majority originating from hydro and nuclear power had a significant influence on the results. If this were the case, the same kind of magazine in another European country would have a considerably different potential impact. The UCTE mix gives 594 g CO₂eq/kWh [6].

2.3.5.2 Overall use time of tablet

The assumption on overall use of the tablet device is highly uncertain and will vary greatly between different readers. Thus, this assumption was tested in sensitivity analysis. The results of the reference scenario indicated that manufacturing of the tablet device, which is the part where the resulting impact is affected by the overall use time assumed, was a minor reason for the overall potential impact. Therefore only the lower use was tested in the sensitivity analysis.

2.3.6 High number of electronic copies

As the reference scenario showed that the content production may be of high importance for the tablet version when few copies are
produced, the number of copies was raised considerably in a sensitivity analysis for the emerging version.

3. RESULTS
Figure 1 presents the potential climate change impact associated with different activities in the life cycle of emerging and mature versions of the tablet edition of Sköna Hem.

3.1 Emerging version
As shown in Figure 1a, the total impact for the emerging version was approximately 0.18 kg CO₂eq per reader and copy. The emissions associated with content production (0.16 kg CO₂eq per reader and copy) dominated the life cycle activities. This was due to the impact of content production specific to the tablet edition being allocated to few copies of the emerging version. The major contributors to the climate change impact of content production are the production of electronic devices (46% contribution, mainly desktop computers and LCD screens) and electricity consumption in the office (27% contribution).

3.2 Mature version
Figure 1b shows the potential climate change impact of a possible, more mature, tablet version of Sköna Hem. Its impact per reader was less than half that of the current emerging tablet version and content production was of less importance. In this mature scenario, the impact of electronic distribution was higher than that of content production. However, content production still had a slightly higher impact than tablet use (which includes a relevant share of manufacturing and disposal). Thus in this mature tablet version, electronic distribution (42%) and content production (37%) were the major contributors to the climate impact.

Moreover, the impact of electronic distribution in both the emerging and mature versions was mainly due to electricity use in operation (around 30%) and manufacturing of data (around 20%).

3.3 Sensitivity analyses
3.3.1 UCTE electricity mix
As shown in Figure 2, replacing the Swedish electricity mix with the average European (UCTE) mix increased the potential climate change impact for both emerging and mature versions by more than 100%.

3.3.2 Overall use time of tablet
Sensitivity analyses on the overall use time of the tablet device (for both emerging and mature versions) showed that assuming the low one-hour-per-week use of the tablet during the three years of use gave different overall results for the mature version, but not for the emerging version (see Figure 2). For the mature tablet magazine, the impact increase was around 300%. In the mature version, the reading time of the magazine was assumed to be higher (41 min/issue), and as the tablet manufacturing impact is related to the use time, the change in assumed overall use time of the device had a higher influence on this version. However, the assumption in our study on total use of the tablet was uncertain and proved to be important for the overall outcome of the study.

3.3.3 High number of electronic copies
For the emerging version, the sensitivity analysis on the number of electronic copies downloaded showed that a considerable increase in the number of electronic copies brought a considerable decrease in the environmental impact per reader (Figure 2). This was because the overall environmental impact of content production was allocated over a larger number of copies.

4. DISCUSSION
4.1 Main results of the study
For the emerging version, the results showed that the climate change impact of content production, which is usually a smaller share for print media according to previous studies [21, 22], played a major role, making an approximately 85% contribution. This was due to the environmental impact related to content production activities specific for the tablet version being split between few copies.

For the mature version, the overall climate change impact (per reader and copy) was less than half that of the emerging version. The electronic distribution and content production were the major contributors to the climate impact.

Use of the device was not the main contributor to potential impact in this assessment, unlike in previous studies where other electronic devices have been used for the electronic media (e.g. [21]). Furthermore the assumption on overall use of the tablet device was uncertain and will differ between users. When assuming a low use of one hour per week use for three years, the climate change impact was not much changed for the emerging version of the tablet magazine. However, for the mature version,
the increase was considerable (360%). This lower overall use of the tablet use meant that it became the major contributor to the climate impact (nearly 80%). This emphasises the need to use electronic devices efficiently and also to avoid upgrading to new versions too often.

The sensitivity analysis of electricity mix indicated that this was an important factor that clearly influenced the overall results. Changing from Swedish to a European average electricity mix (UCTE) would generally increase the potential environmental burdens of tablet magazine. For example, the potential climate change impact of the mature version increased by more than 550%.

4.2 Comparison with previous studies

An LCA study of an E-ink tablet e-paper newspaper in which the functional unit of the study was ‘the consumption of a newspaper during one year by one unique reader’ [22] found that for the climate change impact category, production of the tablet device made the largest contribution of the tablet newspaper life cycle (e.g. around 85% of total CO₂eq emissions). In contrast, in our study content production (emerging version) or electronic distribution (mature version) was the major contributor. However, the former study examined a newspaper rather than a magazine and key assumptions included a reading time of 30 minutes per day and 50% of the overall use time being devoted to reading the newspaper [22]. These assumptions naturally led to a higher share of the manufacturing environmental impacts than our study, where 0.20 and 1.3% of the overall use time of the tablet was allocated to reading the magazine for the emerging and mature versions, respectively. It should also be noted that in the former study, data on content production were limited only to electricity and heat, compared with the more detailed data used in our study. The electronic distribution data in their study were also limited and uncertain.

Comparing the tablet magazine with the traditional print magazine was not in the scope the present paper. However, the potential climate change impact of traditional print magazine has been studied in previous studies. For example, a Finnish study [24] resulted in 1.14-1.35 kg CO₂eq./kg magazine, and a Swedish study in 0.99 kg CO₂eq./kg magazine [17].

4.3 Limitations and future work

As with all LCAs, some data were missing or uncertain in the present study. The limitations assumed to be most important are discussed below.

4.3.1 Limitations in inventory of content production

Regarding the electronic equipment used in the office for content production, there are uncertainties associated with the data for manufacturing, which are rather old. Generic data were used for the manufacturing of electronic devices and these data were from the period 2002-2005.

4.3.2 Limitations in inventory of electronic distribution

The data relating to the components used to model the tablet manufacturing were also old and rather uncertain. Based on the component used in a tablet device, data for similar components in the Ecoinvent database [14] were used to estimate the climate impact related to manufacturing.

4.3.3 Limitations in inventory of waste treatment

Waste management of the office electronic devices was not modelled in this study. Waste management of tablets is currently unknown and here assumptions based on communications with a recycling company were used as estimates. Other data on recycling and incineration were taken from Ecoinvent (Swiss, European or global data).

Overall, the results of the study give an indication of the potential climate change impacts of a tablet magazine. Further studies are needed to examine the environmental impacts in more detail and to elaborate upon user practices for this medium.

5. CONCLUSIONS

With few readers, the emerging tablet version had a higher potential climate change impact per reader than the mature tablet version, although the latter had a substantially longer reading time per copy.

For the tablet edition, content production tended to be the major contributor to the climate change impact, especially when readers were few (here for emerging version). With more readers, electronic distribution became a relatively more important contributor. Low overall use time of the device in the mature version resulted in tablet manufacturing being the main contributor to climate impact.

Key factors influencing the overall results for the potential climate change impact of the tablet magazine proved to be number of readers, electricity mix used and overall use of tablet.

Using generic data for the electronic components of the tablet provided more comprehensive data sets, but these were not specific to the actual product studied. However, as environmental data are not provided to any extent or with good transparency for these types of products by the manufacturers, this type of estimation is often necessary.
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ABSTRACT
This paper concentrates on the interplay between societal and environmental systems and describes an ICT development promoting sustainability.

Consumption patterns play a fundamental role in the complex issue of sustainability. While so called weak sustainable consumption focuses purely on optimizing products, strong sustainable consumption emphasizes personal well-being, human relationships, communities and values. For achieving strong sustainable consumption, a mental change in stakeholders is needed. It seems that two factors, local communities and the media can play a central role in promoting this. Also, communities need to strengthen and increase practical cooperation.

This paper introduces a smartphone based framework helping the self-organisation of small communities with the aim of furthering the above goals. Part of the framework is a community radio system. Small community radios have proved to be useful in strengthening communities, and their effects are less debated than those of social networks. The framework also provides an infrastructure for the organization of diverse areas such as community supported agriculture or car sharing, and can be extended to include other relevant areas. The radio programmes include those of individual communities, available only for members, and professional radio programmes on selected topics such as community building, conflict resolution, or community supported agriculture.

The real strength of the approach lies in the unique combination of small community media and information services for self-organisation on a practical level and the ease of use of the system.

Keywords
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1. INTRODUCTION
Sustainable consumption, translated into the mass of small, everyday consumer decisions is a key to environmental protection, including climate change mitigation and adaptation. This is reflected in the traditionally strong European legislation on the environmental: after directives covering major “traditional” environmental topics, an Action Plan on Sustainable Consumption and Production was prepared in 2008 [1]. More recently, European Environment Agency director Jacqueline McGlade stated: “Continuing with current consumption patterns in Europe is not an option” (European Consumer Day 2012).

A closer look reveals subtle, though fundamental differences in sustainable consumption. There is a product oriented approach focusing on optimizing products and services. This approach is called weak sustainable consumption because – though there is an obvious need for such optimization – it has systematic weaknesses. In the strong sustainable consumption approach natural resources, responsible citizenship and the social embeddedness of behavioural decisions are focused on primarily, but product oriented aspects are also covered [2].

Studies in behavioural sciences, brain research etc. emphasize motivational aspects: the role of emotions, of interpersonal relationships, of communities, and of life’s aesthetic and spiritual dimensions. [3]. Communities play a special role in addressing issues to which a sole focus on rationality has proved inadequate. For mental, spiritual and practical reasons, community-based actions are seen as viable alternatives to consumerism. Taking a fairly distant example, Cuba is said to have survived its personal peak oil (following the collapse of the Soviet Union) not with new energy sources, but with a fundamental shift in the country’s economic mindset [4].

Also, there are a number of practical ways for making steps towards sustainability using the power of communities, e.g. carpooling or community based agriculture.

Smartphones are called the fifth major computing cycle and have a comparable influence on our societies, similar to that of the fourth computing cycle, the Internet. Indeed, smartphones bring very new possibilities for supporting sustainability and/or communities.

This paper describes a smartphone based, very novel system for communities. The system has two equally important sides that achieve their real strength in combination with each other. First, it is a community media with a holistic approach, which provides practical information, news services and various programmes aimed at promoting emotional well being. Second, it offers information services for small communities, ensuring simple and quick self-organisation in some key areas. The system is capable of increasing awareness and also helping practical steps.

2. SUSTAINABILITY AND COMMUNITIES
2.1 Introduction
Strengthening communities can support sustainability for sociological, emotional and spiritual, but also for very practical reasons. With decreasing natural and financial resources, and the need to adapt to a changing climate, interpersonal relationships within communities are becoming of primary importance providing mental and spiritual strength as well as practical help to its members.
2.2 Sociology, Emotional and Spiritual Aspects

Concerning sociological issues, mitigation of climate change and/or adaptation to it, as well as rising energy prices lead to a shift in power structures [5]. Local leaders, organizations, personal connections and local economies will play a significantly larger role than in past decades. Locally produced food, local energy sources are increasingly sought after. Protection against weather extremes is also largely a local issue. Local issues are often very practical and transparent. In many cases (unlike on a global level), there is no need for reasoning about climate change; it is often enough to appeal to the common sense of citizens and the need for saving resources.

Brain scientists argue that emotions play a vital role in mental processes such as learning or memorizing. Also, there is evidence that for the survival of animal populations a certain balance is needed: the social contacts the brain is capable of tracking and the sizes of the populations have to be in the same order of magnitude. This community size favours selfless behaviour, which, in turn, is necessary for the survival of that population.

Conflicts are natural in communities, and a conflict itself is value-neutral. However, the way we deal with conflicts can be positive in that it makes the community stronger. Conversely, it can also weaken the community. Acquiring proper conflict resolution skills is therefore vital for individuals as well as communities.

Behavioural science findings show that mental health and our social interactions within the community cannot be separated from each other. Also, while extrinsic values are mostly related to "things", more stable, less vulnerable intrinsic values are often related to interpersonal relationships [6].

Practically all experts emphasize the role of emotions, art, music etc. in the healthy functioning of communities.

2.3 Practical Level

Communities can play an important role in achieving sustainability on a practical level. According to ecological footprint calculators, there are four major areas of consumption: housing, food, travel and other. Except perhaps for housing, convincing community-based solutions already exist.

Community supported agriculture (CSA) [7, 8] is a locally-based model of agriculture and food distribution. Producers, local farms and the local community are in direct contact. There is often a subscriber-based mechanism, providing safety and capital for the producers and affordable good quality food for the consumers. For community based agriculture a rethink must take place in many areas, among others in what we eat and how we cook. Also, there is some organizational overhead (organizing food delivery or payment).

Car pooling (the sharing of car journeys, with more than one person travelling in the car) can work with a single, large pool of users or in small communities building on personal relationships among the users. The advantage of the latter is confidence within the small community and, due to common destinations and schedules, a higher chance for matching journeys.

The exchange or giveaway of used products often takes place in communities. Often, people try to give away surplus objects in the closest community, gradually widening the circle of those asked.

3. COMMUNICATION IN SMALL COMMUNITIES

Electronic communication in small communities is often, wrongly, associated with social networks, just as scatter-shot postings on a Facebook wall are often confused with authentic communication [9].

In our personal experience, strong small communities do not often use social networks for internal communication. There is a good reason why experts in behavioural science tend to ignore social networks when studying communities: well-working communities rarely use social networks. Social networks are more used for supporting less intensive links within a larger group of people where, partly due to the time expenditure of using social networks, real life connections, real community bonds often get looser.

In a small, non representative survey carried out at our university, involving a total of 15 small Hungarian communities to which, between themselves, three Faculty members belong to, it has been found that, at least in these cases, well working communities prefer to use mailing lists and/or mobile fleets to communicate with each other.

Small community radios are very small radio stations typically with a rather low-powered radio antenna and, at least partly, local programmes. The exact form and the organisation of small community radios differ from country to country, but such radios are used from Africa through Europe to the United States. Generally, in most cases they seem to have a positive impact on communities. Studies show that they can help change (media) consumers into active participants in local communities. Also, news is not "made" for small community radios, but rather just "picked up from the street", typically reflecting the day-to-day life of the community [10].

4. RELATED WORK

There are a number of related works on ICT applications for sustainable consumption, concentrating mainly on the issue of efficiency [11]. A recent, high level overview of the field [12] presents arguments that support the approach taken in this paper, namely, that concentrating on resource efficiency by ICT alone will not produce sustainability. The strength of our current, wide-angle approach is twofold: It provides an efficient tool, a new type of media, for strengthening communities and it also offers information services making related day-to-day organisational work much easier.

5. APPROACH

5.1 Overview

The current work has a number of different phases and aspects, such as the exploration of the users’ view; the creation of editorial programmes on community related issues; the creation of a relatively complicated software architecture; the software development process and testing with potential users.

5.2 User’s View

In this chapter, we introduce the system from the user’s point of view, concentrating on the major functionality. Basically, it involves a framework based on smartphones and mobile internet, in which small community radio stations can be configured in a matter of...
minutes. The radio programme is not a linear one, the only possibility with traditional technology; it is customized instead.

The customization of the radio programme is based on the community memberships of the user, his profile showing his interests and his current context. Communities can have their own news and radio programmes (e.g. speeches or presentations) and there is a central pool of news and radio programmes.

The radio is also extended with electronic services – helping communities to self-organise themselves.

There are two major accesses to the system: a Web portal and the smartphone client application. The former is intended for less frequently used functionalities requiring a larger screen, the latter for frequently used functionality, also working on small smartphone screens or without a screen.

The smartphone application (Fig. 1) contains an action bar at the top, allowing selecting between the major functions: (1) listening to the radio and radio programme, (2) carpooling, (3) community based agriculture.

On the radio screen, the title of the current programme is displayed, and the major functionality of the radio – rewind 30 seconds and pause – are shown. At the bottom of the screen, the feedback buttons – “similar”, “other time” and “never” – are placed. The radio programme screen shows the (individually customized) electronic programme guide.

The carpooling and the community based agriculture screens accommodate the corresponding functionality.

The news and radio programmes are of the following categories: (1) Internal news and radio programmes of a single community, only available for the members of the community; (2) Central news and radio programmes for all communities.

Central news bulletins and radio programmes are prepared by a small editorial team. Community related topics, however, take up a large part – which we see as a key element for success, i.e. that a potentially high number of users use it and it contributes to sustainable living. Community related topics such as community building, conflict resolution, different types of interpersonal relationships or even cooking using community supported agricultural produce are covered. Such topics are handled partly explicitly, e.g. in the form of expert interviews, partly implicitly, by showing positive examples, life styles and behavioural patterns.

5.3 Architecture

The architecture is presented in Fig. 2. There are several integrated smartphone apps that the users get in touch with directly.

The requirements for handling structured, database data and audio data are very different. Therefore, the server side was split up in two major parts: one for serving the front-end and the mobile app via an interface, and another for audio data management.

The server side also includes several special modules with high algorithmic complexity:

1. Audio data processor (e.g. normalising and quality checking of audio data);
2. Recommender system for preparing personal playlists;
3. Routing system for allowing advanced geographic capabilities for the car pool system.

All three components use standard, open source software. However, due to our special requirements, extensions and modifications of the standard components were necessary.

Taking the recommender system as an example, it is based on the standard recommender system Apache Mahout. However, a number of additional steps were necessary, such as considering “hard rules” for playlist assembly, or aggregating the feedback into a single number. Also, the standard approach for recommender systems has to be extended for handling communities, rather than just individual users and making serial recommendations, instead of recommending a set of single items.
The monitoring of the system and usage analysis is also provided by several modules. The usage of the Web-portal is monitored by an open source Web analytics system. Data on listening to the audio material is put into a Data Warehouse – thus allowing the editorial team to get direct feedback.

5.4 Software Development
The system is being developed in very close cooperation with communities. Potential users have been involved in the conception and testing of the project from the very beginning. Developing such a system with a group of university students has been a challenge as in such environments it is not necessarily typical to build software systems with real industrial strength. Our current experience shows that by involving industrial partners, working in a team and using the infrastructure typical for an SME while creating a motivating environment, it is possible to develop quality software, while also giving students important industrial experience in a motivating setting.

5.5 Technical Challenges
There are a number of technical challenges in building the system:

- Scalability of the system, especially that of the audio data handling and the routing engine;
- Recommender system for profile learning, activity recognition for context recognition;
- Audio data processing, automatic quality checking and improvement;
- Voice generation.

5.6 Testing with communities
Combined technical and societal innovation typically has a larger potential than innovation in just one of the two areas. Furthermore, the traditional product development cycle with separate conception, realisation and user testing, is too slow in such areas.

For these reasons, an exchange of ideas with potential users, both individuals and groups from different communities was initiated at a very early stage of the development. As a result, considerable feedback from users has been accumulated.

Up to now, the radio part of the system was tested with about 100 users from 5 communities. Test users were from all age groups between ca. 18 and 70 of age, with very different educational backgrounds. Communities included students of our faculty, religious communities, the nation-wide civil organisation Association of Large Families and persons from a village with about 2000 inhabitants some 50 km from Budapest. The fixed test programme was edited for each of the communities, and for this mobile internet connection was not necessary. Feedback was collected both by the application (explicit feedback using the feedback buttons and implicit feedback by logging user’s activity), by paper based surveys and face-to-face discussions and interviews.

Questions we sought answers for included:

1. General impressions on the usefulness of the system
2. Age group of potential users
3. Priorities with regard to the topics of the radio programmes.
4. Generating ideas for potential applications

First trends can already be observed, although the evaluation of the feedback has not been completed yet. In general, there is very positive feedback to the idea of the radio as it is seen as the medium which allows various activities, such as travelling, household work etc. Interestingly, although our original target group was the age group up to about 40 years, a number of (partly
significantly) older users also came along with smartphones and appreciated the new possibility.

Concerning the radio programme, community news and programmes were the clear favourites. Also, editorial programmes related to different aspects of community life were also very much appreciated. Concerning music, individual tastes obviously vary on a very large scale, even in a single community.

Concerning information services for community organisation, car pooling, community based agriculture and second-hand market were all considered important. In some communities, there are also special needs, e.g. the Association of Large Families handles a large number of last-minute tickets to concerts and theatres.

6. SUMMARY AND OUTLOOK
In this paper, we presented a smartphone based platform for small community media and information services for community self organisation. Considerations and insights offered by various branches of science and a complex, multi-level approach have made the development of the system possible, and ensured that the outcome (with over 100 test users currently) has been very positive.

The framework requires relatively complex technical solutions, with functionality for the end users and the editorial team.

Future work is planned on a range of different issues. Substantial further software development is needed to round up and integrate the modules of the system. Technical research is required in several areas, such as automatic playlist assembly or social network measurement and benchmarking. Testing of the system with a growing test group in real life situations also has high priority.
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ABSTRACT
Biometrics is a technology where human traits such as faces, hand shapes, fingerprints and iris or retinas are scanned for identification and authentication. In short, biometrics utilizes the uniqueness of physical or behavioral characteristics of human beings to allow authorized access. Biometrics provide several advantages over the conventional methods of authorization; the benefits of its applications, like most of the other ICTs, outweighs the disadvantage viz. e-waste.

With increasing terrorist attacks on various nations, organizations and also public are changing their priorities from privacy to security, ultimately for sustainability. With the increase in acceptance of biometrics it has become essential to grade the several existing biometrics in order to implement the most appropriate one.

Though there are several human traits that can be used for identification, I have restricted my study to the comparison of the three mainstream biometrics in this research paper. Also the criteria aspects for which the performance of biometrics can be compared are numerous; cost and speed, to name a few; here I have selected accuracy, reliability and non-intrusiveness.

Keywords
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1. INTRODUCTION
Biometrics is a security solution, which relies on detailed measurements of selected parts of human body or behavioral characteristics for authentication. Precisely, human traits such as faces, hand shapes, fingerprints and iris or retinas are scanned for identity verification or identification. In short, biometrics utilizes the uniqueness of physical or behavioral characteristics of human beings for their identification or authentication.

My attempt through this research is to find out the most suitable biometric amongst the three mainstream biometrics: facial scan, hand geometry and fingerprint from the viewpoint of manufacturers and/or vendors. (Here, in India, there are several biometric product manufacturers who themselves deal, market and sell their products instead of depending on vendors. This means most of the manufacturers play the role of vendors also)

1.1 Benefits of Biometrics over Traditional Methods of Authentication:
Biometrics authenticates and determines an individual's identity by utilizing the uniqueness of his or her biological and behavioral characteristics. Other authentication methods often used are PIN method and Token (ID Card) method. Biometrics is superior to PIN or Token methods in the following ways:

1) Increased Security:
Biometrics offers superior security than PIN or ID Card. Biometric methods do not involve danger of information exposure like PIN and ID Card do and unauthorized persons cannot attempt to steal or make a guess at private information.

2) Increased Convenience
Today, people have to remember many passwords. They should be able to provide their passwords whenever they use their credit cards or log into various sites on the Internet. Uniform passwords can lead to serious dangers if exposed. However, biometrics does not require the user to remember our passwords.

Explanation:
Biometrics is preferred over traditional methods involving passwords, PINs, badges, or tokens for various reasons:
1. Biometrics cannot be forgotten or piggy-backed (shoulder-surfed) like a password or a PIN.
2. Biometrics cannot be stolen, lost or forged like keys, identity cards, passports and driver's licenses or badges.
3. The person to be identified is required to be physically present at the point of identification as biometric trait is a part of him/her; unlike a key, an I-card or badge.
4. Identification based on biometric techniques obviates the need to remember a password or PIN or carry a token or a badge.
5. Apart from providing tight security biometric systems have several other plus points viz. they are accurate, cost effective, robust, reliable, long term stable and prone to least error incidences.

1.2 Types of Biometrics:
There are several types of biometrics: fingerprint, facial scan, hand geometry, iris scan, retina scan, ear shape, wrist veins, body odor, brain fingerprinting, thermal signature dynamics, gait recognition, voice verification and computer keystroke dynamics and many more, however, I have restricted my study to the following three mainstream biometrics:
1) **Facial Scan**
Face is the oldest biometric which is used most frequently for a person identity. At the same time, according to many industry experts, it is also the most controversial of all.

2) **Hand Geometry**
Hand geometry involves the scanning of the shape, size and other characteristics such as finger length of the hand or the complete hand palm itself. It is generally used for verification.

3) **Fingerprint**
Fingerprint is the most commonly known method of biometric identification, which is used by police forces not only in India but in more than 30 countries including the US. Ink based fingerprints have been in use for over a century, however in recent years have gone digital. Organizations like companies and institutes have realized that fingerprint scanning is an effective means of security which deters buddy attendance.

2. **NATURE OF THE STUDY**
The research is a survey-based explanatory study, the objective of which, is to provide a comparison of selected mainstream biometric systems regarding their strengths and weaknesses in order to provide a yardstick to users to opt for the best suitable biometric system.

The study aims to understand the various aspects and factors that decide the suitability of any biometric system for a particular application, some of the deciding aspects being

1) **Accuracy**
2) **Reliability (Cannot be fooled)**
3) **Non -Intrusiveness (No privacy infringement)**

3. **RESEARCH OBJECTIVES**
The key objectives of the research are to:

1) To select a biometric, which is most accurate, reliable, and least intrusive.
2) To find the perception of manufacturer/vendor.

4. **RESEARCH METHODOLOGY**
I have carried out the research in two phases. The first phase was an exploratory phase, which dealt with developing an appropriate research framework. The second phase of the research was an explanatory research, wherein a survey using the final questionnaires was conducted to understand the concerns, issues, benefits and challenges of the significant participants of any security system viz. the manufacturers and vendors in comparison with the conventional systems adopted for security.

4.1 **Developing the Questionnaires**
Two questionnaires, in total were prepared; before approaching the manufacturers and vendors a pilot questionnaire with all open ended questions was framed to understand the awareness and consecutive acceptance or reluctance of biometrics as a substitute to traditional security solutions like passwords and id-cards. The pilot questionnaire was then refined to produce final questionnaires with close-ended multiple-choice questions.

4.2 **Sampling Plan**
Sample size: A total of 99 vendors and/or manufacturers dealing in security products were surveyed.

**Sampling method:** Census sampling method was used wherein all manufacturers and vendors dealing in security providing products in and around Pune, Maharashtra were considered. A total number of 70 vendors and/or manufacturers were found to deal with biometric products.

5. **ANALYSIS AND FINDINGS**
The data captured from the questionnaires was duly tabulated first biometric-wise, then aspect-wise before feeding to SPSS for analysis.

5.1 **Tabulation of Data**
From the filled questionnaires the following tables were formed for each type of biometrics. These tables depict the grades received by each biometrics for a total of 3 aspects mentioned earlier.

The Likert scale used is: 5–Excellent, 4–Good, 3–Average, 2–Satisfactory, 1–Non satisfactory

The table indicates the grades received by the three mainstream biometrics for the 3 selected criteria aspects/factors:

<p>| Table 1. Grades received by biometrics for the selected criteria |</p>
<table>
<thead>
<tr>
<th>Sr. No</th>
<th>Type of biometric</th>
<th>Criteria factors</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Facial Scan</td>
<td>Reliability</td>
<td>4</td>
<td>14</td>
<td>16</td>
<td>25</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Accuracy</td>
<td>5</td>
<td>11</td>
<td>49</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Non Intrusiveness</td>
<td>0</td>
<td>7</td>
<td>9</td>
<td>17</td>
<td>44</td>
</tr>
<tr>
<td>2.</td>
<td>Hand Geometry</td>
<td>Reliability</td>
<td>1</td>
<td>5</td>
<td>7</td>
<td>45</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Accuracy</td>
<td>0</td>
<td>7</td>
<td>54</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Non Intrusiveness</td>
<td>3</td>
<td>49</td>
<td>14</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>3.</td>
<td>Fingerprint</td>
<td>Reliability</td>
<td>7</td>
<td>46</td>
<td>14</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Accuracy</td>
<td>5</td>
<td>53</td>
<td>11</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Non Intrusiveness</td>
<td>0</td>
<td>2</td>
<td>9</td>
<td>17</td>
<td>42</td>
</tr>
</tbody>
</table>

**Explanation:** Out of 70 manufacturers and vendors 25 ticked on Satisfactory i.e. 2 for the aspect reliability, 49 ticked on Average i.e. 3 for the aspect accuracy and 44 on Non satisfactory i.e. 1 for the aspect intrusiveness.

Explanation on similar lines can be furnished for the other two biometrics as well.

5.2 **Comparison of Biometrics Regarding Selected Criteria Aspects**
The data collected from the questionnaires was first put into the above tables biometric-wise. Then this data was rearranged criteria aspect-wise in the following table:
Table 2. Grades received by biometrics for the selected criteria aspects

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Criteria aspect</th>
<th>Type of Biometric</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Reliability</td>
<td>Facial Scan</td>
<td>4</td>
<td>14</td>
<td>16</td>
<td>25</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hand Geometry</td>
<td>1</td>
<td>5</td>
<td>7</td>
<td>45</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fingerprint</td>
<td>7</td>
<td>46</td>
<td>14</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>2.</td>
<td>Accuracy</td>
<td>Facial Scan</td>
<td>5</td>
<td>11</td>
<td>49</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hand Geometry</td>
<td>0</td>
<td>7</td>
<td>54</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fingerprint</td>
<td>5</td>
<td>53</td>
<td>11</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3.</td>
<td>Non Intrusiveness</td>
<td>Facial Scan</td>
<td>0</td>
<td>7</td>
<td>9</td>
<td>17</td>
<td>44</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hand Geometry</td>
<td>3</td>
<td>49</td>
<td>14</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fingerprint</td>
<td>0</td>
<td>2</td>
<td>9</td>
<td>17</td>
<td>42</td>
</tr>
</tbody>
</table>

From the above table we get the distribution of votes achieved by each biometric for the selected criteria aspects. The Likert scale used is: 5–Excellent, 4–Good, 3–Average, 2–Satisfactory, 1–Non satisfactory.

5.3 Analysis and Findings using SPSS

Now as the data collected from the questionnaires after interviewing several subjects, has been tabulated and segregated criteria aspect-wise, it is ready for the actual analysis, wherein I have selected the SPSS (Statistical Package for Social Sciences) (Version 14.0) for Windows to analyze the data and the following tables are an outcome of my research data fed to the software. As I fed the data from MS Excel to SPSS to get result files, I found out the outstanding mean scores for the performance of each mainstream biometric for each criteria aspect and referred the ANOVA to see if there is considerable difference between the performance of the 3 selected mainstream biometrics; only if there is considerable difference then comparing the performance pairwise in POST HOC test yields fruitful results, otherwise there is no point in comparison. Finally the priority decided from the POST HOC test and the mean scores are summarized to get the ranks achieved by each of the mainstream biometric in performance for each of the criteria aspect.

5.4 Descriptive Statistics

Table 3 shows mean score, standard deviation and the minimum and maximum scores achieved by each of the 3 mainstream biometrics for the 3 selected criteria aspects viz reliability, accuracy and non-intrusiveness.

Table 3. Table of findings – Mean score achieved by the selected mainstream biometrics

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Criteria aspect</th>
<th>Name Of Biometric</th>
<th>Mean</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Non-Intrusiveness</td>
<td>Facial scan</td>
<td>1.8286</td>
<td>1.00</td>
<td>4.00</td>
</tr>
</tbody>
</table>

5.5 Comparison of Mainstream Biometrics using ANOVA (Analysis Of Variance)

The following table is outcome of data fed to the SPSS software and gives analysis of variance wherein significant value is extracted for each criteria aspect.

Table 4. Significant value for the selected criteria aspects through ANOVA

<table>
<thead>
<tr>
<th>Criteria aspect</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
<th>F</th>
<th>P Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Intrusiveness</td>
<td>274.771</td>
<td>68.693</td>
<td>95.390</td>
<td>.000</td>
</tr>
</tbody>
</table>
It is expected that all these biometrics differ in performance considerably for each of the criteria aspect so that comparisons can lead to priorities of the 3 mainstream biometrics amongst themselves.

If the significant value is less than 0.05, it implies that there is considerable difference between the performances of the 3 mainstream biometrics for particular criteria aspect and that their performances can be compared; in other words the comparison of their performances can yield fruitful results.

On the other hand, if the significant value is greater than 0.05, it means that there is not considerable difference in the performance of the 3 mainstream biometrics for that particular criteria and the comparison of their performances is not going to yield any fruitful results; in other words they give near about same results for that particular criteria.

The above table, Table 4 indicating significant value between the performance of mainstream biometrics using Analysis Of Variance gives the significant value (P value) acquired by various biometrics for the 3 criteria aspects.

Referring the above table it can be seen that for all criteria aspects the significant value is 0.0 i.e. less than 0.05, thus can be compared; comparison will yield fruitful results. The further comparison is made in the Post Hoc test in next section

### 5.6 Post Hoc Tests

ANOVA gives inferences for samples not populations. Now lets us see whether the three mainstream biometrics are comparable for an overall population through Post Hoc tests. In Post Hoc test performance of each biometric, in terms of mean scores is compared with that of every other biometric to acquire the significant difference ( P value). If there is significant difference between the mean scores of each pair of biometric then we can draw particular inference as to which biometric is better among the three for each criteria aspect.

Refer Table 5: In case, the P value of the two biometrics which are under comparison is less than 0.05, the comparison of performances can lead to a fruitful decision for overall population.

If the mean difference (I-J) is negative the biometric under the J heading gives better results than the biometric under I heading for that particular criteria and vice versa.

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Criteria Aspect</th>
<th>Variable I</th>
<th>Variable J</th>
<th>Mean Difference (I-J)</th>
<th>Significant Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Non-Intrusiveness</td>
<td>Facial scan</td>
<td>Hand geometry</td>
<td>-1.9000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fingerprint</td>
<td>.2429</td>
<td>0.438</td>
</tr>
</tbody>
</table>

#### Table 5. Pair wise comparison Of mainstream biometrics rendering significant value using Post Hoc test

**Explanation:** Following is the explanation given for performances of the three mainstream biometrics particularly for the selected criteria aspect – Non Intrusiveness:

1) **Comparison of Facial scan with the other two biometrics:** The significant value for Hand geometry when compared with Facial scan is 0.0 i.e. less than 0.05 which indicates that there is significant difference between the performances of Facial scan and Hand geometry. The mean difference for this pair is negative, which indicates that J biometric is better than I biometric; to be precise, Hand geometry is better than Facial scan when non-intrusiveness is on top priority for the organization adopting biometrics for authentication. Hand geometry renders minimum privacy infringement.

2) **Comparison of Hand geometry with the other two biometrics:** The significant value for the two biometrics viz. Facial scan and Fingerprint when compared with Hand geometry is 0.0 i.e. less than 0.05 which indicates...
Comparison of Fingerprint with the other two biometrics: The significant value for Hand geometry when compared with Fingerprint is 0.0 i.e. less than 0.05 which indicates that there is significant difference between the performances of Fingerprint and Hand geometry. The mean difference for this pair is negative, which indicates that J biometric is better than I biometric; to be precise, Fingerprint is better than Hand geometry when minimum privacy infringement is on top priority for the organization adopting biometrics for authentication.

Explanation on same lines can be furnished for each criteria factor from the above table. This information can be utilized to rank the 3 mainstream biometrics for each criteria factor as shown in the following table. (Table 6).

5.7 Result
Using the data from table 3 and table 5, in combination I have formed the below table 6 which gives the priority of the 3 mainstream biometrics for each of the 3 selected criteria aspects/factors. The sample means have been derived from table 3 and the priority of biometrics for each criteria for overall population is obtained from the Post Hoc test referring table 5.

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Criteria Aspect</th>
<th>Priority</th>
<th>Name Of Biometric</th>
<th>Sample Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Non-Intrusiveness</td>
<td>1</td>
<td>Hand geometry</td>
<td>3.7286</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>Facial scan</td>
<td>1.8286</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Fingerprint</td>
<td>1.5857</td>
</tr>
<tr>
<td>2.</td>
<td>Reliability</td>
<td>1</td>
<td>Fingerprint</td>
<td>3.8143</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>Facial scan</td>
<td>2.6429</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>Hand geometry</td>
<td>2.1143</td>
</tr>
<tr>
<td>3.</td>
<td>Accuracy</td>
<td>1</td>
<td>Fingerprint</td>
<td>3.8857</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>Facial scan</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hand geometry</td>
<td>2.9714</td>
</tr>
</tbody>
</table>

Table 6. Table of result

Explanation:
1) **Non-Intrusiveness**: Hand geometry bags the first priority for the criteria aspect – Non-Intrusiveness, in other words its usage leads to least privacy infringement, while facial scan and fingerprint biometrics share the second priority.

2) **Reliability**: Fingerprint stands at the first priority for the criteria aspect – Reliability, while facial scan takes up the second priority whereas hand geometry is at third priority.

3) **Accuracy**: Fingerprint takes up the first priority for the criteria aspect – Accuracy, while facial and hand geometry biometrics are at third priority.

6. CONCLUSION
Biometric authentication plays an important role in hindering unauthorized access at receptive places like airports, banks and ATMs. Moreover it eradicates the need of memorizing a password, changing it frequently or carrying a card, at the same time carrying the risk of losing the card, its misuse by intruders and consequent frauds. The facilities and convenience which biometrics can offer in itself debates for e-waste. Biometrics is basically a security solution and it can secure even people and further nations and thus contribute to sustainability of the world. Even developing countries like India are accepting biometrics with open hands hoping for a better quality of life. Many organizations from various sectors are willing to shift to biometrics from the traditions methods of authorization and they need a guideline to choose the best biometric.

From the survey carried out on the mainstream biometrics across manufacturers and/or vendors in and around Pune, and after analysis of collected data (using SPSS) I found that there does not appear to be any one type of biometric data gathering and reading that does the "best" job of ensuring secure authentication. Each of the different biometrics have some strong points to recommend them. Some are less invasive, some are very difficult to fake while with some there are least chances of errors. Every organization should select a biometric which is most suitable to their needs, depending on the organization’s priorities.

After the research carried out on mainstream biometrics I came to following conclusions regarding comparison of biometrics viz. Facial scan, hand geometry and fingerprint considering the 3 selected criteria factors viz. non-intrusiveness (no privacy infringement), reliability and accuracy that before choosing a biometric user authentication solution, an organization should evaluate its needs carefully. The result table can guide such organizations in their significant step of accepting biometrics for security.
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ABSTRACT
The full exploitation of ICTs environmental potential benefits needs to take into account a social dimension, where there is a shift of role from passive user to aware user of ICT-based services.

After a short overview of the rebound effect in ICTs, the paper will focus on the role that users, consumers or citizens can play in spreading and adopting beneficial behavior. The enabling factor of this active participative role is the collective situational awareness about environmental effects of actions. Such awareness makes a green behavior easier and can counter possible rebound effects.

An Agent Based Model approach is proposed to study individual and collective behavioral changes toward sustainability using ICT-based services and for sustainable ICTs. The use of ABM to simulate how environmental awareness spread is innovative and crosses the disciplinary borders between ICTs, energy and environment disciplines, as well as social and behavioral sciences.
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1. INTRODUCTION: ICT AND SUSTAINABILITY
There is overwhelming evidence that our current lifestyle is not sustainable. Energy consumption, carbon dioxide emission and depletion of scarce resources have to be reduced. ICTs (Information Communication Technologies) are pivotal to reach environmental sustainability. So the role and impact of ICTs on the environment are gaining more and more attention. This impact is a mix of positive and negative effects that is not only interesting to explore for ICT devices, but it is relevant for ICT-based services.

There is a general agreement about the need of an assessment methodology on the net environmental impact of ICT products, ICT services and ICT-based services. But all effects, both positive and negative, have to be taken into account. While the effects of ICTs on the environment are commonly ranked as first, second and third order effects, there is a gap in the analysis quality of first, second and third order effects of ICTs on environmental sustainability [17]. The first ones are relatively well known, complex but possible to be quantified. The second ones are difficult to exactly foresee, but can be estimated at a magnitude order level. The third ones are really hard to assess.

The third order effects are long-term environmental effects and are related to the societal changes that ICTs brings along. They include the rebound effects, i.e. the unanticipated consequences that may nullify the potential benefits of ICTs in term of sustainability.

After an overview on rebound effects in Section 2, with a focus on ICTs, the paper describes a conceptual framework to avoid negative rebound effects in Section 3, where the pivot is the concept of collective awareness about the need to reduce the consumption of limited or critical resources. The socio-psychological mechanisms behind such environmental awareness are described and introduced into a socio-technical dimension, as well as the role of social influence for the spread of awareness.

The use of Agent Based Model (ABM) paradigm is discussed in Section 4, while Section 5 describes the ABM components and the related development stage. The last session gives some insights on potential applications.

2. THE REBOUND EFFECT
2.1 The rebound effect in energy economics
The term "rebound effect" originates in energy economics [2] and describes the systematic response to a measure, taken to reduce environmental impact, that offsets the effect of such measure. While the rebound effect literature is generally focused on energy consumption [33], the theory can be generalized to any natural resource or externality that is embodied in final consumption [23]. ICTs effects on the environment can be considered as externalities (negative or positive). Rebound effects are generally expressed as a ratio of the lost environmental benefit to the potential environmental benefit. The nature and magnitude of the rebound effects is the focus of long-running dispute within energy economics [32] and even the definition and the scope of rebound effects have been the subject of heated debate.

The discussion addresses both the magnitude and the mechanisms of the rebound effects. With regard to the magnitude, analysts distinguish a weak rebound effect (efficiency measures are not as effective as expected), a strong rebound effect (most of the expected savings do not materialize), and a backfire effect (the efficiency measure leads to increased demand) [16].

With regards to the economics mechanism, literature in energy economics distinguishes between different types of rebound effect [15]:
1. The substitution effect
2. The income effect
3. Secondary effects (input-output effects, indirect effects)
4. General equilibrium or economy-wide effects
5. Transformational effects
The first two effects, sometimes also called direct rebound effects, are micro effects while the last three effects are macro effects.

Reduction of energy use and reduction of pollution are goals of energy and environmental economics, but an increase in production units may compensate the eco-efficiency improvements. These effects are often called back fire, take-back, offsetting behaviour or, as we shall call them, rebound effects [19].

2.2 Rebound effect in ICTs

If rebound effects are a complex issue to deal with, their definition, identification and quantification becomes even more complex in ICTs field. When an ICT-based service is enabling an environmental benefit, the efficiency improvement in energy [4] or in other limited or critical resource, can be overcompensated by rebound effects [19]. Despite their importance and their extent, the ICT-related rebound effects are relatively unexplored because of the complexity of assessing future directions of production and consumption [8], [20].

Because rebound effects are long-term effects, their actual manifestation and related data are available only a longtime after the phenomenon that generated them. That is the reason why data about rebound effects on ICTs are difficult to acquire and, when available, are delayed of one (or more) technology generation. Cloud Computing for example is a field where new green opportunities are coupled with new environmental risks [21], [31].

Because different ICTs generations lead to different user behavioral patterns, such delay between the cause and the manifestation of these effects makes really difficult or impossible any concrete measure against negative rebound effects.

A theoretical in-depth analysis of rebound effects in general, and in particular in ICTs, is out of the reach of this article, while its research contribution is related to avoiding negative rebound effects.

Some general remarks before exploring an alternative approach have to be done.

The rebound effects are traditionally located inside the framework of the neo-classical economic principles, under the assumptions of full rationality, certainty and completeness of information, and that the agents are insatiable (“more is always preferred”).

On the other side we have to remember that an overall sustainability goal is to reduce the consumption of limited or critical resources. Although the traditional vision of innovation is based on the assumption that efficiency will lead to reduction of consumption of critical or limited resource, this is in contradiction with the “more is always preferred” principle. The issue is that inside the framework of classical economics is intrinsically impossible to avoid rebound effects.

The proposed approach to deal with rebound effects is to focus on behavioral patterns relevant to sustainability and to look at rebound effects from within this framework.

Concepts as new sociological institutionalism and unintended consequences can be useful for an alternative approach, where rebound effects can be dealt with and avoided by focusing on behavioral patterns relevant to sustainability. Looking at rebound effects within this point of view, environmental sustainability awareness and its spreading inside communities became key elements.

Because the general agreement is that the negative rebound effects have to be avoided as much as possible, the paper will focus on how to avoid them in ICTs, starting from the assumption that nature and extent of rebound effects depend on behavioral changes by individuals and groups of individuals. Environmental sustainability awareness can avoid behaviors leading to negative rebound effects. Such awareness instead can lead to more sustainable lifestyles and behaviors, under the overall goal of reducing the consumption of critical or limited natural resources. In other words only a good awareness level can avoid unintended consequences, as rebound effects are. Being aware of the environmental sustainability issues means to be able to identify a critical or limited resource which consumption has to be reduced, means to be able to understand the impact of own actions on this resource and to avoid unintended consequences, as rebound effects.

Another important preliminary consideration is that to take an environmental advantage from a spread use of ICTs, humans must be engaged as active decision makers and not only as passive consumers [9]. The role that users, consumers or citizens can play in spreading and adopting beneficial behavior can be the pivot for a different approach. The enabling factor of this active participative role is the collective awareness about environmental effects of actions that enable a green behavior and can also counter possible rebound effects.

3. CONCEPTUAL FRAMEWORK FOR AN AWARENESS BASED APPROACH

Several research studies recommend to pay attention to understand rebound effects by including knowledge or experiments with behavioral patterns, so that circumstances can be introduced whereby beneficial impacts are promoted and the detrimental impacts are prevented as much as possible [25]. Changes in behavior toward sustainability can be fostered through a mix of social and technological intervention.

3.1 Environmental sustainability awareness

A basic assumption of the paper is that the awareness level drives the behavior of customers, users, and citizens. Awareness concept is very different from information concept. According to Oxford Dictionary’s definition, awareness “is a concern about and well-informed interest in a particular situation or development”. People can be full of information about something without being aware about it. Moreover awareness is an individual aptitude that is developed and shaped inside a social context, i.e. a social institution.

To address the issue from a new perspective of innovation theory we can look at the role that users, consumers or citizens can play in spreading and adopting beneficial behaviors, so that also rebound effects might be countered. The emerging concept of collective awareness is meant to create an extended consciousness of the environment, of the consequences of our own actions on it, and to encourage taking informed and sustainability-aware decisions. The key is in enabling access to trusted knowledge about the state of the environment, in order to allow people to understand the environmental impact of their own actions. An extended awareness can be enabled by ICTs, for instance by decentralized and federated social networks, where environmentally aware, grassroots processes and practices to share knowledge, to achieve changes in lifestyle, production and consumption patterns, will set up more participatory processes.

Such participatory processes are based on some psychological mechanisms like social proof or informational social influence, that are very meaningful in an ICT-based social dimension where
there is a shift of role from passive user to aware and active user, like some researches [12] have shown.

Measures like setting relevant goals, gaining commitment, giving feedback, prompting behaviors, or developing new social norms, are possible steps toward "environmentally aware" behavioral changes that can be enabled by ICTs.

### 3.2 Individual behaviors and social norms

Voluntary behavioral changes are usually driven by some kind of rewards. In some cases adopting a new lifestyle has a reward in itself. For example after quit smoking or making a diet one feels better or loses weight and this effect is perceived as individual immediate positive feedback.

As far as an environmentally sustainable life style is concerned, the economic rewards sometimes are not strong enough to trigger a behavioral change, while other reward mechanisms are not at an immediate individual level. Only when a responsible life style is adopted by a collective or by a group of individuals some positive environmental effects will happen in the long run. If the adoption of a sustainable behavior is driven by awareness and such awareness shifts from an individual dimension to a shared collective one, this turns a social appraisal into the most effective reward.

The mechanisms of "motivating social environments" [1], "psychological ownership" [26] and "social proof" [6] can lead to an high enough awareness level to enable sustainable behaviors in user/consumers [11]. Such underlying societal and psychological mechanisms can be enabled by ICT-based socio-technical interventions.

#### 3.2.1 Motivating social environment

Measuring and understanding are the first steps to be able to act smart. For example personal carbon accounting is necessary for citizens to be able to understand and manage their individual carbon footprint, while smart meters with related services can reduce household energy consumption. But their success largely depends on behavioral changes by groups of individuals. As a first step it is essential to empower individuals providing feedback, goal setting, and tailored information [1].

In motivating people to change behavior for reaching the goal of reducing limited or critical resource consumption, socio-technical interventions that go beyond simple presentations of facts are necessary. They need to make use of new insights into social and behavioral psychology to motivate consumers [7]. Basic steps for building a collective environmental situational awareness are accessing real-time to easily understandable information about resource consumption, and comparing individual lifestyles against some ecological/environmental benchmark.

#### 3.2.2 Psychological ownership

Psychological ownership [26] describes a state in which a person feels closely connected to an object or idea, to the degree that it becomes part of an "extended self". As soon as people see something as their own, they value it higher and are more likely to invest time and effort in it.

In research on psychological ownership several requirements have been identified, like for example modifiable targets [11].

#### 3.2.3 Social proof

Social proof [6] describes the effect that people act a certain way because they observe others acting this way. In such situations, the fact that others choose something acts as proof that this choice is preferable.

Because consumers are driven by a mix of basic needs, personal desires and social images [10], it is important to share sustainability goals. Individuals are replacing common background or geographic proximity with a sense of well-defined purpose and the successful common pursuit of this purpose is the condensation point for human connection. Since individual and collective behaviors are leveraging on environmental awareness, a deep understanding of this socio-technical ecosystem needs suitable tools and techniques. The research contribution of this paper consists of an in-depth analysis of the spread of awareness between neighbors. Neighborhood’s relationships can be topologically or socially defined or given by a mix of them.

In order to allow and improve the understanding of such mechanism, a simulation model can be a useful tool. A research corpus, in between computer science and sociological science [28], [13] shows as behavioral changes can easily be modeled according to an ABM (Agent Based Model) approach.

### 3.3 Social influence and threshold model

Before going in details in Section 4 about agents and agent based modeling approach for the above mentioned sustainability related purposes, other important concepts have to be introduced. They are taken from analytical sociology and are more and more popular in social network analysis: social influence and threshold models.

#### 3.3.1 Social influence

Individuals are influenced by the decisions, actions, and advice of others when making a wide variety of decisions, both consciously and unconsciously. Understanding how and when this "social influence" arises, and how individual decisions aggregate in the presence of such influence, should therefore be considered as central components in any theory of collective social behavior.

Social influence is thus not a singular phenomenon, or even (yet) a well-defined family of phenomena, but rather an umbrella term for a loose congregation of social, psychological, and economic mechanisms, including: identifying with, or distancing oneself, from certain social groups; avoiding sanctions; obeying authority; reducing the complexity of the decision making process; inferring otherwise inaccessible information about the world; gaining access to a particular network; or reaping the benefits of coordinated action.

Mainly social network research is studying how the properties of the corresponding influence network - that is, the network of "who influences whom" - can impact the dynamics of collective decisions, determining, for example, the likelihood that large "cascades" of influence can originate from small initial seeds, the ability of prominent individuals to trigger such cascades, and the importance of group structure in triggering and propagating large cascades.

Models of social influence, moreover, tend to assume (often implicitly) that all actors involved are of the same kind, whereas in reality, individuals may be influenced by a variety of actors - for example, peers, role models, media organizations, and high profile individuals, each of which may exert a different kind of influence, and may in turn be influenced differently.

The consequences of a particular class of heuristics - the threshold rules - for collective decision-making processes are an open research question [38].
Within this conceptual framework is born the idea to simulate how a sustainable behavior can emerge in a system composed by several aware agents. Such behavioral mechanism can lead to avoid (or mitigate) the rebound effects, according to the awareness levels, both at individual and collective level. Awareness is not only a precondition for sustainable behaviors, but also a trigger for an active engagement.

5. THE MODEL

The proposed model describes how behaviors can avoid rebound effects in the adoption of ICTs products or services, leveraging on the awareness level of the agents. The core model is an ABM, describing the spread of environmental sustainability awareness between agents. Agents are individuals, like households, or simple users of ICT-products or ICT-based services. The key feature of each agent is its awareness, and such awareness can be modified by interaction with neighbors. The interaction embeds the notion of threshold. A collective behavior can emerge, leading (or not) to the reduction of critical resource consumption. The goal of reducing a resource consumption represents a kind of "limiting factor" to avoid rebound effects.

Awareness is a numerical quantity and according to its value, different types of agents are defined. Each agent belongs to one and only one of these types of agents. An agent can improve his awareness level on the basis of the influence of neighbors. When the awareness level exceeds given threshold the agent shifts from one type to another. Thresholds for the switch are different type by type, and the threshold to reach the highest level (corresponding to became an "evangelist") is the highest one.

The threshold idea in social influence is not directly related to make a choice, as for example in "all-to-all" model [14], but to apply the dynamic of social influence between different types of neighbors. The interaction leads to change the awareness level, which in turn allows an agent to shift from a given set of agent to another. Trigger events (external environmental factors, like environmental programs) allow an easier reach of the switch thresholds.

Because, as we see below, different types of agent can perform different actions, their impact on the overall status of the system (the limited resource consumption) is different.

5.1 The ABM and its components

The core of the proposed model is an Agent Based Model of the awareness diffusion.

![Figure 1. The model components](image)

The ABM, as described in Figure 1, is composed by sets of agents, their state, methods and space.

5.1.1 The agents

In the core model an agent is the consumer of a critical or limited resource. There are five types of agent: blind, indifferent, spectator, active, and evangelist. All agents have as fundamental attribute the awareness, increasing from the bottom (blind agent...
i.e. the less aware type of agent) to the top (evangelist agent, i.e. the more aware type of agent), as described in Figure 2. An intuitive color code, from red to green, is used for visualize the agent typing and its dynamics.

![Figure 2. Types of agent and awareness levels](Image)

The bottom level is not environmentally aware, while the top level is the most aware. Such attribute value typifies five sets of agents (implemented as NetLogo agentset, as described in 5.3) and this value is a condition for an agent to belong to a specific set of agents. Each agent can shift from a type to another when its awareness level reaches a given value.

An “awareness level”, increasing as the agent acquires knowledge and sensibility about environmental issues in general and in particular on the effect of its own behavior on the specific case, quantifies awareness. The awareness level can change by interaction with neighbors and such change happens under different conditions (depending on other agents and on the system condition in general). All awareness levels, that typify an agent as indifferent, spectator, activist, or evangelist, can increase (rarely decrease) by interaction with neighbors. The threshold to change the status is different from one level to another and is different in ascending or descending score. The threshold to shift from activist to evanglist is higher than other thresholds. Another feature of an agent that can influence its awareness level is the aptitude to a social behavior. Items with an impact on the awareness level come also from other global state variables.

5.1.2 Agent methods

Agents are active. According to the conceptual framework below described the agents can perform different methods (Fig. 3). Actions are related to reduce the limited (or critical) resource consumption. Agent awareness level corresponds to the ability of an agent to perform different kind of action.

For example an agent belonging to the indifferent agentset can identify which physical quantity to take into consideration.

An agent belonging to the spectator agentset can measure its own consumption of this quantity, while an agent belonging to the active agentset can compare with friends/colleagues/neighbors his own consumption, to share a target level on consumption to achieve within the social network.

Actions like to show own consumption or to share it with social network neighbors are reserved to agents belonging to the types with a high awareness level. Only the more aware type of agent, the evangelist, is able to act to promote the collective target, by attempting to convert other agents to achieve the overall sustainability goal.

Figure 3 shows how some action can be performed only by a small numbers of very aware agents.

5.1.3 Agent state

The agent state can change continuously by the interaction with other agents. A change of state corresponds to a change of awareness level and of other state variables.

Actions are different for agent types. For example the agent with an awareness level of spectator will take into consideration the environmental quantity to be reduced, for example energy or material [29] and his own consumption.

The strongest rebound effect happens when all agents have zero awareness level, i.e. all agents are blind. When the awareness increases in some agents, the rebound effect decreases.

5.1.4 Agent space

The agent space (topology) will be the neighbors network, where the neighborhood can be topological or social or a mix of both. Local information is obtained from interactions with an agents neighbors (and maybe in some way with all agents) and from its localized environment (and from the entire environment). Agents acquire also a global overview of the whole state of the system.

5.2 ABM application field

The present ABM of environmental sustainability awareness spread is the core part of a broader research activity to foster behavioral changes in ICTs towards reduction of limited or critical resource consumption.

Such core model of awareness-based behavior is aimed to allow a better understanding of the underlying socio psychological mechanisms and their role in the consumption reduction of different limited resources. The idea is that basic mechanism is the same into all behavioral changes toward limited resource consumption reduction. The ABM of such core mechanism can be applied to different cases of consumption reduction of a limited resource. In particular, as below described, the model validation will be done in non-ICT case studies.

The final use is oriented to reach this goal in ICTs field and mainly oriented in avoiding or reducing rebound effects. In such domain the limited or critical resource to be reduced can be energy or materials.

5.3 ABM development stage

The system implementation is still at an early stage. The first prototype is under development in NetLogo, a very popular development environment to build Agent Based Model. NetLogo is an agent-based programming language and integrated modeling environment. It is a cross platform, free and open source under a GPL license, [39] and it supplies also simple and effective tools
for an easy visualization of ABM output. It allows programmers to save models as Java applets, permitting seamless publication of simulations from NetLogo built-in integrated development environment to a Web page. Such features allow the target users (i.e. the policy makers) an easy interaction and use of the ABM, by changing parameters, visualizing results etc. 

The ABM is developed according to the ODD (Overview, Design, Details) protocol for ABM development [27]. Further phases of verification and validation of the model are foreseen.

5.3.1 Model verification
Amazon Mechanical Turk is becoming more and more popular in conducting behavioral research [22]. For the model verification its use is under consideration.

5.3.2 Model validation
A validation phase has been planned. Using Input data, coming from a totally independent experiment about limited resources consumption reduction, will allow a basic validation of the awareness mechanism model. The original real data have been made available from an academic research institution engaged into water consumption reduction programs. The validation datasets are totally independent from the present research and they refer to experiments made before the start of the present research. That’s why the validation of the model, if successful, will be a proof about the validity of the awareness driven behavioral changes model.

5.3.3 Proof of concepts in ICTs
The ABM can be used in ICTs field to reduce or avoid rebound effects. Proof of concepts can be, for example, related to the potential gain of energy coming from a more efficient PC, which is instead overcompensated by stronger and less careful use of the energy. In this case the physical quantity to be reduced is energy. A strong environmental awareness can lead to switch off the PC when not in use or to take other measures against rebound effects.

Another example related to ICTs can be the potential environmental gain rising from the adoption of flat screens. The potential gain in energy is overcompensated by the fact that very often the old devices are kept in service and the new ones don’t substitute them. The awareness level can totally (or partially) avoid this rebound, using a new efficient screen to substitute an inefficient one, instead of adding it to other equipment.

The feasibility of such proof of concepts depends on data availability.

6. AIMS OF THE ABM AND FOLLOW UP
The expected result consists of a better understanding about the spreading of the awareness mechanisms. The ABM is a descriptive model and it can help to find, if any, an emergent collective phenomenon. An ABM to describe how aware behaviors can avoid rebound effects in the adoption of ICTs new products or services is an innovative tool to support policy maker in taking decision about environmental sustainability and limited resource consumption reduction. In particular in ICTs field this can enable to avoid or reduce rebound effects.

Therefore one policy response could be to make agents conscious or aware of rebound effects occurring within their own realm [34]. For this purpose policy makers need suitable, powerful, and friendly tools to help them in decision-making [30]. Such a need leads to design new Agent Based Models to study how rebound effects can be avoided or mitigated by raised awareness levels, both at individual and collective level.

Policy makers, mainly at a local level, can foster sustainable behaviors by supporting behavioral change programs to reduce the consumption of limited resources. An ABM approach suggests further research on societal aspects for better addressing the ICTs sustainability issues and for better exploiting the potentials of ICTs for sustainability.
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