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Summary

Theoretically, graphene, a two-dimensional carbon crystal, has been known for a long time. However, its predicted fascinating electronic properties could not be measured before 2004 when high quality graphene was deposited on an isolating substrate for the first time. In the following years this intriguing material, which also has impressing mechanical and thermal properties, has attracted a lot of interest among scientists from different fields including physics, chemistry, mechanical engineering and electrical engineering.

In this thesis we present transport experiments on different graphene nanostructures from cryogenic temperatures up to room temperature. All structures are made by the conventional technology where single layer graphene flakes are first deposited onto a Si/SiO$_2$ substrate and afterwards etched into the desired structure.

The experimental part of the thesis is divided into three parts. In the first part we present transport properties of graphene devices chemically modified by diazonium chemistry. In the second part different transport properties of a three-terminal graphene junction are investigated and in the third part a three-terminal quantum dot in the Coulomb blockaded transport regime is studied.

Part I

Chemical functionalization of graphene modifies the local carbon-carbon bond structure and thus the electronic properties of graphene. Measuring these changes allow for a better understanding of the influence of functionalization on the graphene lattice. However, not only chemistry, in this case diazonium chemistry, has an effect on electronic transport in graphene. The latter is also influenced by defects and dopants resulting from the different processing steps. Here we show that solvents used in the chemical reaction process additionally influence the electronic properties of graphene and that these effects might be difficult to distinguish from the effect of the chemical functionalization itself. In more detail, we treat the graphene devices with isopropanol and observe an increased amount of p-dopants and an asymmetry between electron and hole transport. These two effects are similar to the observed effects of functionalization when only few defects are created. We therefore develop an experimental procedure, based on a combination of isopropanol treatment and heating, that allows us to control the influence of solvents on electronic transport.

In further experiments we present detailed Raman spectroscopy and electronic transport measurements of step-wise functionalized graphene Hall bars. The functionalization results in a strong p-doping of the graphene samples, but only slightly lower mobilities. By comparing Raman and transport data after each functionalization step, we conclude that two preferential reactions take place on the graphene surface. In the beginning a few nitrobenzene molecules are directly attached to the graphene lattice, thus creating defects. Afterwards these act as seeds for a polymer like growth not directly connected to the graphene lattice.
Part II

Due to its high charge carrier mobilities graphene is a promising material for ballistic electronics. One class of novel graphene-based devices with potential for applications is ballistic switches and rectifiers that can operate at ultrahigh frequencies. Here we present measurements of the nonlinear electrical properties of a graphene three-terminal junction.

We apply a bias voltage in a symmetric push-pull fashion with $V_L = V_0$ and $V_R = -V_0$, where $V_L$ is the bias voltage applied to the left branch and $V_R$ is the bias voltage applied to the right branch, and the voltage at the center branch $V_C$ is measured. The central branch voltage $V_C$ is shown to exhibit nonlinear rectifying behavior as a function of the applied bias voltage $V_0$ and the sign and the efficiency of the rectification can be tuned by a gate. As a general trend $V_C$ bends "down" as a function of $V_0$ in the regime of electron transport, and bends "up" in the regime of hole transport. This trend is observed from 4.2 K up to room temperature. At 4.2 K we observe in addition switching events between bending "up" and bending "down" behavior for $V_0 < 10$ mV. This we attribute to universal conductance fluctuations.

Furthermore this device is used to study phase-coherent transport in graphene. The gate voltage and temperature dependence of both the weak localization effect and universal conductance fluctuations are investigated. The resistivity peak attributed to the weak localization effect is found to broaden and decrease in amplitude with increasing temperature, corresponding to the expected decrease in the phase coherence length of the charge carriers for increasing temperature. In addition a possible transition form weak localization to weak antilocalization is observed for high temperatures and low charge carrier densities. The amplitude of the universal conductance fluctuations decreases exponential with increasing temperature and no gate dependence of the amplitude is observed.

Finally, we use this special three-terminal structure to qualitatively probe the disorder potential of bulk graphene. Here we find the disorder potential due to electron and hole puddles to be on the order of 100 meV and the size of single puddles to be between 50 and 60 nm.

Part III

The conductance through a standard two-terminal quantum dot is determined by the average coupling of the dot wave function with the wave functions of both leads. Thus, the individual coupling strengths between the dot and each lead cannot be accessed by such an experiment. However, if the quantum dot is connected to three or more leads the individual coupling strengths between the dot and each lead can be determined from measurements of the complete conductance matrix of the system. Here we present measurements of a three-terminal graphene quantum dot in the multilevel transport regime. All nine elements of the conductance matrix are independently measured and the individual conductances of each lead are determined. Surprisingly, accurate measurements of single conductance resonances in the Coulomb blockaded regime reveal slightly different resonance energies depending on which pair of leads is used for probing. We show that this effect is due to different single particle dot levels that couple with different strengths to the three leads. Thus, these measurements give qualitatively insight into the spatial distribution of the quantum dot wave functions and are an important step towards a better understanding of the internal energy level structure of graphene quantum dots.

Finite bias spectroscopy measurements of the three-terminal quantum dot reveal regular Coulomb diamonds with pronounced lines of enhanced differential conductance parallel to the edges of the diamonds outside the Coulomb blockaded regime. These features are partly aligned with features of enhanced differential conductance inside the diamonds. We speculate that both these features originates either from transport through excited states or from a modulation of the density of states in the leads or from a combination of both.
Zusammenfassung


In der vorliegenden Arbeit präsentieren wir Transportexperimente mit verschiedenen Nanostrukturen aus Graphen gemessen im Bereich kryogenischer bis hin zu Raumtemperaturen. Wie allgemein üblich wurden für sämtliche Proben die Graphenflakes zunächst auf Si/SiO$_2$-Substrat aufgebracht und dann in die gewünschte Struktur geätzt.


Teil I


Teil II


Schliesslich verwenden wir diese aussergewöhnliche Drei-Terminal-Struktur, um das Unordnungspotential in Graphen qualitativ zu messen. Wir erhalten für das Unordnungspotential aufgrund von Elektron-Loch-Puddles etwa 100 meV und für die Grösse der einzelnen Puddles Werte zwischen 50 und 60 nm.

Teil III


beiden Effekte verursacht werden.
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## Lists of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>e</td>
<td>electron charge</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>dielectric permittivity</td>
</tr>
<tr>
<td>$\epsilon_0$</td>
<td>vacuum dielectric constant</td>
</tr>
<tr>
<td>$h = 2\pi\hbar$</td>
<td>Planck’s constant</td>
</tr>
<tr>
<td>$k_B$</td>
<td>Boltzmann constant</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>2DEG</td>
<td>two dimensional electron gas</td>
</tr>
<tr>
<td>AC</td>
<td>alternating current</td>
</tr>
<tr>
<td>BG</td>
<td>backgate</td>
</tr>
<tr>
<td>CNP</td>
<td>Charge neutrality point</td>
</tr>
<tr>
<td>DC</td>
<td>direct current</td>
</tr>
<tr>
<td>DOS</td>
<td>density of states</td>
</tr>
<tr>
<td>ebl</td>
<td>Electron beam lithography</td>
</tr>
<tr>
<td>FIRST</td>
<td>frontiers in research, space and time or simply our clean room</td>
</tr>
<tr>
<td>FWHM</td>
<td>full width at half maximum</td>
</tr>
<tr>
<td>LL</td>
<td>Landau level</td>
</tr>
<tr>
<td>NBD</td>
<td>4-nitrobenzene-diazonium-tetrafluoroborate</td>
</tr>
<tr>
<td>PG</td>
<td>plungergate</td>
</tr>
<tr>
<td>PMMA</td>
<td>Poly(methyl methacrylate)</td>
</tr>
<tr>
<td>QD</td>
<td>quantum dot</td>
</tr>
<tr>
<td>SdH</td>
<td>Shubnikov de Haas</td>
</tr>
<tr>
<td>SFM</td>
<td>scanning force microscope</td>
</tr>
<tr>
<td>UCF</td>
<td>Universal conductance fluctuations</td>
</tr>
<tr>
<td>WL</td>
<td>Weak localization</td>
</tr>
<tr>
<td>WAL</td>
<td>Weak antilocalization</td>
</tr>
<tr>
<td>Symbol</td>
<td>Explanation</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>L,W</td>
<td>system size (length, width)</td>
</tr>
<tr>
<td>B</td>
<td>magnetic field</td>
</tr>
<tr>
<td>$E_C$</td>
<td>constant interaction energy</td>
</tr>
<tr>
<td>$\alpha_G$</td>
<td>gate lever arm</td>
</tr>
<tr>
<td>$\varepsilon_N$</td>
<td>single particle energy of the Nth level</td>
</tr>
<tr>
<td>$\Delta_N$</td>
<td>single particle level spacing</td>
</tr>
<tr>
<td>$E_F$</td>
<td>Fermi energy</td>
</tr>
<tr>
<td>$Q$</td>
<td>charge</td>
</tr>
<tr>
<td>I</td>
<td>current</td>
</tr>
<tr>
<td>V</td>
<td>voltage</td>
</tr>
<tr>
<td>G</td>
<td>conductance</td>
</tr>
<tr>
<td>$\rho$</td>
<td>resistance</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>tunnel coupling</td>
</tr>
<tr>
<td>$\nu_F$</td>
<td>Fermi velocity</td>
</tr>
<tr>
<td>$k_F$</td>
<td>Fermi wavenumber</td>
</tr>
<tr>
<td>$\lambda_F$</td>
<td>Fermi wavelength</td>
</tr>
<tr>
<td>$\ell_c$</td>
<td>elastic mean free path</td>
</tr>
<tr>
<td>$\ell_{\Phi}$</td>
<td>phase coherence length</td>
</tr>
<tr>
<td>$\tau_{tr}$</td>
<td>transport scattering time</td>
</tr>
<tr>
<td>$\tau_q$</td>
<td>quantum life time</td>
</tr>
<tr>
<td>$\mu_e$</td>
<td>electron mobility</td>
</tr>
<tr>
<td>$\mu_h$</td>
<td>hole mobility</td>
</tr>
<tr>
<td>$\nu$</td>
<td>filling factor</td>
</tr>
<tr>
<td>$\omega_c$</td>
<td>cyclotron frequency</td>
</tr>
<tr>
<td>$r_c$</td>
<td>cyclotron radius</td>
</tr>
<tr>
<td>T</td>
<td>temperature</td>
</tr>
<tr>
<td>$n$</td>
<td>charge carrier density</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

Carbon is one of the most common elements on earth. One of its most frequent allotropes, graphite, has been known and used for thousands of years. It consist of planes of carbon-atoms arranged in a honeycomb structure that are weakly bonded together. To isolate one of these sheets of carbon atoms and keeping it from rolling itself up was for a long time considered impossible [1]. However, in 2004 researches from the University of Manchester, A. Geim and K. Novoselov, achived exactly this [2]. They used a surprisingly simple method, commonly referred to as the "scotch tape method", to gently peel the single atomic layers of carbon atoms in graphite apart. This way, graphene, a new and strictly two-dimensional material was born. From that moment on the interest in graphene has boomed, and already in 2010 the discoverers were awarded the Nobel prize in physics for their groundbreaking reaserch.

The crystal lattice of graphene gives rise to astonishing mechanical, thermal and electronic properties. Not only has the material charge carriers that move as if they had no mass. The material also has a mobility, which is a measure for how easy the charge carriers can move through the material without scattering, an order of magnitude higher than any other material. Furthermore, graphene is the strongest material ever measured [3], hundred times stronger than steel. At the same time it is both brittle and ductile [4]. Its thermal conductivity is one of the highest measured and the atoms are so densely packed that not even a helium atom can pass through it [5].

One property that graphene doesn’t have is a bandgap. As a result graphene absorbs the same amount of light, about 2.3% [6], across the whole spectrum from ultraviolet to far infrared light. For optical application this is an advantage and therefore graphene is expected to have a great potential in photonics and optoelectronics [7]. However, in terms of conventional electronics the lack of a bandgap is a drawback. The presence of a bandgap in silicon is the crucial property that allows the current to be turned on and off in silicon transistors, which is the basic for all standard digital computer chips. Thus, a lot of effort is made in order to find ways to induce a bandgap in graphene.

A further challenge that has to be overcome in order to bring any graphene product to the market is the large scale production of high quality graphene. Peeling graphene with scotch tape is a cumbersome work with a relatively low yield that usually only creates very
small flakes. This method is therefore only useful for research. In order to exploit graphene for any industrial applications growth methods to create wafer scale pieces are required. Despite the intense research on the growth of graphene, the quality of this graphene is still not comparable to the peeled one. However, it is most likely only a question of time before high-quality graphene can be reproducibly grown.

Chemistry on graphene

The physical properties of graphene immediately attracted a lot of interest. However, the chemical properties of graphene also deserve attention. By taking advantage of the chemistry of graphene new materials with appealing properties can be created. One example that has been created recently is an activated microwave-expanded graphite oxide that is a porous material with a remarkably high surface area and thus a promising material for ultrafast supercapacitors [8].

In terms of transport measurements on graphene, chemistry is interesting from several points of view. First of all functionalization of graphene is proposed as one possible route to engineer a bandgap in graphene [9], thus overcome one of them main challenges in order to use graphene for conventional transistors. Another motivation to chemically modify graphene is to achieve controlled doping. The possibility to control the type and furthermore the density of charge carriers via chemical doping could give access to new physics that is not observable at low charge carrier densities [10].

Another appealing possibility that might be offered by chemical functionalization is specific edge functionalization [11]. To obtain control over the graphene edges is one of the main challenges when it comes to graphene nanostructures.

Finally, chemistry on graphene offers the possibility to controllably introduce different defects into the graphene lattice that can be studied in transport. There has already been several such studies on fluorinated graphene [12, 13] and on ozone treated graphene [14] where the effect of defects on transport has been analyzed. Furthermore, when creating enough defects and thereby making the graphene insulating, chemical modification can provide an alternative to etching for the creating of nanostructures where it might even be possible to design the edges of nanostructures to some extent.

Graphene nanostructures

The continuous miniaturization of electronic circuits over the last fifty years has allowed us to fit more and more electronic components within a computer chip. As a result we have witnessed a steady increase in computer power. Now, as the working horses of the electronic industry, the silicon transistors are reaching their limits for miniaturization, new materials and solutions for further progress are sought. One candidate that has been suggested to replace silicon is graphene. However, the lack of a band gap makes it difficult to obtain large on-off ratio for graphene transistors. In fact, conventional design of transistors might not be feasible with graphene. In this context a novel class of nano-scale devices, three-terminal ballistic junctions, might offer a solution. The high mobility of graphene, persisting up to room temperature [15], makes graphene an excellent candidate for such devices. In addition, the possibility to tune graphene devices from
electron transport to hole transport offers further flexibility of such devices.

With a further decrease in device sizes the area where quantum effects start to play a role will be entered. This could lead to problems for conventional devices like for instance current leakage due to quantum tunneling. As a result a new research field which is not trying to circumvent the quantum mechanical effects, but is trying to exploit them, has developed over the last decade. This is the research field of quantum bits, usually simply called qubits. By processing information using qubits instead of classical bits problems such as integer factorization could be solved much faster than by any classical computer.

Many different areas of physics work towards the realization of qubits and system of qubits. One of these is the field of semiconductor nanostructures. So far most progress towards semiconductor qubits has been made using GaAs-based quantum dots to realize qubits based on spin. The main problem with the GaAs-based spin qubits are the relative short spin-coherence times due to strong hyperfine interaction and spin-orbit coupling. Here graphene again comes into play. In carbon based materials both hyperfine interaction and spin-orbit coupling are expected to be significantly suppressed. This makes graphene an interesting material for spin qubits.

Even though a lot of progress has been made over the last couple of years in terms of fabricating and understanding transport through more and more advanced graphene nanostructures, there are still many challenges to overcome before the first high-mobility graphene device is on the market or the first qubit operation using a graphene based system is realized.

Structure of the thesis

This thesis starts with a brief introduction to the general electronic properties of graphene followed by a discussion of the standard sample fabrication used in this thesis to create graphene nanostructures on a SiO₂ substrate.

The experimental part of the thesis is divided into three main parts. In the first part we discuss several attempts to chemical functionalize graphene with diazonium chemistry with the goal to create defects in the graphene lattice that later can be investigated by transport measurements. We show that one of the main effects of functionalization is doping, and that in order to analyze this doping effect the doping effect of solvents involved in the functionization process has to be understood first. Furthermore, it is observed that under our present reaction conditions only few defects are introduced to the graphene lattice and a polymerization of the diazonium molecules are the preferred reaction.

In the second part transport in a three-terminal graphene junction is investigated. First the non-linear electronic properties of the device are probed at different temperatures from 4K up to room temperature where a rectifying behaviour is observed to persist up to room temperature. Afterwards diffusive, phase-coherent transport including investigation of weak localization and universal conductance fluctuations are discussed. At the very end we briefly discuss the possibility to use this special three-terminal structure to probe the disorder potential of bulk graphene.

In the third and last experimental part of this thesis transport in a three-terminal graphene quantum dot is investigated. A shift in energy of Coulomb peaks measured at
the different leads are observed. This is interpreted as a signature of different couplings between the dot states and the different lead states. Furthermore finite bias measurements of Coulomb diamonds are discussed.

The thesis ends with a general conclusion and outlook.
Chapter 2

Basic concepts

Since its first experimental realization in 2004 [2] graphene has attracted a huge amount of interest in different research communities. In order to shed some light on this enthusiasm, especially the interest in the community of electronic transport in two-dimensional systems, we will here briefly discuss the very basic properties of graphene. First the crystal structure will be introduced, before the band structure with its implications will be discussed. For a more thorough description of these concepts see Ref. [16]

Subsequently transport properties of bulk graphene, which are frequently used to characterize graphene samples and therefore relevant throughout this thesis, are introduced. Finally, we introduce the Coulomb blockade effect in quantum dots, a phenomenon that will be further discussed in part III of this thesis.

2.1 Graphene

2.1.1 Crystal structure

Graphene is a single sheet of carbon atoms arranged in a honeycomb structure as shown in Fig. 2.1(a). The lattice can be seen as made out of two interpenetrating sublattices A (white atoms) and B (black atoms). The unit cell of the lattice (filled grey area) contain two atoms, one from each sublattice. The reciprocal lattice, which is obtained by rotating the real lattice by 90° is shown in Fig. 2.1(b). The grey hexagon represents the first Brillouin zone and K, K’, M and Γ are important symmetry point of the reciprocal lattice. Especially the K and K’ point will be discussed further below.

Each carbon atom has four valence electrons which occupy the 2s, 2px, 2py and 2pz orbitals. Since the 2s, and 2p orbitals have very similar energies they can mix to form different hybrid orbitals. In graphene the 2s, 2px and 2py orbitals mix to form three equal sp2 hybrid orbitals. By overlapping the sp2 orbitals from neighbouring carbon atoms, strong covalent σ-bonds are formed in the xy-plane, which result in the hexagonal structure seen in Fig. 2.1(a).

The 2pz-orbital is located perpendicular to the plane of the sp2-orbitals and is un-
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Fig. 2.1 — (a) The characteristic honeycomb lattice of graphene with the unit cell highlighted in grey. The lattice can be seen as made up of two interpenetrating triangular lattices (black atoms and white atoms). Thus, the unit cell contains one atom from each sublattice. The lattice vectors \( \mathbf{a}_1 \) and \( \mathbf{a}_2 \) and the carbon-carbon nearest neighbour distance \( a_0 \) are indicated. (b) The reciprocal lattice with the Brillouin zone colored grey. \( \mathbf{b}_1 \) and \( \mathbf{b}_2 \) are the reciprocal lattice vectors and \( \Gamma, M, K \) and \( K' \) are important symmetry points of the reciprocal lattice.

affected by the formation of the \( \sigma \)-bonds. The 2p\(_x\)-orbitals from neighbouring atoms overlap in a sideway manner to from distributed \( \pi \)-bonds above and below the plane of the \( \sigma \)-bonds. This system of delocalized, loosely bonded \( \pi \)-electrons is responsible for the electrical conductivity of graphene. Hence, only the \( \pi \)-electrons have to be considered in the derivation of the electronic band structure of graphene.

2.1.2 Band structure

The band structure of graphene was first calculated by Wallace in 1947 [17] using the so called ”tight-binding” approach where it is assumed that the atomic wave functions are well localized on their respective atoms. The final dispersion relation resulting from this calculation when only considering nearest neighbour interaction can be written as

\[
E(k_x, k_y) = \pm t \sqrt{1 + 4\cos \left( \frac{\sqrt{3} k_x a_0}{2} \right) \cos \left( \frac{k_y a_0}{2} \right) + 4\cos^2 \left( \frac{k_y a_0}{2} \right)}
\]  
(2.1)

where \( t \) is the nearest neighbour hopping energy and \( a_0 \) is the carbon-carbon nearest neighbour distance (see Fig.2.1(a)). The plus sign in Eq.2.1 corresponds to the upper \( \pi \)-band (conduction band) and the minus sign to the lower \( \pi^* \)-band (valence band).

The band structure obtained from Eq.2.1 is plotted in Fig.2.2. In transport experiments we are mainly interested in the low energy region emphasized by the zoom in Fig.2.2. In this region the valence band and the conduction band form the characteristic cones that meet at the \( K \) and \( K' \) points of the Brillouin zone. The absence of a band gap have important practical implications for transport experiments in graphene, and will be discussed throughout this thesis.
The low energy properties of graphene can be well described by making a linear expansion of the band structure around $K$ and $K'$ [17, 16, 18]. The final result of such an expansion can be written as

$$E(k) = \pm \hbar v_F |k|$$  \hspace{1cm} (2.2)$$

where $v_F \approx 1 \cdot 10^6 \text{m/s}$ is the Fermi velocity. This linear energy dispersion relation resembles the one of massless relativistic particles. As a result the charge carriers in graphene are described by the 2D Dirac equation and actually behave as if they were massless relativistic particles where the role of the speed of light is played by the Fermi velocity. This is an important difference from a conventional 2D electron gas system which has a parabolic dispersion relation and therefore is described by the 2D Schrödinger equation.

### 2.1.3 Charge carriers in graphene as Dirac fermions

Let us now have a look at the implications of the linear dispersion relation for transport in graphene. Close to the $K$ and $K'$ points the charge carriers in graphene can be described by a two component wave function $\psi(r)$ which obeys the 2D Dirac equation [16]

$$-i v_F \sigma \cdot \nabla \psi(r) = E\psi(r)$$  \hspace{1cm} (2.3)$$

where $\sigma$ are the 2D Pauli spin matrices. This two-component wavefunction resembles the spinor wavefunction of quantum electrodynamics (QED). Corresponding to the spin of particles in QED, the charge carriers of graphene can therefore be attributed a so-called pseudospin $\sigma$. It should be pointed out that the pseudospin has nothing to do with the real spin of the electrons, but is a direct result of the two different carbon sublattices [19]. The pseudospin index corresponds to bonding and antibonding combinations of the two sublattices, not to the real spin of the electrons.
CHAPTER 2. Basic concepts

The pseudospin of the charge carriers can have two values, either in the direction of or against the momentum. As a result the electrons and holes close to the K and K’ points in graphene have a well defined helicity. Fig. 2.3(a) shows a sketch of the energy dispersion around the K point. Quantum mechanical hopping between the two sublattices leads to an antibonding state (red branch) and a bonding state (blue branch) [20]. It can be seen that an electron with energy $E$ travelling in the positive direction originates from the same branch as a hole with energy $-E$ travelling in the negative direction. As a result the electrons and holes from the same branch have the same pseudospin. Two important implication that follows from this is suppressed backscattering and so-called Klein tunnling.

It can be seen from Fig. 2.3(a) that a backscattering process requires the pseudospin to flip. This is only possible in the presence of short range scatterers that act differently on the two sublattices. For long range scatterers backscattering is expected to be completely suppressed [21]. As a result high mobilities, persisting up to room temperature, are possible in graphene [15].

Klein tunnling is another important result of the helicity of the charge carriers in graphene [20]. In classical physics an electron hitting a potential barrier as shown in Fig. 2.3(b) is reflected with 100% certainty. In non-relativistic quantum mechanics the electron can tunnel thorough the barrier, but the probability of tunneling exponentially decays with increasing height and width of the barrier. In relativistic quantum mechanics, however, the barrier gets perfectly transparent, even in the limit of infinite barrier height. This situation is known as the Klein paradox. The Klein paradox is normally understood in terms of electron-positron pair creation. In graphene it can be understood in terms of electrons and holes. A barrier which is repulsive for electrons will be attractive for holes. Since there are hole states inside the barrier with the same energy as the electrons outside, an electron arriving at the barrier can tunnel through it as a hole before leaving again as an electron. An important implication of Klein tunnling for transport in graphene is that the charge carriers cannot be confined by potential barriers. Klein tunneling in graphene

Fig. 2.3 — (a) Sketch of the energy dispersion around the K point. The red curve corresponds to the antibonding state and the blue curve to the bonding state. The conservation of pseudospin $\sigma$ suppress backscattering. (b) Klein tunneling through an npn barrier.
2.2. Transport in bulk graphene

2.2.1 Electric field effect

All modern electronics are based on the ability to control the electronic properties of a material by applying an external voltage. This is done by the so-called electric field effect where an applied gate voltage changes the carrier concentration of the material and consequently its conductivity. The electric field effect in graphene, which was first reported by Novoselov et al. in 2004 [2], is widely used as a characterization tool in transport measurement.

A typical measurement of the electric field effect in graphene on a SiO$_2$ substrate is shown in Fig. 2.4. By changing the backgate voltage the charge carrier density of the device is tuned from hole-transport, via the point of minimum conductivity (the charge neutrality point CNP), to electron-transport. The induced charge carrier density can be estimated from a parallel plate capacitor model as

$$n = \frac{\epsilon \epsilon_0}{\epsilon d} \Delta V_{BG} = \alpha V_{BG}$$

(2.4)

where $\epsilon_0$ is the permittivity of vacuum, $\epsilon = 3.9$ the permittivity of SiO$_2$, $d$ is the thickness of the oxide layer and $\Delta V_{BG}$ is the backgate voltage applied relative to the CNP. An oxide thickness of 300 nm thus gives $\alpha = 7.2 \cdot 10^{10} \text{cm}^{-2}/\text{V}$.

For small charge carrier densities the conductivity in Fig. 2.4 is seen to increase linearly with applied backgate voltage away from the charge neutrality point. This is a signature of charged impurity scattering [24–26], which is considered to be the main scattering mechanism limiting the mobility of graphene devices on SiO$_2$. For a linear relationship

![Fig. 2.4 Electric field effect in graphene. Conductivity $\sigma$ as a function of backgate voltage $V_{BG}$ for a large backgate voltage range measured by applying a constant current of 10 nA to a graphene Hall bar at a temperature of 4 K. The minimum of conductivity mark the so-called charge neutrality point (CNP). To the left of the CNP the transport is governed by holes, while to the right transport is carried out by electrons. This is illustrated with the corresponding schematics of the low energy dispersion relation with the Fermi level in the situation of hole transport and electron transport.](image-url)
between the conductivity and the charge carrier density \( n \) and the mobility \( \mu \) can be extracted using the normal Drude formula \( \sigma = n e \mu \).

For larger charge carrier densities a slight sublinear behaviour associated with short-range scatterers is observed [24–27]. It has been shown that using self-consistent Boltzmann theory combining scattering from long and short-range sources one obtain the following (slightly more complicated than the Drude formula) expression for the conductivity

\[
\frac{1}{\sigma} = \frac{1}{\sigma_{\text{long}}} + \rho_{\text{short}} = \frac{1}{n e \mu + \sigma_{\text{res}}} + \rho_{\text{short}}
\]

where the first term is due to long range scatterers (charged impurity scatteres) giving the linear realationship between conductivity and charge carrier density as described above, \( \sigma_{\text{res}} \) is the residual conductivity at the CNP [26] and \( \rho_{\text{short}} \) is the density independent contribution from short range scatterers that leads to the sublinear behaviour at higher densities. For mobilities below 5000 cm\(^2\)/Vs the transport is completely dominated by charge impurity scattering and no sublinearities are observed. However, for higher mobilities, where the amount of charged impurity scatteres are lower, the contribution from short-range scatterers start to play a role and the sublinearites can be observed.

### 2.2.2 Quantum Hall effect in graphene

When a sufficiently high perpendicular magnetic field is applied to a two-dimensional material its energy spectrum gets quantized [28]. For a conventional 2D electron gas with a parabolic dispersion relation the energies of these quantized states are given by

\[ E_n = \hbar \omega_c (n + 1/2) \]

where \( \omega_c = |e| B / m^* \) is the cyclotron frequency and \( n \) is an integer [18]. These states are known as Landau levels and can be visualized as broadened delta peaks in the density of states of the charge carriers. This quantization of the energy spectrum can be observed as oscillations in the longitudinal magnetoresistance, known as Schubnikov de Haas (SdH) oscillations, when either the magnetic field strength of the charge carrier density is changed. Correspondingly steps can be observed in the transverse Hall resistance which is known as the quantum Hall effect.
As a direct consequence of the linear dispersion relation near the K and K’ points in graphene the above expression for the energy of the Landau levels does not hold for graphene. The graphene Landau levels are instead given by

$$E_n = \text{sgn}(n)\sqrt{2e\hbar v_F^2 |n| B}, \quad n \in \mathbb{Z}$$  \hspace{1cm} (2.6)

where \( n > 0 \) represent electron-like Landau levels and \( n < 0 \) represent hole-like Landau levels. In addition a Landau level with \( n = 0 \) at zero energy which is shared between electrons and holes is present. This leads to the striking shift of the quantum Hall plateaus to half integer filling factors. The values of the quantum Hall plateaus are thus given by

$$\sigma_{xy} = \pm \frac{4e^2}{h}(n - \frac{1}{2})$$ \hspace{1cm} (2.7)

where \( n \) is a non-negative integer and \( \pm \) corresponds to electrons and holes, respectively. The factor 4 is due to the fourfold degeneracy of each Landau level. Each Landau level can be occupied by two opposite spins and two opposite valleys.

A typical measurement of the quantum Hall effect in graphene is depicted in Fig. 2.5 where the longitudinal resistance \( R_{xx} \) and the transverse conductivity \( \sigma_{xy} \) are plotted as a function of backgate voltage at a constant magnetic field of 5 T. When the Fermi energy is situated between two Landau levels a plateau is seen in the Hall conductivity and the corresponding longitudinal resistance is zero. The grey dashed lines indicate the expected values for the Hall plateaus according to Eq. 2.7 and the measured plateaus fit nicely to the expected values.

### 2.3. Coulomb blockade effect in quantum dots

As an introduction to chapter 9 a very brief description of the most important properties of quantum dots will be given in this section. For a more thorough description of transport in quantum dots we refer to Ref. [30, 31].

A quantum dot consist of a conductive island weakly coupled to source and drain via tunnel coupling as depicted in Fig. 2.6(a). Additionally a capacitively coupled plunger gate which can be used to tune the energy levels of the dot is situated next to the dot.

When the transport through a quantum dot is dominated by Coulomb interaction between electrons the so-called Coulomb blockade effect, which is one of the fundamental transport phenomena in quantum dots, can be observed. The basic idea is that in order to add an additional electron to the island a finite energy is needed to overcome the Coulomb repulsion between electrons. The Coulomb blockade effect can be intuitively understood by looking at the energy level diagram of a quantum dot system drawn in Fig. 2.6(c) and (d). The electronic levels of the source and drain contacts are filled with electrons up to their chemical potentials \( \mu_S \) and \( \mu_D \) respectively. By applying a bias voltage \( V_{\text{bias}} \) between source and drain a difference between \( \mu_S \) and \( \mu_D \) is created. This difference is called the "bias window" and is given by \( eV_{\text{bias}} \). For the island containing \( N \) electrons we define the electrochemical potential \( \mu_N \). This electrochemical potential describes the energy necessary to add an electron to the dot, given that it is initially and after the
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addition in its ground state [30]. Thus, for the case with N electrons on the dot, \( \mu_{N+1} \) is the energy needed to add an additional electron to the dot. In the situation showed in Fig. 2.6(c) \( \mu_{N+1} > \mu_S \). In this case the electron in the source does not have enough energy to tunnel onto the island and the transport is blocked.

If now the capacitively coupled plunger gate is used to lower the energy levels of the dot, at one point the situation depicted in Fig. 2.6(c) will be reached. Here \( \mu_S > \mu_{N+1} > \mu_D \) and transport through the dot is possible. Since the energy to add a second electron to the dot \( \mu_{N+2} \) is much larger than \( \mu_{N+1} \) only one electron can tunnel through the dot at a time. Thus, the transport is referred to as sequential single electron tunneling.

When measuring the current through a quantum dot as a function of plunger gate voltage a peak in the current is seen every time a new energy level of the island enter the bias window and transport is allowed. This is shown in Fig. 2.6(d). The green arrow mark the situation of blocked transport corresponding to Fig. 2.6(c), while the red arrow mark the situation of transport corresponding to the situation in Fig. 2.6(d).

When the bias voltage applied between source and drain is increased, the region in plunger gate voltage of the current carrying situation will increase. By measuring the current as a function of both plunger gate voltage and the bias voltage diamond shaped regions of suppressed current can be observed. These are the so-called Coulomb diamonds.
Chapter 3

Sample fabrication

Graphene is the basic building block for all the other members of the family of graphitic carbon allotropes. It can be stacked into 3D graphite, rolled up to 1D carbon nanotubes or shaped into 0D fullerenes. On paper, graphene has therefore existed for a long time as a theoretical building block for other graphitic materials. However, it was predicted, and therefore for a long time believed, that a 2D crystal like graphene could not be stable at room temperature [1].

Sill various attempts to separate graphite into single layers was made during the years. One chemical approach was to intercalate graphite with other molecules in order to cleave graphite into graphene [32–34]. Other attempts have been made by using a so-called ‘nano pencil’ where small graphite pieces mounted on an SFM tip are cleaved into few layer graphene samples by dragging the tip along a surface [35] or by manipulating on-chip graphite pillars with an SFM tip [36]. Despite all these different efforts, graphene was not experimentally realized before 2004 when A. Geim and coworkers at the University of Manchester introduced the so-called ‘scotch-tape method’ where graphite is simply cleaved into graphene using a sticky tape [2]. Even though a lot of effort has been made during the last couple of years in order to grow graphene epitaxially, the quality of such graphene is still significantly lower than the one obtained by the ”scotch-tape method”. Therefore the relative cumbersome cleaving of graphite using a sticky tape is still the preferred method for obtaining graphene for transport experiments.

In the following an overview of the most important step of the sample fabrication from the exfoliation of the graphene flakes to the final etching and contacting of the structure will be given. Detailed process parameters can be found in Appendix C.

3.1 Exfoliation and deposition

As a substrate we use highly doped silicon wafers with a thermally grown silicon dioxide ($\text{Si}_2\text{O}_3$) layer of 295 nm on top (supplier: Nova Electronics). Before graphene deposition

\footnote{In order to minimize substrate-induced disorder the last samples studied in this thesis are deposited on highly doped silicon wafers with chlorinated silicon dioxide on top [37].}
the whole 4 inch wafers are patterned with bond pads and alignment markers by electron beam lithography (ebl) followed by the evaporation of 5 nm Ti and 45 nm Au. Afterwards the wafers are diced into 7x7 mm chips suitable for graphene deposition.

The scotch tape technique is surprisingly simple. No expensive or hazardous equipment is needed, only some adhesive tape and graphite. Consequently, high quality single layer graphene can be produced in any lab, at any high school or even in your own kitchen. This has been an important contributing factor to the boom of graphene research.

The idea behind the technique is to overcome the weak attractive forces between the atomic layers of graphite by gently pulling them apart using adhesive tape. First a large piece of natural graphite is gently pressed onto the tape and carefully removed again. This leaves a layer of graphite on the tape which is the starting point for further exfoliation. The tape is then folded several times in order to cleave the graphite additionally. It is crucial to fold the tape gently. If the tape is pressed hard together, the graphite is crunched into powder and only very small graphene flakes are obtained. The natural graphite is exfoliated using either scotch tape or a blue clean room tape which is normally used for wafer dicing. The scotch tape is more adhesive than the clean room tape, resulting in more and larger flakes, however, the clean room tape leaves less glue residues on the chips and the flakes. When a thin layer of evenly distributed graphite covers the tape the graphene is deposited onto the substrate by evenly pressing the chip onto the tape and carefully removing it again.

3.2 Characterization

The three main methods used to characterize graphene flakes are light microscopy, Raman spectroscopy and scanning force microscopy (SFM). In the following the advantages and the limitation of these different characterization tools will be discussed. In addition, a detailed statistical comparison between light microscopy and Raman spectroscopy for determining the number of graphene layers on a Si/SiO\textsubscript{2} substrate can be found in appendix A.

3.2.1 Light microscopy

After deposition the Si/SiO\textsubscript{2} chip is covered with graphite pieces of different thicknesses, ranging from single-layer graphene to thick chunks of graphite. In order to find single or few layer graphene flakes among the large amount of graphite pieces, it is crucial with a fast and simple searching method. Different modern microscope techniques with high resolution like SFM or scanning electron microscopy (SEM) are not suitable due to low speed and the absence of a clear signature of the number of layers respectively [1]. The solution came with the realization that single layer graphene is visible by eye if put on a Si substrate covered by a carefully chosen thickness of SiO\textsubscript{2}. This discovery allowed for a fast search for graphene flakes and was just as essential for the first demonstration of graphene as the scotch tape method itself. As already mentioned above a SiO\textsubscript{2} thickness of 295 nm, which gives a good visibility of graphene in white light [2], is used in this work. Fig. 3.1 shows a light microscope image of a single layer flake (marked with the dotted
3.2. Characterization

Fig. 3.1 — (a) Light microscopy image of a graphene flake deposited on a Si/SiO$_2$ chip. The large metal squares used as bond pads and the small metal crossed used as ebl markers that are patterned on the chips before deposition can be seen. In addition graphite pieces of different thicknesses ranging from pink (a few layers) to blue (30-50 nm) to grey can be seen. (b) A zoom of the single layer flake from (a). This is the flake that is later processed into sample AJ 54. (c) Corresponding SFM image within the marked square the roughness of the flake is $R_q = 0.3$ nm. (d) A typical Raman spectrum for single layer graphene. The G and the 2D line can be clearly seen, while the D line is absent.

In principle the single layer nature of the flake can be confirmed from the optical contrast alone. However, since the optical contrast depends on several set-up specific parameters it needs to be calibrated in order to use it for determination of the number of graphene layers. In appendix A such a calibration is shown where one can unambiguously determine the number of layers up to 5 layers. It is further shown that for more than two layers light microscopy is actually the superior tool for determining the number of layers.

3.2.2 Raman spectroscopy

Raman spectroscopy has been an important tool for characterizing graphitic materials for many years [38] and lately it has also become a widely used and powerful tool to characterize single and bilayer graphene. [39, 40] Fig. 3.1 (c) shows a typical Raman
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spectrum of single layer graphene. Two characteristic peaks, the G peak at around 1580 cm\(^{-1}\) and the 2D peak at around 2700 cm\(^{-1}\), can be seen. In the case of a disordered sample or at the graphene edge the so-called disorder-induced D-peak around 1350 cm\(^{-1}\) is also present\[38\].

The G-peak is associated with the doubly degenerate phonon mode at the Brillouin zone center and is the only peak in the Raman spectrum of graphene which originates from a normal first order Raman scattering process. The D and 2D peaks originate from a second order process involving two phonons near the K-point at the edge of the Brillouin zone for the 2D peak and one phonon and one defect for the D-peak. They can be understood within the framework of double resonant Raman processes\[41\] which links the phonon wave vectors to the electronic band structure of graphene\[39\]. As a result, for single layer graphene, with its single valence and conduction band, only one transition is allowed giving a single 2D peak. For bilayer graphene the valence and conduction bands are split into two, therefore allowing four transitions, splitting the 2D peak of bilayer graphene into four components. Consequently, the width of the 2D peak can be used to unambiguously identify single and bilayer graphene. For three and more layers the number of allowed transitions increases and the corresponding width of the 2D peak increases, however, as shown in appendix A the exact number of layers cannot be uniquely determined.

In addition to the identification of single and bilayer graphene Raman spectroscopy is also widely used to study the quality of graphene. The intensity of the D-line is commonly used as a direct measure of the amount of defects in graphene\[42, 11, 43, 27, 44–46\]. Furthermore, the position of the G-line\[47, 48\] and the intensity ratio between the G-line and the 2D-line are sensitive to doping. This will be further discussed in chapter 4 and 5 of this thesis where Raman spectroscopy is used together with transport experiments to probe the influence of chemical modification on graphene.

3.2.3 Scanning force microscopy

In a final characterization step the surface of the graphene flakes are investigated by scanning force microscopy. Glue residues remaining on the graphene surface after exfoliation, wrinkles and other imperfections of the surface, which are not visible in the optical microscope, can be detected by SFM. To obtain low contact resistances and minimize the doping of the processed devices only flakes which looks sufficiently clean and flat in the SFM scans is considered for further processing.

Fig. 3.1(d) shows the SFM image corresponding to the optical image in Fig. 3.1(b). Some glue residues can be seen as white spots on the graphene flake (and on the surrounding substrate). However, within the area marked with a dotted square (where the device is later defined) the graphene is clean with a surface roughness measured to be 0.3 nm, which is close to the intrinsic roughness of the SiO\(_2\) (0.2 nm).

The height of the flake is measured to be 2 nm. Typically single graphene flakes are found to have heights between 0.6 and 2.5 nm when measured by SFM. The large measured heights compared to the interlayer distance of graphene sheets in graphite (≈ 0.34 nm), and the large variation of the heights is most likely due to a combination of water adsorbed underneath the flake and glue residues from the exfoliation residing below the flake. As a result AFM is not a suitable tool to distinguish between single, bilayer and few layer...
3.3 Processing

The characterized graphene flakes are structured and contacted using electron beam lithography (ebl). In a first ebl step the contacts are defined. To achieve as low contact resistances as possible two different layers of Polymethylmethacrylate (PMMA) resist is used. For the upper layer we use PMMA 950K while for the lower layer we use PMMA 50K. (950K and 50K represents the molecular weight of the PMMA chains.) The short PMMA chains of PMMA 50K are easier to remove from the chip than the longer PMMA 950K chains, consequently leaving less residues on the graphene after development and improving the contact resistances. After ebeam exposure and development 5 nm Ti or Cr, followed by 45 nm of Au is evaporated.

In a second ebl step the structures are patterned using one thin layer of PMMA 950K as resist. By using a 45 nm thick resist layer reproducible single pixel lines (SPL) of 25 to 30 nm are obtained. These are then etched with reactive ion etching (RIE) with argon and oxygen plasma.

Since the etching of the structure is the most critical part of the device processing the two ebl steps are sometimes interchanged at the cost of slightly increased contact resistances.

Fig. 3.2 shows a finished graphene device. Fig. 3.2(a) shows the center part of the device where three lines are etched into the graphene flake. In (b)-(d) it can be seen how the flake is contacted and in (e) the chip (glued into the chip carrier and bonded) is fixed into the sample holder and ready to be measured.
Part I

Chemical modification of graphene
Chapter 4

Towards chemical modification of graphene: Focus on solvent effects

The interest in chemical functionalization of graphene is increasing. One important motivation is the possibility that chemistry can be used to tune the electronic properties of graphene and create a bandgap if desired. This, together with the potential of controlled doping and selective edge functionalization, makes chemical modification of graphene highly interesting for electronic transport experiments.

Here, we study graphene modified by diazonium chemistry where aryl groups are covalently attached to the graphene lattice. Diazonium chemistry has previously been widely used to modify a variety of sp²-hybridized carbon materials like HOPG [49], glassy carbon [49, 50] and carbon nanotubes [51, 52]. Very recently, also the successful grafting of aryl groups to the graphene surface has been shown [11, 45, 53, 54]. Still, detailed studies of the influence of the attached functionalized group on electronic transport in graphene are rare.

In order to investigate the influence of functionalization on transport in graphene it is important to be aware of the fact that not only chemistry has an effect on electron transport, it is well known that transport is also influenced by defects and dopants resulting from the different processing step. However, what has not been so clear up to now is how for instance organic solvents used in standard chemical reactions influence the transport. And to which extent any changes due to solvents can be distinguished from the effects of functionalization itself.

In this chapter we first introduce the reaction of diazonium molecules with the graphene lattice. Then a first attempt to functionalize graphene is presented. The last part focuses on how organic solvents frequently used in chemical reaction processes change the transport properties of graphene devices in a manner that might be difficult to distinguish from the effect of functionalization itself. Finally, it is shown how one can get rid of unwanted solvent effects when analyzing transport data of functionalized graphene.
4.1 Diazonium chemistry on graphene

Diazonium compounds are a group of organic compounds that have the molecular structure R-N_2^+X^-, where R is an organic residue, typically an alkyl or aryl group, and X is an inorganic or organic anion such as a halogen. One common way to isolate diazonium compounds is as tetrafluoroborate salts, which are stable at room temperature. In this work we investigate the functionalization of graphene with 4-nitrobenzene-diazonium-tetrafluoroborate (NBD) (supplier: Sigma Aldrich). The possibility of exchanging the nitro group (NO_2) with another substituent offer important tunability of the physical and especially the chemical properties of the functionalized graphene.

Fig. 4.1 shows two possible reaction pathways for NBD in contact with graphene. The upper part shows the desired grafting reaction where the diazonium ion react with a carbon atom of the graphene lattice. In a first step (2), the diazonium ion is brought in close proximity to the graphene lattice. As a result the electron withdrawing N_2^+ group withdraws an electron from the π electron cloud of the graphene lattice and forms a sigma bond between a graphene carbon atom and the diazonium molecule with the release of N_2 gas. The result is a covalently bonded nitrobenzene group perpendicular to the graphene plane (3). In addition to to this reaction, the reaction depicted in the lower part of Fig. 4.1 is also possible. Here the diazonium ion decomposes into nitrobenzene (4), before interacting with the graphene lattice. This compound and also the starting compound (1) may absorb on graphene (5).

In a previous related work it has been shown that these two reaction pathways can be distinguished by Raman spectroscopy where the covalent bonding of diazonium moieties to the graphene lattice leads to a pronounced D-line (defect line) in the graphene Raman spectrum, while no D-line is observed after the adsorption of nitrobenzene [45]. In the
4.2 Functionalization procedure

Contacted and etched graphene devices are step-wise functionalized and investigated by electronic transport experiments between each step. In order to prevent damage of the device due to electrostatic discharge, the graphene device is mounted in a chip socket where all pins are shorted onto a metallic plate during the complete functionalization process.

The functionalization is carried out in a diazonium solution which is prepared by dissolving NBD in water. The general functionalization procedure is shown in Fig. 4.2. In a first step the shorted sample is immersed into the diazonium solution for a chosen reaction time, typically between 1 minute and 20 hours. Afterwards the sample is immediately immersed into isopropanol where it is thoroughly cleaned to remove any unreacted diazonium species. Finally the sample is carefully blown dry with nitrogen gas and put back into the measurement setup.

4.3 A first functionalization attempt

In a first functionalization attempt a contacted graphene flake is functionalized in a 4 mmol l$^{-1}$ diazonium solution at 0°C. In Fig. 4.3 (a) room temperature measurements of the conductance ($G$) as a function of backgate voltage ($V_{BG}$) are shown for (i) an unfunctionalized sample (only heated in order to remove dopants from the surface), (ii) after 5 minutes of functionalization and (iii) after 100 minutes of functionalization. These are two-terminal measurements on an unpatterned graphene flake (see the light microscope image of the measured device in the inset in Fig. 4.3). From Fig. 4.3 (a) it can clearly be seen how the functionalization shifts the point of minimum conductance (the charge neutrality point CNP, $V_{\text{CNP}}$), to the left, corresponding to an increased p-doping of the graphene flake. Before functionalization the CNP is located at +9 V in backgate. Af-
Fig. 4.3 — a) Room temperature measurement of the two-terminal conductance as a function of backgate voltage (i) after baking the sample, (ii) after 5 minutes functionalization and (iii) after 100 minutes functionalization. (b) The curves in (a) laterally shifted and normalized with respect to the charge neutrality point \( V_{\text{CNP}} \). The inset in (a) shows a light microscope image of the investigated sample where the dotted line indicates the contour of the graphene flake.

After 5 minutes of functionalization the CNP is shifted to +21 V and after 100 minutes of functionalization the CNP is at +31 V. In Fig. 4.3 (b), where the backgate traces are normalized with respect to \( V_{\text{CNP}} \), it can be seen that the functionalization introduces a small asymmetry between electron and hole transport. However, this asymmetry is much weaker than the asymmetry observed by Farmer et al. in a similar experiment [55]. From Fig. 4.3 (b) it can be additionally seen that the mobility (slope of G versus voltage) of the graphene flake is not significantly changed after functionalization. As will be discussed in the following sections of this chapter, these observations can all be explained by a combination of few bonded diazonium moieties due to the low reaction temperature (0°C) and uncompensated solvent effects.

4.4 Solvent effects

In the functionalization process described section 4.2 the graphene flake is first immersed in water containing the reactive diazonium ions and afterwards in isopropanol to remove unreacted species and improve the drying step. In order to analyze the influence only of the chemical functionalization on the electronic transport properties of graphene it is important to first know the effect of the involved solvents. In the following we will therefore investigate the influence of isopropanol and baking on graphene’s transport properties.

To investigate the influence of isopropanol and heating we use the Hall bar shown in the inset in Fig. 4.4 (b). The width of the Hall bar is 1 \( \mu \)m and the length between two voltage probes is 2 \( \mu \)m. All the following measurements are four-terminal measurements. For the isopropanol treatment the chip with the Hall bar is immersed in isopropanol for 5 minutes and afterwards blown dry with nitrogen gas. The heating of the sample is done in the sample holder while the vacuum is constantly pumped. In order to monitor changes in the conductivity of the sample during the heating process a constant current of 10 nA is applied to the Hall bar and the four-terminal resistance is measured at \( V_{BG} = 0 \) V. The sample is always heated at around 100°C until the measured resistance is stable. This
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Fig. 4.4 — (a) Room temperature measurement of the four-terminal conductivity as a function of backgate voltage for an untreated Hall bar, after heating, after isopropanol treatment and after a second heating. (b) The curves after baking and isopropanol treatment from (a) normalized with respect to the Dirac point ($V_{\text{CNP}}$). (c) The 4-point longitudinal resistance as a function of backgate voltage at 4K after heating and isopropanol treatment combined with heating measured at a magnetic field $B = 5$ T. The inset in (b) shows a scanning force micrograph (SFM) image of the measured Hall bar where the contacts are highlighted in orange for clarity.

4.4.1 Room temperature transport experiments

In Fig. 4.4 (a) the conductivity ($\sigma$) of the Hall bar as a function of applied $V_{\text{BG}}$ for the untreated sample (1), after only heating the sample (2), after treating the sample with isopropanol (3) and after heating the sample again (4) is plotted. It can be seen that both the mobility and the position of the CNP are changed significantly after the different treatments.

For the untreated sample the CNP is located at $+43$ V. The extensive doping of the pristine sample is probably due to water absorbed on the graphene surface and a combination of resist residues and other dopants accumulated during the processing steps. In order to remove as much as possible of these dopants we always bake our samples in vacuum in the sample holder before starting any transport measurements (as we also did before the functionalization in the previous section). Here it can be seen that after the initial baking of the sample the CNP has moved to $+26$ V. The corresponding change in mobility will be typically takes two days.
discussed below. As a next step we immerse the sample in isopropanol. Fig. 4.4 (a) shows that the CNP is shifted from +29 V to +34 V in backgate after the isopropanol treatment, which demonstrates that isopropanol significantly p-dopes graphene. This doping effect is very similar to the doping effect of functionalization seen in the previous section.

From Fig.4.4(b), where the traces before and after isopropanol treatment from Fig. 4.4(a) are normalized with respect to $V_{CNP}$, it can in addition be seen that the isopropanol introduces a strong asymmetry between the electron and hole conductivities. The observed asymmetry after isopropanol treatment is larger than observed after the above functionalization (Fig.4.3(b)). However, it is similar to the asymmetry found by Farmer et. al after chemically modifying the graphene lattice with diazonium chemistry where a slight reduction in mobility was also only found for one type of carriers [55]. The qualitative similarities between the changes in the conductivity of graphene after isopropanol treatment and the changes observed after functionalization suggest that with the functionalization procedure described above it might be difficult to separate the effects of the diazonium salt and the effects of isopropanol.

In the final step we heat the sample a second time in order to see if we can remove the dopants introduced by the isopropanol treatment. Surprisingly the Dirac point does not only shift back to +29 V where it was located before the isopropanol treatment, it shifts much further to +8 V. Not only are the dopants introduced by the isopropanol treatment removed, also additional dopants from previous processing steps are removed. Furthermore, the shift in the CNP towards zero backgate voltage is accompanied with a significant increase in the mobility. This suggests that treating the graphene only with isopropanol followed by heating has a “cleaning effect” on the graphene, resulting in an improved electronic quality. For measurement (1) and (3) (Fig. 4.4) it is difficult to extract the electron mobilities and thus only the hole mobilities will be compared in the following. For the untreated graphene flake (1) the hole mobility is determined to be 2100 cm$^2$/Vs. After the first heating step (2) the mobility has increased to 2700 cm$^2$/Vs. The following isopropanol treatment (3) increases the mobility further to 3600 cm$^2$/Vs and after the last heating (4) the mobility reaches 4700 cm$^2$/Vs. Generally we expect the introduction/removal of dopants to decrease/increase the mobility. Here, after the isopropanol treatment, an increase in hole mobility is observed together with an increased doping. This unexpected increase in mobility might be due to the removal of some dopants and the introduction of a different kind of dopants.

The fact that annealing the sample removes dopants and improves the mobility is generally accepted. Therefore baking is normally a part of standard processing procedures for graphene. However, that a subsequent treatment with isopropanol followed by annealing removes even more dopants has to our knowledge not been noted so far. The mechanisms behind this improvement is not completely clear. We speculate that chemical cleaning and heating remove different dopants with different efficiencies. In that case one can imaging that the first heating step removes a layer of dopants sensitive to heating. As a result dopants easily removed isopropanol will accessible for the solvent at the graphene surface. The removal of these dopants will then make dopants sensitive to heating beeing unprotected on the graphene surface. In such a scenario the alternating heating process and isopropanol treatment “peel off” different layers of dopants successively from the graphene surface.
In addition to the observed increase in sample quality after the combination of isopropanol treatment and heating the effect of the isopropanol treatment alone should also be pointed out. Isopropanol treatment alone leads to an increased p-doping and electron-hole asymmetry. These two effects are partly seen after chemical functionalization as well. Therefore it is important to be very careful when assigning shifts of the Dirac point and changes in electron-hole symmetry solely to the introduction of the modifying species.

4.4.2 Low temperature transport experiments

The quantum Hall effect and the corresponding magnetooscillations of the longitudinal resistance is found in two-dimensional systems of high quality and at low temperatures. The quality of the quantum Hall effect is a direct measure for the quality of the electronic system. Therefore, in order to further investigate the influence of the isopropanol treatment and confirm the improvement of the electronic quality of the graphene, we perform transport measurements in a magnetic field at $T=4$ K.

Fig. 4.4 (c) shows the four-point longitudinal resistance ($R_{xx}$) of the flake as a function of $V_{BG}$ at fixed magnetic field $B=5$ T after the first time heated (2) and after isopropanol treatment followed by the second heating (4). Before the isopropanol treatment $R_{xx}$ does not go to zero in the quantum Hall states and only a weak splitting of the main resistance peak is observed. In contrast, after the isopropanol treatment and heating $R_{xx}$ is clearly close to zero for filling factor $\nu=2$. In addition several more oscillations in $R_{xx}$ are visible.

These measurements show that the electronic quality of the graphene flake has indeed improved after treating it with isopropanol and heating it.

4.4.3 How clean can it get?

In the previous sections it has been shown that isopropanol treatment leads to a p-doping of the graphene similar to p-doping observed after functionalization. In addition a combination of isopropanol treatment and heating seems to remove dopants and increase the mobility of the device beyond the what is achieved with the initial heating step. From these two observations two important questions arise. How can the influence of solvents be controlled in future transport characterization experiments of functionalized graphene? And how much can the quality of the graphene devices be improved by a combination of isopropanol treatment and heating?

By repeating the isopropanol treatment followed by heating the shift of the CNP towards zero back gate voltage and the increase in mobility saturates. At this point a "stable state" is achieved where an isopropanol treatment will p-dope the graphene and lower its mobility, but the following heating step will shift the CNP back to its original position before the isopropanol treatment and restore the mobility. Consequently, for further functionalization experiments this will be used as a starting conditions for the functionalization process. In addition each functionalization step will be followed by a heating step that should remove all dopants originating from the solvents. As a result we can assume that the observed doping and decrease in mobility when following this procedure should be caused only by diazonium moieties, either covalently bonded to the graphene lattice or adsorbed on the graphene surface, and not by any solvents involved in the reaction.
Fig. 4.5 — Transport measurements at 4 K of a Hall bar that is cleaned to the "steady state" condition suitable as a starting point for functionalization. (a) $R_{xx}$ as a function of $V_{BG}$ at zero magnetic field shows a sharp symmetric peak at +2 V in backgate. (b) The corresponding conductivity $\sigma$ as a function of $V_{BG}$. (c) $R_{xx}$ (black) and the Hall conductivity $\sigma_{xy}$ (red) as a function of $V_{BG}$ at a constant magnetic field of 5 T. The plateaus in $\sigma_{xx}$ coincide nicely with the theoretically expected values marked with grey dashed horizontal lines. The first filling factors are indicated in blue. (d) $R_{xx}$ as a function of magnetic field at a constant backgate voltage of 30 V. Nice Shubnikov-de Haas oscillations up to filling factor 54 are visible.

It should be noted the number of treatments needed to reach a "stable state" varies a lot from sample to sample. The dirtier the sample is initially, the more treatments are needed. If the sample is particularly clean, no isopropanol treatment is necessary, the heating alone will be sufficient.

For the devices investigated during this thesis we generally obtained a "stable state" with the CNP between -5 and 5 V in backgate voltage and a mobility of $\approx 10000 \text{ cm}^2/\text{Vs}$. A typical example of measurements of a Hall bar at a temperature of 4 K after reaching the "stable state" is shown in Fig. 4.5. In (a) the 4-point longitudinal resistance $R_{xx}$ as a function of $V_{BG}$ can be seen. It shows a sharp, symmetric peak centered around the CNP which is located at +2 V in backgate. The inset depicts a SFM scan of the measured Hall bar. In Fig. 4.5 (b) the corresponding conductivity $\sigma_{xx}$ is plotted. The minimum of conductivity has a value of $\sigma_{min} \approx 1.4 \times 10^{-4} \text{ e}^2/\hbar$, which is close to the expected $\sigma_{min}$ value of $\frac{4\pi^2}{3} \text{ e}^2/\hbar$ for good quality graphene on SiO$_2$ [19]. From the Drude-Boltzmann expression for the conductivity at zero magnetic field $\sigma_{xx} = n e \mu$ the mobility is determined to be $9000 \text{ cm}^2/\text{Vs}$ at a density $n = \alpha V_{BG} = 1.5 \times 10^{12} \text{ cm}^{-2}$ where $\alpha$ is determined to be
7.4 \times 10^{10} \text{cm}^{-2}/\text{V} from magneto transport measurements.

In Fig. 4.5 (c) \( R_{xx} \) (black) and the Hall conductivity \( \sigma_{xy} \) (red) as a function of \( V_{BG} \) at a magnetic field of 5 T are shown. The dotted, horizontal, grey lines mark the expected values for the quantum Hall plateaus for single layer graphene where \( \sigma_{xy} = \pm 4(\nu+1/2)e^2/h \) with filling factors \( \nu = \pm 2, 6, 10, ... \) (marked in blue). The measured plateaus coincide nicely with the expected values. Furthermore, each minimum in \( R_{xx} \) corresponds well to a plateau in \( \sigma_{xy} \). In Fig. 4.5 (d) \( R_{xx} \) as a function of magnetic field \( B \) is shown at a constant backgate voltage of -30 V. Nice Schubnikov-de Haas (SdH) oscillations up to filling factor 54 are visible, again demonstrating the high electronic quality of the device.

## 4.5 Summary

In this chapter first transport measurements of chemically modified graphene are shown. No significant change of mobility upon exposure to the diazonium reagent is observed, only a shift of the CNP to more positive backgate voltages, corresponding to an increased p-doping of the device. When treating the the device only with isopropanol, the solvent used to clean the sample after functionalization, a similar p-doping as for the functionalization itself is seen. These observations makes it clear that in order to study the influence on transport of the chemical functionalization, one first has to understand and control the influence of all solvents involved in the functionalization process.

Further systematic investigations of solvent effects shows that successive treatments with isopropanol followed by heating reproducibly remove dopants introduced by the solvents. This results in a ”stable state” which is suitable as a starting point for functionalization. Furthermore, the ability to remove dopants from solvents by heating should be used after each functionalization step to make sure that the measured changes observed in doping and mobility of the device is only due to functionalization and not to solvent effects. The temperature used to remove doping from the solvents is not high enough to modify the functionalization itself.

Finally, the successive treatments with isopropanol followed by heating do not only result in a stable starting point for functionalization, they also generally ”clean” the device to a reproducible good electronic quality.
Chapter 5

Functionalization of graphene Hall bars

In the previous chapter we focused on determining and controlling the effects of solvents, used in standard sample processing and standard chemical reactions, on the electronic properties of graphene. In this chapter a further step towards successful chemical modification of the graphene lattice is made. Graphene Hall bars are step-wise functionalized at room temperature and thoroughly characterized by electronic transport experiments and Raman spectroscopy measurements. From these complementary measurements information about the induced defect density and doping density is extracted and compared.

5.1 Experimental method

The devices are functionalized at room temperature by immersing the whole chip into a 20 mmol l$^{-1}$ solution of water-soluble nitrobenzene diazonium salt (4-nitrobenzene diazonium tetrafluoroborate) as discussed in section 4.2. Afterwards the chip is cleaned in isopropanol and blown dry with nitrogen. In the first functionalization step the chip is immersed for 1 minute. In the following 5 functionalization steps the immersion time is increased to 5, 20, 40 and 100 minutes respectively. Note that in the following we will refer to the total functionalization time which is then 1, 6, 26, 66 and 166 minutes respectively.

In the previous chapter it was shown that immersing a chip in pure water and isopropanol leads to a doping effect similar to the one expected from the functionalization itself. As discussed in chapter 4 we therefore first treat the graphene device only with isopropanol in combination with heating (around 100°C for approximately two days in vacuum). The Hall bars investigated here had a high initial quality with a mobility of $\approx 6000$ cm$^2$/V·s already before any heating or isopropanol treatment. Therefore, already after the first heating step a mobility of $\approx 9000$ cm$^2$/V·s and a charge neutrality point (CNP) at $\approx 0$V was obtained. The following isopropanol treatment lead to a p-doping that was removed by heating. However, no further increase in mobility beyond 9000 cm$^2$/V·s is observed. Another repetition of the isopropanol treatment followed by heating in vacuum did also not change the transport characteristics further. Consequently, a good starting point for functionalization is reached.

After each functionalization step the sample is heated in the sample holder in vacuum.
The transport measurements are performed right afterwards without breaking the vacuum. From the discussion in chapter 4 we therefore assume that the doping observed in the following data is not due to solvent effects, but only due to diazonium moieties, either covalently bonded to or absorbed on the graphene surface. To complement the transport data the Hall bars were also thoroughly investigated by Raman spectroscopy after each functionalization step. The Raman spectroscopy measurements were always performed after the transport measurements and at ambient conditions. Consequently, some additional dopants, like water adsorbed from the air, might be present in the Raman data. The laser power was kept below 2 mW to avoid heating and laser induced defects.

Two Hall bars were measured in parallel in this study and the results obtained are qualitatively the same. In the following the measurements obtained from the Hall bar depicted in the inset in Fig. 5.1 (a) will be presented.
5.2 Transport measurements at room temperature

The transport measurements are performed by applying a constant current of 10 nA through the Hall bar while measuring the 4-point longitudinal resistance ($R_{xx}$) and transverse resistance ($R_{xy}$). In Fig. 5.1(b) $R_{xx}$ is shown as a function of applied backgate voltage ($V_{BG}$) after the different functionalization steps. For the untreated Hall bar the charge neutrality point (CNP) is at 0 V in backgate and the hole mobility $\mu_h$ is determined to be 9000 cm$^2$/Vs at a density of $1.6 \times 10^{12}$ cm$^{-2}$, indicating low initial doping and high quality (similar to the Hall bar presented in section 4.4.3). Since the electron mobility cannot be reliably determined for long functionalization times, only hole mobilities will be considered in the following. For each functionalization step the CNP moves to more positive backgate voltages and the mobility decreases, as can be seen by the increased width of the resistance peak. After 166 minutes of functionalization the CNP is at 45 V and the mobility is decreased to 3200 cm$^2$/Vs. It is worth noticing already at this point that this is comparable to normally observed mobilities for untreated devices with the CNP at similar back gate voltages due to unremoved dopants from the fabrication steps.

The observed shift of the CNP can be explained by the functional group either attached to or adsorbed on the graphene structure. In both cases the functional group acts as a hole dopant. The nitro-benzene group is an electron acceptor, removing electrons from graphene [56], therefore shifting the CNP to more positive backgate potentials. The doping contribution of one perpendicularly oriented nitrobenzene molecule to graphene can be roughly estimated by the dipole moment (4-Nitrobenzene $\sim 4.5$ D (Debye)) and the assumption of a distance between the graphene plane and the chemical group ($d \sim 0.5 - 1$ nm). This evaluation leads to a removal of around 0.05 to 0.2 electrons/nitrobenzene molecule from the graphene plane. In case of adsorbed species an estimation of the electrons/nitrobenezene removed is harder, as the final conformation is generally unknown and multilayer adsorption is possible. In general the adsorbed species are closer to the surface and can build charge transfer complexes, therefore more electrons/molecule can be removed from graphene than in the covalently attached case.

The observed change in mobility can also be a result of both induced defects and of charged impurities close to the graphene surface acting purely as dopants. This has been shown in several previous reports dealing with potassium atoms as dopants [25], defects through ion irradiation [27], polymers as dopants [55] or defects through covalently bound molecules [55, 57] on the surface of graphene.

To further understand the measurements presented in Fig.5.1(b) and to differentiate between the effect of the functional groups as defects or as dopants we plot the minimum conductivity ($\sigma_{min}$) as a function of mobility for all the functionalization steps. Previously it has been shown by Chen et. al in [27] that $\sigma_{min}$ decreases with decreasing $\mu$ when defects are induced in the graphene lattice. However, when only dopants are introduced the $\sigma_{min}$ stays constant. Here it can be seen that $\sigma_{min}$ decreases slightly from pristine graphene (high mobility) to after the first functionalization step. After further functionalization steps it hardly changes anymore. Following the results of Chen et al. a significant number of defects are only introduced to the graphene lattice during the first functionalization step. And the continuous decrease in mobility observed after each functionalization step is mainly due to doping.
5.3 Raman spectroscopy

In addition to electronic transport experiments also Raman spectroscopy is used to investigate the changes of the graphene during functionalization. Fig. 5.2(a) shows the Raman spectra of the Hall bar after each functionalization step. Three main peaks can be seen, the D-peak (due to defects), the G-peak and the 2D-peak \[38\]. For pristine graphene no D-peak is observed. After functionalization a small D-peak occurs, showing that some defects in the graphene lattice are indeed created. However, as can be seen more clearly in Fig. 5.2 (b) where the intensity of the D peak relative to the intensity of the G peak as a function of functionalization time is plotted, the D peak intensity only increases until 26 minutes functionalization time and then it saturates, confirming that defects are only induced in the first functionalization steps. The measurement point after 66 minutes of functionalization shown in Fig. 5.2 (b) is not considered due to a different measurement setup.
In addition to the appearance of the D-peak, a continuous shift of the G-peak to higher wavenumbers and a decrease in G/2D ratio is observed for increased functionalization times, both known effects of doping [48, 47]. These doping effects increase until the last functionalization step, thereby demonstrating that the amount of dopants on the graphene continues to increase after no additional defects are created. This agrees with the previous understanding of the transport data where doping is the dominant effect seen from the functionalization.

From the ratio of the D-peak and the G-peak a rough estimate of the distance between the attached functional groups and hence their density can made by the empirical formula 
\[ L_a (\text{nm}) = (2.4 \times 10^{-10}) \lambda^4 \left( \frac{I_D}{I_G} \right)^{-1} \] [42]. Lucchese et al. reported a slightly modified formula, where \( (1/L_a)^2 \sim I_D/I_G \), for small \( I_D/I_G \) ratios both formulas yield similar \( L_a \) values [44]. After 166 minutes of functionalization we calculate \( L_a \) to be \( \sim 30 \text{ nm} \). This corresponds to a defect density of \( \sim 10^{11} \text{ cm}^{-2} \). From the position of the CNP after 166 minutes of functionalization we estimate a doping density of \( \sim 10^{12} \text{ cm}^{-2} \), which is one order of magnitude larger than the estimated defect density.

Previous Raman spectroscopy studies of graphene functionalized with diazonium salt has shown a large reactivity of the graphene sheet towards the diazonium reagent [11, 45, 54]. In this study a rather small reactivity is observed, however, a large doping effect is seen. One likely explanation for this is the formation of dendritic polymers [58]. These polymers may have one or few monomers covalently attached to the graphene plane, therefore showing only a small D peak. However, the whole polymer may contribute to the doping, as it can adsorb to the graphene surface. The adsorption of nitrobenzene groups has previously been shown to p-dope without establishing a D peak [45]. In addition the adsorbed species may remove more electrons/functional group as they can interact by \( \pi \)-stacking, resulting in charge transfer complexes on the graphene surface. The observed doping can also be a result of diazonium species adsorbed on the surface without being part of a polymer structure. However, this is not very likely due to the thoroughly rinsing of the chip in isopropanol after the functionalization followed by heating it in vacuum for two days as described before.

Earlier reports have also shown a significantly larger reactivity of graphene edges compared to bulk towards diazonium chemistry [11, 45]. This is in strong contrast to the functionalized and measured devices here. In Fig. 5.2(c) line scans of the D-line intensity are shown over the cross section of the Hall bar devices (See dotted line in Fig. 5.1(a)). From these scans no preferential differences between edge and bulk are observed at any time during the functionalization, beside the naturally occurring D-line between edge and bulk graphene, due to symmetry breaking at the edge. This observed difference between previous studies and this study is most likely due to differences of the edges of unprocessed graphene and etched graphene structures. In the previous Raman studies unpatterned graphene flakes were investigated, while we functionalize contacted and patterned Hall bars. The reactive ion etching which is used to define the Hall bars results in chemically undefined graphene edges which can differ from the edges of unprocessed graphene and may lead to a lower reactivity.

The low induced defect density and high doping in this study could be an indication that the reaction conditions favored building polymeric structures on the graphene surface rather than binding directly to the surface. However, it should be noted that the
low defect density might also be related to resist and other residues partly covering the graphene sheet after contacting and patterning the Hall bars reducing the area available for functionalization. So far a high reactivity towards the diazonium chemistry has primarily been shown on non-processed graphene flakes [11, 45]. On contacted graphene flakes also a previous study has shown mainly doping effects in the bulk [55]. Only recently Zhang et al. showed on contacted (not etched by reactive ions) graphene samples that the addition of tetrabutylammonium hexafluorophosphate during the functionalization increases the reactivity towards the graphene surface, allowing to create more defects in the graphene plane [54]. However, the dopant concentration due to functionalization is significantly lower than what is observed in this work.

### 5.4 Transport measurements at 4K

To further investigate the influence of chemical functionalization on electronic transport we also performed transport measurements at a temperature of 4 K and a magnetic field up to 5 T. In Fig. 5.3(a) $R_{xx}$ as a function of $V_{BG}$ at 5 T is shown for the pristine device and after the first two functionalization steps. For the pristine device clear magnetooscillations can be seen, confirming the high quality of the untreated device. For increasing functionalization time the oscillations are washed out. After the third functionalization step the mobility is lowered to 3700 cm$^2$/Vs (see Fig. 5.1(c)) and no oscillations are visible anymore. This is consistent with previous measurements of untreated devices of different mobilites.

In Fig. 5.3(b) the corresponding Schubnikov-de Haas oscillations measured at a density of $2.4 \times 10^{12}$ cm$^{-1}$ can be seen. The oscillations can be described by

$$\rho_{xx} = \frac{m}{me^2\tau_D} \left[ 1 - 2e^{-\pi/\omega_{c}\tau_D} \frac{2\pi^2k_B T/\hbar\omega_c}{\sinh(2\pi^2k_B T/\hbar\omega_c)} \cos\left(\frac{j\pi h n}{2eB} - \phi\right) \right] - aB - bB^2$$

where $\omega_c = eB/m$ is the cyclotron frequency, $m = \hbar k_F/v_F$ is the cyclotron mass, and the two last terms describe the slightly decreasing background [59]. For graphene the
phase \( \phi \) is \( \pi \) and \( j = 1 \) [60]. By fitting the measurements shown in Fig. 5.3 (b) with Eq. 5.1 the quantum scattering times \( \tau_q \) and the Drude scattering times \( \tau_D \) for the different functionalization steps are extracted. For the untreated graphene Hall bar we find \( \tau_D = 181 \) fs, \( \tau_q = 67 \) fs and \( \tau_D/\tau_q = 2.7 \). Correspondingly we find \( \tau_D = 120 \) fs, \( \tau_q = 47 \) fs and \( \tau_D/\tau_q = 2.55 \) after 1 min functionalization and \( \tau_D = 95 \) fs, \( \tau_q = 38 \) fs and \( \tau_D/\tau_q = 2.5 \) after 6 min functionalization. From the fit a statistical uncertainty of \( \pm 0.1 \) for \( \tau_D/\tau_q \) is obtained. In addition, a significant systematic error is present, however, the trends extracted are not affected by this. Both \( \tau_D \) and \( \tau_q \) decrease significantly with increasing functionalization time while their ratio \( \tau_D/\tau_q \) decreases only slightly. From \( \tau_D/\tau_q \) the nature of the induced scattering, long range or short range, can be extracted. A large ratio means that scattering is mainly in the forward direction, a result of long range scatterers, while \( \tau_D/\tau_q \approx 2 \) is a signature of short-range scatterers [61]. The \( \tau_D/\tau_q \) ratios reported here are comparable to previously found ratios [60, 62] and suggest that charged impurities close to the graphene sheet contribute most dominantly to scattering [63]. The fact that the individual scattering times \( \tau_D \) and \( \tau_q \) decrease significantly with functionalization while their ratio hardly changes, and the fact that the ratio obtained here is comparable to other pristine devices, is again an indication that the here performed functionalization introduces scatterers for transport similar to dopants present from normal processing of samples.

5.5 Summary

Step-wise functionalized graphene Hall bars were thoroughly characterized by both Raman spectroscopy and transport measurements at room temperature and 4 K. The Raman spectroscopy data show that only few defects are introduced to the graphene structure. In addition, from both Raman spectroscopy measurements and transport measurements a clear doping effect, exceeding the number of covalently bound moieties by one to two orders of magnitude, is seen. This suggests that the chemical reaction results in few covalently bounded species, which then serve as seeds for a polymer like growth using the diazonium ions as monomers.

It is not quite clear why only few defects are created in this study. One explanation might be that the graphene device was partly covered with resist residues from the processing steps that we were not able to remove, resulting in a small effective area available for functionalization. Hence, it would be desirable to have even cleaner graphene as a starting point for future functionalization experiments. Furthermore, patterning and contacting a device allows for less flexibility of the graphene lattice, something which might lower the reactivity compared to a bare flake on a substrate. Finally, it has been suggested in a similar study that surfactants that help bringing the cationic diazonium compounds close to the highly hydrophobic graphene structure are needed to obtain a high reactivity[54]. However, a systematic study of the influence of surfactants are still needed.
Part II

Transport in three-terminal graphene junctions
Chapter 6

Rectification in three-terminal graphene junctions

One important reason why graphene has attracted such a huge interest during the last couple of years is its high mobility. The high mobility persists all the way up to room temperature [15], making graphene an excellent candidate for the next generation of electronic devices. However, the lack of a band gap make it difficult to realize conventional graphene transistors. One alternative solution is to exploit the novel electronic properties of a new class of nano-scale devices, three-terminal junctions. The main property of these junctions are a nonlinear rectifying behaviour [64–66]. When a symmetric bias is applied to two of the leads a finite voltage is measured at the third lead. This is in contrast two an ideal ohmic device where the voltage measured at the central branch is half the voltage-difference between the two biased branches, which in a case of a symmetric bias would be zero.

This non-linear rectifying behaviour has recently been observed in a wide variety of material systems ranging from III-V semiconductor heterostructures [65, 67, 68] to InAs nanowires [69] and carbon nanotubes [70]. Furthermore, a number of operational devices, such as frequency multipliers [71], logic gates [72, 73], set-reset latch device [74] half and full adders [75, 76], has recently been demonstrated based on nonlinear electrical properties of three-terminal ballistic junctions. The operation speed of such devices is predicted to be in the THz range [77].

Ballistic switches and rectifiers in graphene represent another fascinating possibility to realize high quality electronic nanostructures. In addition to the previously mentioned high charge carrier mobilities which make graphene promising for ballistic electronics, the possibility to electrically or environmentally tune graphene from p- to n-type and vice versa [78] offers the opportunity to design adaptive electronic devices [79]. Although theoretical proposals have been made for building blocks for integrated graphene circuits [80], none of the nanodevices mentioned above has been realized in graphene so far.

In this chapter we will present the first realization of a three-terminal graphene junction and investigates its nonlinear electrical properties.
6.1 Sample

In Fig. 6.1(a) a SFM image of the center part of the investigated three-terminal junction is depicted. The leads, labeled L (left), R (right) and C (center) are separated by three ≈ 200 nm wide constrictions. The angle between each branch of the junction is approximately 120 degrees. Thus, the device rotationally symmetric and can be measured in three comparable configurations in the non-linear transport regime (see measurement configuration below). To characterize the junction the conductance (G) of each constriction is measured as a function of the applied backgate voltage (V_{BG}) at 4 K, 77 K and room temperature in the linear response regime as shown in Fig. 6.1(b). The electrical measurement configuration corresponding to the measurement of the conductance of the left constriction is shown in the inset. The Fermi energy calculated from the backgate voltage by assuming a density of states linear in energy is plotted as the upper horizontal axis. The point of minimum conductance, the charge neutrality point CNP, is located at approximately +3 V in backgate (see the dashed line in Fig. 6.1(b)) and the Fermi energy is set to be zero at this point. To the left of the CNP the charge carriers are holes and to the right we have electron transport. Thus, by changing V_{BG} we can tune the device from p-type to n-type. At 4 K reproducible universal conductance fluctuations (UCF) are visible. At 77 K and room temperature the UCF are smeared out and the conductance curves are smooth. The conductance of each of the constrictions is similar suggesting that the device is close to symmetric. From the conductance curves we estimate the mobility of the junction to be ≈ 4000 cm²/Vs and the corresponding mean free path to be ≈ 70 nm. Thus, the device can be considered to be diffusive.
6.2 Model

In previous measurements and calculations it has been shown that for a symmetric III-V-based three-terminal ballistic junction in the non-linear regime the voltage on the center branch ($V_C$) is always negative when the bias voltages at the left and the right branches are applied in a push-pull fashion with $V_L = -V_R = V_0$ [64, 65, 67]. For a graphene three-terminal junction we expect the voltage on the center branch to always be negative for electron transport and always be positive for hole transport, independent of the relative signs of $V_L$ and $V_R$. This is schematically explained in Fig. 6.2. The conductance from the left branch to the central branch and the conductance from the central branch to the right branch increase with increasing chemical potential $\mu$. When a push-pull bias is applied the chemical potential of the right branch is $\mu_R = \mu_F + eV_0$ and the chemical potential of the left branch is $\mu_L = \mu_F - eV_0$. For electron transport the area $A_L$ under the conductance curve between $\mu_C$ and $\mu_L$ represents the electron flow from the left branch into the central branch and correspondingly the area $A_R$ between $\mu_R$ and $\mu_C$ represents the electron flow from the central branch to the right branch. Since the current flowing into the junction has to be equal to the current flowing out, and there is no net current flowing into or out of the central branch, $A_L$ and $A_R$ have to be equal. As a result the voltage at the center branch will always be negative. Correspondingly it can be seen that for holes the voltage at the center branch will always be positive. Following the same arguments we expect $V_C$ as a function of applied push-pull voltage $V_0$ to bend down for electrons and up for holes. It should be noted that in this model the rectification effect is a result of the change in conductance of the device when the Fermi energy is changed. Therefore we expect the rectification to be visible in graphene also for diffusive transport.
Fig. 6.3 — (a) The electrical measurement setup used in the non-linear regime. A push-pull bias voltage is applied to the left and the right branch while the voltage at the center branch $V_C$ is measured. (b)-(d) $V_C$ as a function of $V_0$ for $V_{BG} = +7 \, \text{V}$ and $V_{BG} = -7 \, \text{V}$ at 4 K, 77 K and room temperature respectively. A clear bending up for hole transport and bending down for electron transport is observed up to room temperature.

### 6.3 Rectification

The measurement circuit used to investigate the voltage rectification properties of the three-terminal junction in the non-linear response regime is shown in Fig. 6.3(a). In order to avoid the effects of contact resistances and to ensure that the bias voltage is always applied symmetrically to the device we have two contacts at each branch of the junction and use the sense function of the DC voltage source to monitor the potential at one contact and apply the potential at the second contact. The $V_0$ voltages plotted in Figs. 6.3(b)-(d) are the measured voltages and not the applied voltages, which are larger since they partially drop across the contacts. With this setup we also eliminate possible non-linearities of the contacts themselves. When the push-pull bias voltages are applied to the left and the right branches without using using the second pair of contacts to make sure that the voltage drop over the junction is symmetric, random nonlinearities in the center voltage were observed. These non-linearities, which we assume arise from the non-perfect contacts, were generally stronger than the nonlinearities later observed with the
Fig. 6.4 — (a)-(c) The second-order coefficients obtained from fitting $V_C$ vs $V_0$ with a third order polynomial (blue dots) and conductance from left to right (pink line) as a function of $V_{BG}$ at 4 K, 77 K and room temperature respectively. (d) $V_c$ vs $V_0$ close to the Dirac point.

6.3. Rectification

sense-method. Thus, in a crude two-terminal measurement such non-linearities will mask any nonlinearity of the device. Therefore, in order to observe the real nonlinearities of the three-terminal junction a measurement setup as described above is essential.

Figs. 6.3(b)-(d) show the measurement of $V_C$ as a function of $V_0$ for backgate voltages +7 V (electrons) and -7 V (holes) at 4 K, 77 K and room temperature, respectively. As a general trend we see that $V_C$ as a function of $V_0$ always bends down for $V_{BG} = +7$ V and always bends up for $V_{BG} = -7$ V. At 4 K additional kinks can be seen in the curves for $|V_0| < 20$ mV (see the inset in Fig. 6.3 (b)). This is most likely a result of universal conductance fluctuations (UCF) as theoretically predicted [81]. The linear part of $V_C$ as a function of $V_0$ is due to the asymmetry of the device, which strongly depends on $V_{BG}$.

6.3.1 Backgate dependence

In the following we will have a closer look at the backgate dependence of the rectification signal. From the simple model shown in Fig. 6.2 it is expected that the $V_C$ vs $V_0$ curves always bend down for electrons and bend up for holes as confirmed in Figs. 6.3(b)-(d). However, it is also expected that the magnitude of curvature will decrease with increasing Fermi energy. The further the device is tuned away from the CNP the weaker the curvature is since the relative difference between the conductances left and right of the junction
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gets smaller compared to the overall conductance. In Figs. 6.4(a)-(c) the magnitude of curvature (blue dots) and the conductance from the left lead to the right lead (pink curve) are plotted as a function of $V_{BG}$ at 4 K, 77 K and room temperature, respectively. Here we have defined the magnitude of curvature as the second-order coefficient obtained from fitting the $V_C$ vs $V_0$ curve with a third order polynomial. It can be clearly seen that for holes the curvature is positive and for electrons it is negative, in agreement with the individual measurements shown in Figs. 6.3(b)-(d). Measuring the device in any of the two other possible measurement configurations gives qualitatively the same results. For holes it can be seen that the magnitude of curvature decreases while going to higher charge carrier densities as expected, however for electrons the curvature first decreases and then increases with increasing charge carrier density. We attribute this to inhomogeneities in the sample leading to different charge neutrality points at different locations in the sample and therefore a mixture of electron and hole transport. This is supported by the kinks seen in the $G$ vs $V_{BG}$ curves, for instance the kink at approximately +20 V backgate in Fig. 6.4(b). In addition it can be seen that as a general trend the magnitude of curvature decreases with increasing temperature, which is due to thermal smearing around the Fermi energy. Close to the Dirac point the $V_C$ vs $V_0$ curves cannot be fitted well. This is presumably because of electron-hole puddles and strong disorder (see the example depicted in Fig. 6.4(d)) [82].

6.4 Summary

We have observed voltage rectification up to room temperature in a diffusive three-terminal graphene junction when operated in the non-linear transport regime. Tuning the device from electron to hole transport the sign of rectification is switched.

For the measurements presented here a voltage rectification of a few percent is obtained. According to our model the amount of rectification increases when the Fermi energy decreases and the difference in relative conductance between the left and the right constriction increases. To improve the rectification properties of the nanojunctions one possibility is therefore to make the devices smaller in order to open a transport gap and then tune the Fermi energy to a point close to the gap.
Chapter 7

Weak localization, universal conductance fluctuations and mapping of the disorder potential in graphene

In the previous chapter non-linear electrical properties of graphene three-terminal junctions were investigated where voltage rectification with potential for electronic applications was observed up to room temperature. In this chapter the device introduced in the previous chapter will be further used to investigate universal conductance fluctuations (UCF) and weak localization (WL) in graphene. These are well known interference effects that have become important tools to investigate electron dephasing in mesoscopic devices. Furthermore, at the end of the chapter, the special three-terminal structure will be used to probe the disorder potential of the graphene device.

7.1 Weak localization

7.1.1 Introduction

Quantum interference corrections to the classical Drude resistivity have been extensively studied in conventional 2DEGs for decades \[83\]. Lately also the first studies of interference effects in graphene have been performed \[84–88\]. Two prominent examples of such effects are weak localization and universal conductance fluctuations. Here we will first consider WL and UCF will be discussed in the next section.

Weak localization is the result of enhanced backscattering due to the constructive interference of time-reversed electron paths. In a diffusive system an electron will not move along a straight line, its trajectory will constantly change direction due to random scattering off several scattering sites. Fig. 7.1 shows the special situation of two electron waves propagating in opposite directions along the same trajectory and interfering at the point of intersection. Since the two paths are identical, the two waves will have acquired the same phase along the trajectory and the interference will be constructive. This increased backscattering probability leads to an increase in the resistance of the sample, which is
known as the weak localization effect. Experimentally the most convenient way to detect this increased backscattering is by applying a small perpendicular magnetic field which induces a phase difference between the two electron waves and thus destroys the interference.

In conventional two-dimensional systems WL is controlled only by inelastic electron scattering or scattering by magnetic impurities [86]. For graphene this is not the case. The chirality of the charge carriers in graphene, a direct result of the honeycomb lattice structure, leads to WL that is not only sensitive to inelastic phase breaking scattering processes (characterized by the phase coherence length $L_\phi$), but also to different elastic scattering processes [89]. The graphene band structure has two valleys, and there are two types of so-called intravalley elastic scattering processes (described by the intravalley scattering length $L_i$) that suppress the interference within one valley. First, scattering on defects with the size of the lattice spacing break the chirality of the charge carriers, thus suppressing interference. Second scattering on dislocations and ripples produce an effective random magnetic field that also destroys the interference [90]. In addition intervalley elastic scattering processes (described by the intervalley scattering length $L_i$) have to be taken into account. These scattering processes, originating from the scattering off sharp defects (like for instance the edges of the sample), actually restore the suppressed interference originating from the intravalley scattering processes by mixing the two valleys.

From these considerations it follows that the magnetoresistance correction of single layer graphene $\Delta \rho(B) = \rho(B) - \rho(B = 0)$ is given by [89]

$$\Delta \rho(B) = -\frac{e^2 \rho^2}{\pi \hbar} \left[ F \left( \frac{B}{B_\phi} \right) - F \left( \frac{B}{B_\phi + 2B_i} \right) - 2F \left( \frac{B}{B_\phi + B_i + B_s} \right) \right]$$  \hspace{1cm} (7.1)

where $F(z) = \ln z + \psi(0.5 + 1/z)$, $B_{\phi,i,s} = \hbar/4eL_{\phi,i,s}^2$. It can be seen from Eq. 7.1 that depending on the relationship between $L_\phi$, $L_i$ and $L_s$ both the conventional positive correction to the magnetoresistance, weak localization, and a negative correction to the magnetoresistance, weak antilocalization (WAL), can be observed [89]. It should be noted that the WAL expected in graphene is very different from the WAL that has been observed in two-dimensional systems with strong spin-orbit coupling where spin-flips due to the scattering on impurities destroy the interference [91, 92].
7.1. Weak localization

![Graph showing resistance as a function of magnetic field for different temperatures from 1.6K to 54K in (a) a region of hole transport, (b) close to the CNP and (c) in a region of electron transport. All traces are symmetrized and averaged over 1 V in backgate voltage. (In (a) V_{BG} is -39 to -40 V, in (b) V_{BG} is 4 to 5 V and in (c) V_{BG} is 49 to 50 V.) For better visibility the curves at different temperatures are offset by 100 Ω ((a) and (c)) and 1 kΩ (b). The inset in (b) shows the measurement setup where a constant current of 100 nA is applied between the left terminal and the two other terminals. The total resistance is measured.)](image)

7.1.2 Measurements

The presence of WL in graphene has been shown in several previous studies on both mechanical exfoliated graphene [84, 86, 90, 87] and epitaxial graphene [85]. In an early report
by Morozov et al. it is shown how low quality due to for instance ripples of the graphene sheet leads to a strong suppression of WL, while for higher quality graphene WL is recovered [84]. Later studies have systematically investigated WL as a function of both charge carrier density and temperature and the origin of the different scattering mechanisms have been discussed [86, 87]. The expected transition from WL to WAL has also been recently observed experimentally in a study by Tikhonenko et. al [90]. All previous studies have been performed on large (W and L > 2 µm) or rectangular shaped samples. Here we investigate WL in a very special graphene structure, a three-terminal junction where the constrictions defining the center of the junction are only about 200 nm wide. The small size might lead to slightly different relationships between the different scattering rates of the system, which should influence the WL effect. For instance, enhanced scattering at the edges is expected to decrease intervalley scattering.

The magnetoresistance of the three-terminal junction is measured as shown in the inset in Fig. 7.2(b). A 100 nA constant current is applied between the left terminal and the two other terminals and the total resistance is measured. At low temperatures reproducible UCF (which will be discussed in detail in the next section) are present as a function of magnetic field in addition to WL. In order to study the magnetoresistance arising only from WL we measure the resistance $R$ as a function magnetic field $B$ for five different of backgate voltages within a backgate voltage range of 1 V and average. In Fig. 7.2 the symmetrized and averaged resistance $R$ is plotted as a function of $B$ for different temperatures and different charge carrier densities. The charge neutrality point (CNP) of the sample is located around 3 V in backgate (see Fig. 6.1 in the previous chapter) In (a) the backgate voltage range is between -39 and -40 V which is at high carrier densities in the hole regime, in (b) the backgate voltage range is between 4 and 5 V which is close to the CNP and in (c) the backgate voltage range is between 49 and 50 V which is at high carrier densities in the electron regime. For temperatures below 31 K a nice symmetric WL peak centered around $B = 0$ T which broadens and decreases in amplitude for increasing temperature can be seen in all three charge carrier density regions. In the two regions of high charge carrier density, (a) and (c), this trend persist until 54 K. For low densities and high temperatures a transition from WL to WAL is expected [90], and indeed, close to the CNP the WL peak completely disappears above 31 K and a transition to WAL might be present. At large magnetic fields away from the WL peak the resistance increases with magnetic field. This positive magnetoresistance is temperature-independent and can be explained by standard classical effects due to the presence of two types of charge carriers [84]. This classical magnetoresistance is most pronounced close to the CNP and fades away with increasing charge carrier density in agreement with previous studies [84, 87].

In order to further analyze WL in the three-terminal junction we plot $\Delta R = \langle R(V_{BG}, B) - R(V_{BG}, 0) \rangle_{\Delta V_{BG}}$ as a function of $B$ for small magnetic fields (corresponding to a zoom in in Fig. 7.2 as marked by grey shaded areas) and fit the curves with Eq. 7.1 (solid lines). Three free fitting parameters $L_\phi$, $L_i$ and $L_*$ are used and it can be seen that the theory fits the data very well.

In Fig. 7.3 the trends of decreasing peak heights and broadening peak widths with increasing temperature seen already in Fig. 7.2 are even more pronounced. From Eq. 7.1 it is clear that for low temperatures the width of the WL peak for small B-fields are mainly controlled by $L_\phi$, while the bending of the curves at larger B-fields is controlled by $L_i$ and
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Fig. 7.3 — Evolution of the magnetoresistance with increasing temperature from 1.6 K to 54 K for three different charge carrier density regions (zoom corresponding to the grey shaded area in Fig. 7.2). (a) Region of hole transport, (b) close to the CNP and (c) region of electron transport. All traces are symmetrized and averaged over 1 V in backgate voltage. (In (a) $V_{BG}$ is -39 to -40 V, in (b) $V_{BG}$ is 4 to 5 V and in (c) $V_{BG}$ is 49 to 50 V.) The solid lines are fits to Eq. 7.1

$L_\phi$. Thus, already from the raw data the expected trend of decreasing $L_\phi$ for increasing temperature is evident.

The resulting fit parameters $L_\phi$, $L_i$ and $L_s$ extracted from the fits shown in Fig. 7.3 are plotted as a function of temperature for the three different charge carrier densities in Fig. 7.4. (The dashed lines are guides to the eye.) In the region close to the CNP hardly any UCFs are visible after averaging, while for higher densities some signatures of UCFs are still visible after averaging for low temperatures. This leads to a larger error in the fitting of the tails of the WL peak as will be further discussed later. In addition it should be pointed out that the geometry of our device is not trivial. Therefore, in the absence of any reliable method for an accurate determination of the geometry factor $W/L$, we here assume $W/L = 1$ such that $\Delta R = \Delta \rho$. Consequently the absolute values of the extracted fit parameters must be treated with care and we will in the following focus on the trends.

In all three measured charge carrier density regimes $L_\phi$ decreases monotonically with
increasing temperature. This is consistent with previous studies [86, 87] and has been explained by electron-electron interactions [86]. In addition \( L_\phi \) is slightly shorter close to the CNP than at higher densities, something which has been related to the formation of electron-hole puddles close to the CNP [86]. The intervalley scattering length \( L_i \) is in these measurements always longer than \( L_\phi \). This is in contradiction to previous reports where \( L_i \) is always shorter or comparable to \( L_\phi \). The reason for this discrepancy is not clear. Naively one might expect \( L_i \) to be shorter for the narrow junction studied here compared to a larger rectangular sample due to increased scattering off the edges. However, the area of the junction is very small compared to the total distance of \( \approx 4 \mu m \) between the current contacts. Outside the junction area the sample is between 2 and 5 \( \mu m \) wide. Thus, only a very short part of the total electron path takes place within the junction, the main part is travelled outside the junction where the graphene flake is wide. The width of the device outside the junction is however comparable to previous studies and cannot explain the longer \( L_i \)s. Here it is important to note that the relationship between \( L_i \) and \( L_\phi \) is not independent of the choice of geometry factor used to convert \( R \) to \( \rho \). Consequently, it is possible that \( L_i \) is artificially large in the analysis done here due to a wrongly chosen geometry factor and that our results are indeed in agreement with previous studies.

Furthermore, \( L_i \) is expected to be temperature independent. This is observed in the electron regime (Fig. 7.4(c)), to some extent in the hole regime (Fig. 7.4(a)), but certainly not close to the CNP (Fig. 7.4(b)) where \( L_i \) seems to increase as the regime of WAL might be entered. The physical reason for this trend is also not clear. However, it should be noted that the fitting procedure is difficult in this range of temperature and charge carrier density. Finally, the intravalley scattering time \( L_\ast \) is found to be generally independent of temperature and significantly shorter than \( L_\phi \) and \( L_i \). These observations are again both consistent with previous studies [86, 87], however the reason for the short \( L_\ast \) is currently not known. Speculations involving crystal defects, ripples and scattering off charged impurities on the graphene surface could all not explain the observed \( L_\ast \) [86].

### 7.2 Universal conductance fluctuations

Reproducible Universal conductance fluctuations are also a result of interference between electrons in a phase coherent sample. The total conductance of a sample is given by the interference of all electrons traversing the sample. Even though there is a statistical distribution of electron paths that leads to averaging where the interference contributions cancel each other, this averaging will not be complete in a sufficiently small sample. As a result a modulation of the conductance of the sample is seen when the phase differences between the contributing paths are changed. Changing the Fermi energy of the sample, the magnetic field or the impurity distribution will therefore all result in UCF.

In contrast to WL and WAL, UCF are not affected by the subtle interplay between intravalley and intervalley scattering. Theoretically no special behaviour is expected for UCF in graphene, as in other two-dimensional systems they are expected to be universal and ergodic, i.e independent of the mechanism of phase randomization [88]. However, a previous study of UCF in single and bilayer graphene by Ojeda et al. found a difference in the density dependence of gate voltage dependent UCF and magnetic field dependent
UCF [88]. While the B dependent UCF were almost independent of charge carrier density, the gate voltage dependent UCF were largest close to the CNP. Another previous study of bilayer and trilayer graphene by Staley et al. also see a density dependence of the UCF amplitudes, however, the complete opposite trend as Ojeda et al. [93]. They see a suppression of the UCF amplitude close to the CNP. In both cases the authors speculate that the observed behaviour is due to the presence of random ”puddles” of electrons and holes near the CNP. Additional studies are therefore needed to confirm if any of these density dependences of the UCF amplitudes are universal or simply sample dependent.

7.2.1 Density dependence

In the following UCF in a three-terminal junction is studied as a function of gate voltage and magnetic field. A symmetric bias of 250 µV is applied between the left and the right terminal while the center terminal floats (see Fig. 7.5) and the current flowing between
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Fig. 7.5 — UCFs as a function of $V_{BG}$ (a)-(c) and as a function of $B$ (d)-(f). In the hole regime (a), close to the CNP (b) and in the electron regime (c). UCFs as a function of $B$ in the hole regime (d), close to the CNP (e) and in the hole regime (f). The black curves, (a) and (d), are measured in the hole regime. The blue curves, (b) and (e), are measured close to the CNP. And the red curves, (c) and (f), are measured in the electron regime. The amplitude of the fluctuations are similar in all density regimes, while the period of the oscillations varies. For the gate dependent fluctuations a smoothed background is subtracted and for the $B$ dependent oscillations a constant background is subtracted.

Fig. 7.5 shows nicely reproducible UCF as a function of gate voltage (a)-(c) and magnetic field (d)-(f). For the gate voltage dependent UCF a smooth background has been subtracted, while for the $B$ dependent UCF a constant background is subtracted. For the analysis of the $B$ dependent UCF the magnetic field is kept below 0.4 T in order to avoid any contributions from Shubnikov de Haas oscillations.

UCF for three different density regimes are shown, the hole regime (a) and (d), near the CNP (b) and (e) and in the electron regime (c) and (f). From the raw data it can already be seen that the amplitude of the gate dependent UCF are generally larger than the amplitude of the $B$ dependent amplitudes. However, no clear density dependent difference in amplitude is seen for either type of oscillations. As expected the period of the oscillations are density dependent. The gate dependent oscillations have short periods for low densities, while the $B$ dependent oscillations have short periods for high densities.

As a measure of the amplitude of the UCF we extract the root-mean-square magnitude of the fluctuations $\delta G_{V_{BG},B} = [\text{Var}(G)]^{1/2} = [\langle(G - \langle G \rangle_{V_{BG},B})^2\rangle_{V_{BG},B}]^{1/2}$. Fig. 7.6 (a) shows conductance as a function of $V_{BG}$ from -40 to 40 V. The corresponding resistance as a function of $V_{BG}$ is plotted in (b), while the gate dependence of $\delta G$ for both gate dependent and $B$ dependent oscillations is shown in (c). Already from the conductance plotted in Fig. 7.6(a) it is evident that there are no large differences in oscillation amplitude between high and low densities. This is also confirmed in (c) where there is no systematic evolution of $\delta G$ with increasing or decreasing carrier density. There are only small, random variations which are within the uncertainty of the measurements. This is in contradiction to previous observations [88, 93] and suggests that such dependencies are indeed sample dependent and most likely linked to the disorder potential of the specific samples.
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For the B dependent fluctuations we only have three measurements to evaluate (as shown in Fig. 7.5 (d)-(f)). Plotting these three values for $\delta G_B$ together with the values for $\delta G_{BG}$ it can be seen that $\delta G_B$ is generally smaller than $\delta G_{BG}$, but also density independent. At finite magnetic field time-reversal symmetry breaks down, resulting in a reduced oscillation amplitude [83]. This is consistent with previous measurements on B-field dependent UCFs [88].

7.2.2 Temperature dependence

To complete this study of UCF in graphene we investigate the temperature dependence of the fluctuations. In Fig. 7.7(a) the temperature dependence of the conductance through the junction for a large $V_{BG}$ range from 1.6 to 140 K is shown. The curves are offset by $e^2/h$ for better visibility and the arrow indicates increasing temperature. As expected the UCF amplitude decreases with higher temperature and for the highest temperatures no fluctuations are visible anymore. We extract the temperature dependence of $\delta G$ in three different density regimes as indicated by the three grey bars in Fig. 7.7(a). In each regime we average over 10 V in backgate. The resulting temperature dependence of $\delta G$ for holes, close to the charge neutrality point and for electrons are shown in Fig. 7.7(b). The
oscillation amplitude is found to decrease exponentially with increasing temperature before it saturates. (The solid lines are fit to a saturating exponential decay.) The saturation is not due to UCF remaining at high temperature, but due to the fact that the conductance curve is never completely smooth, but contains small kinks. Therefore the saturation value is higher close to the Dirac point where there are more pronounced kinks than at higher densities where the curve is smoother. Close to the CNP $\delta G$ decrease slightly slower with increasing temperature than at higher densities. However, this might also be due to the relatively large kinks close to the Dirac point that are difficult to exclude from the analysis, rather than real UCF.

From theory for thin metals $\delta G$ is expected to decay following an inverse power law [94, 95], which has also been experimentally observed in a mesoscopic graphite wire [40]. The exponential decay of $\delta G$ observed here has also previously been observed in graphene [96], however, no theoretical explanation has been provided so far.

### 7.3 Disorder potential

In the previous two sections general magnetoresistance properties of graphene, which can be measured in any bulk graphene structure, were investigated. In this section we want to again take advantage of our special three-terminal structure and use this to probe the bulk disorder potential of graphene. The general idea is straightforward. In a simple picture the three-terminal junction can be understood as a basic voltage divider. When a push-pull bias is applied between the left and the right lead (See Fig. 7.8(a)) the voltage measured at the center lead $V_c$ will reflect the difference in resistance between the left and the right part of the device. Thus, any changes observed in $V_c$ as a function of gate voltage are results of changes in the relationship between the resistance of the left and the right part of the device. Bulk graphene is known to have a disorder potential creating electron
and hole puddles of the order of 100 meV [82, 97] as illustrated in Fig. 7.8. Even though Klein tunneling is expected to suppress the influence of the disorder potential by allowing perfect tunneling between electron and hole puddles, this effect will not be perfect and the disorder potential will still influence transport, even in the absence of a confinement gap.

By changing the backgate voltage and thus the overall Fermi energy of the device the puddle configuration within the device will be changed. Generally, with increasing Fermi energy more and more small puddles will merge to larger puddles until the Fermi energy reaches the extension of the disorder potential. The random changes in the puddle configuration of the device should lead to subtle changes in the resistances of the two parts of the junction which should be measurable as switches in the center voltage. Large changes in the resistance between the left and the right part of the junction that change
the relative magnitude of the resistance of the two junctions will switch the sign of $V_c$, while smaller changes that just change the relative resistance, something which will only switch $V_c$ slightly without changing the sign.

In Fig. 7.8(c) $V_c$ is shown as a function of $V_{BG}$ for different temperatures between 1.6 K (lowest trace) and 140 K (uppermost trace). In the lowest trace measured at 1.6 K $V_c$ fluctuates rapidly over the whole backgate voltage range. Here both switching events that change the sign of $V_c$ and switching events that do not change the sign of $V_c$ can be seen. Two different gate voltage regimes can be identified. For high charge carrier density the amplitude of the fluctuations is small, while for a region of ±10 V around the CNP (highlighted in grey in Fig. 7.8(c)) the amplitude of the fluctuations is significantly larger. As stated above, this backgate voltage range corresponds to the expected extension of the bulk disorder potential. Thus, signatures of puddles are are expected only in this range and not for higher charge carrier densities. We interpret the fluctuations at higher densities as a result of universal conductance fluctuations. At low temperatures, changing the Fermi level will change the interference of the different charge carrier paths contributing to the current and thus changing the resistance of the device. This leads to fast fluctuations in $V_c$ that are present for all charge carrier densities and are superimposed on top of any fluctuations due to the disorder potential.

In the previous section the temperature dependence of UCF was investigated. It was shown that their amplitude decays exponentially with increasing temperature until about 40 K where no UCF are visible anymore. In Fig. 7.8(c) $V_c$ vs $V_{BG}$ is plotted for increasing temperatures up to 140 K. It can be clearly seen how the small fluctuations at high densities continuously fade out for increasing temperature, while close to the CNP some larger fluctuations persist to higher temperatures. Already at 26 K only few fluctuations due to UCF are present, while at 42 K no fluctuations are seen anymore at high densities. At this point one can count 5 to 7 changes in $V_c$ which are not present at 76 K. This should then in a simple picture correspond to 5 to 7 puddles present in the junction area at 42 K. This gives a puddles size of 50 to 60 nm, which is comparable to puddle sized of about 100 nm reported for etched graphene nanoribbons on SiO$_2$ [98].
In order to access the disorder potential at low temperatures where the UCF are dominant we measure $V_C$ as a function of both $V_{BG}$ and magnetic field as shown in Fig. 7.9. Fluctuations due to UCF should change with magnetic field when the magnetic field is changed over a larger range than the correlation field which has been determined to be $\approx 0.5\,\text{T}$. Features due to the disorder potential, however, are expected to be independent of magnetic field for this field range. In Fig. 7.9 the expected range of the disorder potential in backgate voltage is marked with two thick black vertical lines. Within this region we search for features which are independent of B. This turns out to not be trivial. Many features are definitely not independent of B, and there are some features that might be considered as independent of B (three possible candidates are marked with black dotted lines), however, a clear quantitative statement supporting the interpretation of the measurements in Fig. 7.8(c) can unfortunately not be made.

In further attempts to analyze this data set we also tried to average the $V_C$ vs $V_{BG}$ for a magnetic field range larger than the correlation field. But, this also did not lead to a clear conclusion. Furthermore, statistical analysis to determine the correlation energy of the fluctuations were tried. However, all statistical analysis were only successful in the low temperature regime where the number of fluctuations were large due to UCF. For higher temperatures there were not enough fluctuations for a meaningful statistical analysis.

7.4 Summary

A device originally designed to show a novel voltage rectification at room temperature has been used to gain further knowledge about fundamental properties of transport in diffusive and phase coherent graphene devices. Pronounced weak localization, with a possible transition to weak antilocalization, has been observed and found to generally agree with previous reports. Furthermore, the amplitude of universal conductance fluctuations has been investigated as a function of gate voltage and magnetic field where no gate voltage dependence is found and the amplitude is found to decay exponentially with increasing temperature. Finally an attempt to study the disorder potential of graphene was made. The general range of the disorder potential are in agreement with previous studies and the expected number of puddles extracted from the measurements are also reasonable. However, a good quantitative analysis was not possible.
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Part III

Transport in three-terminal graphene quantum dots
Chapter 8

Multi-level transport in a three-terminal quantum dot

Graphene quantum dots (QDs) have attracted a lot of attention during the last couple of years. This is especially due to their predicted long spin life times which makes them promising candidates for spin qubits [99]. Even though important progress towards smaller, better controlled and better understood devices has been made during the last couple of years, research on graphene quantum dots is still in its infancy compared to quantum dots defined in conventional 2DEGs.

The first challenge when creating a graphene quantum dot is to actually confine the charge carriers. As a consequence of the gapless band structure charge carriers cannot be electrostatically confined. However, by cutting graphene into narrow ribbons a so-called transport gap is opened where the current is suppressed around the charge neutrality point [98, 100–104]. By using short and narrow constrictions as tunnel barriers graphene quantum dots have been successfully created. Even though these tunnel barriers are difficult to tune in a systematic manner there has been an impressing development of such quantum dots. Excited states have been observed in single [105] and double quantum dots [106–108], spin states have been investigated [109] and the electron-hole crossover has been studied [110]. Even though the modulation of transport through graphene quantum dots due to localized states in the constrictions have been investigated in several studies [111–113], there are open questions concerning the detailed influence of constriction localizations on transport on small energy scales.

In this chapter transport in a three-terminal graphene quantum dot in the multi-level transport regime is investigated. The advantage of a three-terminal quantum dot compared to a two-terminal quantum dot is that the three-terminal structure allows for the determination of individual conductances between the dot and each lead [114]. As a result one gains further insight into the role of localized states in the constrictions for transport through the dot. In addition, being in the multi-level regime gives a unique chance to experimentally observe how different leads couple with different strengths to different dot states.
8.1 Three-terminal quantum dots

For a standard two-terminal quantum dot in the weak coupling regime \((h\Gamma << k_B T)\) and the regime of single-level transport \((k_B T << \Delta)\) a conductance resonance can be described by \[ G = \frac{e^2}{4k_B T} \frac{\Gamma_S \Gamma_D}{\Gamma_S + \Gamma_D} \cosh^{-2} \left( \frac{\alpha g (V_g - V_{\text{res}})}{2k_B T} \right) \] (8.1)

where \(\Gamma_S\) and \(\Gamma_D\) are the tunneling rates from the dot to the source and the drain respectively and \(\alpha_g\) is the lever arm of the gate. Thus, the maximum of a resonance is directly related to the tunneling rates between the dot and the two leads. However, such an experiment does not allow for the determination of the individual tunneling rates between the dot and each lead. However, as we will see in the following, in the case where three or more terminals are connected to the dot, the individual tunnel couplings between the dot and each lead can actually be determined by measuring the complete conductance matrix of the system \([114]\).

The coupling strength between the dot and one lead is a measure of the tunneling rate between the dot and this specific lead and is given by the overlap of the dot wavefunction and the lead wavefunction. For a conventional QD confined in a 2DEG the coupling strength is expected to be given by two contributions, a monotonically changing contribution from the lead wave function and a randomly fluctuating contribution from the dot wavefunction. Thus, measurements of the individual coupling strengths between the dot and the single leads offers a possibility to study the spatial fluctuations of the dot wavefunction. For a graphene quantum dot the situation is slightly different. The tunnel barriers in graphene QDs are formed by short and narrow graphene ribbons where the current is suppressed by the formation of localizations. Thus, these tunnel barriers are complex systems in themselves and one does not necessarily expect the contribution to the coupling strengths between the dot and one lead from the tunneling barrier to be monotonic as for a GaAs QD.
The conductance matrix $G$ of a three-terminal system is given by

$$
\begin{pmatrix}
I_1 \\
I_2 \\
I_3
\end{pmatrix} = \begin{pmatrix}
G_{11} & G_{12} & G_{13} \\
G_{21} & G_{22} & G_{23} \\
G_{31} & G_{32} & G_{33}
\end{pmatrix}
\begin{pmatrix}
V_1 \\
V_2 \\
V_3
\end{pmatrix} = G
\begin{pmatrix}
V_1 \\
V_2 \\
V_3
\end{pmatrix}.
$$

(8.2)

From the conductance matrix the currents through the dot for each possible bias voltage configuration is fully determined. There are two sum-rules that should be obeyed by the conductance matrix. First, due to current conservation $\Sigma_{j=1}^3 G_{ij} = 0$ for all $j$. (In the following this will be referred to as the current sum rule.) Second, if the same voltage is applied to all leads no current should flow, $\Sigma_{i=1}^3 G_{ij} = 0$ for all $i$. (In the following this will be referred to as the voltage sum rule.) In addition, at zero magnetic field $G$ should be symmetric, $G_{ij} = G_{ji}$. As a result there are only three independent conductance matrix elements, from which the complete matrix can be deduced.

For single-level transport in the weak coupling regime the individual tunnel couplings, $\Gamma$, between the dot and each lead can be determined from the conductance matrix using the following expression [83]

$$
G = \frac{e^2}{4k_BT} \frac{1}{\Gamma_1 + \Gamma_2 + \Gamma_3} \begin{pmatrix}
\Gamma_1(\Gamma_2 + \Gamma_3) & -\Gamma_1\Gamma_2 & -\Gamma_1\Gamma_3 \\
-\Gamma_2\Gamma_1 & \Gamma_2(\Gamma_1 + \Gamma_3) & -\Gamma_2\Gamma_3 \\
-\Gamma_3\Gamma_1 & -\Gamma_3\Gamma_2 & \Gamma_3(\Gamma_1 + \Gamma_2)
\end{pmatrix}.
$$

(8.3)

In the multilevel regime more than one QD level contribute to transport. In this case the conductance through each QD level is given by the tunnel coupling between this specific level and the leads. Therefore, to find the total conductance in one leads one has to sum up the contributions from all QD states. Thus, in the multilevel regime the individual tunnel coupling strengths from the dot to each lead cannot be extracted directly from the conductance matrix.

However, if we consider the quantum dot as a classical star-shaped conductance network (see Fig. 8.1), we can extract the three individual conductances $G_k$ connecting lead $k$ to the dot from the relation

$$
G = \frac{1}{G_1 + G_2 + G_3} \begin{pmatrix}
G_1(G_2 + G_3) & -G_1G_2 & -G_1G_3 \\
-G_2G_1 & G_2(G_1 + G_3) & -G_2G_3 \\
-G_3G_1 & -G_3G_2 & G_3(G_1 + G_2)
\end{pmatrix}.
$$

(8.4)

These individual conductances are not equivalent with individual couplings, however, they still allow for a quantitative understanding of the transmission through the individual tunnel barriers of the quantum dot.

### 8.2 Sample and experimental methods

A scanning force micrograph (SFM) image of the measured quantum dot is depicted in Fig. 8.2(b). The quantum dot is connected to three leads, labeled 1, 2 and 3, through narrow constrictions. From the SFM image the diameter of the dot is determined to be 110 nm and the width of the constrictions is found to be 40 nm. In addition to the global
Fig. 8.2 — (a) Scanning force micrograph image of the measured quantum dot. Leads 1, 2 and 3 are highlighted in blue, green and black, respectively. Three plunger gates are used to tune the dot in addition to the global back gate. (b) The measurement setup. On each lead a bias can be applied and the current flowing can be measured.

silicon back gate (BG) three in-plane plunger gates, PG1, PG2 and PG3, are used to tune the dot and the constrictions. The remaining three in-plane gates influence the transport through the dot only weakly and are therefore not used.

In Fig. 8.2(b) we additionally sketch the measurement setup. In all measurements presented in this chapter a DC bias voltage is applied to one of the three leads while the other two leads are grounded. The currents through the three leads are measured simultaneously using current-voltage converters. All measurements are performed at 1.7 K unless stated otherwise.

8.3 Measurements

8.3.1 Device characterization

Fig. 8.3(a) shows the currents through the dot for a large range in VBG. Curves labeled I1, I2 and I3 correspond to the current measured in lead 1, 2 and 3 respectively. For this measurement 1 mV bias is applied to lead 1, while leads 2 and 3 are grounded. We use the convention that negative currents flow from the leads into the quantum dot, while positive currents flow from the quantum dot into the leads.

Around the charge neutrality point a region of \( \approx 12 \text{ V} \) of suppressed current, corresponding to the transport gap [102], can be seen. Within this region Coulomb blockade is observed. From Coulomb diamond measurements we determine the charging energy of the quantum dot to be 8-15 meV (see Fig. 9.1 in the next chapter).

It can also be seen that constriction 2 is generally more closed than 1 and 3. For high charge carrier densities I2 is less than 10% of I1 (the total current). This asymmetry is also present in the regime of Coulomb blockade where the current flowing through constriction 2 is often too small to be measured and the quantum dot is effectively a two-terminal dot. Still, it is possible to find regimes where the current contributions from the three leads are...
Fig. 8.3 — (a) Current through the three leads as a function of back gate voltage for a large backgate voltage range. A bias voltage of 1 mV is applied to lead 1, while leads 2 and 3 were grounded. A transport gap of ≈ 12 V in back gate can be seen. (b)-(d) $I_1$, $I_2$, and $I_3$ as a function of $V_{BG}$ and $V_{PGi}$ for large gate voltage ranges. The broad diagonal lines are due to resonances in the constrictions. (e) A zoom of (d) where the narrow diagonal lines corresponds to Coulomb peaks.

Comparing the results for $I_1$, $I_2$, and $I_3$, it is evident that the transport gaps are different for each lead.

To further characterize the device, we measure the current through the three leads as a function of $V_{BG}$ and each of the three plunger gates on both a small and a large voltage scale, and determine the plunger gate lever arms relative to the back gate lever arms $\alpha_{PGi}/\alpha_{BG}$ with respect to the dot and each of the three constrictions. As an example, Fig. 8.3(b)-(d) shows $I_1$, $I_2$, and $I_3$ respectively, as a function of $V_{BG}$ and $V_{PGi}$. A voltage of 1 mV is applied to lead 1 and $I_1$, $I_2$, and $I_3$ are measured simultaneously. The gates are swept over a large voltage range and the broad diagonal lines that are visible are attributed to resonances in the constrictions [111]. In Fig. 8.3(d) three different slopes (marked by white lines) can be identified, while only two different slopes can be found in Fig. 8.3(b) and (c). Since lead 1 is biased all charge carriers flowing through the dot have to tunnel through constriction 1. As a result, resonances originating from localized states in constriction 1 are seen in all three currents. On the other hand, a resonant state in lead 2 or 3 will
enhance the current only in this specific lead, with the consequence that only the current through this specific lead (and the biased lead) is enhanced. From this measurement we can therefore assign one slope to states in each constriction and subsequently determine $\alpha_{PG}/\alpha_{BG}$ for all three constrictions. Complementary measurements were done for the two other plunger gates and the complete set of $\alpha_{PG}/\alpha_{BG}$ is summarized in Table 8.1. These lever arms are consistent with the geometry of the sample (Fig. 8.2).

Fig. 8.3(e) shows a high resolution measurement corresponding to a zoom of Fig. 8.3(d) (see the red square in Fig 8.3(d)). The narrow diagonal lines correspond to single Coulomb resonances in the quantum dot and from the slope we determine $\alpha_{PG}/\alpha_{BG}$ for the dot. From corresponding measurements varying the other two in-plane gates the relative dot lever arms of all three plunger gates are extracted. These lever arms can also be found in Table 8.1.

From Table 8.1 it can be seen that the relative lever arms with respect to the dot $\alpha_{PG}^{QD}/\alpha_{BG}^{QD}$ are very similar for all three plunger gates. However, the lever arms with respect to the different constrictions vary significantly. In particular the lever arm of each plunger gate with respect to the constriction on the opposite side of the dot is much weaker than all other lever arms. Hence, the plunger gate dependence of transport through the dot can be used to identify if changes are due to alterations of the dot wave function or the constriction resonances.

### 8.3.2 Determination of individual conductances from the conductance matrix

The conductance matrix $G$ of a three-terminal system is given by Eq. 8.2. In Fig. 8.4(a)-(c) the nine elements of the conductance matrix for four consecutive Coulomb resonances are shown, measured by applying a 100 uV bias to lead 1, 2, and 3 respectively. For these measurements the current sum rule is obeyed with a relative error less than 1% of the
highest current level, while the voltage sum rule is obeyed with a relative error less than 10% of the highest current level. In order to obtain such a small error the measurements are done very carefully. To minimize the influence of voltage offsets in the measurement setup, measurements for positive and negative bias were averaged. In addition, to avoid errors due to instabilities of the sample all nine elements of the conductance matrix for both positive and negative bias are measured before each BG step. In other words, all conductance matrix elements are measured within a single back gate sweep.

As mentioned above, for single-level transport individual tunnel couplings between the dot and each lead can be determined from the conductance matrix. In that transport regime the width of the Coulomb peaks is peak-independent for a given temperature. Looking at the Coulomb peaks in Fig. 8.4(a)-(c) it can be seen that in our measurements the width of the peaks varies (especially pronounced for the forth peak). This is a sign of multi-level transport. Here we can therefore only determine the individual conductances of the three leads using the expression given in Eq. 8.4. In Fig. 8.4(d), $G_1$, $G_2$ and $G_3$ obtained from the nine conductance matrix elements shown in Fig. 8.4(a)-(c), can be seen. The individual conductances fluctuate extensively from peak to peak demonstrating that the coupling strengths between the leads and the dot vary significantly from peak to peak. In a previous study of a three-terminal GaAs QD, the individual conductances were found to fluctuate randomly on a scale of about $0.02 \frac{e^2}{h}$. Here fluctuations over a range of $0.5 \frac{e^2}{h}$ are observed. This suggests that from peak to peak the variations seen in the individual conductances may indeed not only be due to changes in the dot wavefunction, there might also be a significant nonmonotonic contribution from the lead wavefunction given by changes in the tunnel barriers.

8.3.3 Temperature dependence

In the previous section signs of multi-level transport were seen. To further support this, we present the temperature dependence of the Coulomb peaks shown in Fig. 8.4. This is depicted in Fig. 8.5 where all nine conductance matrix elements are plotted as a function of $V_{BG}$ for seven different temperatures between 1.7 K and 10 K. The symmetry of the conductance matrix can be nicely seen, demonstrating the high quality of the measurements. Furthermore, it can generally be seen that all Coulomb peaks broaden with increasing temperature. By having a closer look at the three independent conductance matrix elements $G_{21}$, $G_{31}$ and $G_{32}$ it can be seen that for the first peak (from the left) and the third peak, the peak maxima increase for increasing temperature, which is a signature of multilevel transport [115]. However, for the second peak the peak maximum increases with increasing temperature for $G_{31}$ and $G_{32}$ while it decreases for $G_{21}$. A similar behaviour is seen for the fourth peak where the peak maximum increases with increasing temperature for $G_{21}$ and $G_{31}$ while it decreases for $G_{32}$. It should be noted that even though two peaks are seen to decrease in height, they do not show the $1/T$-dependence as expected for true single-level transport.

It is known that in the multi-level regime the temperature dependence of Coulomb peaks can vary from peak to peak due to variations in the couplings between the leads and the different dot states. [115] However, the measurement of different temperature dependences of conductances measured in different leads for the same Coulomb peaks is
unique to a three or more terminal system and has to our knowledge not been measured before. Following the arguments of Ref. [115], our results suggest that the different leads couple with different strengths to the different dot states involved in transport. This is further supported by detailed measurements of single Coulomb peaks as discussed below.

### 8.3.4 Shift between Coulomb resonance positions due to coupling of different leads to different dot states

When studying single Coulomb peaks in detail we frequently observe that peaks corresponding to conductances in different leads have their maxima at slightly different positions in gate-voltage. An example of this is shown in Fig. 8.6(a) where $G_{31}$ and $G_{21}$ are plotted for the fourth peak in Fig. 8.4(a) (see red star). A 100 µV bias voltage is applied to lead 1, a voltage of 100 mV is applied to gate 1 while all other gates are grounded. The conductance $G_{31}$ (black dotted curve) has its maximum at 4.217 V while $G_{21}$ (orange solid curve)
8.3. Measurements

Fig. 8.6 — (a) Measurement of $G_{21}$ and $G_{31}$ as a function of $V_{BG}$ for a single Coulomb peak. The maxima of the two peaks are shifted by 2 mV in back gate voltage corresponding to $0.9 k_B T$ when assuming that the FWHM of the peaks are $\approx 4.4 k_B T$. (b) Corresponding calculation with a two-level model where the three leads couple differently to the two dot levels.

has its maximum at 4.215 V. For multi-level transport the full width at half maximum (FWHM) of a Coulomb peak is $\approx 4.4 k_B T$, where $k_B$ is the Boltzmann constant and $T$ is the temperature [83]. From the FWHM of the measured peaks we then estimate the shift between the maxima of $G_{31}$ and $G_{21}$ to be $0.9 k_B T$.

It should be noted that the measurements shown in Fig. 8.6(a) are not averaged between conductances measured for positive and negative bias (unlike in Fig. 8.4). The gating effect of the lead where the bias is applied shifts the Coulomb resonances in energy at finite bias voltages. For positive bias voltages the resonances are shifted to more positive back gate voltages, while for negative bias voltages they are shifted to more negative back gate voltages. Averaging would therefore result in a broad resonance with a maximum positioned between the maxima of the original resonances. By only considering the conductances measured with the bias voltage applied to the same lead (for positive or negative bias voltage), the gating effect of the source causes the same shift for all resonances. Hence, the shift of 2 mV between the maxima of $G_{21}$ and $G_{31}$ found above is not due to a gating effect of the source.

The shift between the maxima of the conductances of $G_{21}$ and $G_{31}$ can be understood in terms of multi-level transport where the leads couple with different strengths to the different dot states. In order to illustrate this effect qualitatively, we calculate $G_{31}$ and $G_{21}$ for the simplest possible multi-level system, a two level system. We use the rate equation approach introduced by Beenakker in Ref. [83] extended to a three-terminal dot with two levels contributing to the current.

In this model it can be shown that the current in each lead is the sum of two contributions, one current via the first level and one current via the second level. The shift between currents in two different leads is determined by three parameters, the single particle level spacing $\Delta$ and two parameters determining how the current in each lead is distributed between the two dot levels.
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Fig. 8.7 — Measurement of $G_{21}$ and $G_{31}$ as a function of $V_{BG}$ for different constant voltages between 0 and 100 mV applied to $PG_1$. The shift between the maxima of the two peaks are shrinks continuously with increasing plunger gate voltage.

The measured shift can be qualitatively reproduced by the model for a large range of parameters. An example of a calculation showing good agreement with the experiment in Fig. 8.4(a) is depicted in Fig. 8.4(b). In order to put more constraints on the values of the parameters we also tried to reproduce the temperature dependence of the peaks. Unfortunately, with a two level model it is not possible to quantitatively reproduce the observed shift and the observed temperature dependence at the same time. Thus, we here most likely have more than two levels involved in transport. Still, we would like to emphasize that the simple two-level model does qualitatively reproduce the shift, supporting that it is indeed due to the different coupling of different leads to different dot states. This also agrees with the interpretation of the temperature dependence of the Coulomb peaks as discussed above.

8.3.5 Evolution of Coulomb resonance shift with in-plane gate voltages

From the above discussion we argue that the observed shift is due to different leads coupling with different strengths to different quantum dot states. However, it is still an open question if the localized states in the constrictions play an important role for small changes in the coupling strengths between the leads and the dot.

In Fig. 8.7 the evolution of $G_{21}$ and $G_{31}$ with increasing $V_{PG_1}$ is shown. It can be seen that already for small plunger gate voltages the shift can be tuned significantly and systematically by an in-plane gate. This is further shown by plotting shifts from Fig. 8.7 relative to the average FWHM of the peaks as a function of $V_{PG_1}$ (see Fig. 8.8(a)). Here the continuous decrease of the shift with increasing plunger gate voltage is even more pronounced. Fig. 8.8(b) shows the evolution of the individual conductances $G_k$ of the three leads with $V_{PG_1}$. Fig. 8.8(c) and (d) show the corresponding evolution of $G_1$, $G_2$ and $G_3$ for $V_{PC_2}$ and $V_{PG_3}$, respectively. If the changes in the coupling between the dot states and the lead states would be dominated by changes in the localizations in the constrictions we would expect a correlation between the evolution of the individual conductances and the relative lever arms of the plunger gates with respect to the constrictions (see Table 8.1). However, no correlation is found. $G_3$ is influenced the most by all three plunger gates. $G_2$ and $G_1$ are only changed slightly. We therefore conclude that the Coulomb blockade resonances and in particular the amplitudes of the current maxima investigated here are
8.4 Summary

We have investigated a three-terminal graphene quantum dot in the multi-level Coulomb blockade regime. The dot was thoroughly characterized by both gate-gate sweeps where all relative lever arms could be extracted, and temperature dependent measurements. When investigating single Coulomb peaks in more detail a shift in peak maxima between conductances measured in the different leads were observed. This result can be qualitatively reproduced by a rate equation model where different leads couple differently strong to different dot states. The shift can be tuned by the plunger gates and by investigating the corresponding evolution of the individual conductances we find no correlation between this evolution and the relative lever arm determined. We therefore conclude that on small
energy scales the changes in coupling are due to changes in the dot wave function, which is rather a single wave function extended over the dot than several localized states. This is an important insight in view of the potential to use graphene quantum dots for spin qubits.
Chapter 9

Finite bias spectroscopy

Finite bias spectroscopy is a widely used and convenient method to probe excited states of quantum dots. However, the lines of enhanced conductance parallel to the Coulomb diamonds that are due to transport through excited states are often accompanied by other lines of which the origin is not completely understood [106, 110]. Possible origins that have been suggested are modulation of the tunnel couplings due to resonances in the constrictions [106, 110] and phonon-mediated transport [116].

In this chapter finite bias spectroscopy of the three-terminal quantum dot introduced in the previous chapter is performed. A rich spectra of lines of enhanced conductance are visible outside the Coulomb diamonds. By exploiting the extra information obtained from a three-terminal dot compared to a two-terminal dot we discuss the possible origins of these pronounced features. As in the previous chapter all measurements are performed in a cryostat at a temperature of 1.7 K.

9.1 Coulomb Diamonds

Fig. 9.1 shows Coulomb diamonds measured for the complete conductance matrix. A bias voltage is applied to one of the two leads while the two other leads are grounded. The first row corresponds to bias voltage applied to lead 1, the second row corresponds to bias voltage applied to lead 2 and the third row corresponds to bias voltage applied to lead 3. Similar, the current measured in lead 1, lead 2 and lead 3 are depicted in column 1, 2 and 3 respectively. The slight asymmetry of the diamonds is due to the asymmetric bias voltage. As expected for a single confined dot, the diamonds are well defined and do not overlap and the charging energy is determined to be 15 meV. This is the largest charging energy observed within this sample. For most well defined Coulomb diamonds the charging energy fluctuates between 8 and 15 meV. This is slightly higher than what is expected from Ref. [113], however, deviations due to different screening by the surrounding leads and gates are expected.

Looking at the different plots in Fig. 9.1 it is evident that a symmetry of the conductance matrix where \( \log \frac{dI_i}{dV_j} = \frac{dI_j}{dV_i} \) (as seen in Fig. 8.5) is not present here. This might be partly due to the fact that the Coulomb diamonds were measured separately for each
bias configuration and not in one gate sweep as in the previous chapter, however, the main reason for this asymmetry can most likely be attributed to the non-linearity of the system at high bias voltages.

Outside the diamond regions of suppressed current a striking number of lines of enhanced differential conductance parallel to the edges of the diamonds can be seen. In addition there might also be some faint structures visible within the diamonds (as marked with black arrows in Fig. 9.1 (b) and (g)). The possible origin of these features will be discussed in the following.

### 9.2 Excited states?

Lines of enhanced differential conductance outside the diamonds running parallel to the edges of the diamonds are often attributed to conductance through excited states and their
9.2. Excited states?

Fig. 9.2 — (a) Zoom of Coulomb diamonds corresponding to the white dotted box marked in Fig.9.1(g). In the lower diamond one can clearly see two vertical lines (marked with black arrows) that are aligned with lines running parallel to the diamond edge outside the diamond. In the upper diamond similar feature (also marked with black arrows) might be faintly visible. As in Fig.9.1 negative differential conductance is marked in black. (b) A cut through the lower diamond (as marked with the black dashed line in (a)). Two clear peaks in $dI/dV$ inside the Coulomb blockaded area can be seen. (c) schematic drawing of the expected steps seen in $dI/dV_{\text{bias}}$ within the Coulomb diamonds in the presence of inelastic co-tunneling processes as illustrated with the energy diagram in (d).

appearance can thus be used to determine the single particle level spacing of the quantum dot states. However, such lines can also have different origins such as a modulation of the density of states in the leads or states in the constrictions.

9.2.1 Inelastic cotunneling?

So far we have only considered transport through first order tunneling processes. However, the presence of inelastic cotunneling, a higher order tunneling process, is often used as the experimental fingerprint of excited states. Fig.9.2(d) shows the energy diagram of an inelastic co-tunneling process where two electrons tunnel in a correlated fashion. First an electron from the dot ground state will tunnel from the dot to the drain (marked with 1), subsequently an electron from the source will tunnel into the dot excited state (process 2). The final state of the quantum dot is higher in energy, by a factor of $\Delta$, than the initial state. This energy difference is provided by the bias voltage. As a result such a process can only occur for $eV_{\text{bias}} \geq \Delta$ and beyond this bias voltage the current increases linearly with $V_{\text{bias}}$ [30]. Thus, when measuring $dI/dV_{\text{bias}}$ as a function of $V_{\text{bias}}$ a step in $dI/dV_{\text{bias}}$ inside the diamonds which align with the excited state line outside the diamond is expected. This is illustrated in Fig.9.2(c).
Fig. 9.2(a) shows a zoom of two diamonds from Fig. 9.1(g) (see the white dotted box in Fig. 9.1(g)). In the lower diamond one can clearly see two quite broad vertical lines (as marked with the black arrows) of enhanced differential conductance. These two broad lines seem to align with lines outside the diamond running parallel to the edge of the upper diamond. In the upper diamond one might also faintly see similar vertical features on the left side of the diamond (also marked with black arrows).

To further investigate the features inside the lower diamond we plot the differential conductance \( dI_1/dV_3 \) as a function of bias voltage \( V_3 \) corresponding to a cut through Fig. 9.2(a) as marked with the dashed black line. In this measurement one clearly see two peaks in \( dI_1/dV_3 \) within the Coulomb blockaded region. For the inelastic co-tunneling process discussed above and illustrated in Fig. 9.2(c) and (d) one expect to see a step in the differential conductance that align with excited states outside the Coulomb blockaded region. Here, we don’t see any steps, but oscillations. The expectation of steps in the differential conductance are based on the assumption that the current due to inelastic co-tunneling increases linearly with increasing bias voltage after the onset of the inelastic co-tunneling. However, if the current does not increase linearly, but stepwise, this would lead to peaks in the differential conductance. Such a situation might be possible with a strong modulation of the density of states in the leads. However, in the case of a strong modulation of the density of states in the leads it should be pointed out that elastic co-tunneling processes where no excited states are involved might also lead to oscillations within the Coulomb blockaded regime. Thus, at this point it is not clear if the features inside the diamonds are really due to inelastic co-tunneling and therefore can be seen as evidence for excited states.

### 9.2.2 Line positions

If we now consider a quantum dot with N-1 electrons. Then the lines of enhanced conductance appearing outside of the Coulomb diamonds due to transport through excited states of the Nth level \( \mu_N^k \) \((k \geq 1) \) will appear parallel to the diamond edge where \( \mu_N = \mu_S \) for negative bias and \( \mu_N = \mu_D \) for positive bias. Correspondingly transport through excited states of the N-1 level will appear parallel to \( \mu_N = \mu_D \) for negative bias voltages and parallel to \( \mu_N = \mu_S \) for positive bias voltages. This is depicted in Fig. 9.3(a) where the red lines corresponds to excited states of the Nth level while the blue lines corresponds to excited states of the N-1 level. For the situation where the tunnel coupling of the source \( \Gamma_S \) is equal to the tunnel coupling of the drain \( \Gamma_D \), one expect to see excited states line parallel to both \( \mu_N = \mu_S \) and \( \mu_N = \mu_D \) for both positive and negative bias.

However, in an experimental situation it is not uncommon that the tunnel coupling of the source and the drain to the dot differs significantly. In this case the lines of enhanced conductance due to excited states will only occur parallel to either \( \mu_N = \mu_S \) or \( \mu_N = \mu_D \). Let us consider the situation depicted in the energy diagram of the lower part of Fig. 9.3(b) where the tunnel coupling to the between the source and the dot is much smaller than the tunnel coupling between the drain and the dot. For a negative applied bias (left diagram) it is very difficult for electrons to tunnel from the source and into the dot, however, when an electron has tunneled into the dot it can leave the dot very easily. In this case, an excited state entering the bias window will significantly increase the probability of tunneling into
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Fig. 9.3 — (a) Sketch of the expected appearance of excited states parallel to the diamond edges for equal coupling to source and drain. (b) Corresponding sketch of the expected appearance of excited states outside the Coulomb blockaded regime when the tunnel barrier to the source is much thicker than the tunnel barrier to the drain. The red lines correspond to excited states of the first empty dot state and the blue lines correspond to excited states of the last occupied dot state.

the dot, and thus enhanced current is expected. On the other hand, when a positive bias is applied to the dot electrons can very easily tunnel into the dot, however, it is difficult to tunnel out. In this case an electron that tunnel into the dot will be trapped there and as a result a new excited state entering the bias window will not change the current through the dot significantly and thus new excited state lines will appear outside the diamonds.

For the three-terminal quantum dot investigated here we consider the source to be where the bias is applied and the drain is the lead through which the current is measured. In Fig. 9.1(d) the differential conductance in lead 1 with respect to the bias applied to lead 2 ($dI_1/dV_2$) is plotted as a function of $V_{BG}$ and $V_2$. Here mainly lines parallel to the steep edge of the diamonds where $\mu_N = \mu_S$ can be seen. From the discussion above this would then suggest that $\Gamma_2 < \Gamma_1$. In Fig. 9.1(b) the opposite configuration where the bias is applied to lead 1 and the current is measured in lead 2 is shown. For positive bias voltages one can indeed see mainly lines parallel to $\mu_N = \mu_D$, the opposite of the situation for $dI_1/dV_2$ and therefore still consistent with $\Gamma_2 < \Gamma_1$. For negative bias there are only few faint lines and it is difficult to make a clear statement. Now, if we consider $dI_1/dV_3$ as plotted in (g) mainly lines parallel to $\mu_N = \mu_S$ as in (d) can be seen. Following the arguments from before this then suggest that $\Gamma_3 < \Gamma_1$. In the opposite situation plotted in (c) lines in both directions can be observed, however, the lines are again not always easy to identify. In order to make a statement about the relationship between $\Gamma_2$ and $\Gamma_3$ we now consider $dI_3/dV_2$ ((f)) and $dI_2/dV_3$ ((h)). In the regimes where lines can be easily identified the lines outside the diamonds are mainly parallel to $\mu_N = \mu_S$ for both $dI_2/dV_3$ and $dI_3/dV_2$. This is not consistent with the picture of excited states observed only along
one diamond edge to to different tunnel couplings to source and drain.

From the differential conductance plots in Fig. 9.1 we deduce the qualitative relationship between the equivalent conductances of the tunnel barriers to be $G_1 > G_3 >> G_2$. This is consistent with some of the observations from above based on the direction of the enhanced conductance lines. Thus, even though the direction of the lines are cannot be completely understood in this simple picture, they tend to follow the expected trend for excited states in the presence of different coupling strengths between the dot and the different leads.

### 9.2.3 Line spacings

From Fig. 9.1 the minimal separation between lines of enhanced conductance is determined to be 0.9 meV and the mean spacing is about 2 meV. This fits well with the reported single particle level spacing of 1.6 meV for a quantum dot with a diameter of 140 nm [105] and the expected single particle level spacing of 2 meV for a dot with a diameter of 110 nm [117]. However, in the previous chapter we argued to be in a few-level transport regime based on the temperature dependence and different widths of the Coulomb peaks. Thus the expected single particle level spacing $\Delta_{\text{exp}}$ is smaller than half of the thermal broadening, i.e $\Delta_{\text{exp}} < 300\mu eV$. This is three times smaller than the minimal spacing of the lines outside the diamonds here. This could be due to the fact that less than one out of three excited states significantly alter the current, however, this implies that the dot is weakly coupled to the leads. Thus, from the spacing of the lines it it cannot be concluded whether these are due to excited states or not.

### 9.3 Lever arms

Lines of enhanced conductance appearing parallel to the diamond edges outside the Coulomb blockaded regime might also be due to a modulation of the density of states in the leads or caused by the localizations formed in the constrictions. In order to investigate this further we measure the evolution of the lines of enhanced differential conductance as a function of backgate voltage and plunger gate voltages. In Fig. 9.4 (a)-(c) a bias of -12.5 mV is applied to lead 1 and in the main panels the differential conductance in all three leads are plotted as a function of $V_{BG}$ and $V_{PG2}$. In the left narrow panels the currents in the three leads are plotted as a function of backgate voltage at zero plunger gate voltage to more easily identify the boundaries of the diamonds (marked with yellow diagonal lines in the main panels). In Fig. 9.4(d)-(f) the corresponding measurements as a function of $V_{PG3}$ are shown. From the yellow diagonal lines the relative lever arms of the plunger gates $\alpha_{PG}/\alpha_{BG}$ to the dot are determined to be 0.50-0.52 which is consistent with the lever arms found in the previous chapter (see table 8.1).

It can be seen clearly from Fig. 9.4 that all diagonal lines visible are parallel to the boundaries of the diamonds within the uncertainty of the measurement. From table 8.1 we know the relative leverarms of the different plunger gates with respect to localizations in the constrictions. These range from 0.13 to 1.15 and are significantly different from the dot lever arms. Hence, if the lines of enhanced conductance seen outside the diamonds in Fig. 9.1 were due to localizations situated in the constrictions lines with different slopes
corresponding to the slopes seen in Fig. 8.3 should be seen in Fig. 9.4. This is not the case and therefore the lines cannot be due to localizations in the constrictions.

The density of states in the leads is expected to be only very weakly tunable by the plunger gates due screening effects. Therefore, if the lines of enhanced conductance measured in Fig. 9.4 were due to a modulation of the density of states in the leads they should be almost horizontal, i.e. only dependent on the backgate voltage and not on the plunger-gate voltage. This is also not observed, and thus we conclude that it is unlikely that the lines of enhanced conductance are due to a varying density of states in the leads.

### 9.4 Magnetic field dependence

In order to shed some more light on the features seen outside the Coulomb blockaded regime in Fig. 9.1 we measure the magnetic field dependence of the Coulomb diamonds. In Fig. 9.5 a zoom of the diamonds presented in Fig. 9.1 (a)-(c) (marked by the white dashed boxes) are measured for \( B = 0 \, T \) ((a)-(c)), \( B = 2 \, T \) ((d)-(f)) and \( B = 4 \, T \) ((g)-(i)).

The first column ((a), (d) and (g)) shows the differential conductance measured in lead 1, the second column ((b), (e) and (h)) shows the differential conductance measured in lead 2 and in the third column ((c), (f) and (i)) the differential conductance measured in lead 3 can be seen. From 0 T to 2 T the lines of enhances conductance outside the Coulomb
diamonds get smeared out and at 4 T no lines are visible anymore.

In Ref. [110] Coulomb diamonds in perpendicular magnetic field are investigated. There features outside the Coulomb blockaded region related to energy dependent fluctuations of the barrier transmissions disappear already at a magnetic field of 0.15 T, while features due to transport through excited states are well visible at 2 T. This corresponds well to our observations and might suggest that the features seen outside the Coulomb blockaded regime in Fig. 9.1 are indeed excited states.

9.4.1 Evolution of lines of enhanced conductance for small magnetic fields

In a very last study of these Coulomb diamonds we do accurate measurements of the evolution of the lines outside the Coulomb diamonds for small magnetic fields. In Fig. 9.6 the differential conductance through the dot as a function of $V_{BG}$ and $B$ at a constance bias voltage of -9 mV applied to lead 1 (corresponding to a cut through the diamonds in Fig. 9.5
9.5 Summary

We have investigated four consecutive Coulomb diamonds where pronounced lines of enhanced conductance parallel to the diamond edges where observed outside the Coulomb blockaded regions. From the plunger gate dependence of these lines we conclude that they are not due to localizations in the constriction and most likely also not due to modulation of the density of states in the leads.

Are the lines then due to transport through exited states? From the measurement shown in this chapter we have seen that the spacing of the lines agree with what is expected for excited states for a dot of this size compared to previous reported excited states in the literature, however, the spacing is three times larger than what we would expect from being in a few-level regime as argued in the previous chapter. The co-tunneling features seen within the Coulomb diamonds are not a convincing experimental proof of excited states and and the alignment of the lines to the different diamond edges only partly agrees with an interpretation of excited states and a large difference in the tunnel barriers to source and drain. Therefore, at this point no clear conclusion about the origin of the lines of enhanced conductance parallel to the diamond edges can be made.

Fig. 9.6 — Evolution of the lines of enhanced differential conductance parallel to the diamond edges for small magnetic fields. A constant bias voltage of -9 mV is applied to lead 1 and the differential conductances measured in lead 1, 2 and 3 are shown.

as marked with the black dotted line in (a)) is shown. The main features are seen to just wiggle slightly in energy as a function of magnetic field, while oscillating in amplitude. In addition finer substructures that move horizontally to diagonally through the main features can be seen. The origin of these features are at the moment not understood.
CHAPTER 9. Finite bias spectroscopy
Conclusions
Chapter 10

Conclusion and outlook

The main goal of this thesis has been to increase the understanding of electronic transport in graphene nanostructures. A variety of experiments with different devices and different experimental methods has led to a diverse thesis. In the following we will sum up the main results of this thesis and discuss both the future of these specific projects and the more general future of transport in graphene nanostructures.

Chemical modification of graphene

Chemistry on graphene has a great potential which has only been briefly investigated so far. A conventional two-dimensional electron gas formed at the interface between two materials in a layered crystal is not accessible for chemistry. Graphene however, is not embedded into a crystal and therefore easily accessible by any kind of chemistry. However, as a result graphene is also directly exposed to the environment and therefore its quality can easily be degraded by "dirt".

In part I of this thesis chemical modification of graphene with diazonium ions has been investigated by Raman spectroscopy and electronic transport experiments. The diazonium ions are expected to covalently bond to the graphene lattice, thus creating defects. However, in the addition to the creation of defects the diazonium moieties oriented perpendicular to the graphene lattice also has a non-negligible doping effect. In chapter 4 it has been shown how sensitive the transport properties of graphene are towards any external doping and how important it is to develop methods to control this doping in order to be able to do a quantitative analysis of the doping induced by the desired chemical reaction. In this thesis a method to reach a "clean" starting point for the functionalization process where the samples are repeatedly cleaned in isopropanol followed by heating has been developed. With this process we didn’t only achieve a good starting point for the functionalization procedure, we also reproducibly obtained good quality graphene devices on SiO$_2$ substrate with mobilities above 10 000 cm$^2$/Vs.

The method developed in chapter 4 to avoid doping effects from the solvents used in the chemical reaction is implemented in chapter 5 where Hall bars are functionalized and thoroughly investigated. For the here functionlized Hall bars surprisingly few defects were
introduced to the graphene lattice and the main effect of the functionalization was doping. We speculate that a polymerization reaction is observed where only a few diazonium moieties are attached to the graphene lattice in the first functionalization steps and that these later acts as seeds for further polymerization.

There are several possible reasons for the low reactivity of graphene. In a previous Raman study of unprocessed graphene flakes that were functionalized by the same methods as described in this thesis a much higher reactivity of the graphene towards the diazonium chemistry was observed [45]. By contacting and patterning graphene structures the graphene lattice might loose some of its flexibility compared to an unpatterend flake and thus the reactivity is lowered.

In addition, processing the graphene flakes into nanostructures involves at least electron beam lithography steps, thus the graphene is at least twice covered with resist. It is well known that removing such resist completely is not trivial. By conventional methods involving organic solvents there will most likely always be resist residues left on the devices. As a result only a limited amount of the graphene surface is accessible for chemical modification. Currently we believe this is the main reason for the low reactivity observed in this study.

In order to utilize chemical functionalization as an alternative to reactive ion etching for the patterning of nanostructures, the amount of defects induced to the graphene lattice has to be significantly increased. For this it would be desirable to have the cleanest possible graphene as a starting point. Furthermore, since graphene is highly hydrophobic there are studies showing that the addition of a surfactant to the reaction increases the reactivity of graphene significantly [11, 54].

Indeed, for all possible applications of chemistry that are interesting for electronic transport in graphene nanostructures, such as specific edge functionalization and band gap engineering, it is crucial to have a surface that is as clean as possible such that the reactive species have access to the complete graphene lattice. Otherwise the chemical reactions cannot be sufficiently controlled.

**Graphene three-terminal junctions**

In the search for fast electronic components, ballistic nanodevices with non-linear electrical properties have been developed. A typical example of such nanodevices are three-terminal junctions [64, 67]. Previous three-terminal junctions were fabricated only in n-type materials. For three-terminal junctions based on p-type materials similar non-linear electronic properties as for n-type junctions are expected, just with the opposite sign. In chapter 6 of this thesis we present the first realization of a three-terminal junction in graphene. In the non-linear transport regime intrinsic voltage rectification up to room temperature is observed. As expected, by tuning the device from hole transport to electron transport the sign of the rectified voltage is changed.

In this thesis we have presented a very simple model to explain the observed rectification. Basically the rectification can be understood as a direct result of the energy dependence of conductance. In other words the three-terminal junction works as a simple voltage divider where the resistances of the left and the right terminal are energy depen-
dent, thus producing a non-zero voltage at the center terminal. This model qualitatively explain the measurements presented here, however, it might be insufficient for a more detailed quantitative understanding of the rectification.

Although we could present tunable voltage rectification in a diffusive three-terminal junction for the first time, the efficiency of the rectification was only a few percent. Based on our simple model we propose to increase the rectification by making smaller devices where a transport gap is opened and operate the device partly in the gap and partly outside. However, it is not clear how the disorder related to such a transport gap will influence the rectification properties. Furthermore, our model suggests that increasing the mobility will not increase the efficiency of the rectification. This needs to be confirmed by future measurements.

**Graphene quantum dots**

Graphene single electron transistors and quantum dots have been extensively studied for a couple of years already [105, 106, 108–113, 118–120, 107, 121] and are thus already well understood. Still, there are open questions concerning the very detailed energy spectra and detailed interaction between dot states and lead states.

In part III of this thesis transport measurement of a three terminal dot are presented. For conventional measurement of the transport through a two-terminal dot the conductance is given by an interplay of the tunnel couplings of the dot to each lead, however the contribution from each single lead cannot be determined. With a three-terminal dot exactly such information can be obtained. The individual tunnel barriers between the dot and the different leads can be studied and properties of the individual leads can be probed. In this thesis we could not reach the single level transport regime and thus not investigate the individual coupling strengths between the dot and each lead. Still, by investigating the individual conductances of the different leads an indication about the different coupling strengths is obtained. Furthermore we exploit the multilevel regime to for the first time directly probe the coupling of different leads to different dot states. As an important result we could conclude that the graphene dot is a single well confined dot and not consisting of several puddles.

In chapter 9 finite bias spectroscopy measurements were performed. A rich spectrum of features were observed outside and to some extent inside Coulomb diamonds. Even though the three-terminal structure offers more information about the origin of these features than a conventional two-terminal dot, it was not possible to confirm the specific origin.

The main problems that we encountered during these experiments were the lack of tunability of the tunnel barriers created by the etched narrow constrictions and the strong modulation of transport due to resonances in the leads. As a result it was very difficult to find a good measurement regime. For most gate voltage configurations the current is completely suppressed in one of the three leads and the dot is effectively a two-terminal dot.

During the last part of this thesis a lot of effort was made to create smaller three-terminal quantum dots that would allow for single-level transport. However, even when managing to get to the single level regime it would be very difficult to study the develop-
ment of the tunneling couplings over more than four consecutive Coulomb peaks due to the problems described above. Therefore we also tried to open the leads in order to have more equal conductances from the dot to the different leads. The hope was to measure current in all three leads over large gate-voltage ranges. However, making the leads wider only increased the overall conductance, the regions of three-terminal dot behaviour did not increase. In addition the combination of decreasing the dot size and increasing the width of the leads led to poorly defined dot.

Final remarks

In this thesis transport experiments have been performed on a variety of different graphene nanostructures. The graphene flakes, exfoliated from natural graphite, are deposited on a Si/SiO$_2$ substrate and the nanostructures are patterned by reactive ion etching which has been the state of the art technology up to now. During the last couple of years the limits to this technology has become more and more evident. The bulk disorder induced to the graphene lattice due to the SiO$_2$ substrate has been limiting the charge carrier mobilities to below $20\,000\,\text{cm}^2/\text{Vs}$. Therefore a lot of effort has made to avoid the SiO$_2$ substrate. By etching away the SiO$_2$ and suspending the devices mobilities up to $200\,000\,\text{cm}^2/\text{Vs}$ were observed for single layer at room temperature [122, 15]. Even though suspended devices allowed for the first measurements of the fractional quantum Hall effect [123, 124], these devices are fragile, difficult to gate and more complicated structures than ribbons can hardly be made. The latter problem has to some extent been solved by a suspending technique where graphene were deposited on top of a polymer stack which were later removed [125] However, in general the suspension of graphene structures has not proved itself as a adequate alternative to graphene on SiO$_2$.

Therefore it caused great excitement in the graphene community when recently researchers from Columbia University presented transport measurements of graphene on a hexagonal boron nitrate (h-BN) substrate with mobilities of $80\,000\,\text{cm}^2/\text{Vs}$ [126]. With this technique clean high-mobility graphene devices are obtained without sacrificing the stability of the devices. Clean high mobility graphene on h-BN would therefore be a good starting point for both further functionalization experiments and for all kind of graphene nanostructures.

For etched graphene nanostructures bulk disorder is not the only factor degrading the quality of the devices. Edge disorder might be limiting the quality even more. Therefore it would be desirable to reduce the influence of the edges. One promising approach is to create gate defined devices on bilayer graphene. For bilayer graphene on a SiO$_2$ substrate the bulk disorder limit the complete pinch off of the current, however, previous this year Coulomb blockade was demonstrated in gate defined quantum dots in high-quality suspended bilayer graphene [127]. Thus, it is expected that it should also be possible to create gate defined structures in bilayer graphene using h-BN as a substrate.

One could also imagine to develop devices with perfect edges. Unzipping carbon nanotubes is one possible method, however, the shape of the devices are then limited to ribbons. Another possibility would be to grow perfect structures starting from molecular precursors [128].

It is still not clear which of these technological approaches that will be the most suc-
cessful. Perhaps even something completely new has to be developed. However, the large interdisciplinary community working with graphene will for sure provide further developments during the next couple of years.
CHAPTER 10. Conclusion and outlook
Appendices

A Characterization

As already discussed in chapter 3 there are mainly three techniques that are used to characterize graphene flakes. These are optical microscopy, Raman spectroscopy and scanning force micrography (SFM). In Fig A.1 a graphene flake with parts of different thicknesses are investigated by these three methods. In (a) a light microscopy image of the flake can be seen (a green filter is used to enhance the contrast [129]). Three regions corresponding to a thickness of 2, 3 and 4 layers can be identified. This is emphasized by the intensity profile shown in (b) (corresponding to the dashed in (a)) displaying clear steps when the number of layers are changing. A SFM image of the image with a corresponding height profile is shown in (c) and (d) respectively. In (e) and (f) a 2D Raman map of the integrated G line intensity and a line scan of the G line intensity are depicted. And finally a Raman 2D map of the full width at half maximum (FWHM) of the 2D line with a corresponding line scan is shown in (g) and (d). All methods show clear differences between areas of different thicknesses and allow for a relative statement about the number of layers. However, which are the best methods to determine absolute number of layers? As already discussed in chapter 3 SFM is not suitable due to a large variation in the absolute height of the flakes caused by water or other absorbents underneath the flake and possible resist residues on top of the flake. In addition different SFM tips and further scanning conditions might lead to different absolute heights. In the following we will therefore only compare light microscopy and Raman spectroscopy as tools to determine the number of graphene layers.

In this study we have investigated 111 graphene regions (a flake typically has two regions which are only a few layers thick) where the majority has a thickness of 1 to 4 layers. We define the optical contrast $C$ as [129]

$$C = \frac{I_{\text{substrate}} - I_{\text{flake}}}{I_{\text{substrate}}}$$  \hspace{1cm} (11.1)

where $I_{\text{flake}}$ is the reflected light in the presence of graphene and $I_{\text{substrate}}$ is the reflected light of the bare substrate. The optical microscope is calibrated by measuring the contrast of a known single layer flake and keeping all microscope parameters such as the filter, the light intensity and all software settings constant for all further measurement. It is crucial to have a calibrated microscope in order to do a quantitative analysis based on the optical contrast of the flakes.

In Fig. A.2 (a) the optical contrast of the investigated graphene regions are plotted.
Fig. A.1 — (a) Light microscope image of a graphene flake with parts being 2, 3 and 4 layers thick as indicated. (b) Intensity profile corresponding to dashed line in (a). (c) SFM image of the same flake. (d) Height profile along the dashed line in (c). (e) Raman map showing the integrated intensity of the G line. (f) G line intensity along the dashed line in (e). (g) Raman map showing the full width at half maximum (FWHM) of the 2D line. (h) FWHM of the 2D line along the dashed line in (g).

Each region is given a number from 1 to 111 in order to later be able to compare the different measurement techniques. Clear quantized steps corresponding to 1, 2, 3, 4, and 5 layers can be identified. For more than 5 layers the statistic is not good enough to make a clear statement. In Fig. A.2 (b) the corresponding FWHM of the 2D peak from the Raman spectroscopy analysis is plotted. The FWHM of the 2D line of single layer graphene varies between 29 and 37 cm\(^{-1}\) and is clearly distinguishable from flakes with more layers. The FWHM of the 2D of bilayer graphene varies 54 and 60 cm\(^{-1}\) and is
Fig. A.2 — (a) The optical contrast of 116 flakes plotted for an increasing number of layers. (b) Corresponding plot of the FWHM of the 2D line from Raman spectroscopy measurements.

also distinguishable from flakes with more layers. For more than two layers a general continuous increase of the FWHM of the 2D peak can be seen, however, the number of layers cannot be unambiguously determined anymore. Thus, Raman spectroscopy is a suitable tool to identify single and bilayer graphene (and is in many cases the preferred tool since no calibration is needed), however, if one wants to identify graphene flakes with 3 or more layers optical contrast should be used.

In the following we complete this characterization study of graphene by looking at different additional Raman spectroscopy parameters that are also used as indications of the number of layers. In Fig. A.3(a) the ratio of the integrated intensities of the G and the 2D line $I_G/I_{2D}$ is plotted as a function of flake number. As expected an almost linear increase of $I_G/I_{2D}$ can be seen for an increasing number of layers [40]. Since the intensity of the 2D line changes only slightly the observed change is attributed to the change in the intensity of the G line (see also Fig. A.1) [40]. The 2D peak position is expected to shift to higher wave numbers for an increasing number of layers [130]. This general tendency is confirmed in Fig. A.3. In Fig. A.3 (c) we plot the G peak position as a function of flake number. Previously it has been reported that a shift of about 4 cm$^{-1}$ to lower wave numbers is observed between single and bilayer graphene and for a further increase of the number of layers the G peak position hardly changes anymore [40, 39]. This is consistent with the measurement of the G peak position as a function of flake number shown here in Fig. A.3(c). However, it should be noted that the G peak position is very sensitive to doping, as emphasized by the large scattering of peak positions for the single layer flakes, and thus not reliable for determining the number of layers [48, 47, 40].

As explained in chapter 3 the 2D peak of single layer graphene can be modeled with a single Lorentzian peak, the bilayer 2D peak is a convolution of 4 Lorentzian peaks, while all other thicknesses can be modeled with 2 Lorentzian peaks. For two and more layers we therefore plot the distance between the inner two Lorentzian peaks $2D_{A1}$ and $2D_{A2}$ [39] as a function of flake number. As expected the distance increases for increasing number of layers [130, 40] and bilayer flakes are clearly distinguishable from flakes with more than two layers.

In summary it has been shown that the FWHM of the 2D peak from Raman spec-
troscopy can be used to unambiguously identify single and bilayer graphene. However, to determine the number of layers for flakes with more than two layers optical contrast has to be used. And the optical microscope used for such an analysis has to be carefully calibrated. The intensity ratio of the G and the 2D line, the 2D peak position and the G-peak position follows the trends expected from previous experiments and to some extent these parameters can be used to identify single layer graphene, however, for more than 1 layer no clear statement can be made. Finally, bilayer graphene can be well identified by the relative distance between the two inner peaks of the four peaks creating adding up to the 2D peak.
### B List of samples

<table>
<thead>
<tr>
<th>name</th>
<th>picture</th>
<th>device info</th>
<th>measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>F7</td>
<td><img src="image" alt="Picture" /></td>
<td>Single layer flake Unpatterend (W_{flake}=2.5 \mu m) (L_{flake}=6 \mu m)</td>
<td>First functionalization experiments Chapter 4</td>
</tr>
<tr>
<td>F25</td>
<td><img src="image" alt="Picture" /></td>
<td>Single layer flake Hall bar structure (W=2 \mu m) (L=3 \mu m)</td>
<td>How clean can it get? Chapter 4</td>
</tr>
<tr>
<td>F51</td>
<td><img src="image" alt="Picture" /></td>
<td>Single layer flake Hall bar structure (W=1 \mu m) (L=2 \mu m)</td>
<td>Isopropanol influence Chapter 4</td>
</tr>
<tr>
<td>F70</td>
<td><img src="image" alt="Picture" /></td>
<td>Single layer flake Hall bar structure (W=0.5 \mu m) (L=3 \mu m)</td>
<td>Functionalization Chapter 5</td>
</tr>
<tr>
<td>name</td>
<td>picture</td>
<td>device info</td>
<td>measurement</td>
</tr>
<tr>
<td>------</td>
<td>---------</td>
<td>-------------</td>
<td>-------------</td>
</tr>
</tbody>
</table>
| AJ54 | ![AJ54](image1.png) | Single layer flake
Three terminal junction
\( W_{\text{constr.}}=200 \text{ nm} \) | Tunable voltage rectification |
|      |         |             | Chapter 6 |
|      |         |             | Universal conductance fluctuations |
|      |         |             | Weak localization |
|      |         |             | Disorder potential |
|      |         |             | Chapter 7 |
| AJ87 | ![AJ87](image2.png) | Single layer flake
Three terminal dot
\( D_{\text{dot}}=110 \text{ nm} \)
\( W_{\text{constr.}}=40 \text{ nm} \) | Energy dependence of Coulomb peak positions |
|      |         |             | Chapter 8 |
|      |         |             | Finite bias spectroscopy |
|      |         |             | Chapter 7 |
# C  Processing of graphene samples on SiO₂

## Photolithography on wafer (bond pads and markers)

<table>
<thead>
<tr>
<th>Process</th>
<th>Description of process steps</th>
</tr>
</thead>
</table>
| 1. HMDS Coating | (a) 2-5 droplets on paper in glassware (not on glass)  
(b) Put wafer (oxide facing up) on a glass grid in the glassware. |
| 2. Spinning | (a) Resist: ma-N 1405 (cover at least 1/3 of the wafer)  
(b) 3800 rpm/2/40 s  
(c) Soft bake: 100°C for 60 s |
| 3. Exposure | (a) MA6 maskaligner, channel 1 (365 nm). If problem use CP  
(b) Lamp test with correct sensor (365 nm)  
(c) Intensity 350 mJ/cm² (around 50-70 s) |
| 4. Development | (a) ma-D 533s, 60-70 s gentle agitating  
(b) Rinse in water (2 min, frequently tilting sidewards to exchange water) |

## Evaporation wafer

<table>
<thead>
<tr>
<th>Process</th>
<th>Description of process steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Plasma asher</td>
<td>30 s at 280 W</td>
</tr>
<tr>
<td>2. Metal evaporation</td>
<td>5 nm Ti (or Cr), 45 nm Au.</td>
</tr>
<tr>
<td>3. Lift off</td>
<td>Leave around 10 min in 50°C acetone. Blow the gold off using a pipette or ultrasound (up to power 9).</td>
</tr>
</tbody>
</table>
| 4. Clean wafer | (a) 2 min in acetone at US power 9.  
(b) 2 min in isopropanol at US power 9.  
(c) Blow dry with N₂. |

## Dicing wafer

<table>
<thead>
<tr>
<th>Process</th>
<th>Description of process steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Protecting resist</td>
<td>Spin Shipley 1805 60 s with 5000 rpm. Hard bake 2 min at 115°C.</td>
</tr>
<tr>
<td>2. Dicing</td>
<td>7.1 x 7.1 mm² chips</td>
</tr>
</tbody>
</table>

## Graphene deposition

<table>
<thead>
<tr>
<th>Process</th>
<th>Description of process steps</th>
</tr>
</thead>
</table>
| 1. Clean chips (x2) | (a) 2 min in acetone at US power 9.  
(b) 2 min in isopropanol at US power 9.  
(c) Blow dry with N₂. |
| 2. Graphene exfoliation (in Grey room) | (a) Cut pieces of blue or scotch tape  
(b) Press a large piece of graphite gently onto the tape and remove it. Fold the tape 2-3 times. Press a new tape gently onto the old tape and exfoliate. Fold the new tape 2-3 times. Continue the folding and changing of tape until there is a thin homogenous layer of graphite across the tape.  
(c) Press a chip gently onto the tape (from the top) |
| 3. Clean chips | (a) Short US pulse (power 1) in acetone to remove flakes that does not stick well.  
(b) Leave the chips in acetone at 50°C for at least 30 min to remove glue remainings (no more US).  
(c) 2 min isopropanol.  
(d) Blow dry with N₂. |

## Making contacts

<table>
<thead>
<tr>
<th>Process</th>
<th>Description of process steps</th>
</tr>
</thead>
</table>
| 1. Clean samples | (a) 2 min in acetone.  
(b) 2 min in isopropanol.  
(c) Blow dry with N₂. |
| 2. Spinner | (a) Soft bake 2 min at 120°C.  
(b) PMMA 50K CB 4% (pure), 1000 rpm/1/1 s, 5000 rpm/4/45 s. Bake 5 min at 180°C  
(c) PMMA 950K 1:1 EL, 1000 rpm/1/1 s, 5000 rpm/4/45 s. Bake 5 min at 180°C. |
| 3. EBL | |
| 4. Development | (a) MIBK:IPA 1:3, 60 s (no stirring).  
(b) Isopropanol, 60 s (slow stirring the last 15 s).  
(c) Blow dry with N₂. |
| 5. Metal evaporation | 5 nm Ti (or Cr), 40 nm Au. |
| 6. Lift off | (a) Leave in 50°C acetone for about 10 min.  
(b) Blow with a pipette to remove the gold. If parts of the gold cannot be removed by the pipette, use US for some min (up to power 6 with, tissue under the glass, 40 kHz). |
<table>
<thead>
<tr>
<th>Etching</th>
<th>1. Clean samples (a) 2 min in acetone. (b) 2 min in isopropanol. (c) Blow dry with N\textsubscript{2}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2. Spinner (a) Soft bake 2 min at 120\degree C. (b1) Multilayer etch: PMMA 950K 1:1 CB, 2000 rpm/2/2 s,5000 rpm/4/45 s. Bake 5 min at 180\degree C. (b2) SPL etch: PMMA 950K 2:5 CB, 2000 rpm/2/2 s, 6000 rpm/4/45 s. Bake 5 min at 180\degree C.</td>
</tr>
<tr>
<td></td>
<td>3. EBL</td>
</tr>
<tr>
<td></td>
<td>4. Development (a) MIBK:IPA 1:3, 60 s (no stirring). (b) Isopropanol, 60 s (slow stirring the last 15 s). (c) Blow dry with N\textsubscript{2}.</td>
</tr>
<tr>
<td></td>
<td>5. Etching RIE80 (a) Clean. Recipe: Graphene clean. (b1) Etching multilayer. Recipe: &quot;graphene etch thick&quot; (b2) Etching SPL. Recipe: &quot;graphene etch thin&quot;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Clue sample to chip carrier</th>
<th>1. Mix conductive glue H20E A + B (1:1).</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2. Glue sample to chip carrier Place a small droplet of glue in the middle of the carrier. Press the chip gently into the carrier. Leave place to bond the backgate at one end of the carrier. Put an droplet of glue between the side of the chip and the bottom of the carrier (to be sure that the backgate is contacted.)</td>
</tr>
<tr>
<td></td>
<td>3. Bake 15 min at 150\degree C in vacuum.</td>
</tr>
</tbody>
</table>
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