Incremental Object Part Detection toward Object Classification in a Sequence of Noisy Range Images

Conference Paper

Author(s):
Gächter, Stefan; Harati, Ahad; Siegwart, Roland

Publication date:
2008

Permanent link:
https://doi.org/10.3929/ethz-a-010034580

Rights / license:
In Copyright - Non-Commercial Use Permitted
Incremental Object Part Detection toward Object Classification in a Sequence of Noisy Range Images

Stefan Gächter, Ahad Harati, and Roland Siegwart
Autonomous Systems Lab (ASL)
Swiss Federal Institute of Technology, Zurich (ETHZ)
8092 Zurich, Switzerland
{gaechter, harati, siegwart}@mavt.ethz.ch

Abstract—This paper presents an incremental object part detection algorithm using a particle filter. The method infers object parts from 3D data acquired with a range camera. The range information is uniquely quantized and enhanced by local structure information to partially cope with considerable measurement noise and distortion. The augmented voxel representation allows the adaptation of known track-before-detect algorithms to infer multiple object parts in a range image sequence. The appropriateness of the method is successfully demonstrated by an experiment.

I. INTRODUCTION

In recent years, a novel type of range camera to capture 3D scenes emerged on the market. One such camera is depicted in figure 1. The measurement principle is based on time-of-flight using modulated radiation of an infrared source. Compared with other range sensors [1], range cameras have the advantage to be compact and at the same time to have a measurement range of several meters, which makes them suitable for indoor robotic applications. Further, range cameras provide an instant single image of a scene at a high frame rate though with a lower image quality in general [2], [3]. The 3D information acquired with a range camera is strongly affected by noise, outliers and distortions, because of its particular measurement principle using a CMOS/CCD imager [4], [5], [6]. This makes it difficult to apply range image algorithms developed in the past. Hence, the goal of this paper is to present an object part detection method adapted to range cameras.

Object parts are quite proper features for object classification based on geometric models [7], [8], [9]. This approach can account for different views of the same object and for variations in structure, material, or texture for the objects of the same kind, since more or less the decomposition of the objects into its parts remains unchanged. The majority of the currently available approaches in this field are appearance based, which makes them very sensitive to the mentioned variations.

In general, range image algorithms depend on the robust estimation of the differential properties of object surfaces [10]. Given the noisy nature of images from range cameras, this can only be obtained with high computational cost [11], [12]. However, the detailed reconstruction of object surface geometry is not necessary for part based object classification as far as the parts are detected. On the other hand, object parts can be represented properly by bounding-boxes [9], because the overall structure of an object part is more important and informative than the details of its shape or texture. For example, the concept of a chair leg is more about its stick like structure than whether it is wooden or metallic, of light or dark color, round or square.

However, segmentation of range images into object parts remains the most challenging stage. Because of the low signal-to-noise ratio of the mentioned sensor, this is an ill posed problem. Using an incremental algorithm and several range images can improve the performance. In fact, it is possible to skip segmentation and track hypothetical parts in the scene. This is a common approach in radar applications, where a target has to be jointly tracked and classified in highly noisy data [13], [14]. Hence, for each part category, a classifier is considered which incrementally collects the evidences from the sequence of range images and tracks the hypothetical parts. Therefore, the object part detection becomes the sequential state estimation process of multiple bounding-boxes at potential object part poses in the three-dimensional space. This is realized in the framework of a particle filter [15], [14], which can cope with different sources of uncertainty, among them scene registration errors.

To reduce the computational burden and at the same time partially remove the outliers, five sequential input point clouds are quantized into a voxel space and voxels containing less than three points are neglected. The voxel representation is enhanced with the shape factor, a local structure measure of linear, planar, or spherical likeliness which is then used for obtaining particle weights in the resampling phase.

The contribution of this work lies in bringing well es-
established algorithm from classification, tracking and state-estimation to the framework of object classification. In addition, to the best of our knowledge, this is a first work which addresses object part detection using a range camera. The presented work here paves the way toward incremental object classification based on parts in the field of indoor mobile robotics. The approach presented here is quite general in handling different object parts with simple geometry. However, through out this paper, a chair leg is chosen as an example part to demonstrate the method.

II. RELATED WORK

Part extraction from range images is a long standing issue in structure based object recognition and classification. Seminal work has been done by [16], where algorithms are presented that infer objects from surface information. Object parts are represented by surface patches. Others authors used the same representation, for example [17]. In the present work, bounding-boxes are adopted, which is a more abstract volumetric representation than commonly used parametrical models based on surfaces [18], [19], [20]. In addition, the quantization achieved by the voxel representation within the five-step time-span is related to occupancy grids [21], [22], but less computationally intensive.

In [23], a method to capture local structure in range images is presented in order to classify natural terrain. In the present work, local structure is captured in the same way with shape factors, and varieties of them – commonly used in 3D image processing [24] – are studied. However, shape factors are calculated based on the voxel representation here.

The object part detection algorithm evolves from the work done in [25], [26]. They developed a method for joint detection and tracking of multiple objects described by color histograms. Color-based tracking is a well researched topic in the vision community [27], [28], [29], [30]. Here, these techniques are taken as inspiration to detect object parts in quantized point clouds using shape factor as color.

III. RANGE IMAGE QUANTIZATION

One of the smallest range cameras among different manufactures [31], [32], [33], [34], [35] is the SR-3000 made by [36], see figure 1. For the work presented here, the SR-2 of the same manufacturer is used, which exhibits similar measurement performance for the application in question. The camera has a resolution of $124 \times 160$ pixels with approximately a maximum measurement distance of $7.5m$. The intrinsic and extrinsic camera parameters are calibrated based on the methods explained in [37] and [6] respectively.

Despite the calibration, the range image remains affected by noise, outliers and distortions. Mainly the reasons are limited imager resolution and low emission power. Finally, the outcome is similar to what represented in figure 2(a) for a sample chair in the scene.

Therefore, to deal with high data volume and partially filter outliers, point clouds are quantized into voxels. In each time step, five successive 3D point clouds registered in a global frame [38] are considered. Commonly cubic voxels are used in such a scenario. Here, voxel shape is considered elongated along vertical direction to better capture stick like structures, which may be potential chair legs, see figure 2(b). This stage is not aimed to remove others parts – like seat or back – but to locally enforce the geometry of the desired part.

IV. OBJECT PART DETECTION

The structural variability of objects is strongly related to the number and type of parts and their physical relationship with one another. Such relationships can be encoded within a probabilistic grammar in order to perform object classification [9]. Towards such an approach and considering the range camera as the sensing system, object parts are modeled as probabilistic bounding-boxes.
A bounding-box is a cuboid defined by the center point and span length. Its probabilistic nature results from the incremental estimation process with particle filters. In this work, the particles encode the hypothetical positions and extensions of multiple object parts, i.e. of bounding-boxes. The evolution of the particles over time enable the simultaneous detection and tracking of the object parts. Particles at those positions object parts are observed survive, whereas the others die off. The goodness of part observation – the particle’s weight – is calculated based on the shape factors found in the image regions defined by the bounding-boxes associated with each particle. Thus in addition to the bounding-box, an object part is modeled by a unique distribution of shape factors.

A. Shape Factor

The shape factors characterize the local part structure by its linear, planar, or spherical likeliness. They are calculated for each voxel from its surrounding spatial voxel distribution by the decomposition of the distribution into the principal components – a set of ordered eigenvalues and -vectors.

In the literature, different methods are presented on how to compute the shape factors. In [39], [40] a tensor representation is proposed for structure inference from sparse data. A structure tensor can be expressed as a linear combination of a linear, planar, and spherical basis tensor, where the relative magnitudes for a local region can be defined as the shape factors for the linear $r_l$, planar $r_p$, and spherical $r_s$ case, respectively:

$$
\begin{align*}
  r_l &= \frac{\lambda_1 - \lambda_2}{\lambda_1}, \\
  r_p &= \frac{\lambda_2 - \lambda_3}{\lambda_1}, \\
  r_s &= \frac{\lambda_3}{\lambda_1},
\end{align*}
$$

where $\lambda_i$ are the ordered eigenvalues $\lambda_1 \geq \lambda_2 \geq \lambda_3$ of the tensor decomposition. For the present work, the voxel distribution decomposition is done equivalently. In (1), the shape factors are normalized by the maximum eigenvalue so that each lies in the range $\in [0, 1]$ and their sum is one, $r_l + r_p + r_s = 1$. Another normalization scheme is to use the sum of the eigenvalues [24]:

$$
\begin{align*}
  r_l &= \frac{\lambda_1 - \lambda_2}{\lambda_3 + \lambda_2 + \lambda_1}, \\
  r_p &= \frac{2(\lambda_2 - \lambda_3)}{\lambda_3 + \lambda_2 + \lambda_1}, \\
  r_s &= \frac{3\lambda_3}{\lambda_3 + \lambda_2 + \lambda_1}.
\end{align*}
$$

The shape factors can also be defined by reasoning on the volume spanned by the eigenvalues:

$$
\begin{align*}
  r_l &= \frac{\lambda_1}{\sqrt{\lambda_2 \lambda_3}}, \\
  r_p &= \frac{\sqrt{\lambda_2 \lambda_3}}{\lambda_3}.
\end{align*}
$$

The two shape factors tend toward zero, if the structure is spherical. However, the normalization of these factors is not evident, but it is possible to find a suitable normalization function as discussed in [38]. The advantage is then to have additional parameters to adapt the shape factors’ saliency. Which of the shape factor computation methods is used, depends largely on their ability to characterize voxels distinctly according to the present object structure at hand.

Figure 3 depicts a test voxel set of a chair, where for each voxel of size $15 \times 15 \times 70\,mm$ the shape factor was computed according to the three presented methods. The computation was done with a neighborhood window – defining the scale of the local structure – of size $11 \times 11 \times 3$ voxels. As it is visible, the first method, where the maximum eigenvalue is
used for normalization, favors linear like structures, whereas
the third method, where the spanned volume is used as
criterion, favors spherical like structures. A balanced result
is obtained with the second method, where the sum of the
eigenvalues is used for normalization. This is also the method
employed later on, because it gives the best result for real
data.

B. Histogram as Feature Vector

The shape factor distribution in the region of interest
defined by the bounding-box is approximated by a histogram
to obtain a unique feature vector that models an object part.
This approach is inspired by the work done in [27], where
color histograms are used to track objects. In the present
application, histograms have the advantage to be robust
against the structural variability of object parts: rotation,
partial occlusion, and scale have little effect on the model.
In addition, the computational cost of histograms is modest.

The bins of the shape factor histogram are populated with
the three different shape factors, where for each \( N_b \) bins are
used. It is not necessary to account for all possible combina-
tions, as commonly done for color histogram computation,
because the shape factors sum up to one. Thus, \( N_t = 3 \times N_b \)
bins are sufficient. All voxels in the bounding-box volume
are considered so that empty voxels retain some spatial
information in the otherwise spatially invariant histogram.

The bin index \( b \in \{1, \ldots, N_t\} \) is associated with the
shape factor vector \( r(u) \) for each voxel position \( u \). The
bounding-box volume in which the shape factor information
is gathered is defined as \( V(x) \). Within this region the shape
factor distribution \( q(x) = \{q(n; x)\}_{n=1}^{N_t} \) is estimated by
standard bin counting:

\[
q(n; x) = K \sum_{u \in V(x)} \delta(b(x) - n),
\]

where \( \delta \) is the Kronecker delta function; \( K \) is a normaliza-
tion constant ensuring \( \sum_{n=1}^{N_t} q(n; x) = 1 \). Hence, the feature
vector consists of \( N_t \) elements, each representing a certain
shape factor likeliness. Figure 4 depicts the three shape factor
histograms of the front chair leg of the test voxel set in
figure 3. It is clearly visible that the linear shape factor
dominates indicating the stick like structure of the object
part.

C. Support Vector Classifier

It is now possible to generate for each hypothetical object
part – encoded by the particles – a feature vector. In order
to judge, if an object part in question is likely to belong
to a certain object part class it is necessary to evaluate
an importance weight. This can be done by computing a
similarity measure based on the distance between a template
feature vector and the generated feature vector. This is com-
monly done in color based tracking [27]. However, template
matching might not be discriminative enough to cover an
entire object part class. Using a classifier built on large
amount of training data results often in a better detection
performance. Given the high dimension of the feature vector
– the shape factor histogram – a suitable training method
is the support vector machine (SVM). In the present work,
a support vector classifier with a linear kernel is trained
using the framework provided by [41]. The details of SVM
are omitted here, but can be found for example in the just
mentioned reference.

D. Incremental State Estimation

The aim is to detect incrementally object parts modeled by
a bounding-box in a sequence of voxel images. The detection
algorithm has to typically handle multiple object parts of
the same type. Thus, the problem can be stated formally as
follows:

\[
P(R_k = r|z_{1:k}) = \int p(R_k = r, x_{1:r,k}|z_{1:k})dx_{1:r,k}.
\]

The probability \( P \) of having \( r \) parts present at time \( k \) is
the marginal of the joint probability of the object part states
\( x_{1:r,k} = [x_{1,k}, \ldots, x_{r,k}] \) and their number \( R_k = r \) given a
voxel image sequence \( z_{1:k} = z_1, \ldots, z_k \). Thus, the object
part state – the position and extension of the bounding-box
– is modeled by a random vector \( x_k \). The object part number
\( R_k \) is modeled as a Markov system, where the state values
are a discrete number \( r = \{1, \ldots, M\} \) with \( M \) being the
maximum number of parts expected.
The solution of (5) can be found in a recursive prediction and update procedure using a particle filter with augmented particle state $y^{(n)}_k = [R_k^{(n)}; x^{(n)}_{k|i,k}]$, where $n = 1, \ldots, N$, see [25]. The particle filter approximates the posterior density $p(y_k|z_{1:k})$ by a weighted set of $N$ random samples. The evolution of each particle state through time is defined by the transition probability function $p(y_k|y_{k-1})$ – the relation among particle states over time – and the observation likelihood function $p(z_k|y_k)$ – the relation between particle state and observation.

The particle filter discussed in the following is a sampling-importance-resampling filter as presented in [42], that has been extended to multiple targets in [25] with the multiple-model approach as proposed in [14]. Multiple-model means have been extended to multiple targets in [25] with the multiple-importance-resampling filter as presented in [42], that has been extended to multiple targets in [25] with the multiple-model approach as proposed in [14]. Multiple-model means the Markov system defines three possible cases how the number of parts can evolve over time: the number remains unaltered, increases, or decreases from time step $k - 1$ to $k$. For each case, particles are drawn differently from the transitional prior $p(x_k|x_{k-1})$.

- $R^{(n)}_k > R^{(n)}_{k-1}$: If the number of parts increases, the current state has to be augmented by additional states. For the $r_{k-1}$ parts that continue to exist, particles $x^{(n)}_{i,k}$ are sampled from the transitional prior $p(x_k|x_{k-1})$. For the $r_k - r_{k-1}$ new hypothetical parts, particles are sampled from the initialization density $p(y_k|z_{1:k-1})$, which describes the probability of having a part with state $y_{k-1}$ when only the observation $z_{k-1}$ is available. Instead of sampling uniformly from the entire observation space, the sampling is constrained to where only an observation at time $k - 1$ took place; a hypothetical object part position is selected from the possible voxel position with equal probability. Thus, the particles evolve only in the neighborhood of the observed structure in the scene. Objects have a well-defined geometry and it is not possible that two parts of the same kind can be observed at the same position. Therefore, a minimum distance constraint between parts is imposed during the sampling. Because the parts are represented by bounding-boxes, the constraint is verified by an intersection check as presented in [43]. Apart from the design of the observation likelihood, these two measures enable the object part detection in the three dimensional space.

- $R^{(n)}_k = R^{(n)}_{k-1}$: If the number of parts remains unaltered, the $r_k$ particles $x^{(n)}_{i,k}$ are sampled from the transitional prior $p(x_k|x_{k-1})$.

- $R^{(n)}_k < R^{(n)}_{k-1}$: If the number of parts decreases, $r_k$ hypothetical parts are selected from the possible $r_{k-1}$ with equal probability. For the selected parts, $r_k$ particles $x^{(n)}_{i,k}$ are sampled from the transitional prior.
\[ p(x_k|x_{k-1}) \]

2) Observation Model: The observation likelihood function generates the importance weights used to incorporate the measurement information \( z_k \) in the particle set \( \{y_k^{(1)}, \ldots, y_k^{(N)}\} \). Given the problem at hand – the parts have to be detected from various view angles out of sparse and noisy data – the observation model is a non-linear function \( z_k = g(x_k, w_k) \) of the part state \( x_k \) and measurement noise \( w_k \). Instead of using a generative observation model, as it is common in a Bayesian estimation framework, a discriminative one is selected [44], i.e. the learned support vector machine presented previously.

In the detection framework, the observation likelihood function is defined by the comparison of the probability that an object part is present with that an object part is absent. This is equivalent to the likelihood ratio of the classification probabilities computed with the learned classifier. Assuming that the classification can be done independently for each hypothetical object part, the likelihood ratio is then

\[
L(R_k) = \prod_{i=1}^{r} \frac{p(z_k|x_i,k)}{1 - p(z_k|x_i,k)}. 
\]

(6)

Considering the classification probability \( p(z_k|x_i,k) \) as a discriminative measure \( a_{i,k} \) in the range \( 0 \leq a_{i,k} \leq 1 \), the likelihood ratio can be expressed as

\[
L(R_k) = \exp \left( -\frac{1}{b} \sum_{i=1}^{r} (1 - 2a_{i,k}) \right), 
\]

(7)

where \( b \) is a parameter to adjust the observation sensitivity, which has to be determined experimentally. With this definition, the likelihood ratio takes large values in the 3D space where object parts are present and correctly identified.

Thus, the unnormalized importance weight \( \tilde{\pi}_k^{(n)} \) for each particle with state \( y_k^{(n)} = [R_k^{(n)}, s_k^{(n)}, \pi_1^{(n)}] \) is computed as:

\[
\tilde{\pi}_k^{(n)} = \begin{cases} 
1, & \text{if } R_k^{(n)} = 0, \\
L(R_k^{(n)}), & \text{if } R_k^{(n)} > 0.
\end{cases}
\]

(8)

The likelihood ratio defined above has a pivoting point for a probability equal 0.5. Further, particles with large number of hypothetical object parts but having a classification probability only slightly greater than 0.5 are favored over particles with small number of parts but having a high probability. Hence, the object part detection algorithm has an inherent tendency for exploration.

V. EXPERIMENT

The above discussed incremental object part detection method is exemplified by the detection of chair legs, a linear object structure in vertical direction. It is reasonable to assume – especially for indoor robotic applications – that the pose of the range camera with respect to the ground plane can be inferred. With this knowledge, the object part representation of the class of chair legs can be simplified: a bounding-box defined by its center point position \( s = [s_x, s_y, s_z]^T \) and span length \( t = [t_x, t_y, t_z]^T \). For other object part classes, such as chair seat and table plate, the rotation around the z-axis has to be considered in addition.

The object part detection method is applied to a series of about 300 range images taken of a chair by moving the camera from the bottom to the top. At each time step \( k \), the range image is transformed into a 3D point cloud and roughly aligned with the reference frame. The reference frame results from an initial setup calibration [38]. The aligned point cloud is quantized and added to a voxel set that is accumulated over the last five images. The voxels have the dimension of \( 15 \times 15 \times 70 \text{mm} \) to accommodate for linear object structures in vertical direction. Cross outliers are removed discarding voxels with less than three measurement points associated.

For each voxel in the set, the shape factor is computed according to (2) using a neighborhood window of dimension \( 21 \times 21 \times 15 \) voxels. The sum is used for normalization, because it results in balanced shape factors for the linear and planar structures present. Thus, at each time step \( k \) a discrete, sparse 3D image results, where with each voxel in the image a triplet of shape factor is associated. From a sequence of such images, the object parts are inferred.

The particle filter uses \( N = 1000 \) samples for a maximum number of parts \( M = 5 \). This rather low number of particles becomes possible, because the particles are constraint in the 3D space to the neighborhood of where an observation took place. The particle’s state consists of the number of hypothetical parts, their bounding-box positions and span lengths: \( y_k^{(n)} = [R_k^{(n)}; s_k^{(n)}; t_k^{(n)}] \). The probabilities in the transition matrix \( T_u \) are conservatively chosen to keep the gathered knowledge, but also because the particle filter implementation has an inherent exploration behavior. Hence, the diagonal entries of the matrix have a probability of 0.7, the entries from \( r \) to \( r + 1 \) parts have a probability of 0.1, and the remaining entries have a probability of 0.05. The covariance matrix \( C_u \) for the transition model has the diagonal entries of 100, 100, and 2500 \( \text{mm}^2 \). Importance is given to the vertical direction to accommodate for the high part position uncertainty in this dimension.

A training set of 3100 samples was generated to train the support vector classifier by computing the shape factor histograms of randomly selected bounding-boxes in a stream of voxel images. The samples were manually labeled so that a classifier was trained that can detect linear like object
structures. However, of all the labeled samples, only an equal number of good and bad ones are used to not bias the learning; a set of 767 for training and 328 for verification. The performance of the resulting linear support vector classifier is reasonably good as can be see in figure 6. A not perfect classifier might be even of advantage to alleviate ambiguities when more than one object part of the same class are present.

The behavior of the particle filter can be observed in figure 5, where for time step \( k = 20 \) the a priori, observation, and a posteriori particle density are depicted. It is visible in 5(c) that after the resampling particles with good classification probability survived. Almost all of the particles indicate four states, or that four legs are detected. The weights are represented in figure 5(b) by the size of the particles. Thus, particles at the chair’s leg positions, see also figure 2(b), are bigger than the ones at the chair’s back position. Further, the exploratory behavior defined by the transition matrix is visible in figure 5(a). Not only particles indicating four states are present, but also particles with more or less number of states.

The probability of the number of object parts present is computed according to (5). In case of the particle filter, the probability is approximated by \( P(R_k = r|z_{1:k}) \approx \sum_{N} \delta(R_k^{(n)}, r)/N \), where \( N \) is the number of particles. The probabilities for a sequence of range images are depicted in figure 7(a). In figure 7(b), the estimated object parts at time step \( k = 20 \) are depicted overlaid over the original 3D point clouds. The mean bounding-box is computed for particles having a part presence probability over 0.5. As it can be seen from figure 7(a), this is only the case for particles representing the four legs. Note that initially particles for different number of parts compete with each other, but that finally only the four state particles survive. In this sequence, no false positive occurred.

VI. Conclusion

This paper presented an algorithm for object part detection using a particle filter. The algorithm can handle multiple parts of the same class and different uncertainties. The experiment showed that the approach can estimate the chair leg position and extension in the current range image given the measurement history. Thus, the noisy and sparse information of the object part structure is successfully accumulated over time. Hence, the basic scheme has been proven to be suitable for incremental object part detection.

However, it needs further testing and improvements for its robust application in robotics. First, the detection has to be extended to multiple classes of object structures by training the corresponding support vector classifiers. Then further investigation can be done on recently introduced support vector classifiers [44].

Finally, in the prediction phase of the particle filter, instead of constraining the new samples to the occupied voxels, more informative constraints can be utilized by considering plausible object configurations. We are currently integrating the presented algorithm into a part based object classification system.
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