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Abstract

Many cancer patients receive radiotherapy at some stage of treatment. In radiotherapy, the patient is irradiated with high-energy X-ray radiation. In the past few years, proton therapy has gained in popularity, as it is in principle able to cause the same damage to tumours as with X-ray radiation, while reducing damage to the surrounding healthy tissue. While many of the recently established proton therapy centres are equipped with the technology for providing modern, scanned proton therapy, treatment sites are still restricted to tumours with small or no motion during treatment, such as tumours in the brain, skull base and spine. Several methods have been proposed to allow treatment of mobile tumours. Extensive simulations have been run with the general conclusion that such treatments are possible. Less work has been done on the question whether these conclusions are reflected in experiments. The aim of this thesis is to provide answers to this question.

Two motion mitigation methods have been studied: re-scanning and gating. In re-scanning, motion effects are averaged by applying a treatment plan several times per fraction. The idea of gating is to suspend treatment if the tumour is too much out of its planned position. Both methods have been investigated in a homogeneous phantom. Variations in the dose distributions due to changes in the range of the proton beam are thus not incorporated.

In discrete scanning, dose delivery is paused while re-positioning the proton beam on a discrete grid of dose delivery positions (spots). By choosing the right re-scanning method, motion of up to 1 cm peak-to-peak amplitude could be mitigated. For this purpose, a scanning system with fast energy modulation is required. The performance of gating depended not only on the amplitude of the residual motion but also on the target volume and the motion trajectory. Gating was only an effective technique to alleviate motion effects for a spherical target and regular motion. However, by combining gating and re-scanning, homogeneous dose distributions could be achieved.

Since re-scanning and gating increase treatment time, a faster scanning technique, continuous scanning, has been investigated as well. The beam is switched off only for energy changes. It could be shown that this method delivers dose distributions comparable to discrete spot scanning. Motion mitigation by re-scanning was at least as effective as with discrete spot scanning and did not depend on the target volume.

Continuous line scanning was employed to mimic passive scattering proton therapy with a scanning system. To this end, highly re-scanned plans were applied with a collimator and compensator. Motion of up to 1 cm could be alleviated. The intent of this approach is to offer both this simulated scattering and scanning proton therapy with a single system. Benefits include less neutron contamination and better conformity of the dose distributions.
Zusammenfassung


Viele der neuen Zentren für Protonentherapie sind mit moderner Technologie für gescannte Protonentherapie ausgerüstet, doch werden vor allem die traditionellen Indikationen mit wenig oder keiner Bewegung wie Gehirn, Schädelbasis oder Wirbelsäule behandelt.

Mehrere Methoden sind vorgeschlagen worden, um auch bewegliche Tumore zu bestrahlen. Umfangreiche Simulationen haben ergeben, dass dies tatsächlich möglich sei. Die Frage, ob dieser Schluss auch experimentell bestätigt werden kann, wurde noch nicht umfassend beantwortet. Die vorliegende Arbeit versucht, Antworten auf diese Frage zu geben.
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1. Introduction

Proton therapy has experienced a surge in new treatment centres [1]. It offers advantages over radiotherapy in terms of integral dose and conformity. To fully exploit these advantages, more progress is needed [2, 3]. At the end of this process, the widespread substitution of advanced radiotherapy, such as intensity-modulated radiotherapy (IMRT) and tomotherapy, might become reality [4]. In figure 1.1 a plan with intensity-modulated proton therapy (IMPT) is contrasted with three different IMRT plans. The lower integral dose of the proton plan is evident.

Charged particles heavier than protons provide even sharper beams. Due to their mass, they scatter less in material. The disadvantage of heavy ions is the increased size and cost of the beam delivery system, especially for a rotating gantry.

Many of the new proton therapy centres offer both conventional passive, scattering and modern active, scanning technologies. A major problem of scanning is the presence of organ motion which interferes with the dynamic dose delivery. At the moment, this modality is used mostly for treatment sites where there is little motion, such as the brain and the spinal chord. Several methods to limit the impact of motion on the dose distributions or to limit motion itself have been devised.

At the Centre of Proton Therapy (CPT), located at the Paul Scherrer Institute (PSI), the future motion mitigation strategy is to use re-scanning for moderate motion and combine it with gating for large motion amplitudes. In addition, we envision breath-hold together with slow tracking. One possibility to do this is to check the tumour position before irradiation in each breath-hold by taking a single X-ray image in the direction of the beam (beam’s eye view). Alternatively, the irradiation could be triggered by a measurement of the external motion, with updates of the correlation model between internal tumour motion and external motion by X-ray imaging.

The prime aim of this thesis was the experimental validation of the short-term motion mitigation strategy of PSI, i.e., re-scanning and gating. To this end, dosimetry tools suited to this task have been developed. Different scanning and re-scanning approaches have been compared with respect to their efficiency in reducing motion effects.

In section 1.1 the basics of proton therapy physics are outlined. The different technologies of proton therapy are introduced in section 1.2 and section 1.3 covers the proton therapy project at PSI. A review on the problem of organ motion in ion therapy is given in section 2 and techniques of mitigating this problem are presented in section 3. A description of the simulation, treatment planning and measurement process follows in section 4. Section 5 reports on the results on re-scanning with discrete spot scanning. Gating and its combination with re-scanning are treated in section 6 while the results of continuous line scanning are presented in section 7. The thesis is concluded in section 8 by offering an outlook to what research could follow up on this thesis.
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Figure 1.1.: Dose distributions in the transverse plane for (a) IMRT and (b) IMPT. From top to bottom, plans for a lymphoma of the right orbit, a meningioma of the left optic nerve, a sphenoidal ridge meningioma protruding into the left orbit, and a left paraorbital pediatric rhabdomyosarcoma are compared. Image and caption courtesy of [5].
1.1. Physics of proton therapy

In radiotherapy, the goal is to transport energy into the body and deposit it in the cancerous cells to cause cell death. At the same time, part of that energy is deposited along the entry and exit path of the beam in normal tissues. Not only are many of them killed but damaged cells may also mutate instead and give rise to secondary cancer. In other words, the treatment of the primary cancer may cause secondary cancer.

When a photon penetrates matter, such as the human body, it has a certain probability of interacting with the medium. Most of the time, this interaction is Compton scattering. The photon transfers a certain amount of its energy to a bound electron and is deflected in the process. The number of photons in the forward direction decreases with depth and so does the deposited energy, which can be modelled as an exponential function of penetration depth. The electrons are scattered mainly in the forward direction. This means that at the entrance of the photon beam into the medium, there is a build-up of deposited energy with depth. At a certain depth of the order of some centimetres, depending on the beam energy, the maximum energy deposit is reached. At larger depths, as described above, the exponential decay of the deposited dose sets in. As a result, the radiation field extends to infinity along the beam axis. This sounds like a horrible idea to treat patients with deep-seated tumours. As a remedy, the tumour is irradiated from many different directions, so that the tumour is always irradiated but the surrounding healthy tissue is only exposed to a fraction of the energy.

The energy deposited per volume of a medium depends also on the density of the medium. In the human body, densities can be classified into those for water-like soft tissue, bone, and fully or partly gaseous volumes such as nasal cavities, intestinal gas bubbles or lung tissue.

The concept of energy is replaced by the concept of absorbed dose in radiotherapy. Absorbed dose is the energy per unit mass absorbed by a medium and measured in units named after 20th century British physicist and radio-biologist Louis Harold Gray. The units are defined as 1 J/kg = 1 Gy.

Better physical properties of dose deposition favour proton beams over photon beams for radiotherapy. In proton therapy, the main process of energy transfer to the medium is ionisation of atoms by Coulomb scattering. The protons lose a small amount of energy in each of the many collisions, which is transferred to the bound electron involved in the interaction. In turn, the now free electron travels a short distance and damages cell structures on its way, most importantly the DNA, or generates more free electrons by ionisation. The major part of the biological damage due to proton irradiation is due to the electrons, not the protons. In the case that the DNA is broken along each of its two strands and reparation fails, the cell most certainly will not survive the next cell division or, with a much lower probability, a mutation in the DNA will occur. For each interaction between a free electron and a molecule of the DNA there is only a single-strand break, which is repaired efficiently by the cell. Therefore, two electrons need to cause a single-strand break each to the same DNA in short succession to kill the cell. Details are explained elsewhere [6].
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Figure 1.2.: Measured and modelled proton Bragg peaks with beam energies between 97 MeV and 214 MeV. Note the smaller plateau-peak ratio for higher energies due to range straggling. Image courtesy of [10].

The mean energy loss per distance travelled by a charged particle or, equivalently, the stopping power of the medium for this particle, is described by the Bethe equation [7]:

\[-\frac{dE}{dx} = \frac{4\pi n}{m_e v^2} \left( \frac{e^2}{4\pi\epsilon_0} \right)^2 \ln \left( \frac{2m_e v^2}{I(1-\beta^2)} \right) - \beta^2 \]

where $E$ is the particle energy, $n$ the electron density, $m_e$ the electron rest mass, $v$ the particle velocity, $e$ the elementary charge, $\epsilon_0$ the vacuum permittivity, $I$ the ionisation potential or average excitation energy and $\beta = v/c$ with $c$ the speed of light in vacuum. The stopping power is mainly a function of the particle velocity. The equation represents the experimental values quite well down to about 200 keV. The most uncertain variable is the ionisation potential. Reported values can vary considerably. Because the equation yields the mean energy loss, it is sensitive to outliers. The most probable energy loss is much lower [7].

The bottom line of all this is that the stopping power peaks at low proton energies, at the end of their range, before they stop, i.e., are in thermodynamic equilibrium with the medium. This maximum is called the Bragg peak, discovered around 1904 for $\alpha$ particles by British physicist Sir William Henry Bragg [8]. For the centenary of this important discovery, a highly recommended history has been written about it [9]. Bragg peaks of different energies are shown in figure 1.2. Due to the depth-dose curve of protons, culminating in the Bragg peak, high dose can be deposited in the tumour by stacking proton beams of different energies and weights, while the dose outside the tumour is kept low. Far fewer beam directions are needed to achieve this goal than with photons.

The given spread of the initial proton energy and the stochastic nature of Coulomb
scattering (range or energy straggling) result in a distribution of ranges for a proton beam. The Bragg peak is in reality blurred out. Besides, what is usually plotted is not the stopping power but the absorbed dose as a function of penetration depth, integrated over the lateral plane, referred to as the depth-dose curve. As a rule of thumb, the variation in range is about 1%. The Bragg peak itself is much lowered on the central axis due to multiple Coulomb scattering (MCS) with atomic nuclei [7]. The width of a narrow proton beam is about 2% of the range. To this value the initial beam width has to be added in quadrature. There have been attempts to model the depth-dose curve of protons [11] [12] [13] but they could not replace the traditional approach of feeding treatment planning systems with measured or pre-calculated data [10]. Besides Coulomb scattering, protons also interact via the strong force with the atomic nuclei. In inelastic nuclear interactions, secondary protons, neutrons, $\alpha$ particles, deuterons and other nuclear fragments are produced. Typically, these remnants have a higher ionisation density than the primary protons, hence the radio-biological effect (RBE) is increased.

The RBE is defined as the biological effect relative to the one of X-rays for the same physical dose. The biological effect can be defined in various ways. Usually, survival curves of cell cultures are compared. One definition would take the absorbed dose it takes to kill half of a cell population, or a tenth, or any fraction, for that matter, relative to a $^{60}$Co beam. However, the RBE varies with the fraction of killed cells chosen, because the survival curves as a function of absorbed dose are differently shaped for photons and protons. In treatment planning for proton therapy, a fixed RBE of 1.1 is usually assumed [14], irrespective of the range. Studies indicate that RBE increases at the distal edge of the physical Bragg peak, leading to a shift of the biological Bragg peak [15] [16]. On the other hand, the direct measurement of the RBE is subject to large uncertainties. Some experiments might measure the RBE in vitro, others in vivo. The choice of the type of cell is also important. A better approach is to derive a biophysical model for the RBE. For example, in the local effect model (LEM) the RBE distributions in the treatment field of heavy ions are derived from the X-ray dose distributions [17]. In this way, the vast amount of clinical data available from X-ray radiotherapy is made accessible.

As opposed to Coulomb scattering with electrons, nuclear interaction probabilities are derived from cross section measurements. Primary protons undergoing nuclear interactions are removed from the beam, so the proton fluence decreases with depth by about 1% per cm of range. In figure 1.3 the reduction in primary proton flux due to nuclear interactions is plotted along with the dose contribution of the nuclear fragments produced in this process.

An excellent, accessible account of proton therapy physics is presented in the book *Radiation Oncology: A Physicist’s-Eye View* [18].

### 1.2. Delivery methods

There are several methods to apply proton therapy. In the past, a treatment gantry supported just one of the methods. Only recently has it become popular to design
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Figure 1.3.: For a beam energy of 160 MeV, several physical variables are plotted: (a) total integral depth dose, (b) primary proton flux, (c) local and (d) long-range contributions to the integral depth dose due to nuclear interactions of the primary protons, (e) integral depth dose due to primary protons and (f) Gaussian beam width. Image courtesy of [10].

gantries that can be adapted to several delivery methods. Some centres offer even a range of ion species to choose from, starting with protons and including, most prominently, carbon and helium ions. What is fixed, however, is the type of particle accelerator.

In active, scanning proton therapy [19, 20, 21], the dose is applied sequentially, see figure 1.4a. The sequence consists of spots, i.e., a set of lateral beam positions at a certain energy and with a certain beam weight. In other words, scanned fields are applied spot by spot. Sweeper magnets are controlled to change the spot positions, while the energy is set by varying the amount of material in the beam or by adjusting the beam energy directly in the accelerator. The beam-on time, or dwell time of a spot, and the beam current determine the amount of dose delivered by a spot.

By contrast, in passive, scattering proton therapy [22, 23] a uniform treatment field is applied to the whole target volume simultaneously until the required dose is delivered. The beam is first scattered laterally to achieve sufficient homogeneity and then aimed at a rotating modulator wheel. This wheel is made of varying thickness. Proton Bragg peaks are pulled back according to the energy lost in the modulator wheel. During a single rotation, the beam range is modulated over the full extent of the target volume. The field is constrained by a collimator to the target volume. The distal field edge is shaped to the edge of the target volume by means of a compensator, see figure 1.4a.

Wobbling or uniform scanning proton therapy is a hybrid of active and passive proton therapy [23, 24]. A broad beam is scanned by magnets in the lateral plane to create a uniform field. Iso-energy layers are applied one after another. The final dose distribution
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Figure 1.4.: Different approaches to the delivery of proton therapy. Scanning proton therapy is more conformal because it spares normal tissue proximal to the target. Images courtesy of [24].

has the same characteristics as in scattering. Patient-specific beam shaping devices are also necessary. It is not known yet if uniform scanning is more prone to organ motion than passive scattering. To counter interplay effect, a high rate of re-scanning is applied to each iso-energy layer and the time to change the energy is kept to a minimum [26]. The advantage over passive scattering is the better utilisation of the proton beam and less neutrons downstream of the nozzle, a larger treatment field and an increase in maximum range of up to 2.5 cm [26].

The most versatile beam shaping technology available in photon radiotherapy, the multi-leaf collimator (MLC), has also been adopted by proton therapy [27, 25, 28, 29]. Uniform fields are shaped without the need of a patient-specific collimator. Tungsten seems to be an appropriate material with acceptable levels of proton leakage and neutron dose [29, 30], but not everybody agrees [31]. There are still other open issues, such as lateral penumbra and equipment size [32]. Furthermore, patient-specific compensators are still necessary. MLCs are also an interesting option for improving the penumbra of scanned beams at low energy [33].

Several implementations of active, scanning proton therapy have been invented:

- **Discrete spot scanning**: The beam is switched on at the spot positions and blocked while advancing from one spot to the next. During this transition, no dose is applied.

- **Dynamic or continuous line scanning**: The beam is scanned continuously through the iso-energy layers. It is blocked only for changes in energy and, possibly, scanning direction. The concept of a spot is discarded.

- **Raster scanning**: The only difference to discrete spot scanning is that the beam is not blocked when moving to the next spot [20, 34]. It is a hybrid of discrete spot and continuous line scanning. The dose delivery is difficult if the dose per spot is too low [35].

- **Depth scanning**: All spots with the same lateral position are grouped and subsequently scanned in energy. An approach to limit dead time is to change the energy continuously by multiple absorber wedges [36].
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![Diagram of different scanning methods]

Figure 1.5.: Different approaches to the delivery of active, scanning proton therapy. Circles indicate spots, where dose is delivered with the beam scanning paused. Dashed lines show where the beam is scanned but no dose is delivered. Scanning path optimization is not shown for simplicity.

The first three methods are visualised in figure 1.5.

Raster scanning is faster than discrete spot scanning. Many synchrotron-based systems prefer raster scanning because it utilises the beam more efficiently during the spills.

For all scanning techniques, the beam is switched off while changing the energy, with the possible exception of depth scanning.

Our institution concentrates on spot and line scanning. Spot scanning has been implemented at the Francis H. Burr Proton Therapy Center at the Massachusetts General Hospital (MGH) in Boston MA, USA, at the MD Anderson Cancer Center in Houston TX, USA, at the Rinecker Proton Therapy Center (RPTC) in München, Germany and at the Westdeutsches Protonentherapiezentrum Essen (WPC) in Essen, Germany.

Implementations of raster scanning have been set up at the Gesellschaft für Schwerionenforschung (GSI) in Darmstadt, Germany \[20, 36\], at the National Institute of Radiological Science (NIRS) in Chiba \[37, 38, 34\], at the Heidelberg Institute of Technology (HIT) in Heidelberg, Germany \[39, 40\] and at the Centro Nazionale di Adroterapia Oncologica (CNAO) in Pavia, Italy \[41, 42\].

1.2.1. Discrete spot scanning

The appeal of spot scanning is mainly due to the following two reasons. First of all, the idea of IMPT can only be fully implemented by scanning. IMPT means shaping inhomogeneous fields in such a way that the total dose distribution is conformal to the tumour, and organs at risk are optimally spared. Of course, this is also the aim of conventional radiotherapy. But there the fields are homogeneous and therefore the total dose distribution is necessarily convex. For example, with IMPT, the spinal cord can be spared while the surrounding tissue is irradiated from different directions with few fields. The main difference between IMRT and IMPT is the lack of modulation in depth for IMRT. Some degree of IMPT/IMRT is also possible in conventional radiotherapy and scattering proton therapy by using techniques such as wedges, blocked fields and field patching. The true elegance of IMPT is the lack of beam shaping devices. Even in IMRT, this is necessary in the form of an MLC.
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This brings us to the second point: no patient- and field-specific beam shaping devices such as collimators or compensators are necessary in scanning, saving time in treatment preparation. Collimators have an additional disadvantage: although they conform the field to the proximal edge of the target by modulating the proton range, this is not possible for the distal edge. Since the shape of the distal edge of the target volume is in general not similar to the shape of the proximal edge, the full dose as prescribed to the target volume is applied to a substantial volume of healthy tissue. This is visible in figure 1.4a. What is more, scanning is well suited to tracking, as discussed in section 3.5.

A peculiarity of spot scanning is the kicker leakage. This is the number of monitor units (MU) applied while the kicker magnet is opening or blocking the beam, which takes about 50 µs for the PROSCAN beam line at PSI (see section 1.3). The kicker leakage is taken into account by the delivery system [35]. It also defines the smallest deliverable amount of monitor units per spot, equal to a spot with zero dwell time. A consequence is that spots at low energy, which do not contribute much dose to the aggregate dose distribution, are not deliverable if the number of monitor units is less than the kicker leakage. If these spots are skipped, dose is missing. On the other hand, if they are applied, the result is over-dosage. This problem is accentuated in re-scanning, because the probability to get spots with low dose is elevated, as explained in section 3.2.

The lateral distance between spots depends on the lateral beam size to guarantee a homogeneous dose distribution [43]. The step size in energy varies with the width of the Bragg peak in depth, which in turn is determined by the initial energy spectrum, see also section 4.1.2.

1.2.2. Continuous line scanning

We have already seen at the beginning of this section that the difference between discrete spot scanning and continuous line scanning lies in the dynamics of dose delivery.

In principle, the beam could be scanned along arbitrary contours in the lateral plane. This contour scanning is not studied in this work. We restrict ourselves to the study of line scanning. As the name implies, the beam is scanned along a straight line in order to apply dose. The obvious choice of direction on Gantry 2 is the faster lateral scanning axis. For changing the slower, secondary scan coordinate, the beam is blocked. Otherwise, these turning points would receive too much dose [44]. Generally, such over-dosage could be eliminated by an optimisation routine.

The motivation for line scanning is that it is faster than spot scanning due to the reduced dead time. For line scanning, the main contribution to the dead time comes from the energy change. The dead time while scanning an iso-energy layer is negligible. The problem of applying a certain dose distribution by line scanning is equivalent to specifying the dose rate per unit distance along the scanning path. The dose rate per unit distance depends on the beam intensity and the rate of change in sweeper

---

1 In proton therapy, a monitor unit is a measure of the integrated output of the primary dose monitor, an ionisation chamber. As a function of the number of protons delivered, it depends on the beam energy spectrum.
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![Diagram](image)

(a) fixed beam intensity

(b) fixed sweeper velocity

Figure 1.6.: The two delivery modes for line scanning. In (a), the beam intensity is fixed. The line is shaped by the sweeper magnet velocity. In (b), the sweeper magnet velocity is fixed to the minimum speed, corresponding to the maximal dose rate for 100% beam intensity.

magnet current, which determines the scanning speed. Two modes of delivering a dose distribution by line scanning can be distinguished, as shown in figure 1.6. The beam current for Gantry 2 is set by a deflector plate inside the cyclotron COMET, as described in section 1.3.

Firstly, if the beam intensity is assumed constant, the dose rate per unit distance is set by adjusting the scanning speed. Because it is always possible to reduce the scanning speed by reducing the rate of change in the current of the sweeper magnets, the beam intensity can be set to the maximal possible value. One drawback of this solution is that the scanning speed cannot be changed nearly as fast as the voltage of the deflector plate. Therefore, on-line compensation of fluctuations in the beam intensity should in any case be provided by the deflector plate. More importantly, the scanning speed is limited. As a result, the dose rate per unit distance cannot be set to an arbitrarily small value without reducing the beam intensity. This is typically only necessary in re-scanning, see section 3.2.

Secondly, line scanning can be delivered at full sweeper speed, where the dose rate per unit distance is controlled only by changing the beam intensity with the deflector plate. The advantage is the short response time of the deflector plate of about 100 µs. However, if the maximal beam intensity is too low, the required dose rate per unit distance may not be achieved. The best approach is to choose locally the fastest mode.

The deflector plate voltage is set by a control loop. The input of the control loop is the voltage output of the primary dose monitor in the gantry nozzle. This voltage corresponds to the current that is induced in the ionisation chamber as protons ionise the
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Figure 1.7.: Schematic of the control loop for adjusting the dose rate via the deflector plate. The primary dose monitor is mounted in the nozzle of Gantry 2. TCS is the therapy control system, which provides the target MU rate. The look-up table converts MU rate to deflector plate voltage.

air inside the chamber. In the feed-forward part of the control loop, this correspondence is implemented as a look-up table. This table is typically established once per measurement session. The residual error in beam current is adjusted by the feed-back part. The behaviour of this feed-back loop can be influenced by a parameter, the \( I\text{-constant} \). This constant determines the influence of the integrated error on the output of the control loop. The integrated error is the difference between the input and the set-point, summed over the integration time. A schematic of the control loop is shown in figure 1.7.

1.2.3. Simulated scattering

Much experience has been gained in scattering proton therapy. Physicians may be reluctant to switch to scanning proton therapy. Ideally, a proton therapy treatment machine should be able to apply both scattering and scanning fields. One possibility to introduce this feature is \textit{simulated scattering}, whereby a treatment plan is delivered by continuous line scanning but shaped and collimated by the same patient-specific devices as in the passive approach [44].

Motion mitigation is provided by fast volumetric re-scanning, imitating the rotating modulator wheel of scattering systems. If the re-scanning frequency is large enough, the dose distributions should not be more sensitive to motion than scattering fields. At the same time, there is an advantage thanks to the beam-shaping ability of scanning systems. While the distal edge of the field is shaped by a collimator, the proximal edge can be shaped in such a way that it is not parallel to the distal edge as in passive proton therapy but is conformal to the target volume. Nothing more is required than adapting the treatment plan by cropping or \textit{shrinking} the iso-energy layers appropriately, at least.
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Figure 1.8.: (a) fish-eye view of Gantry 2 and (b) beam coordinate system.

for convex target volumes. The process of shrinking is shown in figure 1.5.

An additional benefit of simulated scattering over passive scattering is the reduced neutron radiation in the beam path. In passive scattering, the treatment field is created by scattering a narrow beam to the required size. In this process, neutrons are produced in the interaction of protons in the beam and the heavy atoms of the scattering material.

1.3. PROSCAN

At PSI, several treatment rooms are available for proton therapy. Gantry 1 has been operating since 1996 [21]. Gantry 2 is scheduled for starting patient treatments in Autumn 2013 [45]. Finally, OPTIS 2 is treating ocular tumours since 2010 as a successor to OPTIS, which was running since 1984. All three beam lines share one proton accelerator, the superconducting cyclotron (COMET). This means that at any moment, patient treatment is possible only in one room. Because irradiations are fast and most of the time is needed to prepare and transport the patient, this is not a bottleneck. Gantry 2, OPTIS 2 and COMET are referred to as the PROSCAN project.

1.3.1. Gantry 2 - Built for fast scanning

Devised as the successor of Gantry 1 and drawing heavily from its vast experience of 17 years of operation, the design goals for Gantry 2 have been, first and foremost, the ability to treat moving tumours by re-scanning. By contrast, Gantry 1 is not able to perform re-scanning because it can only scan the beam fast in one direction. Any form of re-scanning would cause an unbearably long treatment time.

At the iso-centre, the maximal scanning speed of the two magnets that deflect the proton beam during treatment, the *sweeper magnets*, is 2 cm/ms and 0.5 cm/ms in the
two scanning directions in the plane perpendicular to the beam, see figure 1.4b. These two coordinate axes are referred to as $T$ and $U$, respectively. In figure 1.8, Gantry 2 and its beam coordinate system is shown. Naturally, when scanning through the target volume, the faster $T$ direction is preferred to the slower $U$ direction, but this preference may be influenced by the main target motion. The scanning speed is most important for continuous line scanning, see section 1.2.2.

1.3.2. COMET - A compact proton cyclotron

The proton beam is provided by a superconducting cyclotron [46]. The energy is fixed at 250 MeV. The COMET is depicted in figure 1.9a with its top cap removed.

It may be interesting to oppose the features of cyclotrons and synchrotrons for ion therapy.

**Cyclotron**
- Stable, continuous beam current
- Fixed beam energy
- Adjusting energy after cyclotron degrades beam shape and energy spectrum
  - Need to shape beam in beam line
  - Need to select correct energy in beam line
- Compact design (COMET: 3 m in diameter)

**Synchrotron**
- Beam current is not continuous
  - Beam is delivered in separate spills
  - During spill extraction, beam is continuous but not very stable
- Adjustable beam energy
  - Beam energy can be changed between spills
  - Very precise beam energy
  - Beam is shaped by synchrotron
  - Easy to set beam size, even to very small values
- Spacious design (MedAustron: 25 m in diameter)

The fact that the beam energy is fixed by the configuration of the cyclotron means that a system is needed to adjust the energy during field application. The faster this system is, the shorter the treatment time will be. At PSI, the solution consists of a set

\[\text{[2] Although the beam size at the output of the machine can also be set to very low values with cyclotrons, the beam size at the patient is necessarily larger because of the energy selection in the beam line after the cyclotron.}\]
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![Image of the superconducting cyclotron COMET](a)

![Plot showing energy change](b)

Figure 1.9.: The superconducting cyclotron COMET is shown in (a), which is used to accelerate the protons. The cap has been removed and the spiral-shaped dees, which help keep the proton beam on track, are visible. In (b), the behaviour of several key components for a fast energy change is plotted. The green line shows the requested position of the carbon wedges. The current in the last bending magnet on Gantry 2 is shown in red. This is the slowest magnet of the whole beam line. The blue line indicates the state of the magnet that blocks the beam. While the energy is changed, the beam is blocked. Image courtesy of [45].

of carbon wedges that increase the amount of matter in the beam path by moving in or out. Taking into account also the necessary changes in the magnet settings of the beam line, a typical energy change of 3 MeV takes only 80 ms, as depicted in figure 1.9b. This is still an order of magnitude faster than that which synchrotrons achieve at the moment. It is an essential building block for enabling re-scanning on Gantry 2.

The disadvantage of such an energy variation system is the loss in beam intensity. The scattering in the wedges increases the beam size and the widens the energy distribution. The required energy is selected by the magnets of the beam line and the beam size is reduced by collimators. Both of these processes invariably reduce the number of particles in the beam. For low energies, over 99 % of the beam intensity is lost.

Inside the cyclotron the beam intensity is adjusted very rapidly by gradually deflecting the beam with the help of a static electric field. In the process, a slit removes part of the Gaussian beam, as shown in figure 1.10a. It follows that the curve relating the voltage of the beam deflecting electric field to the beam intensity is shaped as the cumulative probability function of a normal distribution, the error function. Figure 1.10b shows this curve. Note that the beam intensity is often expressed as the equivalent current of the charged protons. The delay of this so-called deflector plate is of the order of 150 µs. It is a very valuable tool for continuous beam scanning, as discussed in section 1.2.2.
Figure 1.10.: Deflector plate for beam current control: (a) schematic of the deflector plate, (b) functional relation between the voltage of the electric field applied to the deflector plate and the resulting beam current.
2. Motion

In radiation therapy, not only the treatment machine and patient set-up have an effect on the precision of dose delivery. Also motion inside the patient is an issue [47, 48, 49]. The term organ motion simply refers to the effect that any anatomical structure — not only organs — inside the patient can move away from its initial position relative to the skeleton, which can be considered fixed after immobilisation of the patient.

Several types of organ motion are differentiated:

- **Repositioning motion** due to position changes of the patient
- **Interfraction motion** between fractions
- **Interfield motion** between the application of fields of the same fraction
- **Intrafraction motion** during a fraction

To clarify the concept of repositioning motion, consider the following situation. If the computed tomography (CT) images for treatment planning is taken with the patient in the supine position, but the patient is treated in prone position, due to gravity the organs will drift away from their original position as seen on the CT.

Interfraction motion boils down to weight gain or weight loss, different filling of bladder, rectum or intestine or gas bubbles therein, changes in tumour size due to response to treatment or drift of tumours, for instance in the lung. Uncertainties in daily patient positioning are also a type of interfraction motion.

Examples of interfield motion are slow shifts of the patient, e.g., due to relaxation, and drifting gas bubbles in the intestine. They do not have to happen outside of the field application. This category exists merely because the application time of a single field is usually shorter than the time between fields.

Intrafraction motion is primarily caused by respiratory and cardiac motion. Even so, different filling levels of bladder rectum or intestine and the points mentioned for interfield motion contribute, too. The amplitude of cardiac motion is about 0.7 mm on the surface of the patient [50], which is much smaller than the amplitude of respiratory motion, and 1–4 mm for tumours near the heart and aortic arch [51].

2.1. Extent of organ motion

An exhaustive review of organ motion has been published over a decade ago [52], except for head and neck tumours. In tables 2.1 and 2.2 a selection of recent studies are compiled.

The following abbreviations for the coordinate axes of a patient are used in the tables:
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- **SI** = superior to inferior: from head to toe. The SI direction is equivalent to **CC**: cranio-caudal.
- **AP** = anterior to posterior: from the front to the back.
- **LR** = left to right: from the left side of the body to the right side, from the patient’s point of view.

Common abbreviations for imaging modalities are used as well:

- **CT**: computed tomography
- **4D-CT**: set of CT images for different breathing phases
- **cine-CT**: time-resolved CT image sequence, mainly for cardiac imaging
- **CBCT**: cone-beam CT
- **RTRT**: Real-time tumour tracking in radiotherapy
- **MRI**: magnetic resonance imaging
- **4D-MRI**: set of MRI images for different breathing phases
- **cine-MRI**: similar to 4D-MRI, mainly for cardiac imaging

2.2. Motion effects in radiotherapy

Why is organ motion a problem? In conventional radiotherapy, only static fields are applied. If the target volume is deformed or shifted from its planned position, the dose distribution does not cover the tumour any longer and some parts of the tumour are underdosed, whereas some parts of normal tissue or even organs at risk (OARs) are overdosed. In the region where the field and the target overlap, however, the correct dose is applied. This is different in IMRT, since there the uniformity of the final dose distribution relies on the precise superposition of inhomogeneous fields. If one field is shifted with respect to another, the uniformity of the resulting dose distribution is degraded.

The same rationale holds for protons. Steep dose gradients inside the field are especially susceptible to organ motion. Additionally, protons are much more sensitive
<table>
<thead>
<tr>
<th>Author</th>
<th>Modality</th>
<th>Patients</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Head and neck</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Den [51]</td>
<td>CBCT</td>
<td>28</td>
<td>Interfraction shifts: 1.7 mm ± 1.9 mm SI, 1.8 mm ± 2.1 mm AP, 1.4 mm ± 1.4 mm LR</td>
</tr>
<tr>
<td><strong>Lung</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seppenwoolde [51]</td>
<td>RTRT</td>
<td>20</td>
<td>Intrafraction: 12 mm ± 2 mm SI, 2 mm ± 1 mm AP and LR tumours not attached to rigid structure</td>
</tr>
<tr>
<td>Shirato [55]</td>
<td>RTRT</td>
<td>21</td>
<td>Tumour speed (min, mean, max): 6.6 mm/s ± 3.6 mm/s, 9.9 mm/s ± 5.4 mm/s, 21.1 mm/s ± 18.9 mm/s Intrafraction mean: 10.7 mm ± 8.6 mm SI, 8.8 mm ± 7.0 mm AP, 8.2 mm ± 6.5 mm LR</td>
</tr>
<tr>
<td>Mori [56]</td>
<td>cine-CT</td>
<td>14</td>
<td>Intrafraction mean displacement at peak exhalation: 10.3 mm SI, 4.0 mm AP, 1.9 mm LR</td>
</tr>
<tr>
<td>Britton [57]</td>
<td>4D-CT</td>
<td>8</td>
<td>Intrafraction mean: 8.6 mm ± 1.9 mm SI, 3.9 mm ± 0.8 mm AP and 1.9 mm ± 0.5 mm LR Interfraction mean: 5.4 mm ± 3.2 mm SI, 4.5 mm ± 2.7 mm AP and 3.0 mm ± 2.3 mm LR</td>
</tr>
<tr>
<td>Suh [58]</td>
<td>Cyberknife</td>
<td>42</td>
<td>Intrafraction mean: ≥ 5 mm in 40% of the fractions, 4.8 mm overall</td>
</tr>
<tr>
<td>Sonke [59]</td>
<td>CBCT</td>
<td>56</td>
<td>Interfraction (mean ± σsys ± σ): −0.2 mm ± 3.9 mm ± 2.4 mm SI, −0.5 mm ± 2.8 mm ± 2.2 mm AP, 0.4 mm ± 1.6 mm ± 1.2 mm LR</td>
</tr>
<tr>
<td>Quirk [60]</td>
<td>optical</td>
<td>120</td>
<td>Intrafraction mean: amplitude 10 ± 5 mm, period 3.6 ± 1.0 s baseline drift &gt; 5 mm for 40% of patients</td>
</tr>
<tr>
<td><strong>Breast</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Price [61]</td>
<td>3D optical</td>
<td>13</td>
<td>Intrafraction mean: 2–4 mm AP, inter- and intrafraction variability: ≤ 1 mm</td>
</tr>
<tr>
<td><strong>Diaphragm</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wysocka [62]</td>
<td>4D-CT</td>
<td>22</td>
<td>Interfraction mean: 20 mm SI</td>
</tr>
</tbody>
</table>

Table 2.1.: Recent papers on organ motion part I. *They measured less motion along the SI axes in the sagittal plane than in the coronal plane, so the results should be interpreted with care.
### Table 2.2: Recent papers on organ motion part II

<table>
<thead>
<tr>
<th>Author</th>
<th>Patients</th>
<th>Modality</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patel [63]</td>
<td>4D-CT</td>
<td>30</td>
<td>Intrafraction mean: 8.0 mm ± 4.3 mm SI, 2.8 mm ± 2.0 mm AP, 2.2 mm ± 2.3 mm LR</td>
</tr>
<tr>
<td>Eccles [64]</td>
<td>cine-MRI</td>
<td>60</td>
<td>Intrafraction mean: 11.6 mm ± 5.6 mm AP, 5 mm ± 3 mm LR</td>
</tr>
<tr>
<td>Kitamura [65]</td>
<td>RTRT</td>
<td>20</td>
<td>Intrafraction mean: 9 mm ± 5 mm SI, 5 mm ± 3 mm AP, 4 mm ± 4 mm LR</td>
</tr>
<tr>
<td>Bussels [66]</td>
<td>MRI</td>
<td>12</td>
<td>Intrafraction mean: 24.4 mm ± 16.4 mm SI (dominant)</td>
</tr>
<tr>
<td>Von Siebenthal</td>
<td>4D-MRI</td>
<td>13</td>
<td>Intrafraction mean drift: 1.6 mm ± 0.8 mm, 2.3 mm ± 1.1 mm</td>
</tr>
<tr>
<td>Mah [67]</td>
<td>fluoroscopy</td>
<td>30</td>
<td>Intrafraction mean: 0.9 mm ± 0.5 mm SI, 0.7 mm ± 0.1 mm</td>
</tr>
<tr>
<td>Beadle [68]</td>
<td>CT</td>
<td>10</td>
<td>Interfraction mean maximum (cervix): 2.1 mm SI, 1.6 mm AP, 0.8 mm LR</td>
</tr>
<tr>
<td>Buelles [66]</td>
<td>MRI</td>
<td>12</td>
<td>Interfraction mean SI: 16.9 mm ± 7.9 mm (dominant)</td>
</tr>
<tr>
<td>Fong [69]</td>
<td>cine-MRI</td>
<td>17</td>
<td>Interfraction mean displacement from end-exhalation position (S/I/A/P tumour border): 20 mm ± 10 mm / 20 mm ± 8 mm / 8 mm ± 6 mm / 6 mm ± 2 mm</td>
</tr>
<tr>
<td>Hynes [70]</td>
<td>NRT</td>
<td>10</td>
<td>Interfraction mean of all traced points: 6.4 mm ± 3.0 mm AP, 3.1 mm ± 1.4 mm LR</td>
</tr>
<tr>
<td>Mah [71]</td>
<td>CBCT</td>
<td>10</td>
<td>Interfraction mean: 6.1 mm ± 3.2 mm SI, 2.3 mm ± 1.4 mm AP, 1.6 mm ± 0.9 mm LR</td>
</tr>
<tr>
<td>Kerkhof [72]</td>
<td>MRI</td>
<td>12</td>
<td>Interfraction mean (left/right): 16.9 mm ± 7.9 mm SI (dominant)</td>
</tr>
<tr>
<td>Beadle [73]</td>
<td>CT</td>
<td>10</td>
<td>Interfraction mean of all traced points: 6.4 mm ± 3.0 mm AP, 3.1 mm ± 1.4 mm LR</td>
</tr>
<tr>
<td>Langen [74]</td>
<td>fluoroscopy</td>
<td>30</td>
<td>Interfraction mean: 0.9 mm ± 0.5 mm SI, 0.7 mm ± 0.1 mm</td>
</tr>
<tr>
<td>Gohman [75]</td>
<td>MRI</td>
<td>10</td>
<td>Interfraction mean: 6.1 mm ± 3.2 mm SI, 2.3 mm ± 1.4 mm AP, 1.6 mm ± 0.9 mm LR</td>
</tr>
<tr>
<td>Aelange [76]</td>
<td>NRT</td>
<td>10</td>
<td>Interfraction mean: 6.1 mm ± 3.2 mm SI, 2.3 mm ± 1.4 mm AP, 1.6 mm ± 0.9 mm LR</td>
</tr>
<tr>
<td>Beadle [77]</td>
<td>MRI</td>
<td>10</td>
<td>Interfraction mean: 6.1 mm ± 3.2 mm SI, 2.3 mm ± 1.4 mm AP, 1.6 mm ± 0.9 mm LR</td>
</tr>
<tr>
<td>Adamson [78]</td>
<td>fluoroscopy</td>
<td>30</td>
<td>Interfraction mean: 0.9 mm ± 0.5 mm SI, 0.7 mm ± 0.1 mm</td>
</tr>
<tr>
<td>Gohman [79]</td>
<td>MRI</td>
<td>10</td>
<td>Interfraction mean: 6.1 mm ± 3.2 mm SI, 2.3 mm ± 1.4 mm AP, 1.6 mm ± 0.9 mm LR</td>
</tr>
<tr>
<td>Beadle [80]</td>
<td>MRI</td>
<td>10</td>
<td>Interfraction mean: 6.1 mm ± 3.2 mm SI, 2.3 mm ± 1.4 mm AP, 1.6 mm ± 0.9 mm LR</td>
</tr>
<tr>
<td>Gohman [81]</td>
<td>MRI</td>
<td>10</td>
<td>Interfraction mean: 6.1 mm ± 3.2 mm SI, 2.3 mm ± 1.4 mm AP, 1.6 mm ± 0.9 mm LR</td>
</tr>
<tr>
<td>Aelange [82]</td>
<td>NRT</td>
<td>10</td>
<td>Interfraction mean: 6.1 mm ± 3.2 mm SI, 2.3 mm ± 1.4 mm AP, 1.6 mm ± 0.9 mm LR</td>
</tr>
<tr>
<td>Beadle [83]</td>
<td>MRI</td>
<td>10</td>
<td>Interfraction mean: 6.1 mm ± 3.2 mm SI, 2.3 mm ± 1.4 mm AP, 1.6 mm ± 0.9 mm LR</td>
</tr>
<tr>
<td>Gohman [84]</td>
<td>MRI</td>
<td>10</td>
<td>Interfraction mean: 6.1 mm ± 3.2 mm SI, 2.3 mm ± 1.4 mm AP, 1.6 mm ± 0.9 mm LR</td>
</tr>
<tr>
<td>Aelange [85]</td>
<td>NRT</td>
<td>10</td>
<td>Interfraction mean: 6.1 mm ± 3.2 mm SI, 2.3 mm ± 1.4 mm AP, 1.6 mm ± 0.9 mm LR</td>
</tr>
<tr>
<td>Beadle [86]</td>
<td>MRI</td>
<td>10</td>
<td>Interfraction mean: 6.1 mm ± 3.2 mm SI, 2.3 mm ± 1.4 mm AP, 1.6 mm ± 0.9 mm LR</td>
</tr>
<tr>
<td>Gohman [87]</td>
<td>MRI</td>
<td>10</td>
<td>Interfraction mean: 6.1 mm ± 3.2 mm SI, 2.3 mm ± 1.4 mm AP, 1.6 mm ± 0.9 mm LR</td>
</tr>
<tr>
<td>Aelange [88]</td>
<td>NRT</td>
<td>10</td>
<td>Interfraction mean: 6.1 mm ± 3.2 mm SI, 2.3 mm ± 1.4 mm AP, 1.6 mm ± 0.9 mm LR</td>
</tr>
<tr>
<td>Beadle [89]</td>
<td>MRI</td>
<td>10</td>
<td>Interfraction mean: 6.1 mm ± 3.2 mm SI, 2.3 mm ± 1.4 mm AP, 1.6 mm ± 0.9 mm LR</td>
</tr>
<tr>
<td>Gohman [90]</td>
<td>MRI</td>
<td>10</td>
<td>Interfraction mean: 6.1 mm ± 3.2 mm SI, 2.3 mm ± 1.4 mm AP, 1.6 mm ± 0.9 mm LR</td>
</tr>
<tr>
<td>Aelange [91]</td>
<td>NRT</td>
<td>10</td>
<td>Interfraction mean: 6.1 mm ± 3.2 mm SI, 2.3 mm ± 1.4 mm AP, 1.6 mm ± 0.9 mm LR</td>
</tr>
<tr>
<td>Beadle [92]</td>
<td>MRI</td>
<td>10</td>
<td>Interfraction mean: 6.1 mm ± 3.2 mm SI, 2.3 mm ± 1.4 mm AP, 1.6 mm ± 0.9 mm LR</td>
</tr>
</tbody>
</table>
to changes in tissue density, because this affects their range in the body. The Bragg peak is moved from its planned position and the lateral width of the peak increases upstream of tissue inhomogeneities \[78\]. In the case of active, scanning proton therapy, the dose is applied dynamically. Ideally, the total dose distribution is uniform. Yet if the target volume is moving during irradiation, cold and hot spots of under- and over-dosage occur respectively \[79, 80\]. This interplay effect is of major concern because cold spots inside the target volume are less effective in killing cancerous cells, while hot spots increase the risk of complications and the secondary cancer risk of healthy tissue inside and outside of the tumour. If the prescribed dose is increased to compensate for the cold spots, healthy tissue and OARs receive higher dose as well.

The interplay effect is not restricted to active, scanning proton therapy. It shows up in dynamic multi-leaf collimator (dMLC) delivery of IMRT \[81, 82, 83, 84\], in tomotherapy \[85, 86\] and in dynamic arc treatment \[87, 88, 89, 90, 91, 91\]. These results may be summarised by saying that interplay is negligible except for single fractions and single fields, where there is not sufficient averaging.

A large part of the breathing cycle consists of the inhale and exhale phases, while the average tumour position is located in between. Because the average tumour position is often used to set up the patient, much of the target volume is frequently irradiated with the penumbra region of the field, where dose gradients are high, subsequently leading to interplay effects \[92\]. Unless motion mitigation techniques are used, this restricts scanning charged particle therapy to tumour sites which are not affected by respiratory or cardiac motion. Examples where mobile tumours have been treated are rare. In Germany, at the RPTC, patients have been anaesthetised and treated in apnoe \[93\]. At HIT, liver patients have been treated with scanned carbon ions. Abdominal compression and gating was used to reduce motion effects \[94\]. In Japan, at NIRS, soon lung patients will be treated with gating.

The margin approach of conventional radiotherapy is not suited to mitigate motion effects in scanning ion therapy \[95, 77\]. See section \[3\] for an introduction to motion mitigation techniques.

In passive, scattering proton therapy, margins are replaced by techniques such as smearing, opening of the collimator and removing material from the compensator \[96\]. These means are not available in active, scanning proton therapy. There is even no consensus on a simple, standard definition of the planning target volume \[2\]. Especially for IMPT with its steep in-field dose gradients it is questionable whether the margin concept is sufficient \[97\].

The same dose distribution can be delivered by many different spot sets, usually obtained by different optimisation algorithms or start conditions. These sets do not react the same with respect to set-up errors and organ motion \[76\]. Therefore, research is headed into the direction of robust planning \[98, 99, 100, 101, 102, 103, 104\].

### 2.2.1. Quantification of motion effects in ion therapy

Generally, motion effects are proportional to the motion amplitude \[79, 105, 106\]. The minimum and maximum dose in the target volume decreases and increases, respectively,
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with motion amplitude \[107\]. Motion amplitudes of up to 5 mm have been frequently reported to be unproblematic \[95\] \[108\] \[109\] \[110\]. The motion period does not seem to have a large effect as long as there is no resonance between the time to scan an iso-energy layer and the motion period \[79\] \[105\]. A longer period has been reported to be beneficial, though \[111\]. The interplay effect might correlate with treatment time but both positive \[106\] as well as negative \[111\] correlation has been found. In case of baseline drift, a positive correlation is likely.

For cubic targets, motion along the main scanning direction has less an adverse effect on the dose distribution than motion perpendicular to it \[112\] \[105\] \[106\], yet for spheres this effect is already elusive, especially for high scanning speeds \[110\] \[113\], and irrelevant in most cases for realistic target volumes \[111\]. The impact of small rotations is also limited \[112\]. Irregular motion tends to average dose errors \[114\].

The interplay effect is highly specific to the patient, the tumour location and the delivery system \[111\] \[107\]. It seems to be unpredictable from the full set of motion parameters, mostly due to the motion starting phase \[105\] \[111\]. As most dose is delivered by the most distal iso-energy layers, the timing of their application has a major influence on dose homogeneity.

Dose homogeneity is worst in the distal part of the target volume because proximal iso-energy layers receive also dose from distal layers at different motion phases, which helps smear out the dose error \[112\]. The interplay effect does not correlate with the tumour volume \[107\].

Motion in the lateral plane broadens the penumbra \[106\]. Dose error is seen mostly at the edge of the target volume. This also has to do with the motion asymmetry \[115\]. For example, if motion is simulated according to the function $\sin^4$, more time is spent in the exhalation phase. If a homogeneous field is assumed, overdosage in the exhalation phase and underdosage in the other phases is the result. The mean shift of the dose distribution due to asymmetric motion is about 10–20% of the amplitude \[106\].

The water-equivalent range of structures inside the patient may change, for instance if a rib, composed of high-density tissue, moves in front of the tumour. This effect widens the Bragg peak in range and OARs located distally to the target may receive additional dose \[116\] \[109\].

Surprisingly, the effect of motion could be averaged out better in uniform scanning than in scattering \[117\].

An overview of studies about the interplay effect is given in table 2.3 for simulations and in table 2.4 for measurements. Not listed in the tables are the studies from Dowdell et al. \[111\] and Grassberger et al. \[107\]. Both simulated treatments on 4D-CT data sets with Monte Carlo code. Some of their results are cited above.


<table>
<thead>
<tr>
<th>Author</th>
<th>System</th>
<th>Target</th>
<th>Motion</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phillips [79]</td>
<td>ss + p</td>
<td>cuboid in water</td>
<td>sin (A = 0–30 mm, P = 1–10 s)</td>
<td>inhomogeneity: static 1%, motion in Y (A = 10 mm, P = 5 s) 10.8 ± 1.5%, same motion with double beam width 3%</td>
</tr>
<tr>
<td>Groezinger [112]</td>
<td>rs + c</td>
<td>sphere in water</td>
<td>sin (A = 30 mm, P = 4 s)</td>
<td>V80 = 47%, 76%, 82% for X, Y, Z motion</td>
</tr>
<tr>
<td>Bert [105]</td>
<td>rs + c</td>
<td>lung tumour 4D-CT</td>
<td>sin⁴ in X, Y, Z (A = 12–28 mm, P = 2–6 s)</td>
<td>V95 = 71.0 ± 14.2%</td>
</tr>
<tr>
<td>Seco [106]</td>
<td>ss + p</td>
<td>cuboid in water</td>
<td>sin⁵ (A = 30 mm, P = 3.3–5.2 s)</td>
<td>Penumbra (10–90%: static 8 mm, motion 48 mm</td>
</tr>
<tr>
<td>Kraus [114]</td>
<td>ss + p</td>
<td>lung tumour 4D-CT</td>
<td>A = 5.9–16.1 mm in 2D, P = 1.5–7.5 s, drift = -7.2–7.2 mm, phase = 0–100%</td>
<td>D95 = 74 ± 6%, D95 = 76 ± 2%, D95 = 68 ± 16%, D95 = 75 ± 2%, D95 = 78%</td>
</tr>
</tbody>
</table>

Table 2.3.: Quantification of the interplay effect due to organ motion. Studies based on analytical dose calculations. Delivery method: discrete spot scanning (ss), raster scanning (rs), uniform scanning (us), scattering (sc). Ion type: carbon (c), proton (p). Motion directions: parallel to primary scanning (X), perpendicular to primary scanning (Y), parallel to beam axis (Z). Motion parameter: peak-to-peak amplitude (A), period (P). See section 4.4 for an explanation of the meaning of the D and V values.
Table 2.4: Quantification of the interplay effect due to organ motion. Studies based on experiments. IC: ionisation chamber.

<table>
<thead>
<tr>
<th>Author</th>
<th>System Detector</th>
<th>Target Motion</th>
<th>Results</th>
<th>Residual System Detector</th>
<th>Target</th>
<th>Radiation</th>
<th>Target</th>
<th>3D IC array</th>
<th>Residual System Detector</th>
<th>Target</th>
<th>Radiation</th>
<th>Target</th>
<th>3D IC array</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bert</td>
<td>rs + c radiographic film cuboid in water regular in X (A = 20 mm, P = 3 s), wedge in Z</td>
<td>homogeneity: static 97.3%, motion 88.8%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Groezinger</td>
<td>rs + c radiographic film square in air X, Y: A = 30 mm, P = 10 s</td>
<td>homogeneity: static 97%, motion 66%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Su</td>
<td>us + p 3D gel cylinder</td>
<td>Pγ&lt;1 = 75%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>rs + p 3D gel cylinder</td>
<td>Pγ&lt;1 = 70%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

See the caption of the table for the key to the other abbreviations.
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An important means of reducing motion effects is immobilisation of the patient \[120\]. For the treatment of head and neck tumours, a face mask or a bite block is used to fix the skull. Thermoplastic masks are wrapped around the head while the material is hot, and subsequently stiffen while cooling down. Holes in the mask reduce the amount of range shift incident beams due to the mask material. Parts of the body that are up to two joints away from the target volume have to be immobilised. Thermoplastic sheets are wrapped around the patient. Bags filled with styropor elements take on the shape of a patient. This shape is stabilised by pumping out the air from the bag. Another option is using a mask or mould made out of plaster of Paris. Devices that can be rigidly attached to the treatment couch are more accurate \[121\].

Motion effects have to be taken into account when creating a treatment plan. According to the guidelines of the International Commission on Radiation Units and Measurements (ICRU), organ motion should be accounted for in the internal target volume (ITV) and set-up errors as well as inaccuracies in dose delivery in the planning target volume (PTV) \[122, 123\]. These definitions are shown in figure 4.2a. When 4D imaging of the patient is available from CT, MRI or positron emission tomography (PET) data sets, the influence of organ motion can be included in treatment planning \[124, 125, 126\]. For example, the envelope of the clinical target volume (CTV) during a breathing cycle is a way of defining the ITV \[127\]. Of course, this approach is detrimental to dose conformity and sparing of normal tissue. It removes the interplay effect in IMRT \[92\] and (in the absence of tissue heterogeneities, which lead to range changes) in scattering proton therapy, but not in scanning proton therapy \[93\].

Relevant to interfraction motion is the minimisation of patient set-up errors. This is not discussed here. Repositioning errors only can be eliminated by keeping the patient in the same position during the whole treatment and allowing the organs to settle before treatment is initiated. CT for treatment planning has to be taken in exactly the same position as intended for radiotherapy delivery and using the same immobilisation equipment.

Theoretically, the best approach is to track the tumour with the field \[128\], see section 3.5. Other efforts focus on reducing organ motion by controlling respiration. Either the breathing cycle is measured and the beam is only delivered when the breathing amplitude or phase lie in a given range (gating, see section 3.3), or respiratory motion is completely stopped for a short time during beam delivery (breath-hold, see section 3.4). A problem of this method is that respiratory motion is not predictable because even for patients who breathe regularly most of the time, stretches of irregular breathing are inevitable \[129\].

A simple approach to mitigate the effect of organ motion on active, scanning proton
therapy is to increase the beam size or decrease the spot spacing [79, 130, 111, 107]. In this fashion, more spots contribute to the dose at a given point. Dose error due to motion offset of one spot affects the dose homogeneity less. In this fashion, local control in lung cancer patients could be restored for motion amplitudes of up to 30 mm for conventional, fractionated treatment at the cost of increased mean lung dose [107]. The drawback of this method is that dose conformity to the target dose is compromised since the pencil beams are less sharp, leading to a larger penumbra.

Fractionation exploits statistics when delivering the whole dose in several fractions. The hot and cold spots of the field delivered to the target volume are averaged out. The standard deviation of the dose decreases as the inverse square root of the number of fractions or field deliveries [79]. A promising approach is to use this statistical effect and technological advances in scanned particle therapy to scan the target volume many times per fraction, as discussed in section 3.2.

In order to mitigate interplay effects caused by respiratory motion of the target volume, the respiratory motion is determined by one of various techniques, e.g., spirometry, infrared tracking of a point or a surface on the patient, kV or MV X-ray imaging or an abdominal belt [48, 49]. This topic is presented in section 3.1.

3.1. Motion detection

For motion mitigation techniques such as gating, breath-hold and tracking, knowledge — or at least a close approximation — of the tumour location is required. The tumour position can be measured nearly in real-time by X-rays [53]. Since imaging during treatment adds dose to the patient, we concentrate on motion detection techniques that do not rely on continuous kV imaging.

3.1.1. External markers

Infrared tracking of a marker on the body surface is possibly the most widespread motion detection system in radiotherapy [131]. In the case of the Real-time Position Management (RPM) system (Varian Medical Systems, Palo Alto, CA, USA) the marker consists of a highly reflective block. A camera system illuminates the block and registers the reflected light. The position is calculated in three dimensions at a frequency of 30 Hz. The mean error for realistic motion trajectories is typically below 2 mm [132].

Consumer electronics systems for infrared tracking are catching up with currently available medical equipment [133, 134], while being available at a much lower price. Of course, these devices are not certified yet for medical use.

In hybrid gating [135, 136], the correlation between tumour motion and external marker is updated by imaging the internal location with a certain frequency. The Cyberknife system (Accuray Inc., Sunnyvale, CA, USA) has a tumour localisation error of 1.9 ± 0.9 mm with kV images taken every 1–2 min to update the correlation model [137]. The Exactrac II system (BrainLab, Feldkirchen, Germany) reduces tumour motion to 1.7 mm in adaptive gating treatment [138].
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These kV imaging systems require fiducial markers to be surgically implanted in the tumour. Besides other complications, this operation can cause pneumothorax\footnote{Each lung is separately enclosed by the pleura, a double layer of membrane. The space between these two layers is called the pleural space or pleural cavity. It is filled with the pleural liquid. Thanks to the pleura, the lungs are following the motion of the chest wall, but they are not rigidly attached to it because the inner pleura layer slides on the outer layer. Pneumothorax is the intrusion of gas, e.g., air, into the pleural cavity. This may lead to the collapse of the lung, which is a potentially life-threatening condition.} and markers can migrate away from the tumour, so a marker-less approach is desirable. The breathing phase can be determined by continuous kV imaging in various ways: by intensity variations of the lung during breathing \cite{139}, matching of a tumour template \cite{140, 141}, image classification with a support vector machine \cite{142}, image matching by mutual information \cite{143}, tumour tracking by optical flow, i.e., dead reckoning \cite{144}, and principal component analysis for surrogate position prediction \cite{145}. Template matching also works on CBCT images \cite{146}. Obviously, this cannot be used for real-time motion detection. A commercial solution is available for the Cyberknife, the Xsight Lung Tracking (XLT) System \cite{147}. It has been successfully introduced into clinical practice \cite{148}. Patients with large tumours are better suited to trackerless treatment because these tumours have a high chance of being visible \cite{149}.

Hybrid gating relies on frequent updates of the correlation between internal and external motion. A fixed frequency of, e.g., 10 Hz has been reported \cite{135}. Such an approach is not optimised for gating, however. A better approach is determining the tumour position once per breathing cycle to ensure a good correlation near or inside the gating window \cite{136}. Outside of the gating window, high precision is not required. In the beginning, a training phase with an acquisition frequency of 30 Hz over a few breathing cycles establishes the initial correlation model parameters.

Another idea is to track the markers on the MV portal images and switch on the kV imaging only when the markers are not visible \cite{150}. While imaging dose is clearly reduced compared to continuous kV imaging, time lag is still of the order of 300 ms. The time delay of optical systems is of the order of the measurement period, e.g., 33 ms for the RPM system \cite{151, 152}.

A more critical analysis of the RPM system showed that gating could reduce the standard deviation of external motion only by 0.3 mm or 6\% and was even larger in one patient \cite{153}.

External motion monitoring is feasible at a low price with acceleration sensors as available in consumer electronics devices \cite{154}. By contrast, electromagnetic position sensors are not as widely available but they can be combined with a dosimeter \cite{155}.

A solution to improve the accuracy of external marker tracking is the introduction of a larger number of markers \cite{156, 157}. Still, phase shifts can occur. What is more, depending on the location on the patient, markers are dephased with respect to one another \cite{158}. This pattern may also change between fractions. Incorporating both phase and amplitude information into the motion model may help \cite{159}.

Interestingly, in one study prediction errors on the tumour motion could not be reduced by updating the prediction model by intrafraction imaging \cite{160}. This suggests that the
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lowest achievable localisation error of external surrogate methods is already reached with immediate pre-treatment imaging.

3.1.2. Correlation issues

Many studies have looked at the correlation between internal motion of anatomical structures and external motion on the surface of the patient [161]. One possible pitfall is the fact that patients require several minutes before they settle into regular and quiet breathing, if they do so at all [129]. If the correlation model is determined before this happens, correlation errors are bound to occur. Another problem is the phase shift between different parts of the body moving according to breathing and its variability during treatment [162, 163, 131, 129, 164, 165, 166]. For instance, one study observed a phase shift of 200 ms between an external marker and the diaphragm [162]. Besides this phase shift, diaphragm motion correlates well with external markers on the abdomen [167]. Due to phase shift, the minimum dose that 95% of the target volume receives correlates well with lung tumour displacement rather than with respiratory phase, indicating that external surrogates are suboptimal in respiratory gating [109]. Moreover, fluctuations in the exhale position of lung tumours occur in about 20% of the patients [168]. This means that the surrogate motion is not always in the gating window in the exhale phase.

External markers might be a good solution for tumours which are close to the diaphragm such as in the abdomen [169, 157]. In this case, SI motion of the tumour correlates with AP motion of the tracker [129]. Similarly, in the case of the lung, the best correlation between organ and abdominal marker is between SI lung motion and AP marker motion [170, 165]. In the liver, drift of the external marker is not necessarily correlated with the drift in liver motion [171]. Motion in inferior parts of the liver is less reproducible than diaphragm motion due to intrafraction deformation of the liver.

3.1.3. Abdominal belt

A small strain gauge detector has been used successfully in proton treatment of liver tumours [172]. A similar, commercial system is the Anzai belt (Anzai MEDICAL, Tokyo, Japan) containing a pressure sensor. The belt is wrapped around the abdomen. The amplitude signal correlates well with the RPM signal, but phase differences between the two signals may occur [173].

The difficulty of use, instability of the signal and obstruction by immobilisation devices have been mentioned as the drawbacks of belts [162].

3.1.4. Body surface imaging

Stereo cameras image the body surface in 3D. Adding the time as a 4th dimension, body surface imaging systems detect respiratory motion in 4D. The maximum standard deviation of translational motion detection in such a system is 0.75 mm [174]. An imaging frequency of 6.5 Hz is reported, which might be too low to detect fast changes in the motion trajectory. Tracking the whole surface predicts tumour motion more precisely than
tracking only a single point \[175\]. Both approaches correlate well with spirometry and are not subject to drifts, in contrast to spirometry, see section 3.1.5.

GateCT (VisionRT, London, UK) is a commercial surface imaging system. It is a reliable tool for phase gating, yet RPM is superior in amplitude gating \[176\].

Another approach is time-of-flight body surface reconstruction \[177\]. The patient is illuminated with modulated light. The surface is reconstructed from the phase shift in the captured modulation signal. Frequencies are as high as 20 Hz. In order to make sure that the phase difference is unambiguous, the camera has to be closer than 7.5 m to the patient. This is hardly a problem in any treatment room. The performance is comparable to other external surrogate techniques. The tracking error is \(1.62 \pm 1.08\) mm and the time delay is 65 ms \[178\].

### 3.1.5. Spirometry

Respiratory motion is related to the air flow through the trachea and the air temperature. Spirometers are able to measure air flow. The air temperature sensor and strain gauge methods were deemed best suited to gating because they are comfortable for the patient and have a large signal-to-noise ratio \[179\].

Lung volume has a higher correlation with tumour motion than external, abdominal motion and this correlation is also more reproducible between fractions \[164\].

A problem with spirometry is that the signal usually drifts in time \[180, 181, 175, 182\]. Solutions to this problem have been suggested \[180\]. Still, spirometry is not recommended for amplitude gating. On the other hand, it is considered superior to phase gating based on external markers because the phase shift between air flow and tumour motion is less \[164, 183\]. Another problem shared by both the surface imaging and spirometry approaches is that if the baseline is set to fully relaxed exhale phase, the stability of the target position cannot be guaranteed. What is more, residual lung volume may change during the treatment.

Better results are achieved with a pneumotachigraph, which measures lung volume by integrating the air flow \[184\]. Combining spirometry and optical tracking of external markers lead to more accurate results than using only one of the surrogates \[183\].

### 3.2. Re-scanning

The motion mitigation technique that is easiest to implement in scanning proton therapy is re-scanning, where the pencil beam is scanned through the target volume not just once but several times. The motion offset between desired and actual spot position in the target volume is ideally random for each re-scan. By superimposing the inhomogeneous dose distributions of all re-scans, it is expected that the hot and cold spots cancel each other. As a result, the summed-up dose distribution becomes more homogeneous.

The standard deviation of the actual dose from the planned dose due to respiratory motion has been shown to decrease as a function of \(1/\sqrt{N}\), where \(N\) is the number of
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![Diagram of re-scanning](image_url)

(a) layered re-scanning  
(b) volumetric re-scanning

Figure 3.1.: Two possibilities of arranging the re-scanning sequence of the iso-energy layers. Each dot represents one re-scan of an iso-energy layer.

fractions or re-scans [10, 11, 12, 13]. This value is one possible measure of the dose homogeneity.

Re-scanning is specific to scanning proton therapy. In scattering proton therapy, there is inherent re-scanning because the energy layers of the fields are delivered at a frequency of about 40 Hz [14].

Since in most systems changing the energy is much slower than adjusting the lateral spot position, iso-energy layers are scanned one after another. There are several possibilities to do this [15]:

- **Slice-by-slice or layered re-scanning:** Each iso-energy layer is re-scanned before changing the energy to switch the layer.

- **Volumetric re-scanning:** The whole tumour volume is scanned in one go and then re-scanned.

- **Random volumetric re-scanning:** The order of iso-energy layers irradiated in volumetric re-scanning is random.

Schematics of these methods are given in figure 3.1. Volumetric re-scanning is only feasible if the energy can be changed fast enough, as it is the case for Gantry 2. Because this delay grows with the energy separation, random volumetric re-scanning would further prolong the treatment.

Several algorithms for distributing the spot weights between the re-scans have been conceived of [16]:

- **Scaled re-scanning:** The spot weights are divided by the number of re-scans.

- **Iso-layered re-scanning:** An upper limit of dose delivered to a spot per re-scan is set. Assuming a constant beam intensity, this readily translates to a maximum dwell time per spot and re-scan.

- **Mixed re-scanning:** For spots with a weight above a certain threshold, scaled re-scanning is applied. All other spots are subject to iso-layered re-scanning.
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Figure 3.2.: Comparison of re-scanning methods. Shown is one row of spots in an iso-energy layer. The red line in (c) indicates the threshold for switching between scaled and iso-layered re-scanning.

Figure 3.3.: Energy sequence (full line) and distribution of dose per spot (broken line) for two methods of re-scanning. The target volume is a cube with side length 8 cm. Dose is expressed as number of protons.

Schematics of these methods are given in figures 3.2 and 3.3. These re-scanning methods depend on one or two parameters. By increasing the number of re-scans or decreasing the dwell time, the effect of re-scanning is usually enhanced. In this way, the re-scanning methods are tailored to the amplitude of motion. However, the amount of re-scanning possible is limited for technical reasons.

Scaled re-scanning is susceptible to low-weighted spots because re-scanning these spots can introduce spots with less than 100 MU. In this case, as the dose resolution of the delivery verification system is at least 1 MU, a delivery error of 1% would not be detected. What is more, too many low-weighted spots in sequence may raise an interlock as the dose resolution of the delivery verification system is at least 1 MU, a delivery error of 1% would not be detected.

An interlock is an error detected by the treatment control system that is likely to lead to an interruption of the delivery.
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kicker magnet is not able to open and close the beam line fast enough. Finally, the
dead time introduced by the necessity to visit each spot of the target volume in every
re-scan, while only delivering a small dose to many spots, is considerable. Continuous
line scanning mitigates both of these problems.

Since the central and proximal parts of a target volume receive much dose from more
distal spots, the spot weights on the border of iso-energy layers are generally higher.
Considering iso-layered re-scanning, two conclusions can be drawn from this fact.

First, decreasing the dwell time affects mainly the highly weighted spots. After a
couple of re-scans, the low-weighted spots are not visited any more, meaning that they are
not re-scanned as many times as the highly weighted spots and only at the beginning of
the treatment, followed by re-scanning only the highest weighted spots in fast succession.
The full statistical effect of re-scanning cannot be exploited. This problem could be
tackled by improving the algorithm so that the highest weighted spots are more separated
in time.

Second, the total dead time is reduced with respect to scaled re-scanning, but it
gives rise to the question how the remaining spots are scanned most efficiently. The
benefit of smaller treatment time by solving this travelling salesman problem (TSP) is
small compared with simply choosing a meander path, where the beam is scanned along
straight lines and the scan direction is alternating [110]. For raster scanning with a
synchrotron and delay of 1.5 s for changing the energy, the TSP path length is 13–56%
shorter for different patient cases but the delivery time is less than 1% shorter [186].
For re-scanning, this value is 4–20%. These values depend on the scanning system. A
spiral path can also be chosen [37]. In conclusion, the choice of scanning path is mainly
determined by the scanning speeds and dead times for the three scan directions. Scanning
path optimisation might only be important for the implementation of re-scanning for
raster scanning [186, 187].

Mixed re-scanning is the natural solution for solving the problems of scaled and iso-
layered re-scanning. The distribution of the number of re-scans is narrower than in the
case of iso-layered re-scanning. At the same time, the treatment time is only slightly
longer than for iso-layered re-scanning.

Although re-scanning can reduce interplay effects, a larger volume of healthy tissue
is irradiated as well because the target volume always has to cover the tumour. Hence,
combining re-scanning with gating or breath hold is necessary for large tumour motion
[37, 188]. The target volume should also include the effects of range changes due to
organ motion [189, 190, 191].

Another drawback of re-scanning is the possibility that some spots are scanned with
a similar frequency as the target motion so that interference occurs [81, 192, 193, 110].
In the worst-case scenario, the patient breathes very regularly in phase with a regular
re-scanning pattern. In other words, the assumption that the spot displacements in
subsequent re-scans are random breaks down. This is most likely the case for volumetric
re-scanning, as one complete re-scan for a typical target volume takes 4–6 s on Gantry 2,
which is in the range of human breathing. Random pauses or different scanning paths
may be a solution to this problem.
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Several groups have studied re-scanning by simulations and experiments. Their results are outlined in the rest of this section.

For the treatment of spherical targets with carbon ions, the group at NIRS simulated motion mitigation by re-scanning and gating in a water phantom. Motion was set to the \(\sin^4\) function with a period of 3.2 s. They showed that the standard deviation of the dose decreases exponentially with the number of re-scans for phase-controlled re-scanning (PCR), not as the inverse square root as in conventional re-scanning [37]. The idea of PCR is to guarantee that the average motion offsets of each iso-energy slice add up to zero when all re-scans are considered. The re-scans of an iso-energy layer are delivered one after another during a breathing period or, in case of gated treatment, during a gating window. The beam intensity has to be adjusted so that the time to perform the re-scans matches the length of the breathing period or gating window. This seems to work even if the breathing period is not perfectly predictable, as verified by simulations with gating on respiratory motion from real patients.

Experimental verification of these results have been reported by the same group [188]. They irradiated radio-chromic films with a single-energy field for uniform scanning of carbon ions. Sinusoidal motion was in the plane perpendicular to the beam with a peak-to-peak amplitude of 20 mm in both directions and a period of 4 s. Ten times PCR was sufficient to mitigate the interplay effect. In three dimensions, a sphere with 30 mm radius was applied by raster scanning and the dose distributions measured by an array of pin-point ionisation chambers. Motion effects could be reduced by eight times PCR, which performed better than re-scanning without phase control and was found to be robust against changes in the breathing period.

In a later study, they simulated lung tumour treatment on 4D-CT datasets of a lung phantom and a patient [113]. Both layered and volumetric PCR was applied to mitigate the effects of regular motion on a raster scanning system. Changing the synchrotron energy took 150 ms, while smaller steps in energy were achieved by a range shifter in 450 ms. Layered PCR was more stable with respect to motion parameters and less susceptible to interplay between the re-scanning and breathing frequencies. Four times layered PCR lead to acceptable dose homogeneity for motion amplitudes up to 22 mm. The results for the phantom and the patient were comparable.

Several types of delivering the iso-energy layers were compared for proton spot scanning of a cubic target in water [106]. Only scaled re-scanning was considered. Besides layered and volumetric re-scanning, volumetric random re-scanning with random ordering the iso-energy layers was studied, as well as layered time-delay re-scanning with pauses of random length before each re-scan and layered breath-sampling re-scanning, where all re-scans in an iso-energy layer are evenly distributed over a breathing period. Over 30 fractions, layered breath-sampling performed best. With only 5 re-scans to achieve acceptable dose distributions, treatment time was lowest. The results did not

\[3\] In this study dose distributions were assessed by the mean standard deviation. This value was calculated from the whole dose distribution. This means that blurring at the edges of the dose distribution is included in the results. Blurring is a motion effect ubiquitous in external radiation therapy. Its contribution is of little relevance when studying the interplay effect.
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depend on the exponent \( n \) of the motion trajectory of the form \( \sin^{2n} \).

A similar study at PSI investigated scaled and iso-layered re-scanning for discrete spot scanning and continuous line scanning of uniform spherical target volumes of different sizes [110, 24]. Simulations were calculated in a water phantom with a \( \cos^4 \) motion trajectory. Line scanning was clearly superior to spot scanning in mitigating motion effects. Not only was the treatment time shorter, but the dose distributions were also more homogeneous for the same re-scanning settings. This benefit increased with the target size. Iso-layered re-scanning performed better than scaled re-scanning, especially at large tumour volumes and low treatment times. Layered line scanning was inferior to layered spot scanning because all re-scans of an iso-energy layer were applied in less than a breathing period for line scanning. Thus, the averaging effect of the motion was not present. In the case of a slow energy change of 1 s, only line scanning was able to perform volumetric re-scanning in an acceptable time. This underlines the importance of a fast energy change for re-scanning. They concluded that tumours moving up to 5 mm could be treated on Gantry 2 either by spot scanning with volumetric, iso-layered re-scanning or by line scanning with volumetric, scaled re-scanning.

For Gantry 2, volumetric, scaled re-scanning was evaluated on 4D-CT data sets of liver patients [193]. Regular, rigid motion was simulated. Re-scanning showed the largest benefits for few fields and for field directions orthogonal to the motion direction, which means that spot scanning is not sensitive along the beam axis, as long as the range does not change. The number of re-scans and fields are complementary. They emphasised the importance of range-adapted target volumes. For multiple fields, moderate motion of up to 6 mm could be treated without re-scanning.

In a similar study, discrete proton spot scanning on lung tumour 4D-CT data sets was simulated for realistic motion, including different magnitudes of baseline shift [114]. The transition time between iso-energy layers was set to 2 s. Dose homogeneity improved thanks to scaled volumetric re-scanning. The effectiveness of re-scanning varied with the plan and the motion model.

3.3. Gating

In gating, the beam is only delivered when a representative measurement of respiratory motion, for example, the height of the abdomen, is in a specified gating window of amplitude or phase. This measurement is assumed to be correlated to tumour motion.

The idea of gating seems to have been introduced for scintigraphy of lung and liver [194, 195]. It took a while until it was developed and used clinically in the treatment of cancer, first in proton therapy [172, 179, 196, 162].

The gating window may be determined by fluoroscopy, 4D-CT or 4D-CBCT. Usually, the gating window is placed in the end-exhalation position because there tumour motion is least [131]. As an example from proton therapy of liver tumours, the average residual motion over all breathing cycles was 1.1 ± 0.4 mm in end-exhalation, smaller than in end-inhalation, where 2.7 ± 1.6 mm was measured [197]. In radiotherapy, acceptable dose distributions are achieved with a gating window of 3 mm [198].
At maximum inhalation, there are benefits too, since the lung volume is less dense, so less normal tissue is irradiated \[199\]. Furthermore, tumours are often more separated from OARs such as the heart \[200\]. This allows the dose to be increased without risking damage to the OARs \[201\]. However, in photon therapy of lung tumours, only modest dosimetric differences have been measured \[136\].

The duty cycle is the fraction of the respiratory cycle in which the patient is irradiated. There is always a trade-off between duty cycle and motion mitigation. The shorter the gating window, the less the residual motion during the beam delivery. On the other hand, shorter gating windows also imply a longer treatment time. This significantly reduces tumour motion inside of the gating window and opens up the possibility of margin reduction \[202\]. Because the baseline of the motion shifts during treatment, for amplitude gating the gating window has to be adjusted for long treatments. Adjustments are also necessary to limit the impact of intrafraction organ deformations \[171\].

Although gating is a motion mitigation technique, there is a chance that gating even compromises treatment outcome because motion patterns of a patient may be different at CT acquisition and treatment \[153\]. Also problematic is that internal tumour motion does not necessarily correlate with surrogate motion, as discussed in section \[3.1.2\].

The problem of residual motion and duty time can be tackled using individualised gating windows \[203\]. In charged particle therapy, increasing the pencil beam width helps mitigate the interplay between scanning and residual motion \[130\]. Likewise, gating may be combined with re-scanning \[188\] or even tracking. Although residual motion and change of shape is reduced by gating of liver tumours \[204\], for lung tumours residual motion is highly unpredictable \[205\].

Precise set-up is critical for gating. Even if set-up is based on implanted markers in lung tumours, set-up errors may well be larger than the residual motion inside the gating window \[206\].

In heavy ion therapy, gating with a duty cycle of 30% prolonged the treatment time by a factor of 2.5, while the dose distribution approached the static case \[192\]. With gating, the penumbra was only half of the value for ungated treatment \[162\]. Gating may not be required in the treatment of pancreatic cancer, although reduction of excessive dose to normal tissue can be achieved \[207\].

### 3.4. Breath-hold

Organ motion is minimised by temporarily stopping respiratory motion \[200\], \[196\]. This can be achieved either by actively preventing breathing or passively guiding the patient to hold his breath. In the latter case, the patient is usually acoustically or visually guided, for example by displaying a diagram of the breathing cycle.

Gating and breath-hold techniques can be combined such that the patient is guided to hold his breath in the gating window, thus increasing the gating window and also the duty cycle. Using audiovisual feedback \[208\], \[209\], treatment times are comparable to conventional ungated therapy \[210\].

If breath-hold is employed for treatment, the position of the organs may divert from
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<table>
<thead>
<tr>
<th>Author</th>
<th>Treatment site</th>
<th>Duration [s]</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hanley [200]</td>
<td>lung</td>
<td>12–16</td>
<td>10–13</td>
</tr>
<tr>
<td>Wong [196]</td>
<td>lung, liver, Hodgkin</td>
<td>max 15–40</td>
<td>2–3 per beam</td>
</tr>
<tr>
<td>Dawson [211]</td>
<td>liver</td>
<td>max 20–35</td>
<td></td>
</tr>
<tr>
<td>Balter [212]</td>
<td>liver</td>
<td>max 15–35</td>
<td>3–8</td>
</tr>
<tr>
<td>Remouchamps</td>
<td>breast</td>
<td>10–26</td>
<td>4–6</td>
</tr>
<tr>
<td>Pedersen [213]</td>
<td>breast (DIBH)</td>
<td>12–48</td>
<td>&gt; 3</td>
</tr>
<tr>
<td></td>
<td>breast (EBH)</td>
<td>12–62</td>
<td>&gt; 3</td>
</tr>
<tr>
<td>Koshani [215]</td>
<td>lung</td>
<td>&gt; 20</td>
<td></td>
</tr>
<tr>
<td>McNair [216]</td>
<td>lung</td>
<td>max 15–25</td>
<td>6–13</td>
</tr>
<tr>
<td>Wong [217]</td>
<td>lung</td>
<td>17–22</td>
<td>11–16</td>
</tr>
<tr>
<td>Peng [218]</td>
<td>lung</td>
<td>3–55</td>
<td>1–2</td>
</tr>
<tr>
<td>Hu [219]</td>
<td>gastric</td>
<td>&gt; 15</td>
<td></td>
</tr>
<tr>
<td>Zhong [220]</td>
<td>liver</td>
<td>max 65</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1.: Summary of the breath-hold duration and the number of breath-holds required per treatment fraction. DIBH: deep-inspiration breath-hold. EBH: exhalation breath-hold.

their positions for free breathing. Hence, CT images should also be acquired with breath-hold.

Values for the maximum breath-hold duration per patient and the number of required breath-holds per fraction are summarised in table 3.1. While typical breath-hold durations are too short for applying a full field by discrete spot scanning with fast energy change, the delivery of single re-scans should be possible. The corresponding number of breath-holds would then depend on how many re-scans had been selected in treatment planning. If continuous line scanning is considered, a single field may be applied, even with a few re-scans, depending on the target volume.

Results on the reproducibility of the breath-hold position are given in table 3.2 for different breath-hold techniques. Judging from this data, it seems that it is possible to mitigate intra- and inter-breath-hold motion by re-scanning.

3.4.1. Active breath-hold

In active breath control (ABC), a spirometer or temperature sensor is used to derive the breathing phase. When a predefined breathing phase is detected, the device stops further breathing for a given time by closing a valve [196]. Patients are trained before treatment with a real-time display of their lung volume and the intended breath-hold duration, e.g., 10 s. The ABC technique is highly reproducible, easy to use and able to reduce margins [196]. A moderate deep inhalation breath-hold at 75% of the maximum inspiration capacity was shown to result in good reproducibility, patient comfort and dosimetric advantage.
<table>
<thead>
<tr>
<th>Author</th>
<th>Treatment site</th>
<th>Imaging</th>
<th>Breath-hold</th>
<th>Motion</th>
<th>SI [mm]</th>
<th>AP [mm]</th>
<th>LR [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hanley</td>
<td>lung</td>
<td>fluoroscopy</td>
<td>DIBH</td>
<td>intra-bh</td>
<td>1.0</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>diaphragm</td>
<td>(0.3–2.6)</td>
<td>(0.3–0.8)</td>
<td>(0.3–0.8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>inter-bh</td>
<td>2.5</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>diaphragm</td>
<td>(0.5–4.9)</td>
<td>(0.3–2.0)</td>
<td>(0.3–2.0)</td>
</tr>
<tr>
<td>Dawson</td>
<td>liver</td>
<td>radiography, micro-coils</td>
<td>ABC</td>
<td>inter-bh</td>
<td>1.9</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.5–3.6)</td>
<td>(0.2–1.4)</td>
<td>(0.1–1.9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>inter-bh</td>
<td>2.5</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>diaphragm</td>
<td>(0.5–3.6)</td>
<td>(0.3–1.9)</td>
<td>(0.3–1.9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>chest wall</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.3–0.8)</td>
<td>(0.1–1.9)</td>
<td>(0.1–1.9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>inter-bh</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>chest wall</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>Remouchamps</td>
<td>breast</td>
<td>EPID</td>
<td>ABC</td>
<td>inter-bh</td>
<td>6.6</td>
<td>3.3</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2.3–10.9)</td>
<td>(1.2–6.5)</td>
<td>(1.4–5.9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>inter-bh</td>
<td>2.7</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>chest wall</td>
<td>2.7</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(1.1–3.1)</td>
<td>(0.8–2.2)</td>
<td>(0.8–2.2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>chest wall</td>
<td>2.7</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(1.1–3.1)</td>
<td>(0.8–2.2)</td>
<td>(0.8–2.2)</td>
</tr>
<tr>
<td>Eccles</td>
<td>liver</td>
<td>fluoro. scan</td>
<td>ABC</td>
<td>inter-bh</td>
<td>1.4</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0–3.4 mm)</td>
<td>(0–1.7)</td>
<td>(0–1.7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>inter-bh</td>
<td>-0.9</td>
<td>-0.5</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>chest wall</td>
<td>-0.9</td>
<td>-0.5</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0–3.4 mm)</td>
<td>(0–1.7)</td>
<td>(0–1.7)</td>
</tr>
<tr>
<td>Koshani</td>
<td>lung</td>
<td>CT</td>
<td>ABC</td>
<td>inter-bh</td>
<td>0.3</td>
<td>0.0</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.0–3.1)</td>
<td>(0.0–1.7)</td>
<td>(0.0–1.7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ABC inhale</td>
<td>-0.5</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.0–9.0)</td>
<td>(0.1–1.7)</td>
<td>(0.1–1.7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ABC exhale</td>
<td>0.2</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.3–3.3)</td>
<td>(0.1–1.7)</td>
<td>(0.1–1.7)</td>
</tr>
<tr>
<td>Stock</td>
<td>thorax</td>
<td>optical scan</td>
<td>DIBH</td>
<td>intra-bh</td>
<td>4.0</td>
<td>5.8</td>
<td>5.8</td>
</tr>
<tr>
<td></td>
<td>abdomen</td>
<td></td>
<td></td>
<td></td>
<td>(3.3)</td>
<td>(4.6)</td>
<td>(4.6)</td>
</tr>
<tr>
<td>Glide-Hurst</td>
<td>lung</td>
<td>CT</td>
<td>ABC</td>
<td>inter-bh</td>
<td>1.4</td>
<td>1.0</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.3–1.8)</td>
<td>(0.2–1.6)</td>
<td>(0.1–1)</td>
</tr>
<tr>
<td>Starkschall</td>
<td>lung</td>
<td>CT</td>
<td>ABC</td>
<td>end inhalation</td>
<td>5</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(4)</td>
<td>(3)</td>
<td>(3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>end exhalation</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2)</td>
<td>(3)</td>
<td>(2)</td>
</tr>
<tr>
<td>Wong</td>
<td>lung (surface)</td>
<td>optical scan</td>
<td>ABC + DIBH</td>
<td>intra-bh</td>
<td>0.8</td>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>lung (tumour)</td>
<td>correlation model</td>
<td>ABC + DIBH</td>
<td>intra-bh</td>
<td>0.7</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.4–0.8)</td>
<td>(0.3–0.8)</td>
<td>(0.2–0.8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.4–0.8)</td>
<td>(0.3–0.8)</td>
<td>(0.2–0.8)</td>
</tr>
<tr>
<td>Nakamura</td>
<td>pancreas</td>
<td>CT</td>
<td>ABC</td>
<td>inter-bh</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(1.0)</td>
<td>(1.2)</td>
<td>(1.1)</td>
</tr>
<tr>
<td>Peng</td>
<td>lung</td>
<td>CBCT</td>
<td>DIBH</td>
<td>inter-bh</td>
<td>1.5</td>
<td>1.2</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.8–0.8)</td>
<td>(0.7–0.8)</td>
<td>(0.6–0.8)</td>
</tr>
<tr>
<td>Wang</td>
<td>lung</td>
<td>CBCT</td>
<td>ABC</td>
<td>inter-bh</td>
<td>2.0</td>
<td>1.8</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2.0–1.7)</td>
<td>(1.8–2.9)</td>
<td>(0.9–1.5)</td>
</tr>
<tr>
<td>Zhong</td>
<td>liver</td>
<td>fluoroscopy</td>
<td>ABC</td>
<td>intra-bh</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2.3)</td>
<td>(0.5)</td>
<td>(0.5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>CBCT</td>
<td>2.2</td>
<td>1.5</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(3.6)</td>
<td>(2.5)</td>
<td>(2.3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>CBCT</td>
<td>6.8</td>
<td>3.0</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(6.8)</td>
<td>(3.0)</td>
<td>(3.2)</td>
</tr>
</tbody>
</table>

Table 3.2.: Summary of studies into intra- and inter-breath-hold (bh) and interfraction motion. EPID: electronic portal imaging device. ABC: active breath-hold.
3. Motion mitigation

It is also possible to gate on an external signal and use the ABC device merely to force a breath-hold during the gating window \[223, 219\].

A shortcoming of ABC is that many lung cancer patients are not able to hold their breath with sufficient reproducibility. To guarantee a good reproducibility of the breath-hold position, which in turn allows margin reduction, is only possible with daily imaging and repositioning of the patient \[227\].

3.4.2. Voluntary breath-hold

Instead of forcing the patient into a breath-hold as with ABC, voluntary breath-hold techniques have been trialled.

Deep-inhalation breath-hold (DIBH) \[200\] is motivated by the finding that the normal tissue complication probability (NTCP) of the lungs increases with the proportion of the lungs irradiated if the mean dose is held constant \[228\]. This means that lowering either the mean dose or the irradiated proportion reduces the complication probability. Delivering dose only in the deep inhalation breathing phase achieves the second approach because in this phase the density of the lungs is minimal while the irradiated volume is unchanged \[199\]. For example, in one study, lung volume increased in deep inhalation by a factor of about 1.5 \[218\]. Moreover, tumour movement is reduced with DIBH as in every breath-hold technique. The DIBH technique consists of the following steps: the patient is coached to perform quiet tidal breathing followed by a slow deep inhalation, slow deep exhalation and again a slow deep inhalation until the deep end-inhalation phase is reached. This state is then held for a duration that is comfortable for the patient. The described technique aims at a lung volume of 100 % vital capacity, at which the patient cannot inhale any further, held over a sufficient time in which radiation is applied. The patients receive training in how to correctly perform DIBH.

In one study, chest wall movements were almost twice as large in uncoached DIBH as in free-breathing and four times as large as in gating \[229\]. During DIBH with visual feedback, single fluctuations in chest wall displacements of more than 10 mm have been seen \[230\].

To address such problems, DIBH may be gated by external markers \[231, 229, 217\]. Good correlation between the markers and the tumour motion was found \[222\], but other studies do not agree \[232\], see also section 3.1.2. This could be improved by replacing the markers with a 3D surface displacement measurement system \[233\]. Thereby, reproducibility and stability of DIBH is reduced to less than 1 mm by visual coaching. As a bonus, setup errors are reduced by surface imaging \[234, 235\].

Even if research indicates advantages for DIBH, treatment time is nearly doubled compared with free breathing \[236\]. On the other hand, from all the motion mitigation techniques only tracking does not prolong treatment.

Instead of holding their breath in deep inhalation phase, patients can be guided to do so in other phases of the breathing cycle, most beneficially in end-exhalation.
3.5. Tracking

Although tracking is theoretically the best means of reducing intrafraction organ motion, it is technically very demanding. One of the main problems is the delay between registering tumour motion and correcting for this motion. Proof of principle has been established at GSI [118], but so far no treatment centre has implemented tracking clinically for ion therapy.

An example of a tracking system in clinical use is the Cyberknife [237]. The tumour is tracked by a linear accelerator mounted on a robotic arm. A motion model between internal and external motion is built daily before treatment and updated at regular intervals by taking two orthogonal X-ray images. The external motion is acquired optically at a high frequency for predicting the internal motion based on the correlation model.

Because of the inevitable lag in motion compensation systems, prediction algorithms are necessary [238, 239, 240]. Audiovisual feedback to the patients about their breathing facilitates motion prediction by reducing respiratory irregularities [241].

Tracking in ion therapy can in principle be achieved either by adjusting the lateral position and range of the beam, or moving the treatment couch. However, couch tracking lacks the ability to adjust the beam range. Beam tracking is addressed in section 3.5.1 and section 3.5.2 illuminates couch tracking. Table 3.3 gives an overview of the performance of some tracking systems. To interpret the time delay, a simple example should suffice. If we take a sine function as the motion trajectory and set the motion period to 4 s, then the uncompensated motion due to a time delay of 100 ms is in the best case 1 % of the peak-to-peak amplitude and in the worst case 31 %.

3.5.1. Beam tracking

A scanned ion beam can follow the target laterally at a high velocity so that the tracking quality depends only on the quality and latency of the imaging system and the necessary image processing. Motion in range is followed by adjusting the beam energy. Note that motion along the beam direction is not the same as motion in range. For instance, if the patient shifts by a millimetre on the beam axis, the water-equivalent range (WER) of the tumour might well stay the same. To quench enthusiasm a little, quality assurance for tracking is difficult. Possibly, range verification with prompt gamma cameras or PET could prove advantageous [254].

Much research in beam tracking has been conducted at GSI with their fast raster scanning system. Simulations showed that if tracking with a precision of 2 mm is possible, only 3 % lower dose homogeneity than for static irradiation would be expected [112]. This is in line with an earlier study which established that the dose homogeneity with tracking was better than 95 % [255].

Geometric phantom experiments have confirmed this. Dose homogeneity was recovered from 90 % for motion without tracking to 97 % when tracking was enabled [256]. Relative dose differences between the static and tracked experiments of only 1 ± 2 % and 0.3 ± 1.5 %, depending on the study, were observed and dose gradients could be preserved [118, 256].
### 3. Motion mitigation

<table>
<thead>
<tr>
<th>Author</th>
<th>Method</th>
<th>Delay [ms]</th>
<th>Mean error [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>D’Souza</td>
<td>couch</td>
<td>67</td>
<td>&lt; 3</td>
</tr>
<tr>
<td>Bert</td>
<td>beam</td>
<td>lateral 1, range 25</td>
<td></td>
</tr>
<tr>
<td>Qiu</td>
<td>couch</td>
<td>67–1000</td>
<td>2.0 ± 2.9</td>
</tr>
<tr>
<td>Wilbert</td>
<td>couch</td>
<td>73(^a)</td>
<td>0.36 ± 0.12</td>
</tr>
<tr>
<td>Hoogeman</td>
<td>robotic</td>
<td>115–193</td>
<td>1.9 SI and LR, 2.5 AP</td>
</tr>
<tr>
<td>Buzurovic</td>
<td>couch</td>
<td>145</td>
<td>0.14 ± 0.2 SI, 0.18 ± 0.2 AP, 0.12 ± 0.2 LR</td>
</tr>
<tr>
<td>Saito</td>
<td>beam</td>
<td>lateral 1, range 27(^b)</td>
<td>lateral 0.04±0.16, range 1.08</td>
</tr>
<tr>
<td>Lee</td>
<td>couch</td>
<td>250</td>
<td>5.8 ± 3.4 SI, 7.5 ± 5.7 AP, 6.1 ± 3.5 LR</td>
</tr>
<tr>
<td>Menten</td>
<td>couch</td>
<td>160</td>
<td>2.2 AP, 1.0 LR</td>
</tr>
<tr>
<td>Seregni</td>
<td>beam</td>
<td></td>
<td>SSM 0.34±0.25, ANN 0.27±0.55(^c)</td>
</tr>
<tr>
<td>Wilbert</td>
<td>couch</td>
<td>700(^d)</td>
<td>0.01 ± 0.55 AP</td>
</tr>
</tbody>
</table>

Table 3.3.: Time delay and mean tracking error for motion tracking. For the tracking error, a single number designates the root mean square error (RMSE), while two numbers give the mean and the standard deviation. The studies of D’Souza and Qiu are based on simulations, all other studies report on experiments. \(^a\)Not included is the delay of imaging of 501 ± 143 ms. \(^b\)A shift of 5 mm took 16 ± 2 ms. A constant delay of 11 ± 2 ms was observed. \(^c\)The two correlation models were State Space Model (SSM) and Artificial Neural Network (ANN). \(^d\)The delay of imaging is included.
3.5. Tracking

To enable tracking in depth, which is necessary because of the sensitivity of protons to tissue density and beam path fluctuations [116], wedges were successfully used to quickly change the beam energy [36, 119, 256]. The Bragg peak position could be recovered within 0.23 mm WER. Its shape and height was unaltered with tracking, while it disintegrated completely without motion compensation.

For Gantry 2 at PSI, a simulation study compared tracking of simple target volumes in digital phantoms with and without relative motion of a density inhomogeneity, by way of a rib proximal to the target [257]. In the case of homogeneous density, perfect tracking could reproduce the static case. Considering the case of inhomogeneous density, \( D_5 - D_{95} \) as defined in section 4.4 was only 3.4% for a target motion amplitude of 15 mm and perfect tracking. This means that perfect tracking cannot completely mitigate target motion. Re-scanning 8 times without tracking showed the best results.

A straight-forward application of tracking for ion therapy works only for translational motion. In the case of rotations or deformations, even if tracked beams deliver the dose at the correct position in the Bragg peak, the plateau dose is applied to the wrong anatomical structures. To tackle this problem, real-time dose compensation beam tracking (RDBT) has been introduced [190, 258]. The idea is to keep track of the delivered dose per voxel in real time by monitoring intrafraction motion and appropriate re-evaluation of the spot weights. The target volume is scanned starting from the highest energy. Under-dosages in certain voxels are corrected for by increasing the weight of the corresponding spot. Over-dosages cannot be compensated for completely. In any case, for RDBT it is assumed that the 4D-CT data set of the patient is still valid at the treatment, which limits the best performance that could theoretically be achieved by this method. Experiments with an ionisation chamber (IC) array showed a reduction in under- and over-dose when switching from naive beam tracking to RDBT [258]. Robustness against motion starting phase also increased.

Taking validation of tracking a step further, experiments with an anthropomorphic respiratory phantom [259] were conducted at GSI [252]. Markers on the phantom were surveyed by an optical system. While the total dose to the target was reduced by 9.5% due to motion, tracking could limit this difference to 0.6% for motion including phase shifts and 2.3% when baseline drifts were added to the trajectory. Phase shifts posed a problem for the correlation models between external and internal motion. In this case, tracking results were not statistically significantly better than if no motion mitigation was applied. Baseline drift also reduced the accuracy of tracking.

3.5.2. Couch tracking

Modern treatment couches are highly responsive and accurate systems. They are candidates for the widespread introduction of tracking, at least for photons, where motion tracking with the couch performs similarly to tracking with a multi-leaf collimator (MLC), although it is more robust against different motion trajectories [251].

Appropriate immobilisation devices have to be employed for couch tracking because patients may compensate for the motion when the treatment couch is moved [260]. Nausea seems not to pose a problem, although people who are prone to nausea while
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travelling might experience slight discomfort [261].

Hexapod treatment couches (Medical Intelligence GmbH, Schwabmünchen, Germany) have been evaluated in photon radiotherapy [262] [242]. With these couches, displacements of up to 3 cm are possible. Due to technical limitations of the couch, realistic motion periods could not be compensated for at the time of that study. The maximum speed of the table was less than 1 cm/s per axis, while a maximal lung tumour speed of over 7 cm/s has been reported [55]. Given a sufficiently powerful couch with a dead time below 100 ms, simulations suggested that the residual motion is sufficiently suppressed also for realistic motion periods [242].

Instead of tracking only optical markers on the surface, an MV fluoroscopy system has been added to the Hexapod tracking system [244]. This helps in compensating drift of lung tumours. Residual motion is reduced by as much as 65%.

Respiratory motion with a mean period of 2.6 ± 0.4 s could be tracked in a later study [260]. Pass rates on a 2 %, 2 mm γ index test were above 98 % for the average of 15 patient trajectories [253].

Dedicated prediction algorithms based on least squares reduce the tracking error by more than 60 % with respect to standard multiple linear regression [243].

Tracking has also been implemented for an Elekta Precise Table (ELEKTA Ltd., Crawley, UK). Maximum dose deviations of 1.2 % on the central axis and 2.4 % in high-dose regions were measured for IMRT plans [248]. Differences between static and tracking dose distributions were mostly due to dose blurring at the edges [249].

Slow tracking has been studied with a TrueBeam system (Varian Medical Systems, Palo Alto, CA). While permanently monitoring patient motion, every 10 s the predicted baseline drift is corrected [263]. Initial experiments with a motion phantom were successful: the root mean square error (RMSE) was more than halved.

3.6. Conclusion

We have seen in this chapter that motion mitigation is an intricate problem. In principle, tracking is the way to go, but there are several open questions to this approach. How can treatment with tracking be verified? How can the correlation between tumour motion and motion surrogate be modelled with minimum additional dose and how can this correlation model be verified during treatment? How should we proceed in the case of over-dosage in RDBT?

At PSI, we decided to start with re-scanning and gating, as these techniques are easier to implement. In the context of this thesis, breath-hold and gating are treated as the same motion mitigation method.

Re-scanning is arguably the most robust method, because no information about the actual organ motion during treatment is required. On the other hand, re-scanning also leads to the largest volume of irradiated healthy tissue, since motion effects are averaged out rather than prevented. There is a continuous spectrum of possibilities to apply re-scanning. Therefore, an important goal was the identification of the most effective implementation, as presented in chapter 5. The conclusions are drawn here solely for
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Gantry 2 and might not be applicable to other systems.

Gating shares with tracking the fact that the motion mitigation performance depends on the ability to precisely measure tumour motion. While this is an interesting subject, in this thesis the focus was on the relative benefits of gating and the combination of gating and re-scanning for different target volumes and motion trajectories. The results are presented in chapter 6. No baseline drift of the tumour motion was applied as this could be corrected for by slow tracking. The idea here is to detect the baseline drift by our X-ray BEV system and subsequently offset the patient table at an interval of, e.g., 30 s.

As discussed in section 3.2, although studies showed that the PCR method was superior to other re-scanning methods, it was not used in the combination of gating and re-scanning, because assumptions on the breathing period would have to be made.

Gating and re-scanning both lead to a longer treatment time. What is more, there is a technical limit to the possible number of re-scans in discrete scanning. A solution to these problems offers the technique of continuous scanning, which allows very fast scanning of iso-energy layers. The benefits of this technique are reported in chapter 7.
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As a key part of this thesis, equipment and processes for the experimental evaluation of motion mitigation techniques have been developed. More precisely, the goal was to introduce the analogue of 4D dose calculations for measurements in scanned proton therapy. This chapter gives an overview of the tools and methods that were essential to obtaining the results presented in the following chapters.

The purpose of section 4.1 is to become acquainted with the treatment planning procedure specific to Gantry 2 and for all delivery methods that have been studied in this work. This is not an introduction to the operation of a treatment planning system (TPS) but rather a hands-on approach to creating plans for Gantry 2.

The same plans that have been applied on Gantry 2 in the course of the measurements have also been simulated with the same motion parameters. To this end, the timing of the dose delivery has been modelled. This allowed a direct comparison of the results expected from simulations and the results actually measured. The simulation engine is covered in detail in section 4.1.6. Its application to the prediction of our measurements is discussed in section 4.2.

In order to experimentally verify the effectiveness of motion mitigation techniques, a dosimetry device has been developed and combined with a commercial respiratory motion platform. The aim was to construct a light-weight device with a high spatial resolution. The restriction on a small weight was due to the limitations of the respiratory motion platform. The components of this measurement set-up is described in section 4.3.

The approach to data analysis is outlined at the end of this chapter in section 4.4. Although the results from simulations and experiments were processed by two different tool chains, data analysis was implemented as similarly as possible in both tool chains.

4.1. Treatment planning

No treatment planning system (TPS) was available for Gantry 2 at the outset of this work. A software program was developed by Zenklusen [24] for generating plans for geometric target volumes such as cubes, ellipsoids and cylinders. This program has been modified and enhanced. For example, the generation of treatment plans for patient target volumes were added. The target volumes can be imported from the TPS of Gantry 1. The software is restricted to a single homogeneous medium. Further details of this program are discussed in section 4.2.
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4.1. Beam model

The basic ingredient to treatment planning for Gantry 2 is the three-dimensional beam model [10]. It is described by a two-dimensional Gaussian distribution in the lateral plane and a physical model for the integral depth-dose curve. The physical model is fitted to depth-dose curves measured by ionisation chambers. The width of the Gaussian is assumed to be the same in both directions and has been taken from measurements, as well. Hence, spots are assumed to be circular in the lateral plane.

Neutrons are not included in the model. Some fraction of the charged products from nuclear interactions are distributed linearly between the point of interaction and the end of range. The rest is deposited locally. Nuclear interaction cross sections of protons for hydrogen and oxygen are taken from the literature and are parametrised. The nuclear interactions add a shallower Gaussian to the lateral beam profile. This so-called halo effect is not taken into account in the beam model. The reason is that for a target volume the effect of the beam halo is mainly a scaling of the absolute dose. Therefore, as long as it is not required to predict the absolute dose by the dose calculation, the halo effect is neglected for the sake of fast calculation.

4.1.2. Spread-out Bragg peak

At the heart of proton therapy lies the art of generating a volume of homogeneous dose with Bragg peaks. To this end, proton beams of different energies, i.e., ranges, and weights are superimposed to yield a flat part in the summed depth-line. This part is called spread-out Bragg peak (SOBP), see figure 4.1.

There are analytical formulae for creating SOBPs, as mentioned in section 1.1, but an optimisation procedure is more flexible and gives better results. In our case, we decided to use an implementation of the simplex algorithm. The most distal Bragg peak, i.e., the one with the largest range, always has the highest weight, because the dose deposited by this spot also contributes to the dose of all other, more proximal, spots. Generally, the weights increase with depth, but there can be exceptions to this.

For all particles that have an RBE differing from one, it is advisable to optimise the SOBP not for physical dose homogeneity but for homogeneity of biological effect. This is commonplace in heavy ion therapy [264], yet not in proton therapy, because the RBE is assumed to be fixed to the value 1.1, as discussed in section 1.1.

A certain role is played by the separation in depth of adjacent Bragg peaks. The separation readily translates to a difference in range and energy. The closer the Bragg peaks, the easier it is for the optimisation algorithm to end up with a homogeneous dose distribution. In general, smaller separations are associated with less interplay effect [130]. In addition to the obvious choice of a fixed separation, it can be set to increase linearly with depth or as a function of the Bragg peak width in depth [265]. This is useful because in depth, the width of the Bragg peak decreases with energy due to energy straggling. In this work, all SOBP have been created with linearly increasing energy steps.
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Figure 4.1.: Composing a spread-out Bragg peak out of many weighted proton beams at different energies. More distal beams have higher weights (deposit more protons) because proximal regions receive dose already from the plateau of these distal beams. The spacing in range of the shown SOBP is linearly increasing with range.

4.1.3. Discrete spot scanning

This section deals with the generation of a treatment plan for discrete spot scanning based on a CTV and a prescribed dose as defined by a physician. The CTV can either be a geometric target volume or a target volume from a patient case. This is the volume that has to be irradiated with the dose prescribed by the physician.

In the first step, a grid is set up within the treatment volume, whereby the grid spacings correspond to the spot spacings. If the spacing in depth has not been chosen to be constant, a representative fixed value is taken. For each lateral grid node, an SOBP is generated between the minimal and maximal depth, resulting in a list of spots. Each spot is assigned a T- and a U-coordinate, an energy corresponding to the range of the Bragg peak and a weight in the form of a number of protons necessary to deliver the prescribed dose.

The CTV is expanded to an ITV so that the tumour always receives the prescribed dose. Because only motion along a single direction is applied, for the geometric target volumes, the CTV is expanded only in the direction of motion. For the patient target volumes, the situation is slightly different because no ITV had been defined in the original treatment plan. Instead, an isotropic margin had been added to the CTV, resulting in the PTV. This PTV was large enough to cover the CTV in all motion phases, so no additional ITV had to be defined. The volume definitions are shown in figure 4.2b.

At this point, re-scanning can be performed. The resulting spot list is sorted so that for each energy, a meander path is scanned with the primary scanning direction in T, because scanning in T is faster than in U. These energy layers are subsequently sorted. The spot list is converted to a steering file, from physical quantities, such as number of
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Figure 4.2.: Definition of target volumes (a) by the ICRU [266] and (b) as interpreted in this thesis. Shown is the spherical target volume with an anisotropic extension of the CTV to form the ITV. The ITV for patient target volumes is isotropic because this is what has been defined by the physician.

protons, energy and positions in cm to quantities understood by Gantry 2, such as MU or electrical current for the sweeper magnets. Because the current induced by protons in an ionisation chamber decreases with energy, the conversion from protons to MU is energy-dependent.

The tunes, i.e., the settings of the beam line, vary with energy. This information is stored in a separate file, the tune file. It contains, for all energies that are used in the corresponding steering file, the position of the wedges of the energy degrader, the currents of all the magnets of the beam line, including the magnets mounted directly on Gantry 2, and the settings of COMET that control the range of available beam intensities.

4.1.4. Continuous line scanning

The starting point of treatment planning for continuous line scanning is a spot list. It is divided into rows of all spots with the same energy and the same secondary scanning coordinate $U$, see figure 4.3. The spot copies obtained by re-scanning end up in different rows because they are not applied directly after each other.

A convolution of a row with a suitable kernel yields a line along the $T$ axis. Such a line represents the smallest entity of dose delivery for line scanning. It contains the $T$-coordinate and the beam intensity as a function of time. A line is really a convolution of a set of delta functions at the positions of the spots, scaled by the spot weights. As a
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result, the convolution is trivial, because it just sums scaled kernels. In this thesis, the simplest kernel has been chosen, the rectangular kernel with support $\Delta$ [267]:

$$k(x) = \frac{1}{2\Delta} \left( \text{sgn}(x + \Delta/2) - \text{sgn}(x - \Delta/2) \right).$$

with $\text{sgn}(x)$ the sign function ($\text{sgn}(0) = 0$).

For a line $D(x)$ with spot weights $w_i$ and the spot separation $\Delta$, we get:

$$D(x) = \sum_i \Delta w_i k(x - x_i) = \begin{cases} w_i & \text{if } x \in (x_i - \Delta/2, x_i + \Delta/2) \\ \frac{w_i + w_{i+1}}{2} & \text{if } x = x_i + \Delta/2 \\ 0 & \text{else} \end{cases}$$

where the normalisation factor is equal to the spot separation. This is shown in figure 4.4a.

It has been shown that using the kernel that should give best results, a sinc kernel [267] is not appropriate because it asks for negative dose to be delivered, which is impossible. Setting all negative values to zero is inferior to just using a simple rectangular or triangular kernel, for instance [267]. Better results are achieved by optimising the weights. It is beyond the scope of this thesis to implement this method. A comparison of lines obtained by different simple kernels has been undertaken in silico. The rectangular kernel proved to be the best.

In practice, when a line is actually applied on a gantry, it is convolved with the beam model, see figure 4.4b. In our case, this is an energy- and depth-dependent Gaussian kernel. It is the ultimate goal to deliver the same dose distribution with line scanning than with spot scanning. For comparing the effect of the different convolution kernels,

\[ \text{The unnormalised sinc function is given by } \text{sinc}(x) = \frac{\sin(x)}{x}. \]
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Figure 4.4.: Conversion of a row of spots with different weights. In (a), the ideal dose profile is obtained by convolving the spot weights with a rectangular kernel. This profile is the input to the control loop of the beam intensity. The actual dose distribution is shown in (b). Here, the rectangular kernel is first convolved with the Gaussian beam model.

Only the resulting line after further convolving by the beam model is of interest, smearing out the differences between the kernels.

In the simple case where a constant dose $D_0$ is applied from $-L/2$ to $L/2$, the convolution by the beam model leads to the integration of a Gaussian, corresponding to the beam applied at every position along the profile for an infinitesimal time:

$$D_{\text{applied}}(x) = \frac{1}{L} \int_{-\infty}^{\infty} D(y) \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{1}{2} (x-y)^2 / \sigma^2} dy$$

$$= \frac{D_0}{L} \int_{-L/2}^{L/2} \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{1}{2} (x-y)^2 / \sigma^2} dy$$

The term $1/L$ is a normalisation factor. Substituting $x-y/\sigma\sqrt{2}$ by $t$ gives

$$D_{\text{applied}}(x) = \frac{D_0}{L} \frac{1}{\sigma \sqrt{2\pi}} \int_{-L/2 \sigma \sqrt{2}}^{L/2 \sigma \sqrt{2}} e^{-t^2} dt$$

$$= \frac{D_0}{L} \frac{1}{\sqrt{\pi}} \left( \int_{0}^{L/2 \sigma \sqrt{2}} e^{-t^2} dt + \int_{L/2 \sigma \sqrt{2}}^{L/2 + \sigma \sqrt{2}} e^{-t^2} dt \right)$$
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<table>
<thead>
<tr>
<th>Modality</th>
<th>Penumbra</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single spot</td>
<td>( \sigma \left( \sqrt{-2\ln 0.2} - \sqrt{-2\ln 0.8} \right) \approx 1.13\sigma )</td>
</tr>
<tr>
<td>Spot scanning</td>
<td>( 1.68\sqrt{\sigma^2 - \lambda^2/12} = 1.61\sigma ) for ( \lambda = \sigma )</td>
</tr>
<tr>
<td>Line scanning</td>
<td>( \sqrt{2} \left( \text{erf}^{-1}(0.6) - \text{erf}^{-1}(-0.6) \right) \approx 1.68\sigma )</td>
</tr>
</tbody>
</table>

Table 4.1.: Exact and approximate formulae for calculating the penumbra from the beam width \( \sigma \) for different treatment modalities. \( \lambda \) is the distance between spots.

and using the definition of the error function\(^2\) we have

\[
D_{\text{applied}}(x) = \frac{D_0}{L} \frac{1}{\sqrt{\pi}} \frac{\sqrt{2}}{12} \left( \text{erf} \left( \frac{L/2 - x}{\sigma \sqrt{2}} \right) + \text{erf} \left( \frac{L/2 + x}{\sigma \sqrt{2}} \right) \right)
\]

\[
D_{\text{applied}}(x) = \frac{D_0}{2L} \left( \text{erf} \left( \frac{L/2 - x}{\sigma \sqrt{2}} \right) + \text{erf} \left( \frac{L/2 + x}{\sigma \sqrt{2}} \right) \right)
\]

As a result, the line itself is unaltered except for the penumbra\(^3\), which is shaped like an error function. This is the worst case for the penumbra, whereas the smallest penumbra is achieved by a single spot and shaped like a Gaussian \([43]\). The penumbra for spot scanning is larger than for a single spot, but smaller than for line scanning and depends on the spot separation. In a word, the penumbra for line scanning is larger than for spot scanning. In table 4.1 theoretical predictions for the different penumbrae are summarised.

In the following, the implementation of line scanning on Gantry 2 is discussed. After the conversion of spots to lines, all lines with the same energy are connected to a path and stored as a set of tables indicating the position in T and U and the beam intensity. In the time-driven mode, each table holds the set point of the device and the time when this set point should be achieved. By contrast, in the dose-driven mode the time is replaced by the dose that should be achieved when the device is at the given set-point. Because the beam intensity is practically constant, these two modes are completely exchangeable. In fact, the standard deviation of the beam intensity is about 2 % at a time scale of 200 \( \mu \)s.

In this work, only the time-driven mode has been studied.

Similar to spot scanning, the path has to be converted to a format fit for application on Gantry 2. The delivery tables of the path are prepared so that they can be loaded into a field-programmable gate array (FPGA). This device can store up to 512 entries per table. If the tables are longer than this limit, they have to be split. Loading the tables into the FPGA takes a couple of ms.

The FPGA interpolates the delivery tables at 100 kHz. This has to be taken into account when converting a path to a set of tables as follows. If the dose profile is not

\(^2\)The error function is defined as \( \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt \).

\(^3\)In this thesis, the penumbra is defined as the distance between the 20% and 80% iso-dose curves.
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Continuous at a certain position, the deflector plate value has to be set just before and just after this position. Otherwise, the interpolation by the FPGA would set the deflector plate values according to a linear function between the preceding and the following table entries, which are probably many ms apart.

A detail is the time delay of the sweeper magnets with respect to the deflector plate voltage. This parameter has been measured in dedicated experiments. It takes into account all communication and set-up delays. With 200 µs a good synchronisation between sweeper and beam current was observed. The time entries in the deflector plate table have to be shifted accordingly.

4.1.5. Simulated scattering

We have seen in section 1.2.3 that in simulated scattering, a field is applied by continuous line scanning with the help of a collimator and a compensator. While the collimator blocks dose lateral to the target volume, the compensator shapes the distal edge of the field.

Treatment planning for this modality starts with a spot list for a uniform field whose dose distribution has to be reproduced as accurately as possible by simulated scattering.

First, a cuboidal spot list is generated as the envelope of the original spot list. Hence, for every spot in the original spot list there is a rectangular iso-energy layer of spots in the cuboidal spot list. The lateral size of all these layers is identical and large enough so that the original spot list is contained in it, i.e., it is a subset of the cuboidal spot list.

While iterating through this cuboid, it is checked whether the current spot would add dose inside the target volume if it were applied using the compensator. At the end of this step, the most distal layer stretches over the whole lateral extent of the field, while proximal layers are more and more shrunk to reduce dose delivered to healthy tissue proximal to the target volume. This procedure is shown in figure 4.5.

As a final step, the spot list is converted to lines. All lines of the same iso-energy layer share the same weight. The lines can be extended in both directions across the collimator to achieve a better homogeneity. Possible causes for inhomogeneities include oscillations in the monitor unit rate as a result of the control loop and the delay of the sweeper magnet in reaching the nominal scanning velocity.

For target volumes of convex shape, the single iso-energy layers are homogeneous in dose. This renders it easier to control the beam intensity. On the other hand, for concave target volumes or if an inhomogeneous dose distribution is required, the dose rate has to be modulated during the delivery of an iso-energy layer. It is more challenging to reproduce scattering or spot scanning fields under these circumstances, especially at fast scanning speeds or, equivalently, large numbers of re-scans. One reason for this is the time delay in changing the beam intensity and the sweeper magnet speed. Oscillations of the beam intensity due to the imperfect behaviour of the control loop, caused partly by the time delay of the deflector plate, also contribute.

\[4\text{When using rectangular or triangular kernels, this is unavoidable.}\]

\[5\text{The separation between these two nodes should be on the order of the sampling interval of the FPGA.}\]

We have taken twice this value, i.e., 20 µs.
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4.1.6. Dose calculation

For discrete spot scanning, calculating the dose corresponding to a treatment plan involves superimposing the contributions of all the spots. Since in this thesis we restrict ourselves to water in a rectangular phantom, nothing more is required than taking proton beams of different energies and lateral positions, weighting them according to the spot weights and summing them up in a dose grid. An example for a single row of five spots is shown in figure 4.6a.

In the case of continuous line scanning, the dose calculation differs along the primary scanning direction T and the secondary scanning direction U. Along the U axis, dose calculation is analogous to the one of spot scanning. Two approaches are possible for the dose calculation along the T axis. Remember that a line for line scanning is obtained by convolving the spot positions by a rectangular kernel, see section 4.1.4.

The first, *simple*, approach just takes all the lines corresponding to the single spots, merges adjacent lines with the same weight, models the penumbra of each of these lines by an error function depending on the beam width and adds them up. This is shown in figure 4.6b.

The second, *full*, approach is very similar to the dose calculation for spot scanning, but many additional nodes are inserted between the original spot positions for the calculation to approach the physical process of a continuously moving spot, see figure 4.6c.

Full dose calculation lends itself better to complicated dose profiles, because the fidelity of the dose calculation can be increased by using more calculation nodes. Interpolation yields the weights of these additional nodes. The disadvantage is that it takes much
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Figure 4.6.: Comparison of dose calculation methods for spot and line scanning for a line of five spots with unit weight.

more time to calculate than for the simple method. Both methods can be combined. While the dose contribution of each node is still modelled by the error function, additional nodes between the spot positions are inserted. The two-dimensional Gaussian is restricted to $3.5\sigma$, where $\sigma$ is the Gaussian beam width at the end of the Bragg peak range. Here, $\sigma$ attains its maximum value. While small differences can be seen when using a larger width, as shown in figure 4.7a, calculation time increases by about 30% for $4\sigma$, see figure 4.7b. Taking into account that most dose distributions have been calculated for motion, this error is negligible. Outside this area, the dose contribution is set to zero. The grid spacing of the dose grid is usually set to 2 mm as this is a common resolution of CT data. Dose calculation is also considerably faster for this spacing than for 1 mm or less.

An energy-dependent Gaussian beam width was implemented. The values plotted in figure 4.7c were measured on Gantry 2 in steps of 10 MeV and linearly interpolated. By using look-up tables for the slow operations exp and erf, the dose calculation could be sped up by a factor of two. The exponential function is cut off at $x = -20$ and set to zero. Likewise, the error function is cut off at $|x| > 4$ and set to ±1.

The dose calculation for simulated scattering is a special case of the dose calculation for line scanning. The only difference is the simulation of the collimator and compensator. The collimator is implemented as a part of the compensator with the water-equivalent thickness (WET) set to a large enough number. Beam broadening due to MCS in the collimator is taken into account [268]. Both beam size and shift in WER in the collimator are calculated for a set of incident beam energies. The WET is calculated analytically with the help of range and energy look-up tables. The energy dependence of the range shift with initial energy is due to the proton mass stopping power ratio between a material and water [269]. For many biological tissues, this ratio depends only weakly on the energy. Common detectors for dosimetry may show larger deviations [270].
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Figure 4.7.: Comparison of different cut-offs on the Gaussian beam model in the lateral plane in terms of (a) dose and (b) computation time. The cut-off is given as multiples of the Gaussian beam width. The dependency of the Gaussian beam width on the beam energy is plotted (c) in air and at the iso-centre of Gantry 2.

4.1.7. Dose optimisation

For cubic and even for spherical target volumes, fairly homogeneous dose distributions conforming to the target contour are obtained by setting the spot weights in a way to create a homogeneous SOBP at each lateral position in the spot grid. This approach breaks down for more complicated target volumes. The irradiated volume is typically much larger than necessary. As a remedy, the spot weights are optimised so as to minimise the difference between the dose prescription and the actual dose distribution. In general, dose to OARs has to be minimised as well, but this is not taken into account in the following.

The optimisation algorithm of the PSI TPS was implemented in our software package [271]. This is a gradient-based method. Without going into details here, the main benefit of such a method is its speed. In each iteration of the algorithm, the new spot weights are directly calculated from the previous weights. This is in sharp contrast with more sophisticated but slower algorithms, where several sets of spot weights are tested in each iteration and the best set chosen. The goodness of a set of spot weights is determined by a cost function. In our case, the cost function to be minimised is defined as

\[ \chi^2 = \sum_{i=1}^{N} g_i^2 (P_i - D_i)^2 \]

where \( N \) is the number of voxels of the dose grid, \( P \) is the dose prescription, \( D \) is the actual dose and \( g \) is the importance factor. The importance factor determines how much of the dose difference in a voxel contributes to the cost function. The weight of the \( j \)th spot in the \( k \)th iteration of the optimisation algorithm are updated according to
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\[ \omega_{j,k} = \omega_{j,k-1} \frac{\sum_{i=1}^{N} g_i^2 d_{i,j}^2 P_i D_i}{\sum_{i=1}^{N} g_i^2 d_{i,j}^2} \]

where \( d_{i,j} \) is the unweighted contribution of the \( j \)th spot to the dose in the \( i \)th voxel.

Generally speaking, gradient-based optimisation algorithms follow in the direction of steepest descent in the space of spot weights, as expressed by the gradient of the cost function. If the gradient becomes small enough, the algorithm stops, as the value of the cost function cannot be reduced by a significant amount. As a result, the cost function rapidly converges to one of the local minima near the starting point. Unfortunately, if it attains the global minimum for an entirely different set of spot weights, the solution is not optimal.

One way to circumvent this problem is to just use a slower, but more robust algorithm that finds the global minimum for whatever starting point. Alternatively, the starting point is varied and the best solution singled out, which might or might not be the optimal solution.

4.2. Simulations

The dose calculation has been combined with a motion model to predict the effect of target motion and motion mitigation techniques on dose distributions. As the motion model, a one-dimensional motion based on \( \cos^4 \) was chosen \[282\]. Each simulation was started at 36 different phases.

If the spacing between nodes for continuous line scanning were too large, the motion effect could not be calculated correctly. The node spacing was adjusted so that the motion model was sampled in steps of not more than the grid size of the dose grid, which is 2 mm. The delivery tables are defined in terms of time. Hence, the node spacing had to be converted to time steps. The maximum derivative of the motion model was taken for this conversion, so the average effective spatial node spacing was much less than 2 mm.

The target volumes were defined as in section 4.1.3. The dose distributions calculated with motion were compared with a reference distribution without motion. The spacing of the spots was always set to 5 mm laterally and 4.5 mm in range.

The necessity of including an ITV means that rescanning invariably increases the volume of treated normal tissue. This is the reason why we limited our studies to 10 mm tumour motion. Larger motion should be addressed by other motion mitigation techniques such as gating, breath-hold or tracking.

All the simulations have been run on the Merlin4 linux cluster at PSI. The output data was stored in Hierarchical Data Format version 5 (HDF5) files \[273\].

For comparisons between simulated and measured dose distributions, quenching was taken into account, which is explained in section 4.3.2.
4.3. Measurement set-up

To capture dose distributions of a moving target, as a part of this thesis, we have developed and characterised an in-house system comprised of a scintillating screen, a mirror and a charge-coupled device (CCD) camera \[274, 275\]). The camera is positioned at a distance of about 70 cm from the proton beam to limit radiation damage to the CCD chip and electronics, as shown in figure 4.8. The mirror is at an angle of 45° with respect to the scintillating screen. The CCD camera records the light that is emitted by the scintillating screen during irradiation.

The equipment is placed in a light-tight box to eliminate ambient light. As a substitute for water, poly(methyl methacrylate) (PMMA) blocks are placed on the scintillating screen so as to measure the light output at the required WER. This box was attached to a commercial motion platform.

The components of this set-up are described in detail in the following sections. The emphasis of the design was on a light-weight and compact CCD box because of the restrictions of the motion platform. This implied also a limit on the length of the CCD box, which in turn determined the length of the optical path from the scintillating screen to the CCD camera. This distance is tied to the optical performance of the whole system, see section 4.3.3. The small weight of both the CCD box and the motion platform also simplified the handling and setting up of the measurement equipment.
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(a) CCD box mounted on Gantry 2

(b) internal view of the CCD box

Figure 4.8.: Measurement set-up for Gantry 2. Dose deposited by protons are converted to light by a scintillating screen. This light is deflected by a mirror to a camera, positioned at a distance from the beam.
4.3. Measurement set-up

4.3.1. Scintillating screen

To convert the energy loss of the protons to visible light, we chose a scintillating screen made of $\text{Gd}_2\text{O}_2\text{S}:\text{Tb}$ powder. The thickness of the screen is about 400 $\mu$m, of which 65 $\mu$m consists of the scintillating material. The thickness of the scintillating layer is proportional to the light output and inversely proportional to the resolution. In our case, 1 Gy in the SOBP of a cubic target volume is equivalent to about one third of the dynamic range of the CCD camera. The wavelength of the light emitted by the screen is 545 nm. This matches the wavelength of peak quantum efficiency (QE) of the CCD sensor to a good approximation at 560 nm.

According to the manufacturer, the modulation transfer function (MTF) of the scintillating screen, evaluated at the spatial frequency of the CCD camera defined by the pixel size and the distance to the screen, is about 60 %. This gives a contrast that results in the screen resolution not limiting the resolution of the whole imaging system.

After irradiation, there is still some light emitted. This afterglow decays rapidly. Various values have been proposed in the literature for the decay time of the afterglow, e.g., 100 ms [276] and 0.7 ms [277]. A reduction in intensity by a factor of $10^{-4}$ took 10 ms [277]. One study found that there are two decay times characterising the afterglow. The fast decay component had a decay time of 2.4 $\mu$s, while less than 1 s was measured for the slow decay component [274]. Similarly, yet another study determined the decay time from 90 % to 10 % as 1 ms and from 10 % to 1 % as 1.6 ms [278]. A second mechanism contributing to detectable signal at previously irradiated locations on the screen is activation of the PMMA slabs close to the screen. PMMA consists of carbon, oxygen and hydrogen. During proton irradiation, isotopes of oxygen and carbon are produced with decay times of several minutes. The decay products in turn excite the scintillating screen.

4.3.2. Quenching

The signal of an ideal dosimeter is linear in the linear energy transfer (LET) of the particle to the medium. The LET is defined only for charged particles and expresses the part of the stopping power lost by ionisation. Ionisation chambers fulfil this requirement down to very low particle energies, where the LET is highest [279]. The light output of many scintillating materials is reduced at high LET. This effect is called quenching. It is not fully understood why this happens. A popular theory is that for high LET, the material runs out of molecules that the traversing charged particles can excite [280]. A simple model of the light output per unit path length is the following [280]:

$$\frac{dL}{dx} = \left( \eta \frac{dE}{dx} \right) / \left( 1 + k B \frac{dE}{dx} \right)$$

where $\eta$ is the fraction of the energy released by the incident particles in the scintillator that is emitted as light by the scintillator, $k$ is the fraction of the molecules excited by

---

6Quantum efficiency is the percentage of incident photons that create charge carriers in the CCD sensor. This depends on the energy and thus on the wavelength of the photon.
4. Materials and methods

![Graphs showing integral depth dose and quenched CCD signal for proton beams of different energies.]

Figure 4.9.: Calculated integral depth-dose curve and light output of the scintillating screen for a proton beam of (a) 100 MeV and (b) 200 MeV.

The secondary electrons that dissipate their energy non-radiatively, \( B \) is a proportionality constant relating the number of excited molecules to the energy loss and \( \frac{dE}{dx} \) is the LET. Since \( k \) and \( B \) cannot be determined separately, they are combined to a single parameter. We are left with \( \eta \) and \( kB \).

These three parameters were determined for three initial beam energies: 70 MeV, 100 MeV and 200 MeV. The measured light output was compared with the calculated integral depth dose. The energy in the plateau of the depth dose curve is so high that no quenching occurs. The light output curve was shifted so that it overlapped with the calculated curve in the plateau. \( kB \) turned out to be constant but \( \eta \) showed a dependency on the energy. Here are the results of the fit to the model:

\[
kB = 0.0035 \pm 0.0001
\]

\[
\eta(E) = 1.593E^{-0.7571} + 0.9862
\]

where the energy is given in MeV. Figure 4.9 shows the calculated integral depth dose and the measured light output for the initial energies 100 MeV and 200 MeV.

4.3.3. CCD camera

An Apogee Alta U6 CCD camera was chosen (Apogee Imaging Systems, Roseville CA, USA). Some of its properties are given in table 4.2.

Important for our purposes were the large pixel size and the low noise to allow exposure times of several minutes without image degradation. Especially the possibility to cool the camera to reduce dark current was required. While system noise affects the signal only during read-out, irrespective of the exposure time, dark current is proportional to the exposure time and doubles for every temperature increase of 6 °C. It arises due to spontaneous generation of electron hole pairs in the depletion zone of the pixels. Another reason for this choice of camera was the wavelength at which peak quantum efficiency is
4.3. Measurement set-up

<table>
<thead>
<tr>
<th>Array size</th>
<th>1024 x 1024</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pixel size</td>
<td>$24 \mu m \times 24 \mu m$</td>
</tr>
<tr>
<td>Pixel size at iso-centre</td>
<td>$0.32 \text{mm} \times 0.32 \text{mm}$</td>
</tr>
<tr>
<td>Peak QE at 560 nm</td>
<td>$&gt; 72 %$</td>
</tr>
<tr>
<td>Digital resolution</td>
<td>16 bit (0–65534) at 1 MHz digitisation rate</td>
</tr>
<tr>
<td>Cooling</td>
<td>$50 ^\circ C$ below ambient temperature</td>
</tr>
<tr>
<td>System noise</td>
<td>$8 e^- \text{ RMS}$</td>
</tr>
<tr>
<td>Dark current</td>
<td>$0.5 e^-/s$ at $25 ^\circ C$</td>
</tr>
</tbody>
</table>

Table 4.2.: Data sheet of the Apogee Alta U6 CCD camera. QE: quantum efficiency. RMS: root mean square.

achieved. This wavelength is very close to the light output wavelength of the scintillating screen.

The camera was connected to a Nikon AF Nikkor 50 mm F/1.8 D lens (Nikon Imaging Japan Inc., Tokyo, Japan) to image the whole scintillating screen in focus. A lens hood was attached to the lens to limit stray light. The aperture was set to f/8, where the resolution of the lens is diffraction limited. The size of the Airy disk at this setting is about $11 \mu m$, which is smaller than the pixel size. Since this lens has negligible distortion, no geometrical corrections had to be applied. What the lens did introduce, however, was a radiometric distortion, namely a light intensity drop off the centre, also known as the $\cos^4$ law \cite{281}. This distortion was unavoidable. A flat field correction was derived from measurements with the proton beam. Because the beam is most homogeneous in the central part, the measurement of the flat field was split into nine homogeneous, rectangular fields, covering an area of $24 \times 30 \text{cm}^2$ in T and U, see figure 4.10a. The overlap was 3 cm. The individual fields were cuboids with an SOBP width of 4 cm. The central plane of these fields was imaged. This prevented inhomogeneity due to slight variations in range of the PMMA slabs.

Mono-energetic fields could also have been used and imaged in the plateau but a narrow spot spacing would have been necessary to achieve a homogeneous dose distribution. The passage through the PMMA slabs served the same purpose at the default spot spacing. After background subtraction, the images were stitched together and fitted with a two-dimensional function. In T, a quadratic polynomial was chosen, while in U, the sum of a quadratic polynomial and a Gaussian was fitted. The polynomials model the $\cos^4$ law. The additional Gaussian models the effect of what appears to be multiple reflections between the mirror and the scintillating screen \cite{282}). This could be due to reflections either off the walls of the CCD box or off the light violet scintillating screen. Profiles of the fitted flat field are shown in figure 4.10b.

The problem of the radiometric distortion could be mitigated by placing the camera further away from the mirror. This would lead to a heavier box, which in turn would have to be supported by a more powerful (and more expensive) respiratory platform.

A CCD temperature of -20 $^\circ C$ proved to be a good compromise between temperature
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Figure 4.10.: Measurement of the flat field: (a) layout of the individual fields used for covering the whole scintillating screen with the overlapping parts coloured, (b) central profiles along T and U of the fit to the flat field measurement.

stability and dark current. At -25°C, the temperature regulation sometimes failed, especially when the air temperature in the treatment room was higher than usual.

Ambient light was suppressed by sealing the CCD box and switching off as many lights as possible in the treatment room. Any remaining ambient light was removed from the data by subtracting the background image.

4.3.4. Respiratory motion platform

In order to provide motion for the CCD camera system, a customised version of the Quasar respiratory motion platform (Modus Medical Devices, London, Ontario, Canada) was selected. The platform was enlarged so that the CCD box could be fastened onto it. Some specifications of Quasar are listed in Table 4.3. The data of the accuracy and precision of the amplitude and the period are maximum values for sin and cos^4 trajectories for both 4 s and 6 s motion period. In these tests, the CCD box was mounted on Quasar, including a representative amount of plexiglas slabs.

It is possible to load arbitrary motion trajectories and edit them directly in the control software. The signal obtained from the motor encoder is displayed to the user along with the planned trajectory. However, it turned out that this encoder signal was not a reliable surrogate of the actual motion.

Motion reproducibility was tested with an optical distance sensor. The standard deviation of the period was not more than 3%. For the amplitude, the standard deviation was well below 1%. The maximum absolute errors are given in Table 4.3.

Sometimes, sudden shifts in amplitude occurred if the CCD box was put on the platform. If such a shift was observed during measurements, and it exceeded a millimetre, the current measurement was stopped and repeated.
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling frequency</td>
<td>100 Hz</td>
</tr>
<tr>
<td>Maximum peak-to-peak amplitude PM</td>
<td>30 mm</td>
</tr>
<tr>
<td>RM: 40 mm</td>
<td></td>
</tr>
<tr>
<td>Amplitude accuracy</td>
<td>0.25 mm</td>
</tr>
<tr>
<td>3 %</td>
<td></td>
</tr>
<tr>
<td>Amplitude precision</td>
<td>0.05 mm</td>
</tr>
<tr>
<td>0.5 %</td>
<td></td>
</tr>
<tr>
<td>Period range RM</td>
<td>1–15 s</td>
</tr>
<tr>
<td>Period accuracy</td>
<td>65 ms</td>
</tr>
<tr>
<td>1.1 %</td>
<td></td>
</tr>
<tr>
<td>Period precision</td>
<td>533 ms</td>
</tr>
<tr>
<td>9 %</td>
<td></td>
</tr>
<tr>
<td>Maximum load</td>
<td>20 kg</td>
</tr>
</tbody>
</table>

Table 4.3.: Data sheet of the Quasar respiratory motion platform. The accuracy and precision data are the maximum values encountered during tests of different regular motion scenarios (see text for details). In rotation mode (RM), the trajectory is sinusoidal. In programmable mode (PM), the trajectory is arbitrary.

Figure 4.11.: Gating window for a regular trajectory. Irradiation resumes as soon as the motion surrogate enters the gating window.

4.3.5. Gating

As we have seen in section 3.3, the main idea of gating is to limit breathing motion effects by interrupting the treatment when the motion surrogate is outside the gating window. This is shown in figure 4.11.

To measure the amplitude of the respiratory platform, we acquired and calibrated an optical distance sensor. The gating window was then defined as an upper limit on the amplitude. If the signal was larger than this limit, the control system stopped the
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![Figure 4.12.: Calculation of D5, D95, V95 and V107 from a DVH.](image)

irradiation after the application of the current spot or path. This can be justified by the fact that during the short time it takes to apply a spot, the breathing motion is negligible, especially for re-scanning.

This approach is slightly problematic for paths because their application time is much longer than for a single spot. Splitting paths into straight pieces would be a solution. The additional dead time for loading these short paths into the control system is only an issue for a high number of re-scans.

4.4. Data analysis

Data analysis was performed using MATLAB (2010a, The MathWorks, Natick, MA, USA). Statistical values of the analysis region of interest (ROI) were extracted from the cumulative dose volume histograms (DVH) and dose area histograms (DAH). The ROI was defined as the CTV minus a margin of 5 mm. The reason why the ROI was smaller than the CTV was to avoid the dose gradient at the edge of the target volume and dose blurring effects [130, 110]. For the experimental results, only DAHs could be obtained because the data was available in the form of two-dimensional measured dose distributions, see section 4.3.

The minimum dose that a certain fraction v of the target volume receives is denoted by Dv. Similarly, the volume fraction that receives at least the dose d is symbolised by Vd, see also figure 4.12. In radiotherapy, D5 - D95 is a common measure of the dose homogeneity, while 100% - V95 and V107 indicate the percentage of the target volume receiving dose below or above the clinically acceptable values [122]. These values were added to form a statistic, 100% - V95 + V107, which measures the percentage of cold and hot spots in the target volume.

Since the measurement data is two-dimensional and not indicating dose but rather light output of the scintillating screen, the values predicted by the simulations were
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extracted in the two-dimensional ROI corresponding to the WER of the measurement and corrected for the quenching effect, see section 4.3.2.

In the following, $D_{5-95}$ and $100\% - V_{95} + V_{107}$ are termed $D_{5-95}$ and $V_{\text{hot+cold}}$, respectively. Low values of these quantities indicate homogeneous dose distributions and little interplay effect.

$D_{5-95}$ and $V_{\text{hot+cold}}$, although inspired by the definition of DVH values, are not meant to be equivalent to the DVH values physicians refer to. They are merely a convenient measure of the interplay effect and the deterioration of dose distributions. Plans were judged clinically acceptable if $V_{\text{hot+cold}}$ was zero for all motion phases.

Since the statistical values calculated from the light output distributions are not normally distributed for different starting phases of the motion, the minimum and the maximum have been plotted for the simulation data. For the measurements, the data points were plotted individually due to the small sample size.

Hypotheses were tested by a two-sided Wilcoxon rank sum test. This test is a non-parametric test, not relying on normality of the underlying probability distribution. The null hypothesis is that both samples are drawn from the same probability distribution. Actually, samples from two distributions with equal median but different variance pass the null hypothesis.

The significance level $\alpha$ was set to 5% for all statistical tests. In the tables reporting the results of the statistical tests, the symbol $=$ indicates that the null hypothesis was not rejected. If it was rejected, the symbols + and - show if the values in the first sample were larger or smaller than the values in the second sample.
5. Experimental verification of motion mitigation of discrete proton spot scanning by re-scanning

As discussed in section 3.2, many studies have investigated \textit{in silico} the possible advantages of re-scanning for alleviating the interplay effect. In addition, experimental verification of re-scanning has been carried out for raster scanning of carbon ions at NIRS \cite{188}. However, the motion trajectory was a simple sinusoidal curve, re-scanning was combined with gating and the dose was recorded with an array of ionisation chambers, resulting in only a few point measurements of the dose. On the other hand, data at different depths could be acquired in a single measurement. However, no work has been done experimentally investigating the effects of different re-scanning approaches for scanned proton therapy, or by using a high resolution detector such as the CCD system described in section 4.3. In addition, in this work, we wished to systematically separate out the effects of re-scanning alone and re-scanning combined with gating. The latter approach is discussed in chapter 6.

In this chapter\footnote{This chapter has been submitted for publication \cite{283}.}, we report on the detailed experimental investigations of the interplay effect and the effectiveness of different re-scanning strategies under varying motion conditions and address the following questions:

- What is the relationship between the motion parameters and the interplay effect?
- Which re-scanning strategy best mitigates the interplay effect?
- Do the experimental results agree with simulations?

5.1. Outline of performed measurements

The interplay effect was studied as a function of amplitude for motions perpendicular and parallel to the faster of the two beam scanning directions and for several motion periods. Furthermore, dose distributions at different water-equivalent depths in the phantom were taken for one combination of motion parameters. The results from these measurements allowed for the selection of motion parameters for the subsequent measurements of re-scanning, i.e., those for which the interplay effect was most pronounced. All possible combinations of scaled and iso-layered re-scanning, layered and volumetric re-scanning were investigated. The definition of the target volume is discussed in section 5.1.1.
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<table>
<thead>
<tr>
<th>Energy re-scanning</th>
<th>Weight re-scanning</th>
<th>Parameter</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>layered</td>
<td>iso-layered</td>
<td>dwell time</td>
<td>LI</td>
</tr>
<tr>
<td>volumetric</td>
<td></td>
<td></td>
<td>VI</td>
</tr>
<tr>
<td>layered</td>
<td>scaled</td>
<td># re-scans</td>
<td>LS</td>
</tr>
<tr>
<td>volumetric</td>
<td></td>
<td></td>
<td>VS</td>
</tr>
</tbody>
</table>

Table 5.1.: Abbreviations of re-scanning techniques as used in the text.

For the measurements without motion, i.e., the reference data, 3 images were taken. To assess the impact of motion without re-scanning, the motion amplitude was increased from 1 mm to 5 mm in steps of 1 mm and, as an extreme case, up to 10 mm. Three motion periods of 4, 6 and 8 s have been used, and the lateral beam scanning axes were parallel as well as perpendicular to the motion direction. For re-scanning, the motion amplitude was limited to 5 mm and 10 mm, while the motion period was fixed at 6 s. The dependence on the water-equivalent depth of the ROI was checked for 10 mm amplitude and a 6 s period. For all measurements other than the static reference measurements, either 5 or 6 images per parameter set were taken to randomly sample the starting phase of the motion. The prescribed dose was always set to 1 Gy.

Statistical tests could not be applied to the comparison between scaled and iso-layered re-scanning as it is not clear which amount of scaled re-scanning corresponds to which amount of iso-layered re-scanning. Therefore, conclusions were drawn based solely on visual inspection of the data.

The abbreviations for the different re-scanning techniques are listed in table 5.1.

5.1.1. Target volume

A spherical CTV with radius 3.5 cm was taken and expanded with a margin of 0.5 mm in the direction of motion. This resulted in an ITV with a volume of 199 ccm. The target was centred at a depth in water of 10 cm. The choice of target size was motivated by the fact that its volume was close to the volume of the largest liver target studied by Bernatowicz et al [284] and similar to the smallest spherical target investigated by Zenklusen et al [110]. Liver tumours are likely candidates for the application of motion mitigation techniques with spot scanning.

A two-dimensional ROI was defined as the intersection of CTV − 5 mm with the measurement plane. The reason for the negative margin of 5 mm is that the CTV edge lies roughly on the 90 % iso-dose, adding inhomogeneity to the dose distribution which is not caused by the interplay effect. This approach is in line with other studies of the interplay effect [130, 110]. The data analysis is described in section 4.4.

Adding an ITV increases dose to normal tissue. Therefore, we limited our study to tumour motion of up to 1 cm. Larger motion should be addressed by other motion mitigation techniques, for example gating or breath-hold. No PTV was defined because the set-up errors for the experiments were considered negligible.
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5.2.1. Interplay effects without motion mitigation

The motion direction with respect to the primary (faster) beam scanning direction had only a small influence on $D_{5-95}$ (dose inhomogeneity) for both measurements and simulations \[110\] as presented in figure 5.1a for a motion period of 6 s. $V_{\text{hot}+\text{cold}}$ was measured to be worse for motions perpendicular to fast scanning, as shown in figure 5.1b. This was also predicted by the simulations.

Measurements showed that $D_{5-95}$ scaled approximately linearly with motion amplitude in the range from 1 mm to 10 mm (squared correlation coefficient: parallel: $R^2 = 0.92$, perpendicular: $R^2 = 0.95$). Higher-order polynomials do not improve the quality of the fits due to the spread in the data for a fixed amplitude. $D_{5-95}$ varied linearly for small amplitudes and was somewhat larger for the static case than expected. This hints at the fact that a little motion can wash out dose inhomogeneities in the static dose distribution. The simulations suggested that the amplitude range where $D_{5-95}$ was increasing linearly was roughly from 1 mm to 15 mm, but this depended on the period, the direction of motion and the scanning and analysis region. The slope of $D_{5-95}$ was smaller outside of the linear part.

Interestingly, the spread in the median light output in the measurements was heavily dependent on the motion and scanning directions. This is displayed in figure 5.1c. Motion perpendicular to fast scanning introduced large deviations from the reference light output. This also resulted in a larger spread of $V_{\text{hot}+\text{cold}}$ (under- and over-dosage), as this value is sensitive to the median light output.

Varying the motion period between 4 s and 8 s did not statistically significantly alter the interplay effect (as quantified by $D_{5-95}$) for either simulations or measurements, as displayed in figure 5.2a for motion perpendicular to the primary scanning direction. Interestingly, the experiments revealed a systematic drop in median light output, but only for the 4 s period, as visible in figure 5.2c. For motion perpendicular to primary scanning, this offset was accompanied by a large spread in median light output, again also connected with an enlarged spread in conformity. Although in the simulation data the offset was not visible, the spread was predicted but overestimated.

In general, the $D_{5-95}$ and $V_{\text{hot}+\text{cold}}$ values were overestimated by the simulations. Additional simulations indicated that the interplay effect was even more pronounced for periods below 3 s. Taking into account that not many patients breathe with such a small period \[51\] and that the motion platform had increasing difficulty to follow the trajectory accurately, we decided not to further investigate this effect.

5.2.2. Comparison of different re-scanning techniques

Comparison of layered scaled (LS) and volumetric scaled (VS) re-scanning

Table 5.2 confirms that for the measurements, VS yielded statistically significantly lower $D_{5-95}$ values starting from 8 re-scans for 5 mm and 10 re-scans for 10 mm motion amplitude. However, $V_{\text{hot}+\text{cold}}$ was not statistically significantly different for 5 mm amplitude,
Figure 5.1.: Interplay effect as a function of motion amplitude in terms of (a) $D_{5-95}$, (b) $V_{\text{hot}+\text{cold}}$ and (c) median light output relative to prescribed dose for simulations (S) and measurements (M). The motion period was 6 s. For the simulations, the area between the minimum and maximum values out of 36 different starting phases was shaded, restricted to the two-dimensional region of interest of the measurement. Each marker represents a single measurement.
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Figure 5.2.: Dependence of the interplay effect on the motion period for different motion amplitudes in terms of (a) $D_{5-95}$, (b) $V_{\text{hot+cold}}$ and (c) median light output relative to prescribed dose. Data from simulations (S) and measurements (M) are plotted. For the simulations, the area between the minimum and maximum values out of 36 different starting phases was shaded, restricted to the two-dimensional region of interest of the measurement. Each marker represents a single measurement.
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<table>
<thead>
<tr>
<th>A [mm]</th>
<th>N</th>
<th>D&lt;sub&gt;5-95&lt;/sub&gt;</th>
<th>V&lt;sub&gt;hot+cold&lt;/sub&gt;</th>
<th>median</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>P&lt;sub&gt;exp&lt;/sub&gt;</td>
<td>P&lt;sub&gt;sim&lt;/sub&gt;</td>
<td>P&lt;sub&gt;exp&lt;/sub&gt;</td>
</tr>
<tr>
<td>6</td>
<td>=</td>
<td>+</td>
<td>=</td>
<td>+</td>
</tr>
<tr>
<td>8</td>
<td>+</td>
<td>=</td>
<td>=</td>
<td>+</td>
</tr>
<tr>
<td>10</td>
<td>+</td>
<td>+</td>
<td>=</td>
<td>+</td>
</tr>
<tr>
<td>12</td>
<td>..</td>
<td>+</td>
<td>..</td>
<td>+</td>
</tr>
<tr>
<td>8</td>
<td>=</td>
<td>=</td>
<td>+</td>
<td>=</td>
</tr>
<tr>
<td>10</td>
<td>+</td>
<td>+</td>
<td>=</td>
<td>+</td>
</tr>
<tr>
<td>12</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

Table 5.2.: Wilcoxon rank sum test for the null hypothesis that the statistical values D<sub>5-95</sub>, V<sub>hot+cold</sub> and median light output were equal for LS and VS. P-values for both simulated (P<sub>sim</sub>) and experimentally measured (P<sub>exp</sub>) results are given. The significance level was 5%. The statistical values for LS were (+) significantly larger, (-) significantly smaller or (=) compatible with the values for VS. For median light output, = is best, while for the other two statistics, lower is better. Some data (..) was not available. A is the motion amplitude and N is the number of re-scans.

which is somewhat contradictory to the results shown in figure 5.3. For VS, hot and cold spots were washed out for at least 4 and 8 re-scans for the smaller and larger amplitude, respectively. On the other hand, with LS, hot and cold spots remained even for up to 12 re-scans. The simulations predicted that the dose distributions should get temporarily worse at about 7 to 8 re-scans for VS. This could not be confirmed by measurements. When random fluctuations of ±5% were introduced to the motion period or the proton flux in the simulations, these bumps disappeared, indicating that in reality these interference effects are negligible.

Comparison of layered iso-layered (LI) and volumetric iso-layered (VI) re-scanning

In the case of iso-layered re-scanning, the measurements revealed smaller differences between the two techniques than for scaled re-scanning, as visible in figure 5.4 and confirmed statistically in table 5.3. This was expected from the simulations, which indicated that LI should yield statistically significantly higher D<sub>5-95</sub> and V<sub>hot+cold</sub> values than VI in about half of the cases for both motion amplitudes. As explained in section 3.2, for iso-layered re-scanning, the re-scan factor is determined by the maximum dwell time allowed for each spot, with shorter dwell times resulting in a higher order of re-scanning. In the experiments, a dwell time of 1 ms was sufficient to suppress any hot or cold spots and 2 ms was enough to reduce D<sub>5-95</sub> to below 10% for 5 mm motion amplitude for both LI and VI. In the case of 10 mm motion amplitude, VI for 0.75 ms or less yielded distributions with less than 10% D<sub>5-95</sub>, while for LI, 0.5 ms was necessary to achieve this. Both techniques were generally able to wash out over- and under-dosage for 0.75 ms or
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Figure 5.3.: Comparison of LS and VS. $D_{5-95}$ for (a) 5 mm and (b) 10 mm motion amplitude, $V_{\text{hot+cold}}$ for (c) 5 mm and (d) 10 mm motion amplitude. Data from simulations (S) and measurements (M) are plotted. For the simulations, the area between the minimum and maximum values out of 36 different starting phases was shaded, restricted to the two-dimensional region of interest of the measurement. Each marker represents a single measurement.
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<table>
<thead>
<tr>
<th>A [mm]</th>
<th>T [ms]</th>
<th>D&lt;sub&gt;5-95&lt;/sub&gt;</th>
<th>V&lt;sub&gt;hot+cold&lt;/sub&gt;</th>
<th>median</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>=</td>
<td>+</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>1</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>+</td>
</tr>
<tr>
<td>0.75</td>
<td>=</td>
<td>=</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>0.5</td>
<td>-</td>
<td>+</td>
<td>=</td>
<td>+</td>
</tr>
<tr>
<td>2</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>=</td>
</tr>
<tr>
<td>1</td>
<td>=</td>
<td>=</td>
<td>=</td>
<td>=</td>
</tr>
<tr>
<td>0.75</td>
<td>+</td>
<td>=</td>
<td>=</td>
<td>-</td>
</tr>
<tr>
<td>0.5</td>
<td>-</td>
<td>+</td>
<td>=</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5.3.: Wilcoxon rank sum test for the null hypothesis that the statistical values D<sub>5-95</sub>, V<sub>hot+cold</sub> and median light output were equal for LI and VI. P-values for both simulated (p<sub>sim</sub>) and experimentally measured (p<sub>exp</sub>) results are given. The significance level was 5%. The statistical values for LI were (+) significantly larger, (-) significantly smaller or (=) compatible with the values for VI. For median light output, = is best, while for the other two statistics, lower is better. A is the motion amplitude and T is the dwell time per re-scan.

less, although there were a few measurements showing dose outside the ICRU limits. The simulations actually predicted LI would perform worse. For example, V<sub>hot+cold</sub> was predicted to reach zero for LI for both amplitudes only for a dwell time of 0.5 ms. The simulated results for VI were comparable to the measurements.

Comparison of scaled and iso-layered re-scanning

For layered re-scanning, D<sub>5-95</sub> is shown in [5.5]. LI performed better and with shorter treatment times than LS for 5 mm motion amplitude in both D<sub>5-95</sub> as well as V<sub>hot+cold</sub>. For 10 mm motion, the differences were smaller, but LS could still not compete with LI. These results could be seen in both simulations and measurements. As predicted by the simulations, the spread in the statistical values was much larger for LS. Clinically acceptable plans without any dose outside the ICRU specifications could only be achieved by LI. The only apparent drawback of LI is that the median light output is deviating much more from 100% than LS. The very long treatment time of LI for 0.5 ms was only reflected in better motion mitigation for the larger motion amplitude. In figure 5.6, the results for volumetric re-scanning are given. Experimentally, VS leads to lower D<sub>5-95</sub> and was less affected by different motion starting phases than VI for both amplitudes. In addition, generally less treatment time was necessary for VS to achieve an improved effect, although this was not the case when the interplay effect increased again at 6 re-scans for 5 mm amplitude. In other words, to wash out all hot and cold spots, a shorter treatment could be used for VS than for VI re-scanning. As observed above, the spread of the median values was again much larger for VI, with a systematic shift away from
5.3. Discussion

The impact of tumour motion on the dose distributions of a spherical target for different motion parameters such as period, amplitude and direction with respect to the primary scanning direction has been studied experimentally and the ability of different re-scanning schemes to mitigate these effects quantified. In particular, we have studied the 100% value for most of the cases, especially for the smaller motion amplitude.

For the results of the simulations on volumetric re-scanning, see the two preceding paragraphs in this section.

5.2.3. Influence of the WER of the analysis region

Because it is time-consuming to acquire all dose distributions at different WER with the CCD system, the influence of the WER on the interplay effect was studied only for the case of no motion mitigation. Generally, the interplay effect in the measurements increased for larger WER, see figure 5.7. Its influence was rather small when looking at $D_{5-95}$, but led to a doubling in $V_{\text{hot+cold}}$ between 8 cm and 11 cm WER and also affected the spread of the median dose. The reason for this trend is that, for smaller WER, each point in the dose distribution receives dose from several Bragg peaks, whereas for larger WER, only a few Bragg peaks contribute to the total dose. The simulations predicted the same pattern, but the dependence of the spread of the statistical values on the WER was not replicated well.

5.3. Discussion

Figure 5.4.: Comparison of LI and VI, $D_{5-95}$ for (a) 5 mm and (b) 10 mm motion amplitude. Data from simulations (S) and measurements (M) are plotted. For the simulations, the area between the minimum and maximum values out of 36 different starting phases was shaded, restricted to the two-dimensional region of interest of the measurement. Each marker represents a single measurement.
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Figure 5.5.: Comparison of LI and LS. D_{5-95} for (a) 5 mm and (b) 10 mm motion amplitude. See figure 5.6b for the legend. For the simulations, the area between the minimum and maximum values out of 36 different starting phases was shaded, restricted to the two-dimensional region of interest of the measurement. Each marker represents a single measurement.

Figure 5.6.: Comparison of VI and VS. D_{5-95} for (a) 5 mm and (b) 10 mm motion amplitude. Data from simulations (S) and measurements (M) are plotted. For the simulations, the area between the minimum and maximum values out of 36 different starting phases was shaded, restricted to the two-dimensional region of interest of the measurement. Each marker represents a single measurement.
5.3. Discussion

Figure 5.7.: Interplay effect for different water-equivalent ranges of the analysis region in terms of (a) $D_{5-95}$ and (b) $V_{\text{hot+cold}}$ for 1 cm motion amplitude and 6 s motion period. For the simulations, the area between the minimum and maximum values out of 36 different starting phases was shaded. Each marker represents a single measurement.

The interplay effect has been found to scale approximately linearly with motion amplitude in the case of a spherical target. $D_{5-95}$ was not affected by the motion period or motion direction relative to the primary scanning direction. Conversely, motion perpendicular to scanning led to a larger spread in the median light output values. A large motion period showed the opposite effect. Motion mitigation is necessary for amplitudes above 2 mm in order to apply clinically acceptable treatment plans, but this had been found to depend on the motion period.

VS mitigated the interplay effect more effectively than LS, reducing $D_{5-95}$ to less than 5% for both 5 and 10 mm motion amplitudes. LI performed worse for few re-scans and better for more re-scans than VI, but this was statistically significant only for 10 mm amplitude. For the motion parameters studied, VS seems to be the best choice for treating moderately moving tumours with motion amplitudes of up to 10 mm. The measurements also confirmed that there is a trend for larger motion effects in the distal regions of the target, justifying the choice of a distal analysis region, although this trend is only statistically significant for analysis of hot and cold spot volumes.

Generally, the simulations were well reproduced by the experimental results, with the exception of VS. Often the measured median light output relative to the static case was 1–2% higher than predicted by simulations for re-scanning, especially for iso-layered re-scanning. The p-values of the statistical tests, as listed in tables 5.2 and 5.3, calculated for the simulated data did not agree with the p-values obtained by testing experimental data. However, the following simplifications have been made in implementing the dose calculation: constant motion period, constant proton flux, perfect dose delivery, perfect
performance of the beam deflection magnets and a phantom made of water (as opposed
to PMMA for the measurements), which can have an effect on the beam widths due to
multiple scattering in the phantom in comparison to the simulations (measured beam
widths will be somewhat smaller than those in the simulations). Since the interplay
effect approximately scales linearly with the motion period for a spherical target, it is
sufficient to measure it at two different amplitudes and deduce $D_{5\%}$ for other amplitudes
by interpolation. Extrapolation seems also possible beyond 10 mm of motion amplitude.
However, the simulations indicated that the interplay effect grows more slowly (sub-
linearly) between 10 mm and at least 2 mm. This interpolation works in principle also
for $V_{\text{hot}+\text{cold}}$, but here a quadratic or cubic function has to be fitted, so data at three or
four different amplitudes is necessary, making this fit procedure less efficient. However, it
should be stressed that these trends, although interesting, may only be valid for relatively
regular targets such as the spheres studied here, and whether such trends are valid for
real (and irregular) tumour volumes still needs to be validated.

The finding from our simulations that motion periods below 3 s are more susceptible
to motion effects is a result of the dynamics of the delivery. If an iso-energy layer is
delivered in, say, 1 s, then for a motion period of 2 s, the spots will be considerably
shifted from their nominal positions, leading to an inhomogeneous contribution to the
total dose, while for a period of 8 s, this offset is much smaller and the dose contribution
will remain quite homogeneous. Of course, this picture is only valid for iso-energy layers
where adjacent spots are weighted similarly. For realistic targets (where spot weight
optimisation will tend to result in much more variation in spot weights within each
energy level) this premise is not valid. In this case, only simulations and measurements
can estimate the interplay effect, but this estimate is highly dependent on the target
shape and its motion, not to mention range changes due to a potentially deforming
anatomy. Because the light output distributions were affected by motion to about the
same degree for motion periods above 3 s, the choice of 6 s for the measurements was
somewhat arbitrary. On the other hand, a longer period put less stress on the motion
platform and arguably increased the accuracy of its motion. Generally, spherical targets
are less affected by the interplay effect than cubic targets because the spot weights are
not uniform within an iso-energy layer. We expect that for realistic, less regular targets,
motion effects should be even smaller than for spheres.

Although the measured distributions improved more for volumetric re-scanning, the
improvement as a function of re-scanning magnitude was more predictable for layered
re-scanning. This effect was predicted by the simulation and has also been observed
by others [93, 113] and is a result of the interplay between the motion period and the
timing of the treatment delivery [110]. Because the motion period and the proton flux
are smeared out in a real treatment, we expect that this effect will not be of relevance in
clinical applications. This view is supported by the fact that the pattern is less prominent
in the experimental results than predicted. On the other hand, similar behaviour has
recently been found from simulations of clinical cases by [254], and this needs to be
investigated further experimentally through the use of clinically relevant target volumes,
ideally in realistic patient geometries.
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However, in order to interpret these results, one has to be aware of the limitations of the measurements presented here:

First of all, information about the dose distribution is only available in two dimensions and most of the dose is delivered by the most distal iso-energy layer, with more proximal spots receiving dose from these more distal spots. Therefore, we would expect the interplay effect to be less in the proximal part of the target. Because of this, we chose a plane for our measurements that lies distal to the centre of the target, but still in the region where the cross section of the target is large.

Second, the signal from the scintillating screen is quenched for large stopping powers and thus the measured ratio of Bragg peak to plateau is smaller than that used for the simulations, which is based on ionization based depth-dose measurements of our clinical Bragg peaks. For the case of a target with a fixed rectangular cross section, it would be possible to calculate a correction factor to the iso-energy layer studied, based on the weights of the contributing Bragg peaks at this depth. Unfortunately, these contributions vary significantly across an iso-energy layer for all but the simplest targets. Taking a sphere as an example, the central spot will receive dose from all distal iso-energy layers, while for a spot at the edge there might be no distal iso-energy layer at all. In a static scenario, correction factors can be assigned separately to all spots in the target. In the presence of target motion however, there is no accurate solution to this problem. Simulations however showed that the statistical values affected by quenching always overestimated the true values. To circumvent the problem of quenching and two-dimensional data, three-dimensional dose distributions could be calculated based on the actual motion and spot application timing of the measurements. On the other hand, unless it is thoroughly verified, this method cannot be considered an independent test of the results from simulations. Another approach, three-dimensional arrays of ionisation chambers, suffers from small spatial resolution. Polymer gels can be used only once and need considerable preparation. For these reasons, we think that our CCD system is well suited to the task of measuring the interplay effect.

Third, only 5 or 6 measurements have been taken per parameter combination. Naturally, the distribution of the statistical values with motion phase cannot be determined accurately by such a rather limited number of measurements. On the other hand, a comparison of the results from 5 and 10 measurements with re-scanning showed that the difference was not statistically significant. Moving on to practical issues, for both scaled and iso-layered re-scanning, there is a limit to the amount of re-scanning that can be applied. Scaled re-scanning is limited by low-weighted pencil beams because re-scanning these can introduce weights which are not deliverable. In addition, since the central and proximal parts of the target volume receive much dose from distally deposited pencil beams, the spot weights on the border of iso-energy layers are generally higher. For iso-layered re-scanning, decreasing the dose per spot per visit thus affects mainly the highly weighted spots. After a couple of re-scans, the low-weighted spots have been completely delivered, and will not be visited any more, whereas the time between visits to the higher weighted spots will be considerably reduced. Thus the full statistical effect of re-scanning cannot be exploited.
Another problem of re-scanning is the possibility that some spots are scanned with a similar frequency to the target motion so that interplay effects are only marginally affected. This is most likely the case for volumetric re-scanning, since one complete scan takes typically about 6 s, depending on the target volume, which is similar to the breathing frequency. Random pauses or varying the scanning path may solve this problem. For phase-controlled re-scanning (PCR), where the beam intensity is adjusted so that the re-scans of an energy slice just fit into one respiratory cycle (or gating window), the standard deviation of the dose decreases exponentially with a higher number of re-scans (not as the inverse square root as in conventional re-scanning). PCR is similar to the breath-sampling method, where the respiratory phase at the start of a re-scan is distributed over the whole respiratory cycle.

A potential disadvantage of re-scanning is the relatively large treatments time. For instance, short dwell times for iso-layered re-scanning can cause very long treatment times without substantially improving the homogeneity of the dose distributions. This might be improved by better distributing the re-scans of the highly weighted spots. Most of the increase in treatment time is due to the dead time in lateral scanning, i.e., the time it takes to reposition the beam. Therefore, continuous line scanning would be ideal for re-scanning, where the beam is not switched off between spots. The only dead time would arise from energy changes. However, the technical challenges to the implementation and verification of continuous line scanning are greater than for discrete spot scanning. The potential of continuous line scanning for motion mitigation is investigated in detail in chapter 7.

Although re-scanning can reduce interplay effects if the tumour motion is not too large, the planned target volume has to be large enough to cover all positions of the mobile tumour, leading to a potentially unnecessary irradiation of normal tissues. Hence, the combination of re-scanning with gating or breath hold to reduce this volume would be advantageous, even if such approaches would also lead to longer irradiation times. In addition, the ITV volume should also be designed to include the effects of range changes due to organ motion. Although this may not be a big problem for liver cases, where most of the surrounding tissues and anatomy are quite homogeneous in density, the effectiveness of re-scanning for lung or oesophageal tumours can only be studied by realistically taking into account the effects of density changes due to motion, and in this case, the ITV volumes can become quite large.

Finally, in this work, the interplay effect, and the effectiveness of re-scanning, has been studied only assuming a single field and a single fraction. Typically however, proton plans consist of 2 to 4 fields and applying plans with multiple uniform fields can also be considered as a form of re-scanning. In this case, the number of re-scans for each field of a multiple field plan could probably be reduced. In addition, 4D computed tomography (4D-CT) or 4D magnetic resonance imaging (4D-MRI) data may give insight into the main direction of motion for each treatment site and, for fields where the motion is mainly along the beam axis, the magnitude of re-scanning could perhaps be reduced. Fractionation is per se also a kind of re-scanning. Over the course of fractionated treatment, the interplay effects that show up in a single fraction are
expected to average out and variations in inter-fraction motion may provide an additional smearing effect.

5.4. Conclusion

The interplay effect between periodic tumour motion and discrete spot scanning has been investigated for a spherical mobile target in a homogeneous phantom for various motion parameters. Furthermore, the benefit of re-scanning has been experimentally assessed in terms of dose inhomogeneity through the analysis of dose distributions measured using a mobile CCD detector system. Dose inhomogeneity has been found to scale approximately linearly with the motion amplitude, with motion period only having a small influence on the resulting dose distributions. In addition, we have found that volumetric re-scanning of the iso-energy layers performed statistically significantly better than layered re-scanning for both studied techniques to distribute the spot weights among the re-scans, scaled and iso-layered re-scanning. Differences between layered and volumetric re-scanning were smaller for iso-layered re-scanning. Due to the higher number of energy changes in volumetric re-scanning, the treatment time for the same number of re-scans is up to 20% larger for scaled re-scanning and up to 25% larger for iso-layered re-scanning than for the layered re-scanning approach and thus, for systems with a slower energy change, layered, iso-layered re-scanning can still be recommended to mitigate the interplay effect for amplitudes up to 5 mm. However, our results suggest that even tumours moving up to 10 mm can still be treated with volumetric scaled re-scanning. Further studies are needed to corroborate these findings for different motion periods and target volumes and in an inhomogeneous phantom to include the effects of range changes. For larger motion, re-scanning should be combined with gating or breath-hold. This would also reduce the dose to normal tissue thanks to a reduction in the necessary ITV margins.
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Gating in scanned charged particle therapy has been studied experimentally with radiochromic films in a single-energy layer at GSI [130] and with an array of pin-point ionisation chambers for a spherical target at NIRS [188], see also section 3.3. As discussed in section 3.2, phase-controlled re-scanning reduced residual motion effects in gated treatment [188].

In this chapter, we expand on this work by experimentally assessing the benefit of gating and re-scanning for proton spot scanning when applied not only to a mobile spherical target but also to a patient target and to realistic breathing patterns. While an array of ionisation chambers measures dose at a small set of single points, high resolution imaging detects even small hot and cold spots in dose distributions.

In the following, we want to answer these main questions:

- Can gating mitigate the interplay effect or is a combination with re-scanning necessary?
- How does gating perform on realistic, irregular target volumes and motion trajectories?
- What is the optimal combination of gating and re-scanning in terms of delivery time?

6.1. Outline of performed measurements

Gating was evaluated for different levels of reduction in motion amplitude, quantified by the duty cycle (DC). This is the fraction of the motion period that is spent in the gating window or, equivalently, the actual dose delivery time as a fraction of the total delivery time which would have been available for irradiation in a non-gating treatment.

The ability of gating to reduce the interplay effect was first tested on a regular cos⁴ motion trajectory [272] for two target volumes. The correspondence between DC and motion amplitude for this trajectory is given in table 6.1.

For the spherical target, 38%, 43%, 56% and 100% DC were investigated. As the results for the smallest two duty cycles were close to the static case, for the patient target, larger DCs were chosen: 43% 47%, 56%, 64% and 100%.
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<table>
<thead>
<tr>
<th>Duty cycle [%]</th>
<th>Motion amplitude [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>38</td>
<td>1.0</td>
</tr>
<tr>
<td>43</td>
<td>1.5</td>
</tr>
<tr>
<td>47</td>
<td>2.0</td>
</tr>
<tr>
<td>56</td>
<td>3.5</td>
</tr>
<tr>
<td>64</td>
<td>5.0</td>
</tr>
<tr>
<td>100</td>
<td>10.0</td>
</tr>
</tbody>
</table>

Table 6.1.: Correspondence between duty cycle and peak-to-peak motion amplitude for a trajectory proportional to $\cos^4$.

Re-scanning was applied along with gating to further decrease the interplay effect for large DCs. The main question was whether scaled or iso-layered re-scanning would perform better. Therefore, for the spherical target, 6 times LS and LI with a dwell time of 4 ms were compared. With this dwell time, the highest weighted spots are re-scanned 6 times, which means that the two selected re-scanning methods were expected to perform similarly.

Only layered re-scanning was tested in this experiment because in gating, the various re-scans of each iso-energy layer are likely to be separated in time, at least for the layers that contain highly weighted spots. This is exactly the reason why volumetric re-scanning performs better than layered re-scanning in the context of re-scanning without gating. Therefore, if re-scanning is combined with gating, there should be little difference between layered and volumetric re-scanning. This assertion was tested separately in the next experiment.

Based on the results of the experiment on the spherical target, LI was favoured over LS. The next step was to check if gating combined with LI was also a good strategy for the patient target. As the delivery time of LI was much shorter than for LS, we could also afford comparing LI and VI (with a 4 ms dwell time).

The next goal was to find out if there is any difference in motion mitigation for regularly and irregularly breathing patients. To this end, gating on liver motion of a patient was tested for 33 %, 40 % and 100 % DC and for both the spherical and the patient target. In addition, gating was again combined with 6 times LS and LI with a dwell time of 4 ms. The DCs were smaller for the liver trajectory than for regular motion because, for a fixed residual motion amplitude, the irregular motion spent a smaller fraction of the time in the gating window.

Simulations were run for regular motion with different combinations of DCs and all four types of re-scanning, for both the spherical target and the patient target. For a description of the simulations, see sections 4.2 and 4.1. In the model of the timing of the treatment, the scanning speed and settling time of the sweeper magnets as well as the time for verification of the spot position was taken into account. The time for changing the energy by 3 MeV was assumed to be 80 ms and scaled linearly with the energy step.

The motion amplitude was always set to 1 cm, while the motion period was 6 s for the
6.1. Outline of performed measurements

Figure 6.1.: Breathing motion trajectory extracted from 4D-MRI data of a volunteer [287].

regular motion and 6.2 s for the liver motion, see section 6.1.1. Simulations suggested that the motion period has only a small influence on the interplay effect for gating, so this motion parameter was not varied in the experiments.

Reference images without motion were recorded 3 times and averaged. Measurements with gating or re-scanning enabled were taken at least 5 times to start the treatment at several random motion phases. The variability of the dose distributions due to the motion starting phase was expected to be larger without any motion mitigation. Therefore, for measuring motion effects alone, 10 images were acquired.

6.1.1. Patient trajectory

Based on a 4D-MRI data set of a healthy volunteer [286, 67, 287], the motion of the centre of mass of the liver along the superior-inferior (SI) direction was smoothed and re-sampled from the original 3 Hz to the 100 Hz required by the respiratory motion platform. The resulting trajectory is plotted in figure 6.1. The periods of this trajectory were estimated by Fourier transforming the data and ranged from 4.7 s to 7.0 s with the most frequent period at 6.2 s. The trajectory was stretched to cover 10 mm of motion to match the regular trajectory. It corresponds to about 5 min of breathing, which is longer than any of the fields applied for the measurements presented here.

6.1.2. Target volumes

Measurements have been performed for both a spherical and a real target volume. For the first, the CTV was as a sphere with a radius of 3.5 cm. In addition, a more realistic, irregular CTV from a prostate patient has been studied. The CTV of the spherical target was expanded along the direction of motion by 5 mm on both sides, yielding an ITV of 199 ccm, see figure 4.2b. This simple recipe for the ITV is only valid for homogeneous tissue in the beam path. In the case of liver or lung treatment, for example, more
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sophisticated approaches are necessary [190, 288, 191]. The ITV of the patient target had already been defined by a physician as an isotropic extension of the CTV by 1.5 cm, resulting in a volume of 99 cm. No planning target volume (PTV) was defined due to the precise set-up of the PMMA phantom. Both target volumes were centred at 10 cm WER.

6.2. Results

6.2.1. Regular breathing

In figure 6.2, the measured values of $D_{5-95}$ and $V_{\text{hot+cold}}$ for the spherical target and for gating alone are shown as the red crosses. As expected, both indices improve (decrease) as the DC decreases. $D_{5-95}$ dips below 10% and $V_{\text{hot+cold}}$ is close to zero for the two smallest DCs measured.

A larger spread of values per DC was measured for the patient target, as shown in figure 6.3 (again plotted as red crosses), indicating a higher sensitivity to the motion starting phase for the patient target than for the spherical target. Indeed, although $D_{5-95}$ was generally below 10% for all DCs, this was not true for some measurements in all but the smallest DC (43%). Similarly, $V_{\text{hot+cold}}$ could be significantly reduced for most measurements, but was as high as 40% in some cases and no clear correlation between the spread of the values and the DC could be identified. The exception was 43% DC, where the cold and hot spots were completely washed out in all measurements. Nevertheless, dose homogeneity and cold and hot spots were significantly improved using gating in all cases.

Figure 6.2 (green triangles and blue circles) also shows $D_{5-95}$ and $V_{\text{hot+cold}}$ results for gating combined with both LI and LS re-scanning for the spherical target. From this, it can be seen that re-scanning reduced $D_{5-95}$ to below 10% and $V_{\text{hot+cold}}$ to below 5%,
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Figure 6.3.: Interplay effect as a function of gating duty cycle in terms of (a) $D_{5.95}$ and (b) $V_{\text{hot+cold}}$ for 1 cm motion amplitude and the patient target.

even for the largest DC, and resulted in light output distributions comparable to those results from gating alone with the smallest DC. While the results were slightly worse for LI than for LS, it was found that LS took somewhat longer to apply than LI. Therefore, LI was selected for further investigation with the patient target volume. In addition, LI and VI (volumetric re-scanning) were also compared.

The results for gating and re-scanning combined for the patient target volume are shown in figure 6.3 (green triangles and blue circles). From these results, it can be seen that LI performed better than VI, with measured $D_{5.95}$ values being decreased below 5% for LI for all tested DCs, and $V_{\text{hot+cold}}$ being reduced to close to zero. In contrast, VI reduced $D_{5.95}$ only to about 10%, while $V_{\text{hot+cold}}$ was also as high as 10% for the largest DC (64%). However, if the outliers were removed in the data for gating only, the results would be very similar to gating with VI. In this sense, VI only limited the spread of $D_{5.95}$ and $V_{\text{hot+cold}}$, but not the mean.

6.2.2. Irregular breathing

Figure 6.4 shows the results of $D_{5.95}$ and $V_{\text{hot+cold}}$, again for the spherical target, but this time under conditions of irregular motion using a realistic motion pattern extracted from 4D-MRI data of the liver, as described in section 6.1.1. Interestingly, without re-scanning, $D_{5.95}$ is more than double for the irregular trajectory than for the regular trajectory at comparable DCs. In addition, there were many cold and hot spots remaining even for the smaller DC (33%). These were completely blurred for both DCs when combining gating with LS re-scanning, whereas for LI re-scanning, only the smaller DC led to acceptable $V_{\text{hot+cold}}$ values below 1.5%. In addition, the treatment time increased by about 30% with respect to the regular motion trajectory for equal residual motion.

Figure 6.5 shows the results of the $D_{5.95}$ and $V_{\text{hot+cold}}$ values for the patient target and irregular motion. Motion effects without gating or re-scanning were on average about
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Figure 6.4.: Interplay effect as a function of gating duty cycle in terms of (a) $D_{5-95}$ and (b) $V_{\text{hot+cold}}$ for liver motion and the spherical target.

Figure 6.5.: Interplay effect as a function of gating duty cycle in terms of (a) $D_{5-95}$ and (b) $V_{\text{hot+cold}}$ for liver motion and the patient target.

10% smaller than for the spherical target volume. However, in line with the results for the spherical target, for gating without re-scanning and at comparable DCs, $D_{5-95}$ was larger for the irregular trajectory than for regular motion. LI re-scanning recovered the $D_{5-95}$ to below 5% and $V_{\text{hot+cold}}$ was reduced to zero. No difference between the results for 33% and 40% DC were found.

6.2.3. Influence of duty cycle and re-scanning

One of the potential advantages of combining gating and re-scanning is to reduce the overall treatment time. To investigate this, extensive simulations have been performed to study the relationship of dose homogeneity to treatment time for both target volumes.
6.3. Discussion

The results for the spherical target are shown in figure 6.6 for regular motion and DCs of 43% and 56%. The results for the patient target were very similar and are not plotted. By drawing horizontal lines, plans with equivalent interplay effect, quantified by \( D_{5-95} \), achieved by different combinations of re-scanning and DC can be identified. Plans on the left of the plot are preferable because it takes less time to apply them. No error bars were displayed for the sake of clarity. In fact, minimum-maximum bands are rather wide for DCs above 60% due to the increasing influence of the motion starting phase. The horizontal grey line shows the value of \( D_{5-95} \) in the case of no motion.

Figure 6.6a illustrates that for a DC of 56%, LI is clearly superior to LS, reaching lower values of \( D_{5-95} \) in less time. However, for 43%, these two methods perform very similarly. It can be seen that reducing the DC is a much better strategy than increasing the number of re-scans for LS, while for LI, both approaches are possible, with a small advantage in favour of lowering the DC.

VI and VS re-scanning are compared in figure 6.6b. In general, these two re-scanning methods lead to similar values for \( D_{5-95} \). For 56% DC, VI performed slightly worse than LI, while VS lead to lower values of \( D_{5-95} \) than LS at the cost of longer treatment times. For certain numbers of re-scans of VS, large spikes occur. Again, lowering the DC is the better choice, but this advantage is lost for a high enough number of re-scans, starting at about 200s of delivery time.

6.3. Discussion

The effectiveness of gating and re-scanning in mitigating the interplay between beam scanning and tumour motion has been investigated for a spherical and a patient target volume by experiment. Both a regular and a liver motion trajectory from a patient were applied.

Gating without re-scanning only led to clinically acceptable results for the spherical target, for a regular motion trajectory and for a small enough duty cycle. Therefore, gating should be combined with re-scanning. Although gating alone was not very efficient at reducing the interplay effect for the patient target, together with re-scanning, results comparable to the case without motion could be achieved. For liver motion, the interplay effect was even larger than for regular motion. As a result, re-scanning was also necessary for both target volumes.

Based on simulations of regular motion, it was found that reducing the DC is a better strategy than increasing the amount of re-scanning, on the grounds that treatment time is smaller for the same dose homogeneity. A DC of 43% and LS re-scanning with a dwell time of 4ms seemed to be a good choice for both studied target volumes. Little improvement could be achieved by choosing a smaller DC or by applying more re-scans. As expected, using VS instead of LS and VI instead of LI was not beneficial and just increased treatment time due to the higher number of energy changes, which is the
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(a) LI vs LS

(b) VI vs VS

Figure 6.6.: Simulated D_{5-95} as a function of the application time. For the spherical target, different re-scanning methods are compared. On the plots, from left to right along the lines, the markers represent dwell times ranging from 4 ms to 0.4 ms and numbers of re-scans from 2 to 13. The grey line indicates D_{5-95} for the case without motion. The plotted data is the mean from 36 different motion starting phases.

slowest scanning axis of almost all proton therapy systems.

As discussed in section 5.3, the spikes in the simulated D_{5-95} values for certain numbers of VS re-scans are due to the interference between periodic motion and scanning of the target volume at a similar frequency. This effect was much less prominent in the experiments than predicted by the simulations, see section 5.2.2.

It is important to test gating efficiency with realistic motion trajectories and target volumes. Otherwise, motion effects are severely underestimated. In principle, tumour motion trajectories could be extracted from 4D-CT or 4D-MRI and then applied to the respiratory motion platform for a couple of DCs before the first treatment fraction. This would help choose an appropriate DC. On the other hand, this type of quality assurance would consume a lot of beam time and manpower.

LI re-scanning should be combined with gating because it does not increase the treatment time so much as with volumetric or scaled re-scanning. For 6 times scaled re-scanning, VS takes about 10% longer than LS, depending on the DC, while for iso-layered with 4 ms dwell time, VI increased the treatment time by about 7% as compared with LI. These values depend slightly on the DC. The fact that scaled re-scanning lead to better measured dose homogeneity than iso-layered re-scanning is mainly due to the selection of the number of re-scans and the dwell time, respectively, specific to this experiment. For a dwell time of 4 ms, the most highly weighted spots of the spherical target were re-scanned 6 times for iso-layered re-scanning. Lower weighted spots were re-scanned less, which is in contrast to scaled re-scanning, where all spots were re-scanned 6 times,
irrespective of their weight.

In principle, very small DCs could be chosen to improve the results for gating without re-scanning. First, this would result in long treatment times, especially for realistic, irregular motion. Second, no motion surrogate is as accurate as in our simple set-up. A small DC would in this case increase the chance of a complete miss of the tumour. For this reason, a small duty cycle might not even be feasible.

The main purpose of volumetric re-scanning is to make sure that the motion state for the re-scans of a spot is always different so that no hot or cold spots can be formed. This purpose is served by gating as a side effect unless the duration to scan an energy layer once matches the duration of the gating window. In this case, if the scan path is reversed after a re-scan, on every other re-scan a spot is applied to the same position in the target, which probably is not the intended spot position. If the motion is not regular, the gating windows have a varying duration, so this interplay is highly unlikely. Generally, the only difference between gating with layered re-scanning and gating with volumetric re-scanning is the higher fraction of the gating window allotted to the energy change. Further investigation might find that the apparent disadvantage of VI over LI re-scanning for the patient target is due to the low statistics of the measurements presented here. Simulations suggested that it depends on the DC if one or the other is better.

For larger target volumes and several field directions, the treatment will take longer than for our measurements. In this case, the baseline of the motion will drift in time and also the organs themselves will undergo deformations. The motion surrogate also does not allow the determination of the target volume position as accurately as in the simple set-up of this study.

The measurements presented in this work should be repeated for various motion trajectories and targets taken from real patients. Preferably, data at several depths would be acquired, as motion effects generally increase from the proximal end to the distal end of the target volume.

It would also be interesting to investigate experimentally the optimal amount of re-scanning as a trade-off between treatment time and motion mitigation.

6.4. Conclusion

The effectiveness of mitigating the interplay effect by gating has been evaluated for a proton spot scanning treatment in a homogeneous phantom. While gating alone was effective in the simple case of a spherical target volume and regular motion, gating efficiency dropped for a patient target volume and a realistic patient motion trajectory. In general, re-scanning is necessary for a safe and robust application of gating. In terms of treatment time, it is better to reduce the duty cycle, i.e., the size of the gating window. However, in real patient treatments, there is likely a lower limit to the duty cycle, so increasing the amount of re-scanning is a more robust option to control motion effects. Layered re-scanning performed slightly better than volumetric re-scanning, although simulations predicted a dependency on the duty cycle. When combined with gating,
iso-layered re-scanning is preferable over scaled re-scanning because it achieves the same
dose homogeneity in less time. The reduction in treatment time depends on the duty
cycle. For small duty cycles, this benefit is small.
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The major factor in increasing treatment time in the case of re-scanning is the dead time of beam scanning, where no dose is applied to the patient. Two factors contribute to this dead time: first, the time that is needed to laterally advance the beam to the next spot, and second, the delay in adjusting the beam energy. A different beam delivery approach cancels the first contribution to the dead time by continuously scanning the beam along lines in iso-energy layers.

It has been shown in silico that re-scanning with continuous line scanning is superior to discrete spot scanning in terms of motion mitigation and treatment time \[110\]. First experimental results on the feasibility of this approach have been obtained on Gantry 2 in the context of simulated scattering \[44\].

In this chapter, we expand on this theoretical and experimental work and address the following questions:

- Can identical dose distributions be achieved with continuous line scanning as with discrete spot scanning?
- Is it advantageous to use continuous line scanning or simulated scattering instead of discrete spot scanning to mitigate motion effects by re-scanning?
- Is there a difference between evaluating re-scanning on a geometric and a realistic target volume?

7.1. Outline of performed measurements

For all measurements, the motion trajectory was proportional to the function \( \cos^4 \) \[272\] with a peak-to-peak amplitude of 1 cm.

A prescribed dose of 1 Gy was used throughout the measurements. The spacing between adjacent lines in the lateral plane was 0.5 cm, which matches the lateral spot spacing. In depth, a fixed separation of the iso-energy layers of 0.45 cm was used.

Three reference images without motion were taken and averaged for each experiment. The experiments with motion were conducted 6 times for the spherical target, randomly sampling the motion starting phase. For the liver target and for simulated scattering, motion without re-scanning was sampled 10 times.
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7.1.1. Continuous line scanning

The dose delivered by continuous line scanning was checked against discrete spot scanning at the central lateral plane of a cubic target of 10 cm side length. It was assumed that the system had already been calibrated properly for spot scanning, meaning that for a spot scanning plan, the measured dose should be equal to the planned dose within a small error of, e.g., 1%. Instead of comparing absolute dose at single points with an ionisation chamber, the light output of the scintillating screen measured by the CCD camera was taken as a surrogate. Equal light output for spot and line scanning implies equal dose. This method yields high-resolution two-dimensional data.

Different numbers of re-scans for line scanning were compared. The result is given in terms of the mean and standard deviation of the difference to spot scanning without re-scanning. The values are scaled by the median value in the analysis region for spot scanning. The analysis region was defined as the target contour minus a margin of 1 cm to avoid any dose gradients at the edges of the target volume.

A single, homogeneous energy layer of 128 MeV was applied with spot and line scanning at the iso-centre in air to compare the penumbra to the theoretical prediction, based on a summation of narrowly spaced Gaussian curves, and the value obtained by the dose calculation, which approximates pieces of line segments as the superposition of two error functions, as explained in section 4.1.6. The Gaussian beam width for this set-up was 3.2 mm.

The effectiveness of line scanning for alleviating the interplay effect by volumetric scaled re-scanning was tested on two target volumes. The first target volume was a spherical CTV with radius 3.5 cm. In the direction of motion, the CTV was extended by a margin of 5 mm to an ITV with a volume of 199 ccm. No PTV was added, assuming perfect patient set-up and machine precision. Second, a target volume from a liver patient was selected with a CTV of 122 ccm. A physician had already added an isotropic margin of 1.5 cm to the CTV, defining a PTV with a volume of 439 ccm. This PTV was taken to cover the CTV in any motion phase. Both target volumes were centred at 13 cm WER.

For the spherical target volume, the breathing period was set to 6 s. In order to have more realistic measurements, this was changed to 4 s for the liver target. The two targets figure as two different patients, who are likely to breathe differently.

Furthermore, line scanning was compared with spot scanning for the spherical target volume. All of these measurements were taken at a WER of 13 cm and with a motion period of 4 s. The number of re-scans was set to (1, 6, 8, 10, 12) for discrete spot scanning and (1, 6, 10, 15, 20) for continuous line scanning. Please note that here re-scanning once means scanning once through the target, not twice.

7.1.2. Simulated scattering

For all measurements with simulated scattering, the target volume was a sphere with radius 3.5 cm, centred at a WER of 12 cm. The collimator and compensator have been described in detail in another work of our group [24]. The collimator is made of copper
and blocks all protons. PMMA was used in the construction of the compensator. No dedicated ITV was included in the design of the collimator and compensator. Therefore, we decided to define the outer 5 mm of the sphere as the ITV. The CTV thus becomes a sphere with radius 3 cm.

The correctness of the delivered dose was measured similarly to what has been described in section 7.1.1 for continuous line scanning. However, the target volume was a sphere. Because no compensator is required to shape a cubic target volume, this case was not studied here. Apart from the collimator, simulated scattering is equivalent to continuous line scanning for cubic targets.

The measurements were first performed without re-scanning and with combined re-scanning, with and without an expanded scanning area. For the expanded scanning area, no additional dose was applied, but for each line, scanning started 1 cm before dose delivery and ended 1 cm after dose delivery. The idea behind this is that the sweeper magnets, which are used for scanning the beam in the lateral plane, need some time to reach the maximum scanning speed. For a large number of re-scans, the magnets are scanning close to or at the maximum scanning speed. Therefore, it was expected that the lateral expansion of the scanning area could help reduce the penumbra and dose inhomogeneity at the edges of the target volume. The analysis was performed in a circular ROI with radius 3 cm. This ROI was located at a WER of 12 cm, at the centre of the target volume.

The penumbra for simulated scattering was determined at a WER of 10 cm. The influence of an expanded scanning volume was also determined. In this experiment, the penumbra of the full target volume was assessed after passing through considerable amounts of PMMA, in contrast to the experiment for line scanning, where the penumbra was measured at a single energy and in air. This is because the compensator changes the range of the protons that make up an iso-energy layer. The size of this range shift depends on the lateral position. In our case, where the purpose of the compensator is to shape the iso-energy layers so that they generate a spherical target volume, the range of the protons after their passage through the compensator would be maximal in the centre and decrease with increasing distance from the centre. Since the signal in the scintillating screen depends on the stopping power and, hence, on the range of the protons, the measured distribution would be highly inhomogeneous.

Motion effects and the influence of re-scanning were measured at 12 cm and 13.5 cm WER. The analysis ROIs at these two depths are termed central and distal ROI, respectively. Re-scanning for simulated scattering has been implemented as a combination of scaled and iso-layered re-scanning [41]. This is a type of mixed re-scanning as introduced in section 3.2 where the field is first scaled re-scanned, yielding a certain number of identical copies of the original field with a correspondingly lower weight. Each of these copies is now iso-layered re-scanned. On top of this, volumetric re-scanning is applied so that the energy is changed after each scan of an iso-energy layer. This type of re-scanning will be referred to as combined re-scanning. Figure 7.1 shows the variation of the beam energy with time for combined re-scanning. This may clarify the order of delivery of the re-scanned iso-energy layers.
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Figure 7.1.: Beam energy sequence as a function of the delivery time. Combined re-scanning is applied to the spherical target volume, delivered with simulated scattering. In this example of combined re-scanning, volumetric iso-layered re-scanning is repeated four times.

Motion mitigation was assessed for combined re-scanning, where iso-layered re-scanning with a dwell time of 0.4 ms was repeated four times, resulting in a total number of re-scans of about 50 for the most distal iso-energy layer. The influence of the lateral expansion of the scanning area was evaluated for the central ROI.

7.2. Results

7.2.1. Dosimetry

Continuous line scanning

On average, the light output was higher for line scanning than for spot scanning by about 0.5% for up to 20 re-scans, as shown in figure 7.2a. For 50 re-scans, however, the mean error increased to about 2%. The standard deviation over all the evaluated pixels grew larger with the number of re-scans. To put these values into perspective, if the same dose distribution is applied and captured several times, the measurements are not exactly identical. This is due to noise in the read-out of the CCD camera, fluctuations in amount and position of the delivered dose, leading to a standard deviation of 0.3%. This statistical error is of the same order as the mean systematic error reported above for the difference between spot and line scanning. The homogeneity of the dose distributions was about 1% for all measurements, except for 50 re-scans, where it was about 0.9%.

The results for the penumbra measurements are given in table 7.1. As expected, the penumbra for spot scanning is almost the same both parallel and perpendicular to the primary scanning direction. The penumbra for line scanning differs from spot scanning only parallel to the primary scanning direction, where an increase of 16% was measured. The measured penumbras reproduced the theoretical values for spot scanning parallel to the primary scanning direction. In the other cases, the deviations stayed below 0.2 mm.
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Figure 7.2.: Mean difference in light output to spot scanning as a function of the number of re-scans for (a) continuous line scanning and for different combinations of no re-scanning (no R), combined re-scanning (R), no lateral expansion of the scanning area (no E) and lateral expansion (E) for (b) simulated scattering. No re-scanning is applied to spot scanning. Spot scanning is considered to be the gold standard, i.e., it is assumed that for planned dose of 1 Gy, exactly 1 Gy is measured. The plotted value is the average difference over all evaluated pixels. The error bars indicate one standard deviation.

The error on the measured values is purely statistical and arises from averaging the penumbra along the edges of the rectangular dose distribution. For the dose calculations a finer dose grid gave results closer to the theoretical penumbra width.

Dose profiles and penumbras for spot and line scanning are plotted in figure 7.3. Note that the penumbra for 50 re-scans is smaller along the primary scanning direction. This is due to the overshoot of the actual beam intensity, introduced by the control loop, for step changes in the nominal beam intensity. This leads to edge enhancement and a smaller penumbra since these steps occur mainly at the edge of the target volume.

Simulated scattering

The average light output was 3.5-4% lower for simulated scattering than for spot scanning, as presented in figure 7.2b. Without re-scanning, the variation within the ROI was comparable to the results from line scanning. Lateral expansion of the scanning area only had a small effect. For combined re-scanning, both the mean difference and the standard deviation increased. Here, lateral expansion slightly reduced the standard deviation at the expense of a larger mean difference in light output.

The penumbra along the central profiles is listed in table 7.2 without and with lateral expansion of the scanning area. Two values are reported for each measurement. These correspond to the penumbras of each of the two opposing edges of the dose distribution.
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<table>
<thead>
<tr>
<th>Method</th>
<th>Penumbra [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Parallel to scanning</td>
</tr>
<tr>
<td>Discrete spot scanning</td>
<td></td>
</tr>
<tr>
<td>Theory</td>
<td>4.72</td>
</tr>
<tr>
<td>DC on 1 mm grid</td>
<td>4.66</td>
</tr>
<tr>
<td>DC on 2 mm grid</td>
<td>4.64</td>
</tr>
<tr>
<td>Measurement</td>
<td>4.68 ± 0.11</td>
</tr>
<tr>
<td>Continuous line scanning</td>
<td></td>
</tr>
<tr>
<td>Theory</td>
<td>5.32</td>
</tr>
<tr>
<td>DC on 1 mm grid</td>
<td>5.30</td>
</tr>
<tr>
<td>DC on 2 mm grid</td>
<td>5.26</td>
</tr>
<tr>
<td>Measurement</td>
<td>5.43 ± 0.09</td>
</tr>
</tbody>
</table>

Table 7.1.: Penumbra of a single-energy layer parallel and perpendicular to the faster, primary scanning direction for discrete spot scanning and continuous line scanning. Measured values are compared with the theoretical prediction and the dose calculation (DC) on two dose grids with different grid spacing.

Figure 7.3.: Profiles along (a) T and (b) U for single-scan discrete spot scanning and continuous line scanning with 1 and 50 scans. Inset is the left penumbra. Plotted is the light output relative to the median light output of a uniform cubic field applied by spot scanning.
Table 7.2.: Penumbra of the central profiles parallel and perpendicular to scanning. The measurements were taken at the central plane at a water-equivalent depth of 10 cm. Two values are given for each measurement for both opposing edges of the dose distribution, i.e., left/right edge and upper/lower edge. Shown are the results for simulated scattering without and with lateral expansion of the scanning area. Combined re-scanning was applied as explained in the text. In addition, discrete spot scanning was compared, also applied with the collimator and compensator. The error in measuring the penumbra is about 0.1 mm.

As a comparison, the penumbra of the field applied by spot scanning is also given. Without re-scanning, the penumbra for line scanning is within 0.1 mm of the penumbra for spot scanning. The only measurable difference occurred for combined re-scanning along the primary scanning direction T, perpendicular to motion. Here, the penumbra recovered by 0.6 mm when the scanning area was expanded.

### 7.2.2. Re-scanning

**Continuous line scanning**

As presented in figure 7.4, 10 times re-scanning reduced $D_{5-95}$ to below 5% for both targets. More re-scans did not improve this value. For the spherical target and 20 re-scans, some measurements had $D_{5-95}$ above 5%. The same happened also for the liver target and 15 re-scans. Generally, the spread in $D_{5-95}$ was very small for 10 or more re-scans. The results for $V_{\text{hot+cold}}$ are analogous: 10 re-scans removed all hot and cold spots for both targets. However, for more re-scans, up to 5% $V_{\text{hot+cold}}$ was measured. The median light output, compared to the light output distributions without motion, was very stable for the liver target, irrespective of the number of re-scans. By contrast, a linear increase in median light output was observed for the spherical target, culminating in a small over-dosage of about 1.5% for 20 re-scans.
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Figure 7.4.: $D_{5\text{-}95}$ (a) and $V_{\text{hot+cold}}$ (b) as a function of the number of re-scans for 1 cm motion amplitude. Results for both a spherical target and a liver target are shown. The fields have been applied with continuous line scanning. For the simulations, the area between the minimum and maximum values out of 36 different starting phases was shaded, restricted to the two-dimensional region of interest of the measurement.

Comparison of continuous line scanning and discrete spot scanning

Spot scanning and line scanning lead to very similar results for the spherical target. These results are shown in figure 7.5. $D_{5\text{-}95}$ was below 5\% for 10 and more re-scans and no hot or cold spots were seen for 8 and more re-scans. $D_{5\text{-}95}$ and $V_{\text{hot+cold}}$ were overlapping for both methods. The simulations predicted that for spot scanning, the light output distributions would become worse between 6 and 8 re-scans and then dramatically improve between 8 and 10 re-scans. This behaviour could not be verified by measurements.

For no re-scanning, the treatment time for line scanning was less than 55\% of the one for spot scanning. For more re-scans, line scanning grew more efficient up to 10 re-scans, where the ratio attained its minimum at 30\%, see figure 7.6.

7.2.3. Simulated scattering

From figure 7.7 it is clearly visible that re-scanning applied by simulated scattering reduced both the spread and average value of $V_{\text{hot+cold}}$. However, only for the central ROI were all hot and cold spots removed. For the distal ROI, hot and cold spots amounted to not more than 2\% in one case and were averaged out in all other cases. $D_{5\text{-}95}$ was below 5\% for both the central and the distal ROI. For both statistics, there is a trend for worse values with WER of the analysis ROI. The median light output was 1.7\% lower in the distal ROI than in the central ROI. This difference boils down to quenching of the light output in the scintillating screen, see section 4.3.2. The value predicted by simulations was 1.6\%.
7.2. Results

Figure 7.5.: $D_{5-95}$ (a) and $V_{\text{hot+cold}}$ (b) as a function of the number of re-scans for 1 cm motion amplitude. Results for both discrete spot scanning and continuous line scanning are shown. For the simulations, the area between the minimum and maximum values out of 36 different starting phases was shaded, restricted to the two-dimensional region of interest of the measurement.

Figure 7.6.: Treatment time for continuous line scanning as a percentage of the treatment time for discrete spot scanning. All values are according to simulations.
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Figure 7.7.: Interplay effect for simulated scattering and combined re-scanning in terms of $V_{\text{hot+cold}}$ for (a) two different depths and for (b) no re-scanning and no lateral extension of the scanning area (no R, no E), combined re-scanning and no extension (R, no E) and combined re-scanning and extension (R, E). The motion was set to an amplitude of 1 cm and a period of 4 s. Each marker represents a single measurement. The box plots in (a) shows the simulated data for 36 equally distributed motion phases. For re-scanning, the simulation predicts zero $V_{\text{hot+cold}}$. This data is omitted.

Laterally expanding the scanning area improved the dose distributions only modestly, as shown in figure 7.7b. Based on a central ROI encompassing the collimator opening, i.e., a circle with radius 4 cm, $D_{5-95}$ was lowered merely by 0.5%. A slightly larger improvement was measured for $V_{\text{hot+cold}}$, where the lateral expansion resulted in a value lower by 1.8%. Finally, median light output increased by 0.8%.

7.3. Discussion

The efficiency of re-scanning to mitigate the interplay effect has been verified for continuous line scanning on two target volumes and compared with re-scanning for discrete spot scanning for the spherical target volume. In addition, motion mitigation by simulated scattering has been investigated.

Agreement in average dose between spot and line scanning within 1% was achieved. For both targets, 10 times volumetric re-scanning was able to mitigate the interplay effect for a motion amplitude of 1 cm. A slight increase in median light output with the number of re-scans was found for the spherical target. For 10 re-scans, it was negligible. No difference between spot and line scanning considering their power to mitigate motion effects was seen for the spherical target.

The fact that the average dose was slightly larger for line scanning than for spot scanning can be explained by the sensitivity of the absolute dose to the air temperature and pressure in the dose monitor. At the moment, this correction is applied on-line for
spot scanning, but for line scanning this happens during treatment planning because line scanning is still under development. If the conditions change between treatment planning and application on the gantry, the absolute dose will be off. As a rule of thumb, a difference of 1% in absolute temperature or pressure causes a change of 1% in the dose. This rule is based on the fact that the amount of charge collected by an ionisation chamber is proportional to the gas density in the sensitive volume of the chamber.

The larger error in average dose for 50 re-scans is likely due to the performance of the deflector plate. For such a large number of re-scans, the speed of the beam is at its maximum, while the beam intensity is reduced. During the time it takes for the control loop to adjust the beam intensity, which is about 1 ms, a large distance is covered by the beam and spreads the dose error over a large part of the target. Reducing the maximum scanning speed would help, but this would also increase the treatment time. However, such a high number of re-scans will probably never be used in practice because it does not seem to be necessary for mitigating moderate motion. An exception is simulated scattering.

The deviations of the measured penumbra to the calculated values are probably due to the uncertainty on the beam width that has been used for the theoretical and the dose calculations and imperfections in the beam delivery. What is more, spots are not perfect Gaussian curves and are not rotationally symmetric as assumed by the calculations. Although using a higher resolution of the dose grid yielded values closing in on the theoretical penumbra, this would also come at the cost of longer calculation time. The observed difference is most likely insignificant in practice even for a 2 mm dose grid.

The average dose for simulated scattering showed a relevant shift of up to 4% with respect to spot scanning. This could be a problem of variable pressure and temperature in the treatment room, as this had to be corrected offline for simulated scattering. However, this is probably not enough to explain all of the observed discrepancy. Another cause could be the use of a compensator. First, it leads to a different energy distribution of the protons that deposit dose in the measurement plane. Because the quenching effect depends on the energy, this alters the light output that is generated in the scintillating screen. Second, the beam width at the measurement plane is larger than for measurements without a compensator. This is because there is an air gap between the compensator and the PMMA blocks in the set-up of our experiment. Protons that are scattered in the compensator, most importantly due to multiple Coulomb scattering, drift away from their initial lateral position in the air gap.

When using a collimator and a compensator, the penumbra is the same for both spot and line scanning, except for combined re-scanning in the scanning direction. In this case, laterally expanding the scanning area, while keeping the dose delivery untouched, recovers the penumbra in the scanning direction.

The penumbra for the spherical target, measured at 10 cm WER, was about twice as large as for the single-energy layer, which was measured in air. The fact that the penumbra differed between one side of the target volume and the other side indicates that the treatment field was not perfectly centred with respect to the collimator and
compensator.

As motion mitigation performance was comparable for spot and line scanning in our set-up, the advantage of the latter is a treatment time as small as 30% of the time for spot scanning for 10 and more re-scans. On the other hand, only one target and one motion trajectory has been checked. Simulations have indicated that line scanning mitigates the interplay effect even better than spot scanning for the same number of re-scans [110], depending on the target volume. For the target size chosen in this work, this effect was not predicted. A possible explanation is that a typical iso-energy layer is re-scanned in less than 300 ms by line scanning. Since motion on this time scale is small, each iso-energy layer is homogeneous. These layers are still shifted with respect to each other but the overall dose homogeneity is better than if the layers themselves were in addition inhomogeneous.

For both the geometric spherical target volume and the realistic liver target volume, the motion mitigation performance of re-scanning was very similar. Therefore, the results on line scanning should not depend on the shape and size of the target volume of a patient.

It is known from simulations that if beam scanning and tumour motion have a similar period, the interplay effect is enhanced for certain re-scan parameters, especially for volumetric re-scanning [110, 289]. This resonance effect was predicted by our simulations only for spot scanning, probably because the time to apply one re-scan of the whole target volume was closer to the motion period for spot scanning than for line scanning. In the measurement results, however, this effect could not be reproduced. Because the motion period varied with a standard deviation of 300-400 ms, the interplay between motion and scanning was not perfectly reproducible from re-scan to re-scan, as it was assumed by the simulation program.

The selected re-scanning approach for simulated scattering was almost sufficient for alleviating the interplay effect for the spherical target. A very small amount of cold and hot spots remained for 1 cm motion amplitude. Although it is technically possible to choose an even higher number of re-scans for simulated scattering, it is not safe to say that this would result in more homogeneous dose distributions. What is more, in the application of such re-scanning the beam intensity would have to be reduced because the sweeper magnets could not scan the beam faster. In turn, this would limit the efficiency in beam usage. Another option is the introduction of an ITV to cover the motion by a margin. To this end, a new set of collimator and compensator would have to be produced. More interesting, though, would be the combination of re-scanning and gating. The lateral expansion of the scanning area did not show large benefits in terms of penumbra and dose homogeneity. The drawback of this approach is a slightly increased time for field delivery.

In the future, better conformity of the dose distribution to the target may be achieved by scanning along the contours of the target volume. Typically, in the central part of the target volume, spot weights are smaller because several distal spots contribute to the dose at this position. When scanning along straight lines, the beam intensity can be very dynamic. This is a challenging situation for the deflector plate. Contour scanning may
be a better solution, where the beam follows the contour of the target volume. Because the iso-dose lines are often also parallel to the target contour, the beam intensity would be almost constant.

At the moment, there is no on-line verification in place for line scanning. Verification of the applied dose during scanning is a major challenge because the beam covers up to 2 cm/ms. Fast detectors and electronics are required. As a first step, verification will probably take place after the application of each line. One advantage of re-scanning is that if the applied dose profile in a re-scan does not match the requested dose profile, it could be corrected in the subsequent re-scan.

7.4. Conclusion

Continuous line scanning was shown to mitigate the interplay effect by re-scanning for motion of up to 1 cm. The results were consistent between the two target volumes checked. The average dose and the penumbra were in sufficient agreement with the values obtained by discrete spot scanning. Dose homogeneity as a function of the number of re-scans decreased in a similar fashion as for discrete spot scanning. Treatment time was shortened by a factor of 3 for 10 and more re-scans.

Simulated scattering was shown by experiment to be able to deliver dose distributions comparable with spot scanning, except for a shift in average dose of about 4%. This needs more investigation. Even when many volumetric re-scans were applied, up to 50 re-scans for the most distal iso-energy layer, the dose distributions were sufficiently homogeneous. Re-scanning clearly reduced the amplitude and spread of motion effects for a motion amplitude of 1 cm and nearly all cold and hot spots could be averaged out.

Further improvement in motion mitigation or an application to larger motion amplitudes should be based on a combination of gating and re-scanning. Since the measurements have been performed in a homogeneous phantom, care has to be taken in transferring to clinical cases the results presented here.
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In the preceding sections, experimental evidence has been gathered to assess the effectiveness of re-scanning and gating in the treatment of tumours by scanned proton therapy in the presence of organ motion in a homogeneous phantom.

It has been shown by direct measurements using discrete spot scanning that re-scanning is able to mitigate motion of up to 10 mm for a spherical target. Volumetric scaled re-scanning turned out to be the best method, whereby the beam is scanned through the whole target volume in each re-scan (volumetric) and the weights of the re-scanned spots are calculated by dividing the original weights by the number of re-scans (scaled).

For proton therapy facilities which cannot rely on fast energy modulation, volumetric re-scanning is not feasible as it would lead to very long treatment times. For motion amplitudes of up to 5 mm, layered, iso-layered re-scanning is recommended, where all re-scans of an iso-energy layer are applied directly after each other (layered) and the dose per spot is constant for all re-scans (iso-layered).

Gating performed satisfactorily for a spherical target volume and regular, periodic motion. In less academic circumstances, re-scanning was necessary to reliably achieve acceptable dose distributions. To this end, iso-layered re-scanning should be favoured, as the treatment time, which is already stretched due to gating, does not increase as much as with scaled re-scanning. There is no benefit of volumetric re-scanning as gating already introduces large enough shifts in motion phase between subsequent re-scans of iso-energy layers.

Continuous line scanning has been shown to be a promising technology to overcome an existing limitation of discrete spot scanning, the inherent dead time due to scanning the beam from spot to spot, especially in the context of re-scanning. The outcome was consistent for both a regular spherical target volume and an irregular liver target volume. The treatment time could be reduced by up to 70\% with respect to spot scanning. The larger the number of re-scans, the higher was the reduction in treatment time. The maximum reduction was achieved at about 10 re-scans and remained at that level for more re-scans.

Scattering proton therapy was simulated on Gantry 2 by applying line scanning with a high number of re-scans to a collimator and a compensator. Even if the control of the absolute dose is still an issue, motion of 1 cm amplitude could be mitigated by this simulated scattering.

The effect of re-scanning on the dose distributions is reasonably predictable by simulations in a homogeneous phantom. It still has to be verified if this assertion also holds in realistic patient geometries, where the time-dependent variations in proton range modulate the interplay effect and complicate the definition of ITVs. For this purpose, we
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initiated the development of an anthropomorphic respiratory phantom with a view to fulfil as many community requests to such a phantom as possible. The most recent prototype is very close to these requests, as presented in appendix [A](#). This advanced 4D phantom could be turned into a commercial product in the near future.

In order to grow more confident in the results presented in this thesis, measurements with many more patient target volumes and on a wide variety of realistic motion trajectories are required. Ideally, these measurements will be conducted on our anthropomorphic phantom. The influence of multiple fields per fraction on the interplay effect should be studied as well, especially its interaction with re-scanning. Specifically, it would be of interest to find out how many fields correspond to how many re-scans. Such studies could in principle also be carried out with the CCD system. The major complication is the fact that in the current implementation, the system is only able to move horizontally. Therefore, the simple cuboid plexiglas stack would have to be replaced by a more complicated arrangement for beam irradiation from other directions than vertical.

The gating signal in our measurements was directly based on the true motion of the respiratory platform. In reality, gating signals are almost always based on an indirect measure of the tumour position. A more realistic evaluation of motion mitigation by gating is possible with a dynamic anthropomorphic phantom, where either the phantom surface or X-ray imaging of the diaphragm or implanted markers would be used as surrogates of tumour motion.

Apart from breath-hold, which in a way is very similar to gating, a prominent absence among the motion mitigation techniques tested here is tracking. One reason for this is the large effort of implementation and the open question of quality assurance. PET imaging during or right after treatment might solve the latter problem in the future. Tracking could be combined with re-scanning or gating. The first step in this direction would be slow tracking, whereby the baseline drift of tumour motion is corrected by the treatment table or the scanned beam. The offset could be determined by BEV imaging every 30 s, for example. With this approach, motion in the beam direction is both difficult to detect and difficult to correct. Motion detection based on BEV imaging has to rely on a correlation model, which might become inaccurate in the case of baseline drift anyway. Correction is performed by a shift in beam energy, which is only possible with a major overhaul of the control system of Gantry 2. At any rate, the relationship between motion in beam direction and changes in range is not at all straightforward. Depending on the circumstances, range changes are possible without motion along the beam and vice versa.

For our CCD system, quenching of the light output of the scintillating screen is a major obstacle for direct relation of the measured distributions to dose distributions, which clinically used plan evaluation criteria are based on. In principle, it is possible to conceive a scintillating material not exhibiting quenching, e.g., by carefully mixing two different scintillating powders, where the elevated light output of one of the powders for large stopping powers is compensating for the quenching of the other powder [278].

At some point, the two strands of 4D dose calculations at PSI will be merged. The first strand has been described in this work. Dose distributions in water are calculated
for arbitrary target volumes. Parallel computation of a large set of motion and re-scanning parameters is possible with relatively little effort by running the calculations on a computer cluster. The fact that computing time is linear in the number of re-scans is not a concern because the full parameter space can be cut into appropriate pieces with comparable computing time. The motivation for this strand has also been fostered by the fact that no TPS had been available for Gantry 2 for the better part of this thesis.

The second strand uses a modified, 4D version of the TPS for Gantry 1. While the beam model is the one of Gantry 1, the timing of treatment delivery is modelled on Gantry 2. The patient geometry is provided either by 4D-CT data sets or by 3D-CT images which are deformed in time according to the motion model derived from 4D-MRI data [287]. A certain automation of covering the parameter space of motion and re-scanning has been achieved, but improvements here are paramount to further progress. In a recent student project, the dose calculation has been ported to massively parallel computation on a graphics processing unit (GPU), yielding a speed-up of up to 100 times [290].

The merging of these two strands would combine dose calculation on full 4D patient data on a fast GPU with full automation of covering the parameter space. This could attain the shape of a fork of the Gantry 2 TPS, a stand-alone application or a plug-in to the TPS.

The benefits of continuous line scanning and the broad, uncovered area for research on this topic seems to be evident. Even so, quality assurance and on-line verification of the delivered dose has not been implemented yet. Improvements are also possible in the modulation of the dose rate. Two factors are worth mentioning here. First, the control loop, with a feed-forward part (the look-up table) and a feed-back part (the integral error), should be optimised. Second, the delay in adjusting the power supplies which generate the voltage of the deflector plate should be minimised. This would also help improve the performance of the control loop because the difference in MU rate due to this delay would sum up to a smaller integral error, hence oscillations and over-shoots in the MU rate would be subdued.

In section 3.2, we saw that the drawback of scaled re-scanning is the inefficiency of the approach when facing very small spot weights. This is not a purely academic problem, but so far, with re-scanning not being applied clinically, it has just not been a serious problem. While small spot weights can be suppressed in the plan optimisation procedure to some extent, for a large enough number of re-scans, a satisfactory trade-off between dose homogeneity and minimum spot weight is rendered difficult.

The method of mixed re-scanning, which was proposed in section 3.2, applied scaled re-scanning as long as the weights of the re-scanned spots are sufficiently large. As soon as these weights drop below a threshold, the algorithm switches to iso-layered re-scanning. The method works in terms of applicability on Gantry 2, but motion mitigation is worse than for both scaled and iso-layered re-scanning. More research into mixed re-scanning might resolve this issue.

For Gantry 2, increasing the overlap between neighbouring spots by increasing the beam size or by decreasing the spot grid spacing did not show clear benefits in a sim-
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ulation study as part of a student project [291]. One reason is that the motion offset changes only slowly while applying a few rows of spots as long as the spots are not highly weighted. Thus, the particular distribution of the spots might have only a small influence on the interplay effect. More important are motion offsets between neighbouring spots that are located in different iso-energy layers. Decreasing the energy spacing should provide improved dose distributions, although the effect was only noticeable for layered re-scanning. In the best case, these methods of motion mitigation could be as effective as re-scanning. On the other hand, changing the beam size would go along with a considerable effort of machine calibration, and spot grids with small spacing would introduce much longer delivery times, which would grow quadratically with the scaling factor of the grid spacing.

In summary, we have demonstrated in this work that rescanning in combination with gating can be an effective method of mitigating organ motion in scanned proton therapy. The increase in treatment time can be countered by changing the scanning mode from discrete spot scanning to continuous line scanning. However, our conclusions have to be confirmed in more realistic phantoms, and over a larger range of target volumes and shapes, before these results can be generalised. Such work is currently being planned and performed using a dedicated 4D anthropomorphic phantom, the details of which are described in appendix A.
A. An anthropomorphic respiratory phantom

The major limitations of the measurements in this thesis were the restriction to a homogeneous phantom and one-dimensional motion. The ultimate goal in 4D dosimetry is a phantom that approaches as closely as possible the anatomical and physiological features of a human. The effect of density heterogeneities is especially important in proton therapy \[292 \ 293 \ 78\], including range changes of the proton beam and the degradation of the Bragg peaks.

The development of such an anthropomorphic phantom faces challenges in a way that compromises are unavoidable. Dose distributions should be measured with high precision and in three dimensions without disturbing the motion of the phantom and the dose distributions themselves. If the detector is taken out of the phantom for read-out, it should be possible to put it back at the exact same location and with the same orientation. In the case where the detector is permanently placed in the phantom, the data has to be transmitted out of the phantom without disturbing the motion and the dose distributions.

As part of this PhD project, and in close collaboration with colleagues in the 4D research group at PSI, a list of specifications has been worked out on the basis of community needs specific to charged particle therapy \[294\]. Several prototypes have been realised by the company Centre Suisse d’Electronique et de Microtechnique (CSEM) \[295\]. The current prototype is shown in figures A.1 and A.2.

The phantom consists of the abdominal part of an artificial skeleton, including the rib cage. The skeleton is mounted with non-metallic parts on a wooden board. Lungs made of foam are mounted in the rib cage so that they can be easily exchanged. The ribs provide mobile density heterogeneities. The space between the ribs is filled in with artificial muscular tissue. When the beam passes through a rib, its range is diminished compared with passing through muscular tissue. Besides a silicon heart, no other organs are modelled. Adding a liver is planned for a future prototype.

The skeleton is covered in a mould of artificial skin. This is vital to achieving a sufficiently large WER of the tumour. In addition, it facilitates surface imaging for set-up, gating and tracking. Both male and female skin moulds are available.

The Hounsfield units and densities of the materials by and large correspond to their human counterparts, except for lung tissue, which only has a density of \(30 \text{ kg/m}^3\). This is about 10\% of the value for human lung tissue. Research is ongoing into increasing the density of the phantom lung tissue, while retaining its flexibility and permeability with respect to air.

Three-dimensional motion is achieved by active inflation and deflation of the artificial
A. An anthropomorphic respiratory phantom

Figure A.1.: Anthropomorphic respiratory phantom. Motion is induced by inflation and deflation of the lung cavities by way of the pipe visible at the cranial end of the phantom. The actual extent of the motion is measured in the SI direction by an optical distance sensor. In the AP direction, this is achieved by placing a belt equipped with a pressure sensor around the abdomen.

Figure A.2.: The top part of the skin mould has been removed for the phantom in front. The red muscular tissue filling the gaps between the ribs is visible as well as the black air-tight coating of the lungs. Tumours can be inserted by opening the air-tight zipper.
Figure A.3.: 4D-CT images showing the rib cage, the tumour and the heart in different phases of the breathing cycle. The sequence starts with the leftmost image at end-inhalation (0 %) and continues up to the rightmost image at end-exhalation (100 %). The white bar indicates the lower edge of the tumour in the end-inhalation phase.

Lungs. Air pressure is taken as a surrogate of the motion amplitude. Motion along the three axes is necessarily correlated, as it is in humans. Arbitrary pressure curves, i.e., motion trajectories, can be applied. Air pressure is measured at the connection between phantom and regulated by a feed-back loop. However, the relation between pressure and three-dimensional motion is not straightforward. Figure A.3 shows 4D-CT images of the phantom in different phases of the breathing cycle.

The specifications of phantom motion are listed below. Amplitudes for the current prototype are not yet on the required level. Reproducibility can still be improved, especially after replacing the tumour or exchanging the lungs.

- amplitude of chest wall motion: > 10 mm in AP
- amplitude of tumour motion: > 20 mm in SI
- amplitude accuracy and reproducibility: < 0.5 mm
- range of periods for regular motion: 1-15 s
- support of irregular, programmable motion patterns

The air ventilation and the electronics are well separated from the phantom, which contains no metallic parts. This renders the system CT and MRI compatible. For instance, deformable registration algorithms can be verified on an MRI. Such algorithms are important, for instance, for the calculation of 4D-CT data based on a single 3D-CT image and 4D-MRI imaging. Furthermore, these properties help establish a correlation model between tumour and surface motion by 4D-MRI, as used in gating and tracking. For on-line tracking, our X-ray beam’s eye view (BEV) can either track the diaphragm of the phantom or markers placed in or near the tumour. 3D motion can then be derived from the 2D images using a patient-specific model based on Principle Component Analysis of motion extracted from 4D-MRI data sets [296].

Dose distributions are captured by radio-chromic films inserted into slits of the silicon or wooden tumour and also into pockets in the breasts of the female skin. This approach is clearly not ideal in terms of reproducibility and efficiency because after each irradiation, the films have to be retrieved from the tumour, new films have to be inserted and
A. An anthropomorphic respiratory phantom

Figure A.4.: Interplay effect due to regular organ motion in the anthropomorphic respiratory phantom. Radiochromic films were inserted at three different positions inside the tumour, orthogonal to the incident beam. The motion amplitude was 1 cm in SI direction, corresponding to the horizontal axis on the plots, and the breathing period was 4 s.

<table>
<thead>
<tr>
<th></th>
<th>proximal</th>
<th>central</th>
<th>distal</th>
</tr>
</thead>
<tbody>
<tr>
<td>static</td>
<td>1.00 ± 0.03</td>
<td>1.01 ± 0.03</td>
<td>1.00 ± 0.03</td>
</tr>
<tr>
<td>motion 1 cm</td>
<td>0.85 ± 0.13</td>
<td>0.89 ± 0.11</td>
<td>0.93 ± 0.06</td>
</tr>
<tr>
<td>motion 2 cm</td>
<td>0.84 ± 0.06</td>
<td>0.77 ± 0.06</td>
<td>0.68 ± 0.07</td>
</tr>
</tbody>
</table>

Table A.1.: Mean and standard deviation of the dose in Gy for the proximal, central and distal ROI for different motion scenarios. Because the ROIs for 2 cm motion amplitude extended into the ITV, the mean dose was lower than for 1 cm.

the tumour put back to its former position and orientation. Alternatively, point doses are measured by an ionisation chamber inserted into the tumour. Tumours of different shapes and sizes are available for placement into one of the lungs.

First measurements carried out on Gantry 1 clearly showed the interplay effect, as illustrated in figure A.4. Radio-chromic films were inserted into the tumour at three different depths. A single field with a prescribed dose of 1 Gy was applied and the beam axis was perpendicular to the films. The evaluation of the film measurements are summarised in table A.1.

In summary, the interplay effect in spot scanning due to organ motion has been demonstrated in an anthropomorphic, breathing phantom and research on Gantry 2 has started with this phantom with a view to verifying different motion mitigation techniques for scanned proton therapy.
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