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ANDREA BARTH AND ANNIKA LANG


#### Abstract

In this paper, the strong approximation of a stochastic partial differential equation, whose differential operator is of advection-diffusion type and which is driven by a multiplicative, infinite dimensional, càdlàg, square integrable martingale, is presented. A finite dimensional projection of the infinite dimensional equation, for example a Galerkin projection, with nonequidistant time stepping is used. Error estimates for the discretized equation are derived in $L^{2}$ and almost sure senses. Besides space and time discretizations, noise approximations are also provided, where the Milstein double stochastic integral is approximated in such a way that the overall complexity is not increased compared to an Euler-Maruyama approximation. Finally, simulations complete the paper.


## 1. Introduction

The numerical study and simulation of stochastic partial differential equations has been an active field of research for the last fifteen years. Within the last decades, the extension of partial differential equations to stochastic partial differential equations has become increasingly more important in applications, especially in engineering (image analysis, surface analysis, and filtering, etc. $[26,32,38,40,45]$ ). On the other hand, in finance, finite dimensional systems of stochastic differential equations have been extended to infinite dimensional ones, i.e., to stochastic partial differential equations (see e.g., [17, 5]). In most cases, it is not possible to obtain explicit solutions to these problems. It is therefore natural to study numerical solutions of these stochastic partial differential equations.

We aim at approximating (mild) solutions of the stochastic partial differential equation given by

$$
\begin{equation*}
d X(t)=(A+B) X(t) d t+G(X(t)) d M(t), \quad X(0)=X_{0} . \tag{1.1}
\end{equation*}
$$

Here $M$ is a càdlàg, square integrable martingale taking values in a separable Hilbert space $U$. Probably the most popular examples of such stochastic processes are Wiener processes and jump processes which are square integrable martingales. The operators $A$ and $B$ are second and first order differential operators on the Hilbert space $H=L^{2}(D)$ for a bounded domain $D \subset \mathbb{R}^{d}, d \in \mathbb{N}$. The operator $G$ is a mapping from $H$ into the linear operators from $U$ to $H$. The initial condition $X_{0}$ is an $H$-valued random variable that is independent of the driving noise process and we consider the solution on a finite time interval $\tau=[0, T], T<+\infty$.

[^0]The type of equation studied in this paper appears, besides geophysical models, in the study of Zakai's equation (cf. [47]). The stochastic partial differential equation of Zakai type, which was introduced by Zakai for a nonlinear filtering problem, reads, extended to square integrable martingales,

$$
\begin{equation*}
d u_{t}(x)=L^{*} u_{t}(x) d t+G\left(u_{t}(x)\right) d M_{t}(x) . \tag{1.2}
\end{equation*}
$$

In the framework of this paper, the equation is considered on a bounded domain $D \subset \mathbb{R}^{d}$, with zero Dirichlet boundary conditions on the Lipschitz boundary $\partial D$ and initial condition $u_{0}(x)=v(x)$, for $x \in D$. In the original filtering problem, $L^{*}$ is a second order elliptic differential operator of the form

$$
L^{*} u=\frac{1}{2} \sum_{i, j=1}^{d} \partial_{i} \partial_{j} a_{i j} u-\sum_{i=1}^{d} \partial_{i} f_{i} u
$$

for $u \in C_{c}^{2}(D)$, and it is explicitly split into the operators $A$ and $B$ in Equation (1.1) in Section 2. In the original filtering problem, the operator $G$ in Equation (1.2) denotes a pointwise multiplication with a suitable function $g \in H$. This setting is included in the more general assumptions on $G$ in Equation (1.1) which are discussed in detail in Section 2.

When it comes to strong approximations of Hilbert-space-valued stochastic differential equations, approximation has to be performed in space and time; moreover, it is likely that the noise must also be approximated. In this paper, we study for the space approximation a projection of the original problem onto a finite dimensional subspace of $H$, which could be done, for example, by use of a Galerkin method. Further, we employ a Milstein approach with nonequidistant time stepping for the time approximation of the solution of the stochastic partial differential equation (1.1). We derive mean square and almost sure convergence results for our approximation scheme which are of special interest for all path dependent problems, e.g., in our case (among others) in filtering problems.

So far, Galerkin methods have been mainly used for partial differential equations (cf. [46, $20,19,44]$ ), but some recent applications to stochastic partial differential equations have been performed e.g., in $[4,8,10,12,13,29,30,31]$. One can find the approximation of mild solutions with colored noise e.g., in $[3,22,31,32]$ and references therein. First approaches to higher order approximation schemes using Taylor expansions were treated e.g., in [39], [23], and [24] with additive, space-time white noise and with multiplicative, colored Wiener noise in [25] and colored, continuous martingale noise in [6]. In [25], a Milstein scheme for stochastic partial differential equations driven by Wiener noise is derived and $L^{2}$ convergence of order $1-\epsilon$, for $\epsilon>0$, in the time discretization is shown. In most of these references, parabolic equations with (possibly) nonlinear terms are studied. Here, we treat a larger class of (possibly) noncontinuous noises and study an advection-diffusion type equation. For Wiener noise, fully discrete approximations of the solution of Equation (1.1) were already studied in [13], while higher order schemes were presented in [35, 36] for a time approximation. Furthermore, in [6] a (semidiscrete) space approximation and a fully discrete approximation using a Galerkin method in space and a backward Euler approach in time were introduced. A space approximation for an equation driven by a - not necessarily continuous - square integrable martingale was done in [34].

Here, we combine and extend results from [35, 36], [6], [33], and [34] and derive $L^{2}$ and almost sure convergence for an approximation scheme with a not necessarily equidistant time discretization. The increased convergence of order one in the time discretization is
derived by adding an extra term to the well-known Euler-Maruyama scheme, which itself just leads to convergence of order $\mathrm{O}\left(k^{1 / 2}\right)$. In [6], $L^{p}$ convergence of order $\mathrm{O}\left(h^{2}+k\right)$ for a space discretization of width $h$ and a time step of size $k$ was shown and used to prove almost sure convergence of order $\mathrm{O}\left(\left(h^{2}+k\right)^{1-\epsilon}\right)$. For a noncontinuous, square integrable martingale, problems arise in the proof of almost sure convergence, as presented in [6] due to the missing time regularity of the solution of the stochastic partial differential equation. Namely, $X(t)-X(s)$ converges with order $(t-s)^{1 / p}$ in $L^{p}$ for $t \rightarrow s$ and this cannot be improved (see [34]). Therefore, the optimal order of almost sure convergence cannot be achieved with an argumentation based on the Borel-Cantelli lemma, which was used in the proof of almost sure convergence in [6]. Since the proof in [6] was done for $p>2$, and then transferred to $L^{2}$ by Hölder's inequality, even the order of convergence in $L^{2}$ would not be optimal with this strategy. Here, we combine the proof given in [6] with the arguments in [33] in order to preserve $L^{2}$ convergence of order $\mathrm{O}\left(h^{2}+k\right)$, even for noncontinuous martingale noises, given that the equation fulfills sufficient smoothness assumptions. Further, we derive almost sure convergence of the approximation scheme.

Besides space and time discretization, we also address the problem of the approximation of the (noncontinuous) noise. As shown in [7], the appropriate truncation of the Karhunen-Loève expansion of the noise preserves the overall order of convergence for the Euler-Maruyama term. The corresponding result for the Milstein term (with its iterated stochastic integrals) exhibits further difficulties. Fast simulation of Wiener noise can be done, for example, with Fourier techniques in $\mathrm{O}(N \log N)$, where $N$ is the number of space discretization points, as shown in [37]. This is essentially the same computational cost as an optimal Finite Element solver needs for a discretized homogeneous (elliptic) problem. In this paper, we prove that for a given complexity of the Euler-Maruyama term, the overall order of computational work does not increase when a Milstein term is added, although multi dimensional iterated stochastic integrals have to be calculated. The order of computational work remains the same, due to the fact that the number of terms of the Karhunen-Loève expansion, which is needed to keep the overall order of convergence, is the square root of terms needed for the Euler-Maruyama term.

More precisely, the main result of this paper is the following: Assume that Equation (1.1) is approximated by the projected stochastic partial differential equation onto a finite dimensional subspace of $H$, and discretized in time with an adapted Milstein scheme. Furthermore, suppose that the approximation of the corresponding homogeneous, parabolic, deterministic problem

$$
\frac{\partial}{\partial t} u=A u
$$

converges with order $\mathrm{O}\left(h^{\alpha}+k^{\alpha / 2}\right)$, for $\alpha \in \mathbb{N}$, to the solution of the homogeneous problem. Then, the approximated stochastic partial differential equation converges with order $\mathrm{O}\left(h^{\alpha}+\right.$ $\left.k^{\min (\alpha / 2,1)}\right)$ in $L^{2}$. It also converges almost surely to the mild solution of Equation (1.1) with at least order $\mathrm{O}\left(k^{(1-\epsilon) / 2}\right)$ for any $\epsilon>0$ and for $h^{2}=\mathrm{O}(k)$. Furthermore, conditions are given such that the approximation of the noise preserves this order of convergence.

This work is organized as follows: In Section 2, the framework and the properties of the stochastic partial differential equation and its solution are given. Section 3 introduces the space and time approximation and its $L^{2}$ and almost sure convergences. The noise is approximated in Section 4, and conditions are given so that the overall order of convergence that was proven in Section 3 is preserved. Finally, Section 5 provides an example of a compensated Poisson
process, which illustrates the limit of the order of convergence in the time domain. Further, this section contains simulations of the mean square convergence of the Euler-Maruyama and Milstein term.

## 2. Framework

Let $H$ denote the Hilbert space $L^{2}(D)$ with Lebesgue measure, where $D \subset \mathbb{R}^{d}, d \in \mathbb{N}$, is a bounded domain with Lipschitz boundary $\partial D$, and let the subspaces $H^{\alpha}$ be the Sobolev spaces for a smoothness parameter $\alpha \in \mathbb{N}$, and $H_{0}^{\alpha}$ the closure of $C_{c}^{\infty}(D)$ in $H^{\alpha}$. Here, $C_{c}^{\infty}(D)$ is the space of all infinitely often differentiable functions with compact support. Consequently, $H_{0}^{1}$ denotes the space of all weakly differentiable functions that vanish at the boundary. We are interested in the development of a numerical approximation scheme to generate paths of the solution of the stochastic partial differential equation

$$
\begin{equation*}
d X(t)=(A+B) X(t) d t+G(X(t)) d M(t) \tag{2.1}
\end{equation*}
$$

on the finite time interval $[0, T]$ with initial condition $X(0)=X_{0}$ and zero Dirichlet boundary conditions on $\partial D . M$ is a càdlàg, square integrable martingale on a filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$, satisfying the "usual conditions", with values in a separable Hilbert space $\left(U,(\cdot, \cdot)_{U}\right)$. The space of all càdlàg, square integrable martingales taking values in $U$ with respect to $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ is denoted by $\mathcal{M}^{2}(U)$. We restrict ourselves to the following subset of square integrable martingales taking values in $U$ :

$$
\mathcal{M}_{b}^{2}(U)=\left\{M \in \mathcal{M}^{2}(U), \exists Q \in L_{1}^{+}(U) \text { s.t. } \forall t \geq s \geq 0,\langle\langle M, M\rangle\rangle_{t}-\langle\langle M, M\rangle\rangle_{s} \leq(t-s) Q\right\}
$$

where $L_{1}^{+}(U)$ denotes the space of all linear, nuclear, symmetric, nonnegative-definite operators acting on $U$. The operator angle bracket process $\langle\langle M, M\rangle\rangle_{t}$ is defined as

$$
\langle\langle M, M\rangle\rangle_{t}=\int_{0}^{t} Q_{s} d\langle M, M\rangle_{s}
$$

where $\langle M, M\rangle_{t}$ is the unique angle bracket process from the Doob-Meyer decomposition. The process $\left(Q_{s}, s \geq 0\right)$ is called the martingale covariance. Examples of such processes are square integrable Lévy martingales, i.e., those Lévy martingales with Lévy measure $\nu$ that satisfies, for $\varphi \in U$,

$$
\int_{U}\|\varphi\|_{U}^{2} \nu(d \varphi)<+\infty
$$

Since $Q \in L_{1}^{+}(U)$, there exists an orthonormal basis $\left(e_{n}, n \in \mathbb{N}\right)$ of $U$ consisting of eigenvectors of $Q$. Therefore, we have the spectral representation $Q e_{n}=\gamma_{n} e_{n}$, where $\gamma_{n} \geq 0$ is the eigenvalue corresponding to $e_{n}$. The square root of $Q$ is defined as

$$
Q^{1 / 2} \psi=\sum_{n}\left(\psi, e_{n}\right)_{U} \gamma_{n}^{1 / 2} e_{n}
$$

for $\psi \in U$, and $Q^{-1 / 2}$ denotes the pseudo inverse of $Q^{1 / 2}$. Let $\left(\mathcal{H},(\cdot, \cdot)_{\mathcal{H}}\right)$ be the Hilbert space defined by $\mathcal{H}=Q^{1 / 2}(U)$ and endowed with the inner product $(\psi, \phi)_{\mathcal{H}}=\left(Q^{-1 / 2} \psi, Q^{-1 / 2} \phi\right)_{U}$ for $\psi, \phi \in \mathcal{H}$. Let $L_{H S}(\mathcal{H}, H)$ refer to the space of all Hilbert-Schmidt operators from $\mathcal{H}$ to $H$ and $\|\cdot\|_{L_{H S}(\mathcal{H}, H)}$ denote the corresponding norm.

By Proposition 8.16 in [42] we have

$$
\begin{equation*}
\mathbb{E}\left(\left\|\int_{0}^{t} \Psi(s) d M(s)\right\|_{H}^{2}\right) \leq \mathbb{E}\left(\int_{0}^{t}\|\Psi(s)\|_{L_{H S}(\mathcal{H}, H)}^{2} d s\right) \tag{2.2}
\end{equation*}
$$

for $t \in \tau=[0, T]$ with $T<+\infty, M \in \mathcal{M}_{b}^{2}(U)$, and a locally bounded, predictable process $\Psi: \tau \rightarrow L_{H S}(\mathcal{H}, H)$ with

$$
\mathbb{E}\left(\int_{0}^{T}\|\Psi(s)\|_{L_{H S}(\mathcal{H}, H)}^{2} d s\right)<+\infty
$$

For an introduction to Hilbert-space-valued stochastic differential equations we refer the reader to $[42,16,11,43]$.

The operators $A$ and $B$ in Equation (2.1) are defined as follows: We assume that the functions $a_{i j}$, for $i, j=1, \ldots, d$, are twice continuously differentiable on $D$ with continuous extension to the closure $\bar{D}$. The operator $A$ is the unique self-adjoint extension of the differential operator

$$
\frac{1}{2} \sum_{i, j=1}^{d} \partial_{i}\left(a_{i j} \partial_{j} u\right), \quad u \in C_{c}^{2}(D)
$$

$B$ is a first order differential operator given by

$$
B u=\sum_{i=1}^{d} \partial_{i}\left(b_{i} u\right), \quad u \in C_{c}^{1}(D)
$$

with elements $b_{i}$ that are defined as

$$
b_{i}=\frac{1}{2} \sum_{j=1}^{d} \partial_{j} a_{i j}-f_{i}
$$

where the functions $f_{i}, i=1, \ldots, d$, are continuously differentiable on $D$ with continuous extension to $\bar{D}$. Defined this way, we also include the differential operator $L^{*}$ in Equation (1.2).

With the following assumptions, the right hand side of Equation (2.1) is well defined and its solution has certain regularity properties to be shown later. From here on, let the smoothness parameter $\alpha \in \mathbb{N}$ be fixed.

Assumption 2.1. The coefficients of $A$ and $B$, the operator $G$, and the initial condition $X_{0}$ satisfy the following conditions:
(a) For $i, j=1, \ldots, d$, the elements $a_{i j}$ belong to $C_{b}^{\alpha+1}(D)$ and $f_{i}$ to $C_{b}^{\alpha}(D)$ with continuous extensions to $\bar{D}$,
(b) there exists $\delta>0$ such that for all $x \in D$ and $\xi \in \mathbb{R}^{d}$

$$
\sum_{i, j=1}^{d} a_{i j}(x) \xi_{i} \xi_{j} \geq \delta\|\xi\|_{\mathbb{R}^{d}}^{2}
$$

(c) $X_{0}$ is $\mathcal{F}_{0}$-measurable and $\mathbb{E}\left(\left\|X_{0}\right\|_{H^{\alpha}}^{2}\right)<+\infty$,
(d) $G$ is a linear mapping from $H$ into $L(U, H)$ that satisfies for $C>0$ that for $0 \leq \beta \leq \alpha$ and $\phi \in H^{\beta}$

$$
\|G(\phi)\|_{L_{H S}\left(\mathcal{H}, H^{\beta}\right)} \leq C\|\phi\|_{H^{\beta}}
$$

Assumption 2.1(b) implies that the operator $A$ is dissipative, see e.g., [28]. Then, by the Lumer-Phillips theorem, e.g., [18], $A$ generates a strongly continuous contraction semigroup on $H$ which we denote by $S=(S(t), t \geq 0)$. Furthermore, by Corollary 2 in [27], $S$ is analytic in the right half-plane. Therefore, fractional powers of $-A$ are well-defined, cf. [18], and we denote for simplicity $A_{-\beta}=(-A)^{-\beta}$ and $A_{\beta}=A_{-\beta}^{-1}$ for $\beta>0$.

In this context we shall make use of the following lemma - whose statement is also known as Kato's conjecture - which was proven in [2].
Lemma 2.2. The domain of $A_{1 / 2}$ is $\mathcal{D}\left(A_{1 / 2}\right)=H_{0}^{1}$ and the norm $\left\|A_{1 / 2} \cdot\right\|_{H}$ is equivalent to $\|\cdot\|_{H^{1}}$, i.e., there exists $C>0$ such that

$$
\left\|A_{1 / 2} \phi\right\|_{H} \leq C\|\phi\|_{H^{1}} \quad \text { and } \quad\|\phi\|_{H^{1}} \leq C\left\|A_{1 / 2} \phi\right\|_{H}
$$

for all $\phi \in H_{0}^{1}$.
To simplify the notation in the preceding, we introduce the following norm for an $H$-valued random variable $\Phi$ with finite second moment

$$
\|\Phi\|_{H, L^{2}}=\left(\mathbb{E}\left(\|\Phi\|_{H}^{2}\right)\right)^{1 / 2}
$$

Furthermore, we abbreviate the norm in $C\left(\tau ; L^{2}(\Omega ; H)\right)$ with

$$
\|\Psi\|_{H, L^{2}, \infty_{\tau}}=\sup _{t \in \tau}\|\Psi(t)\|_{H, L^{2}}
$$

for a stochastic process $\Psi=(\Psi(t), t \in \tau)$ with finite second moment for all $t \in \tau$.
With these notations, Assumption 2.1 also implies, by results in Chapter 9 in [42], that Equation (2.1) has a unique mild solution $X$ in $H^{\alpha}$, i.e.,

$$
\|X\|_{H^{\alpha}, L^{2}, \infty_{\tau}}<+\infty
$$

and $X$ admits for $t \in(0, T]$ the (mild) form

$$
\begin{equation*}
X(t)=S(t) X_{0}+\int_{0}^{t} S(t-s) B X(s) d s+\int_{0}^{t} S(t-s) G(X(s)) d M(s) \tag{2.3}
\end{equation*}
$$

Furthermore, it is clear that the solution is in $H^{\beta}$, for all $0 \leq \beta \leq \alpha$.
We remark that we could have added a nonlinearity $F(X(t)) d t$ as done in [25]. With some smoothness assumptions, the results in the subsequent sections would still hold for continuous martingales, where $F$ has to be treated as in [25]. If the additional smoothness assumptions are fulfilled, the additive nonlinearity does not affect the choice of approximation. For example, Galerkin methods could be used for nonlinear, parabolic equations.

## 3. Approximation scheme and order of convergence

In this section we derive a fully discrete approximation scheme for Equation (2.1) and prove the convergence properties of this scheme.

To derive a semidiscrete form of Equation (2.1) first, we project $H$ onto a finite dimensional subspace $V_{h}$ of $H$, for instance a Finite Element space. This can for example be done by first discretizing $D$ by a triangulation defined over a finite number of points. Then, let $\left(\mathcal{S}_{h}, h>0\right)$ denote a family of Finite Element spaces, consisting of piecewise linear, continuous polynomials with respect to the family of triangulations $\left(\mathcal{T}_{h}, h>0\right)$ of $D$ such that $\mathcal{S}_{h} \rightarrow H$ for $h \rightarrow 0$ and furthermore $\mathcal{S}_{h} \subset H_{0}^{1}(D)$ for $h>0$. In the general framework let $\mathcal{V}=\left(V_{h}, h>0\right)$ be a family of finite dimensional subspaces of $H_{0}^{1}$ with $H$-orthogonal projection $P_{h}$ and norm derived from $H$. For $h \rightarrow 0$ the sequence $\mathcal{V}$ is supposed to be dense in $H$ in the following sense: For all $\phi \in H$, it holds that

$$
\lim _{h \rightarrow 0}\left\|P_{h} \phi-\phi\right\|_{H}=0
$$

Furthermore, we assume that the speed of convergence is specified by

$$
\begin{equation*}
\left\|\left(P_{h}-\mathbb{1}\right) \phi\right\|_{H} \leq C h^{\alpha}\|\phi\|_{H^{\alpha}}, \tag{3.1}
\end{equation*}
$$

for $\phi \in H^{\alpha}$. The Finite Element spaces $\left(\mathcal{S}_{h}, h>0\right)$ satisfy this inequality for $\alpha \leq 2$. Moreover, Equation (3.1) is satisfied for the space of piecewise polynomials of degree at most $\alpha-1$ on a quasi-uniform triangulation (c.f. Theorem 4.28 in [20] and Satz 6.4 in [9]).

The semidiscrete problem is to find $X_{h}(t) \in V_{h}$ such that for $t \in \tau$

$$
d X_{h}(t)=\left(A_{h}+P_{h} B\right) X_{h}(t) d t+P_{h} G\left(X_{h}(t)\right) d M(t), \quad X_{h}(0)=P_{h} X_{0}
$$

Here, we define the approximate operator $A_{h}: V_{h} \rightarrow V_{h}$ through the bilinear form

$$
\left(-A_{h} \varphi_{h}, \psi_{h}\right)_{H}=B_{A}\left(\varphi_{h}, \psi_{h}\right)=\sum_{i, j=1}^{d}\left(a_{i j} \partial_{j} \varphi_{h}, \partial_{i} \psi_{h}\right)_{H}
$$

for all $\varphi_{h}, \psi_{h} \in V_{h}$. The operator $A_{h}$ is the generator of an analytic semigroup $S_{h}=\left(S_{h}(t), t \geq\right.$ 0 ) defined formally by $S_{h}(t)=\exp \left(t A_{h}\right)$, for $t \geq 0$. The càdlàg, semidiscrete mild solution is then given by

$$
\begin{equation*}
X_{h}(t)=S_{h}(t) P_{h} X_{0}+\int_{0}^{t} S_{h}(t-s) P_{h} B X_{h}(s) d s+\int_{0}^{t} S_{h}(t-s) P_{h} G\left(X_{h}(s)\right) d M(s) \tag{3.2}
\end{equation*}
$$

By Assumption 2.1, $S_{h}$ is self-adjoint, positive-semidefinite on $H$ and positive-definite on $V_{h}$. We assume that for $\alpha \geq \beta \geq 0$ with $\phi \in H^{\beta}$ and $t \in \tau$, we have that

$$
\begin{equation*}
\left\|\left(S(t)-S_{h}(t) P_{h}\right) \phi\right\|_{H} \leq C h^{\alpha} t^{-(\alpha-\beta) / 2}\|\phi\|_{H^{\beta}} \tag{3.3}
\end{equation*}
$$

This is for example satisfied by the Finite Element spaces $\left(\mathcal{S}_{h}, h>0\right)$ as introduced before for $\alpha=2$ (see Theorem 3.5 in [46]). In the more general setting of piecewise polynomials of degree at most $\alpha-1$, Theorem 5.7 in [20] as well as Proposition 11.2.2 in [44] imply Equation (3.3).

The proposed space-discretized equation converges uniformly, almost surely with order $\mathrm{O}\left(h^{\alpha-\epsilon}\right)$ and with order $\mathrm{O}\left(h^{\alpha}\right)$ in $L^{p}$ for $p>0$ to the mild solution of Equation (2.1), which was shown in [34].

For the time discretization, we propose a similar scheme to $[35,36]$ and a simplified version of [7], which is a combination of a linearized nonequidistant time discretization, i.e., a linearimplicit backward Euler approach, and a Milstein scheme but with one approximation term less than in $[35,36]$. We introduce the following framework:

We shall always consider a finite time interval $\tau=[0, T]$ with $T<+\infty$. Let $\mathbb{T}=\left(\mathbb{T}_{n}, n \in\right.$ $\mathbb{N}$ ) be a sequence of partitions $\mathbb{T}_{n}, n \in \mathbb{N}$, of the interval $\tau$ whose mesh width tends to zero as $n$ tends to $+\infty$. We set $\mathbb{T}_{n}=\left\{t_{0}^{n}, t_{1}^{n}, \ldots, t_{l_{n}}^{n}\right\}$ with $l_{n} \in \mathbb{N}, 0=t_{0}^{n}<t_{1}^{n}<\cdots<t_{l_{n}}^{n}=T$, step size $k_{n}(i)=t_{i+1}^{n}-t_{i}^{n}$, and maximal step size $k_{n}$ in $\mathbb{T}_{n}$ given by

$$
k_{n}=\max \left\{k_{n}(i), i=0, \ldots, l_{n}-1\right\}
$$

For $n \in \mathbb{N}$, we define the map $\pi_{n}: \tau \rightarrow\left\{t_{i}^{n}, i=0, \ldots, l_{n}\right\}$ by $\pi_{n}(s)=t_{i}^{n}$, if $t_{i}^{n} \leq s<t_{i+1}^{n}$. Furthermore, we set $\iota_{n}(j)=t_{j}^{n}$ for $j=0, \ldots, n$. Then, $\iota_{n}$ is a bijective map and $\kappa_{n}=\iota_{n}^{-1} \circ \pi_{n}$ is well-defined and gives for $t \in \tau$ the index of the next smaller grid point in $\mathbb{T}_{n}$.

In [7], the rational approximation of the semigroup was done by $r\left(k_{n}(j) A_{h}\right)$ with $r(\lambda)=$ $(1+\lambda / 2) /(1-\lambda / 2), \lambda \in \mathbb{R} \backslash\{2\}$, which resembles a Crank-Nicolson method. Here, we simplify this scheme to a backward Euler scheme, i.e., $r(\lambda)=(1-\lambda)^{-1}$ for $\lambda \in \mathbb{R} \backslash\{1\}$ and generalized in the standard way to compact operators. For an equidistant time discretization, this approximation is the same for all $j=0, \ldots, l_{n}-1$. In our approach with a variable step size, the approximations are not necessarily the same at all discretization times. To simplify
the notation, we set

$$
R_{j}^{n, h}=r\left(k_{n}(j) A_{h}\right)
$$

Furthermore, for $0 \leq i<j \leq l_{n}$ we denote

$$
R_{(j-1: i)}^{n, h}=R_{j-1}^{n, h} R_{j-2}^{n, h} \cdots R_{i+1}^{n, h} R_{i}^{n, h}
$$

In case of an equidistant partition we have $R_{(j-1: i)}^{n, h}=r\left(k_{n} A_{h}\right)^{j-i+1}$. The recursive approximation scheme, which was derived in [6], reads then

$$
\begin{align*}
X_{j}^{n}= & R_{j-1}^{n, h} X_{j-1}^{n}+\int_{t_{j-1}^{n}}^{t_{j}^{n}} R_{j-1}^{n, h} P_{h} B X_{j-1}^{n} d s \\
& +\int_{t_{j-1}^{n}}^{t_{j}^{n}} R_{j-1}^{n, h} P_{h} G\left(X_{j-1}^{n}\right) d M(s)  \tag{3.4}\\
& +\int_{t_{j-1}^{n}}^{t_{j}^{n}}\left(R_{j-1}^{n, h} P_{h} G\left(\int_{t_{j-1}^{n}}^{s} G\left(X_{j-1}^{n}\right) d M(r)\right)\right) d M(s)
\end{align*}
$$

and can be rewritten as

$$
\begin{align*}
X_{j}^{n}= & R_{(j-1: 0)}^{n, h} P_{h} X_{0}+\int_{0}^{t_{j}^{n}} R_{\left(j-1: \kappa_{n}(s)\right)}^{n, h} P_{h} B X_{\kappa_{n}(s)}^{n} d s \\
& +\int_{0}^{t_{j}^{n}} R_{\left(j-1: \kappa_{n}(s)\right)}^{n, h} P_{h} G\left(X_{\kappa_{n}(s)}^{n}\right) d M(s)  \tag{3.5}\\
& +\int_{0}^{t_{j}^{n}}\left(R_{\left(j-1: \kappa_{n}(s)\right)}^{n, h} P_{h} G\left(\int_{\pi_{n}(s)}^{s} G\left(X_{\kappa_{n}(s)}^{n}\right) d M(r)\right)\right) d M(s)
\end{align*}
$$

The approximation scheme in Equation (3.5) is not limited to a backward Euler approach, but any other time stepping scheme which fulfills the following assumption can be used.
Assumption 3.1. Assume that the approximation of the semigroup $\left(R_{(j-1: i)}^{n, h}, 0 \leq i<j \leq l_{n}\right)$ is stable, i.e., there exists a constant $C$ such that for all $n \in \mathbb{N}, h>0$, and $0 \leq i<j \leq l_{n}$

$$
\left\|R_{(j-1: i)}^{n, h} P_{h}\right\|_{L(H)} \leq C
$$

and that there exists a constant $C$ such that for all $n \in \mathbb{N}, h>0,0 \leq i<j \leq l_{n}$, fixed $\alpha \in \mathbb{N}$, $\beta \in\{0,1\}$, and $\phi \in H^{\alpha-\beta}$

$$
\begin{equation*}
\left\|\left(S\left(t_{j}^{n}-t_{i}^{n}\right)-R_{(j-1: i)}^{n, h} P_{h}\right) \phi\right\|_{H} \leq C\left(h+k_{n}^{1 / 2}\right)^{\alpha}\left(t_{j}^{n}-t_{i}^{n}\right)^{-\beta / 2}\|\phi\|_{H^{\alpha-\beta}} \tag{3.6}
\end{equation*}
$$

This is especially met by a backward Euler scheme, which is shown similarly to Theorem 7.7 in [46] with Theorems 7.3 and 3.5 in the same book.

The order of convergence is proven in the following theorem.
Theorem 3.2. Let Assumption 3.1 be satisfied. Then, the approximation $X^{n}=\left(X_{j}^{n}, j=\right.$ $0, \ldots, l_{n}$ ) defined by Equation (3.5) converges in mean square to the mild solution $X$ of the stochastic partial differential equation (2.1) and satisfies for constants $C_{1}$ and $C_{2}$ that depend on $T$

$$
\sup _{0 \leq j \leq l_{n}}\left\|X\left(t_{j}^{n}\right)-X_{j}^{n}\right\|_{H, L^{2}} \leq C_{1}\left(h^{\alpha}+k_{n}^{\alpha / 2}\right)\|X\|_{H^{\alpha}, L^{2}, \infty_{\tau}}+C_{2} k_{n}\|X\|_{H^{1}, L^{2}, \infty_{\tau}}
$$

Especially, for $\alpha=2$ and $X \in H^{2}$, it holds that

$$
\sup _{0 \leq j \leq l_{n}}\left\|X\left(t_{j}^{n}\right)-X_{j}^{n}\right\|_{H, L^{2}}=\mathrm{O}\left(h^{2}+k_{n}\right)
$$

Proof. The proof of the theorem involves numerous estimates, where the same techniques are used many times. Therefore, we derive the terms to be bounded and choose one of each type to show the techniques that are employed.

Equation (2.3) can be rewritten for $t \in \tau$ as

$$
\begin{aligned}
X(t)=S & (t) X_{0}+\int_{0}^{t} S(t-s) B S\left(s-\pi_{n}(s)\right) X\left(\pi_{n}(s)\right) d s \\
& +\int_{0}^{t}\left(S(t-s) B \int_{\pi_{n}(s)}^{s} S(s-r) B X(r) d r\right) d s \\
& +\int_{0}^{t}\left(S(t-s) B \int_{\pi_{n}(s)}^{s} S(s-r) G(X(r)) d M(r)\right) d s \\
& +\int_{0}^{t} S(t-s) G\left(S\left(s-\pi_{n}(s)\right) X\left(\pi_{n}(s)\right)\right) d M(s) \\
& +\int_{0}^{t}\left(S(t-s) G\left(\int_{\pi_{n}(s)}^{s} S(s-r) B X(r) d r\right)\right) d M(s) \\
& +\int_{0}^{t}\left(S(t-s) G\left(\int_{\pi_{n}(s)}^{s} S(s-r) G(X(r)) d M(r)\right)\right) d M(s)
\end{aligned}
$$

similarly to Equation (3.5) as done in $[35,6]$. We remark that the third, the fourth, and the sixth term on the right hand side are not approximated in scheme (3.5) because they (for themselves) converge as fast as the overall approximation scheme.

For fixed $n \in \mathbb{N}$, the difference of the mild solution and the fully discrete approximation (3.5) is split into the initial condition, the Bochner integral and the Itô integral terms

$$
X\left(t_{j}^{n}\right)-X_{j}^{n}=\left(S\left(t_{j}^{n}\right)-R_{(j-1: 0)}^{n, h} P_{h}\right) X_{0}+\xi^{n}(j)+\eta^{n}(j)
$$

The Bochner integral part $\xi^{n}$ is split again into three parts:

$$
\xi^{n}=\xi_{1}^{n}+\xi_{2}^{n}+\xi_{3}^{n},
$$

with

$$
\begin{aligned}
& \xi_{1}^{n}(j)=\int_{0}^{t_{j}^{n}}\left(S\left(t_{j}^{n}-s\right) B S\left(s-\pi_{n}(s)\right) X\left(\pi_{n}(s)\right)-R_{\left(j-1: \kappa_{n}(s)\right)}^{n, h} P_{h} B X_{\kappa_{n}(s)}^{n}\right) d s \\
& \xi_{2}^{n}(j)=\int_{0}^{t_{j}^{n}}\left(S\left(t_{j}^{n}-s\right) B \int_{\pi_{n}(s)}^{s} S(s-r) B X(r) d r\right) d s \\
& \xi_{3}^{n}(j)=\int_{0}^{t_{j}^{n}}\left(S\left(t_{j}^{n}-s\right) B \int_{\pi_{n}(s)}^{s} S(s-r) G(X(r)) d M(r)\right) d s
\end{aligned}
$$

Similarly, the stochastic integral is decomposed into

$$
\eta^{n}=\eta_{1}^{n}+\eta_{2}^{n}+\eta_{3}^{n}
$$

with

$$
\begin{aligned}
\eta_{1}^{n}(j)= & \int_{0}^{t_{j}^{n}}\left(S\left(t_{j}^{n}-s\right) G\left(S\left(s-\pi_{n}(s)\right) X\left(\pi_{n}(s)\right)\right)-R_{\left(j-1: \kappa_{n}(s)\right)}^{n, h} P_{h} G\left(X_{\kappa_{n}(s)}^{n}\right)\right) d M(s), \\
\eta_{2}^{n}(j)= & \int_{0}^{t_{j}^{n}}\left(S\left(t_{j}^{n}-s\right) G\left(\int_{\pi_{n}(s)}^{s} S(s-r) B X(r) d r\right)\right) d M(s) \\
\eta_{3}^{n}(j)= & \int_{0}^{t_{j}^{n}}\left(S\left(t_{j}^{n}-s\right) G\left(\int_{\pi_{n}(s)}^{s} S(s-r) G(X(r)) d M(r)\right)\right. \\
& \left.\quad-R_{\left(j-1: \kappa_{n}(s)\right)}^{n, h} P_{h} G\left(\int_{\pi_{n}(s)}^{s} G\left(X_{\kappa_{n}(s)}^{n}\right) d M(r)\right)\right) d M(s) .
\end{aligned}
$$

The estimates for the seven terms are a combination of those presented in [6] and in [34]. Therefore, we further split three of the terms. We may write

$$
\begin{aligned}
\xi_{1}^{n}(j)= & \left.\int_{0}^{t_{j}^{n}} S\left(t_{j}^{n}-s\right) B\left(S\left(s-\pi_{n}(s)\right)-\mathbb{1}\right)\right) X\left(\pi_{n}(s)\right) d s \\
& +\int_{0}^{t_{j}^{n}}\left(S\left(t_{j}^{n}-s\right)-S\left(t_{j}^{n}-\pi_{n}(s)\right)\right) B X\left(\pi_{n}(s)\right) d s \\
& +\int_{0}^{t_{j}^{n}}\left(S\left(t_{j}^{n}-\pi_{n}(s)\right)-R_{\left(j-1: \kappa_{n}(s)\right)}^{n, h} P_{h}\right) B X\left(\pi_{n}(s)\right) d s \\
& +\int_{0}^{t_{j}^{n}} R_{\left(j-1: \kappa_{n}(s)\right)}^{n, h} P_{h} B\left(X\left(\pi_{n}(s)\right)-X_{\kappa_{n}(s)}^{n}\right) d s
\end{aligned}
$$

and we refer to the terms on the right hand side by $\xi_{1, i}^{n}(j)$ for $i=1, \ldots, 4$. Similarly, $\eta_{1}^{n}(j)$ is split into the following four terms

$$
\begin{aligned}
\eta_{1}^{n}(j)= & \int_{0}^{t_{j}^{n}} S\left(t_{j}^{n}-s\right) G\left(\left(S\left(s-\pi_{n}(s)\right)-\mathbb{1}\right) X\left(\pi_{n}(s)\right)\right) d M(s) \\
& +\int_{0}^{t_{j}^{n}}\left(S\left(t_{j}^{n}-s\right)-S\left(t_{j}^{n}-\pi_{n}(s)\right)\right) G\left(X\left(\pi_{n}(s)\right)\right) d M(s) \\
& +\int_{0}^{t_{j}^{n}}\left(S\left(t_{j}^{n}-\pi_{n}(s)\right)-R_{\left(j-1: \kappa_{n}(s)\right)}^{n, h} P_{h}\right) G\left(X\left(\pi_{n}(s)\right)\right) d M(s) \\
& \left.+\int_{0}^{t_{j}^{n}} R_{\left(j-1: \kappa_{n}(s)\right)}^{n, h} P_{h} G\left(X\left(\pi_{n}(s)\right)-X_{\kappa_{n}(s)}^{n}\right)\right) d M(s)
\end{aligned}
$$

and $\eta_{3}^{n}(j)$ into five terms

$$
\begin{aligned}
& \eta_{3}^{n}(j) \\
&= \int_{0}^{t_{j}^{n}} S\left(t_{j}^{n}-s\right) G\left(\int_{\pi_{n}(s)}^{s}(S(s-r)-\mathbb{1}) G(X(r)) d M(r)\right) d M(s) \\
&+\int_{0}^{t_{j}^{n}} S\left(t_{j}^{n}-s\right) G\left(\int_{\pi_{n}(s)}^{s} G\left(X(r)-X\left(\pi_{n}(s)\right)\right) d M(r)\right) d M(s) \\
&+\int_{0}^{t_{j}^{n}}\left(S\left(t_{j}^{n}-s\right)-S\left(t_{j}^{n}-\pi_{n}(s)\right)\right) G\left(\int_{\pi_{n}(s)}^{s} G\left(X\left(\pi_{n}(s)\right)\right) d M(r)\right) d M(s)
\end{aligned}
$$

$$
\begin{aligned}
& +\int_{0}^{t_{j}^{n}}\left(S\left(t_{j}^{n}-\pi_{n}(s)\right)-R_{\left(j-1: \kappa_{n}(s)\right)}^{n, h} P_{h}\right) G\left(\int_{\pi_{n}(s)}^{s} G\left(X\left(\pi_{n}(s)\right)\right) d M(r)\right) d M(s) \\
& +\int_{0}^{t_{j}^{n}} R_{\left(j-1: \kappa_{n}(s)\right)}^{n, h} P_{h} G\left(\int_{\pi_{n}(s)}^{s} G\left(X\left(\pi_{n}(s)\right)-X_{\kappa_{n}(s)}^{n}\right) d M(r)\right) d M(s) .
\end{aligned}
$$

The initial condition is bounded by Assumption 3.1 for $\beta=0$ by

$$
\left\|\left(S\left(t_{j}^{n}\right)-R_{(j-1: 0)}^{n, h} P_{h}\right) X_{0}\right\|_{H, L^{2}}^{2} \leq C\left(h+k_{n}^{1 / 2}\right)^{2 \alpha}\left\|X_{0}\right\|_{H^{\alpha}, L^{2}}^{2} .
$$

For $\xi^{n}$ and $\eta^{n}$ we just give calculations for one term of each type of estimation to demonstrate the technique. The other terms are treated in a similar way. The first term of $\xi_{1}^{n}$ satisfies by the properties of the Bochner integral, Lemma 2.2, and Theorem 6.13 in [41] that

$$
\begin{aligned}
\left\|\xi_{1,1}^{n}(j)\right\|_{H, L^{2}}^{2} & \leq C \mathbb{E}\left(\left(\int_{0}^{t_{j}^{n}}\left(t_{j}^{n}-s\right)^{-1 / 2}\left\|\left(S\left(s-\pi_{n}(s)\right)-\mathbb{1}\right) X\left(\pi_{n}(s)\right)\right\|_{H} d s\right)^{2}\right) \\
& \leq C \mathbb{E}\left(\left(\int_{0}^{t_{j}^{n}}\left(t_{j}^{n}-s\right)^{-1 / 2}\left(s-\pi_{n}(s)\right)^{\alpha / 2}\left\|X\left(\pi_{n}(s)\right)\right\|_{H^{\alpha}} d s\right)^{2}\right) \\
& \leq C k_{n}^{\alpha} \mathbb{E}\left(\left(\int_{0}^{t_{j}^{n}}\left(t_{j}^{n}-s\right)^{-1 / 2}\left\|X\left(\pi_{n}(s)\right)\right\|_{H^{\alpha}} d s\right)^{2}\right) .
\end{aligned}
$$

Hölder's inequality and Fubini's theorem imply that

$$
\begin{aligned}
\left\|\xi_{1,1}^{n}(j)\right\|_{H, L^{2}}^{2} & \leq C k_{n}^{\alpha} \int_{0}^{t_{j}^{n}}\left(t_{j}^{n}-s\right)^{-1 / 2} d s \int_{0}^{t_{j}^{n}}\left(t_{j}^{n}-s\right)^{-1 / 2}\left\|X\left(\pi_{n}(s)\right)\right\|_{H^{\alpha}, L^{2}}^{2} d s \\
& \leq C k_{n}^{\alpha}(2 \sqrt{T})^{2}\|X\|_{H^{\alpha}, L^{2}, \infty_{\tau}}^{2} .
\end{aligned}
$$

The property of the semigroup with similar estimates leads to

$$
\begin{aligned}
&\left\|\xi_{1,2}^{n}(j)\right\|_{H, L^{2}}^{2}+\left\|\eta_{1,1}^{n}(j)\right\|_{H, L^{2}}^{2}+\left\|\eta_{1,2}^{n}(j)\right\|_{H, L^{2}}^{2}+\left\|\eta_{3,1}^{n}(j)\right\|_{H, L^{2}}^{2}+\left\|\eta_{3,3}^{n}(j)\right\|_{H, L^{2}}^{2} \\
& \leq C k_{n}^{\alpha}\|X\|_{H^{\alpha}, L^{2}, \infty_{\tau}}^{2} .
\end{aligned}
$$

The convergence properties of the approximate semigroup in Assumption 3.1 imply for $\xi_{1,3}^{n}(j)$ for $\beta=1$ with similar estimates as before concerning $B$

$$
\begin{aligned}
\left\|\xi_{1,3}^{n}(j)\right\|_{H, L^{2}}^{2} & \leq C \frac{1}{4} 2 \sqrt{T}\left(h^{2}+k_{n}\right)^{\alpha} \int_{0}^{t_{j}^{n}}\left(t_{j}^{n}-s\right)^{-1 / 2}\left\|B X\left(\pi_{n}(s)\right)\right\|_{H^{\alpha-1}, L^{2}}^{2} d s \\
& \leq C T\left(h^{2}+k_{n}\right)^{\alpha}\|X\|_{H^{\alpha}, L^{2}, \infty_{\tau}}^{2} .
\end{aligned}
$$

These estimates are also applied to the following two terms and give

$$
\left\|\eta_{1,3}^{n}(j)\right\|_{H, L^{2}}^{2}+\left\|\eta_{3,4}^{n}(j)\right\|_{H, L^{2}}^{2} \leq C\left(1+k_{n}\right)\left(h^{2}+k_{n}\right)^{\alpha}\|X\|_{H^{\alpha}, L^{2}, \infty_{\tau}}^{2} .
$$

In the end, the difference of the solution and the approximation is estimated by their difference at previous time steps, which stems from the following calculations

$$
\begin{aligned}
\left\|\xi_{1,4}^{n}(j)\right\|_{H, L^{2}}^{2} & \leq C \mathbb{E}\left(\left(\int_{0}^{t_{j}^{n}}\left(t_{j}^{n}-\pi_{n}(s)\right)^{-1 / 2}\left\|X\left(\pi_{n}(s)\right)-X_{\kappa_{n}(s)}^{n}\right\|_{H} d s\right)^{2}\right) \\
& \leq C 2 \sqrt{T} \sum_{i=0}^{j-1} k_{n}(i)\left(t_{j}^{n}-t_{i}^{n}\right)^{-1 / 2}\left\|X\left(t_{i}^{n}\right)-X_{i}^{n}\right\|_{H, L^{2}}^{2},
\end{aligned}
$$

where we used Equation (4.2) in [31]. The stability of the semigroup approximation for $\eta_{1,4}^{n}(j)$ and $\eta_{3,5}^{n}(j)$ leads to

$$
\begin{aligned}
\left\|\eta_{1,4}^{n}(j)\right\|_{H, L^{2}}^{2}+\left\|\eta_{3,5}^{n}(j)\right\|_{H, L^{2}}^{2} & \leq C \sum_{i=0}^{j-1} k_{n}(i)\left(1+k_{n}(i)\right)\left\|X\left(t_{i}^{n}\right)-X_{i}^{n}\right\|_{H, L^{2}}^{2} \\
& \leq C(1+T) \sum_{i=0}^{j-1} k_{n}(i)\left\|X\left(t_{i}^{n}\right)-X_{i}^{n}\right\|_{H, L^{2}}^{2}
\end{aligned}
$$

The remaining terms cannot be estimated with respect to $\alpha$. For those, convergence is limited by the properties of the stochastic integral. We have with the regularity of the solution from Lemma 2.5 in [33] and Equation (2.2), combined with previous estimates

$$
\begin{aligned}
\left\|\eta_{3,2}^{n}(j)\right\|_{H, L^{2}}^{2} & \leq C \int_{0}^{t_{j}^{n}} \int_{\pi_{n}(s)}^{s}\left\|X(r)-X\left(\pi_{n}(s)\right)\right\|_{H, L^{2}}^{2} d r d s \\
& \leq C k_{n}^{2}\|X\|_{H^{1}, L^{2}, \infty_{\tau}}^{2}
\end{aligned}
$$

The convergence for two of the remaining terms that were not approximated in Equation (3.5) results from the upper and lower limit of the inner integral, i.e., we have

$$
\left\|\xi_{2}^{n}(j)\right\|_{H, L^{2}}^{2}+\left\|\eta_{2}^{n}(j)\right\|_{H, L^{2}}^{2} \leq C k_{n}^{2}\|X\|_{H^{1}, L^{2}, \infty_{\tau}}^{2}
$$

Finally, to give estimates on $\xi_{3}^{n}(j)$, we may write

$$
\begin{aligned}
\left\|\xi_{3}^{n}(j)\right\|_{H, L^{2}}^{2}= & \left\|\sum_{i=1}^{j} \int_{t_{i-1}^{n}}^{t_{i}^{n}} S\left(t_{j}^{n}-s\right) B \int_{t_{i-1}^{n}}^{s} S(s-r) G(X(r)) d M(r) d s\right\|_{H, L^{2}}^{2} \\
= & \sum_{i, k=1}^{j} \mathbb{E}\left(\left(\int_{t_{i-1}^{n}}^{t_{i}^{n}} S\left(t_{j}^{n}-s\right) B \int_{t_{i-1}^{n}}^{s} S(s-r) G(X(r)) d M(r) d s,\right.\right. \\
& \left.\left.\int_{t_{k-1}^{n}}^{t_{k}^{n}} S\left(t_{j}^{n}-s\right) B \int_{t_{k-1}^{n}}^{s} S(s-r) G(X(r)) d M(r) d s\right)_{H}\right) .
\end{aligned}
$$

For $i \neq k$ the inner product is zero, since one term is independent and the other measurable with respect to the filtration at the smaller of the two time points $t_{i}^{n}, t_{k}^{n}$. This implies

$$
\left\|\xi_{3}^{n}(j)\right\|_{H, L^{2}}^{2}=\sum_{i=1}^{j}\left\|\int_{t_{i-1}^{n}}^{t_{i}^{n}} S\left(t_{j}^{n}-s\right) B \int_{t_{i-1}^{n}}^{s} S(s-r) G(X(r)) d M(r) d s\right\|_{H, L^{2}}^{2} .
$$

Hölder's inequality and similar estimates as before lead to

$$
\left\|\xi_{3}^{n}(j)\right\|_{H, L^{2}}^{2} \leq C k_{n} \int_{0}^{t_{j}^{n}} \int_{\pi_{n}(s)}^{s}\|X(r)\|_{H^{1}, L^{2}}^{2} d r d s \leq C k_{n}^{2}\|X\|_{H^{1}, L^{2}, \infty_{\tau}}^{2}
$$

This concludes the estimates of the terms, and overall we have for $0<j \leq l_{n}$

$$
\begin{aligned}
\left\|X\left(t_{j}^{n}\right)-X_{j}^{n}\right\|_{H, L^{2}}^{2} \leq C_{1}\left(\left(h^{2 \alpha}+\right.\right. & \left.\left.k_{n}^{\alpha}\right)\|X\|_{H^{\alpha}, L^{2}, \infty_{\tau}}^{2}+k_{n}^{2}\|X\|_{H^{1}, L^{2}, \infty_{\tau}}^{2}\right) \\
& +C_{2} \sum_{i=0}^{j-1} k_{n}(i)\left(1+\left(t_{j}^{n}-t_{i}^{n}\right)^{-1 / 2}\right)\left\|X\left(t_{i}^{n}\right)-X_{i}^{n}\right\|_{H, L^{2}}^{2}
\end{aligned}
$$

A discrete version of Gronwall's inequality (cf. [14]) implies

$$
\begin{aligned}
&\left\|X\left(t_{j}^{n}\right)-X_{j}^{n}\right\|_{H, L^{2}}^{2} \leq C_{1}\left(\left(h^{2 \alpha}+k_{n}^{\alpha}\right) \|\right.\left.X\left\|_{H^{\alpha}, L^{2}, \infty_{\tau}}^{2}+k_{n}^{2}\right\| X \|_{H^{1}, L^{2}, \infty_{\tau}}^{2}\right) \\
& \cdot \prod_{i=0}^{j-1}\left(1+C_{2} k_{n}(i)\left(1+\left(t_{j}^{n}-t_{i}^{n}\right)^{-1 / 2}\right)\right) \\
& \leq C_{1}\left(\left(h^{2 \alpha}+k_{n}^{\alpha}\right)\|X\|_{H^{\alpha}, L^{2}, \infty_{\tau}}^{2}+k_{n}^{2}\|X\|_{H^{1}, L^{2}, \infty_{\tau}}^{2}\right) \\
& \cdot \exp \left(C_{2}(T+2 \sqrt{T})\right)
\end{aligned}
$$

which concludes the proof.
This theorem entails two remarks. The first comments on the choice of $\alpha$.
Remark 3.3. The result of Theorem 3.2 implies that $k_{n}$ is a sharp bound for the convergence rate in time due to the properties of the mild solution of Equation (2.1) while the convergence in space depends on the regularity of the solution. If the mild solution is in $H^{\alpha}$, the approximation converges with $h^{\alpha}$. Especially, if the solution is in $H^{1}$, the approximation scheme still converges with order $h+k_{n}^{1 / 2}$, however in this case an Euler-Maruyama scheme, which leads to the same error bound, would be simpler and faster to simulate.

Furthermore, we remark on $L^{p}$ convergence for $p>2$ which was proven for continuous martingales in [6]. This type of convergence can also be proven for noncontinuous martingales but the order of convergence depends on $p$. Therefore, a proof of $L^{2}$ convergence by $L^{p}$ convergence for $p>2$ as done in $[35,36]$ and [6] would lead to a rate of $\mathrm{O}\left(k_{n}^{2 / p}\right)$.

Remark 3.4. The estimates in Theorem 3.2 can also be done in $L^{p}$ for $p>2$ with adjusted preliminaries, but the order of convergence is then dependent on $p$. This is due to the fact that for a stochastic integral of Itô type with respect to a noncontinuous square integrable martingale a Burkholder-Davis-Gundy type inequality reads

$$
\mathbb{E}\left(\left\|\int_{r}^{t} \Phi(s) d M(s)\right\|_{H}^{p}\right) \leq C \mathbb{E}\left(\int_{r}^{t}\|\Phi(s)\|_{L(U, H)}^{p} d s\right)
$$

while we have

$$
\mathbb{E}\left(\left\|\int_{r}^{t} \Phi(s) d M(s)\right\|_{H}^{p}\right) \leq C \mathbb{E}\left(\left(\int_{r}^{t}\|\Phi(s)\|_{L(U, H)}^{2} d s\right)^{p / 2}\right)
$$

for continuous martingales. This implies that, if the convergence results from the limits of the integral, we obtain $t-r$ for all $p \geq 2$ instead of $(t-r)^{p / 2}$. This is illustrated in Section 5, where we derive error bounds for a compensated Poisson process.

Overall, Theorem 3.2 transforms for $p>2$ to

$$
\sup _{0 \leq j \leq l_{n}}\left\|X\left(t_{j}^{n}\right)-X_{j}^{n}\right\|_{H, L^{p}} \leq C_{1}\left(h^{\alpha}+k_{n}^{\alpha / 2}\right)\|X\|_{H^{\alpha}, L^{p}, \infty_{\tau}}+C_{2} k_{n}^{2 / p}\|X\|_{H^{1}, L^{p}, \infty_{\tau}}
$$

for some positive constants $C_{1}$ and $C_{2}$ that depend on $\alpha$.
Theorem 3.2 implies almost sure convergence as stated in the next theorem. The rate of convergence in the time domain is at least $1 / 2-\epsilon$. To our knowledge, so far it is not known how to prove higher almost sure convergence rates for this type of Milstein scheme, which is e.g., of interest in filtering problems.

Theorem 3.5. Let $C_{1}$ and $C_{2}$ be constants such that for all $n \in \mathbb{N}, k_{n} \leq C_{1} T / n$, and $h^{2}=C_{2} k_{n}$. Then, for $\alpha=2$, $\left(X^{n}, n \in \mathbb{N}\right)$ converges almost surely to $X$, i.e.,

$$
\lim _{n \rightarrow \infty} \sup _{0 \leq j \leq l_{n}}\left\|X\left(t_{j}^{n}\right)-X_{j}^{n}\right\|_{H}=0 \quad \mathbb{P}-\text { a.s. }
$$

Proof. Let $\epsilon>0$, then Chebyshev's inequality implies with Theorem 3.2 for all $0 \leq j \leq l_{n}$ that

$$
\mathbb{P}\left(\left\|X\left(t_{j}^{n}\right)-X_{j}^{n}\right\|_{H} \geq k_{n}^{(1-\epsilon) / 2}\right) \leq k_{n}^{-(1-\epsilon)}\left\|X\left(t_{j}^{n}\right)-X_{j}^{n}\right\|_{H, L^{2}}^{2} \leq C k_{n}^{1+\epsilon},
$$

since $h^{2}=C_{2} k_{n}$. Furthermore, since $k_{n} \leq C_{1} T / n$, the corresponding series is convergent and therefore by the Borel-Cantelli lemma we get that for all $0 \leq j \leq l_{n}$ asymptotically

$$
\left\|X\left(t_{j}^{n}\right)-X_{j}^{n}\right\|_{H} \leq k_{n}^{(1-\epsilon) / 2}, \quad \mathbb{P}-\text { a.s. }
$$

i.e., there exists a $\mathbb{P}$-null set $N_{j}$ such that for all $\omega$ in the complement $N_{j}^{c}$ and $n \geq n_{0}(\omega)$ for some $n_{0}(\omega) \in \mathbb{N}$,

$$
\left\|X\left(t_{j}^{n}, \omega\right)-X_{j}^{n}(\omega)\right\|_{H} \leq k_{n}^{(1-\epsilon) / 2}
$$

Since $l_{n}<+\infty, \bigcup_{0 \leq j \leq l_{n}} N_{j}$ is a $\mathbb{P}$-null set and therefore, for all $\omega \in \bigcap_{0 \leq j \leq l_{n}} N_{j}^{c}$ asymptotically

$$
\sup _{0 \leq j \leq l_{n}}\left\|X\left(t_{j}^{n}, \omega\right)-X_{j}^{n}(\omega)\right\|_{H} \leq k_{n}^{(1-\epsilon) / 2}
$$

which proves the theorem.
We continue with the approximation of $M$, since the presented scheme might still not be suitable for simulations although it is discretized in space and time.

## 4. Noise approximation

In Section 3 we did not approximate the noise. Here, we derive an approximation of the driving noise term, in this case of a Lévy process, which preserves the overall order of convergence presented in Section 3. We assume that we are able to simulate the realvalued processes exactly, meaning that we do not take the error into account which stems from the approximation of small jumps by e.g., a Brownian motion. For the simulation and approximation of one dimensional Lévy processes we refer the reader to [1] and [15].

Let us assume in this section that $M \in \mathcal{M}_{b}^{2}(U)$ is a Lévy process $L$ and therefore has a stationary covariance $Q \in L_{1}^{+}(U)$. Then, there exists an eigenbasis ( $e_{i} \in U, i \in \mathbb{N}$ ) and a set of eigenvalues $\left(\gamma_{i}, i \in \mathbb{N}\right)$ such that $Q e_{i}=\gamma_{i} e_{i}$ and $\gamma_{i} \geq 0$ for all $i \in \mathbb{N}$ as seen in Section 2. This implies that $L$ admits the Karhunen-Loève expansion

$$
\begin{equation*}
L(t)=\sum_{i=1}^{\infty}\left(L(t), e_{i}\right)_{U} e_{i}=\sum_{i=1}^{\infty} \sqrt{\gamma_{i}} L_{i}(t) e_{i} \tag{4.1}
\end{equation*}
$$

where $\left(L_{i}, i \in \mathbb{N}\right)$ is a family of real-valued, orthogonal Lévy processes (see Section 4.8 in [42]). Let us denote by $L^{\kappa}$ the truncated process, i.e., for all $t \in \tau$ the stochastic process, which is given by

$$
L^{\kappa}(t)=\sum_{i=1}^{\kappa} \sqrt{\gamma_{i}} L_{i}(t) e_{i}
$$

and its covariance is denoted by $Q^{\kappa}$. For $\kappa \rightarrow+\infty$, this process converges almost surely to $L$ (see Section 4.8 in [42]). We set

$$
L^{c \kappa}(t)=L(t)-L^{\kappa}(t)=\sum_{i=\kappa+1}^{\infty} \sqrt{\gamma_{i}} L_{i}(t) e_{i}
$$

with covariance $Q^{c \kappa}=Q-Q^{\kappa}$, which converges almost surely to zero. Let $\mathbb{L}_{\mathcal{H}, \tau}^{2}(H)=$ $L^{2}\left(\Omega \times \tau ; L_{H S}(\mathcal{H}, H)\right)$ be the space of integrands, defined over the probability space $(\Omega \times$ $\tau, \mathcal{P}_{\tau}, \mathbb{P} \otimes d \lambda$, where $\mathcal{P}_{\tau}$ denotes the $\sigma$-field of predictable sets in $\Omega \times \tau$ and $d \lambda$ is the Lebesgue measure. Then, the Itô integral over $\Psi \in \mathbb{L}_{\mathcal{H}, T}^{2}(H)$ satisfies that

$$
\begin{equation*}
\int_{a}^{b} \Psi(s) d L(s)-\int_{a}^{b} \Psi(s) d L^{\kappa}(s)=\int_{a}^{b} \Psi(s) d L^{c \kappa}(s) \tag{4.2}
\end{equation*}
$$

In [7], it is shown, how the stochastic integral with respect to an $L^{\kappa}$ consisting of independent Lévy processes $\left(L_{i}, i \in \mathbb{N}\right)$ converges to a Hilbert-space-valued Lévy process $L$ for $\kappa \rightarrow+\infty$. This result generalizes to the following lemma.

Lemma 4.1. If for $0 \leq a<b \leq T$ and $\Psi \in \mathbb{L}_{\mathcal{H}, T}^{2}(H)$

$$
\mathbb{E}\left(\int_{a}^{b}\|\Psi(s)\|_{L(U, H)}^{2} d s\right)<+\infty
$$

and there exist constants $C_{1}, C_{2}>0$ such that the eigenvalues of the covariance $Q$ of $L$ satisfy $\gamma_{i} \leq C_{1} i^{-\delta}$ for $\delta>1, i \in \mathbb{N}$ and $\kappa \geq C_{2} h^{-\beta}$ for some $\beta>0$, then there exists a constant $C(\delta)$ such that

$$
\left\|\int_{a}^{b} \Psi(s) d L(s)-\int_{a}^{b} \Psi(s) d L^{\kappa}(s)\right\|_{H, L^{2}} \leq C(\delta)\left(\mathbb{E}\left(\int_{a}^{b}\|\Psi(s)\|_{L(U, H)}^{2} d s\right)\right)^{1 / 2} h^{\frac{\beta(\delta-1)}{2}}
$$

Proof. We first observe that

$$
\begin{aligned}
\left\|\int_{a}^{b} \Psi(s) d L(s)-\int_{a}^{b} \Psi(s) d L^{\kappa}(s)\right\|_{H, L^{2}}^{2} & =\left\|\int_{a}^{b} \Psi(s) d L^{c \kappa}(s)\right\|_{H, L^{2}}^{2} \\
& =\mathbb{E}\left(\int_{a}^{b}\|\Psi(s)\|_{L_{H S}\left(\left(Q^{c \kappa}\right)^{1 / 2} U, H\right)}^{2} d s\right)
\end{aligned}
$$

by Equations (4.2) and (2.2), where in this case equality holds (see Corollary 8.17 in [42]). Next, we calculate the Hilbert-Schmidt norm. We have that

$$
\mathbb{E}\left(\int_{a}^{b}\|\Psi(s)\|_{L_{H S}\left(\left(Q^{c \kappa}\right)^{1 / 2} U, H\right)}^{2} d s\right)=\mathbb{E}\left(\int_{a}^{b} \sum_{i=\kappa+1}^{\infty} \gamma_{i}\left\|\Psi(s) e_{i}\right\|_{H}^{2} d s\right)
$$

With the properties of $\Psi$ it holds that

$$
\mathbb{E}\left(\int_{a}^{b} \sum_{i=\kappa+1}^{\infty} \gamma_{i}\left\|\Psi(s) e_{i}\right\|_{H}^{2} d s\right) \leq C \mathbb{E}\left(\int_{a}^{b}\|\Psi(s)\|_{L(U, H)}^{2} d s\right) \sum_{i=\kappa+1}^{\infty} \gamma_{i}
$$

and the decay of the eigenvalues and the assumptions on $\kappa$ imply that

$$
\begin{aligned}
\sum_{i=\kappa+1}^{\infty} \gamma_{i} & \leq C_{1} \sum_{i=\kappa+1}^{\infty} i^{-\delta}=C_{1} \sum_{i=1}^{\infty}(i+\kappa)^{-\delta} \leq C_{1} \int_{0}^{\infty}(x+\kappa)^{-\delta} d x \\
& =C_{1} C_{2}^{1-\delta}(\delta-1)^{-1} h^{\beta(\delta-1)}
\end{aligned}
$$

This proves the lemma.
We remark that the estimates stay true, if $\Psi$ also depends on the upper integration limit, i.e., the stochastic integral is a convolutional integral with respect to a semigroup, since Equation (2.2) also holds for this type of integrands (see [21]).

Next, we approximate the double stochastic integral, which is the additional term when extending an Euler-Maruyama scheme to a Milstein scheme. In Equation (3.4) this term is

$$
\begin{equation*}
\int_{t_{j-1}^{n}}^{t_{j}^{n}}\left(R_{j-1}^{n, h} P_{h} G\left(\int_{t_{j-1}^{n}}^{s} G\left(X_{j-1}^{n}\right) d M(r)\right)\right) d M(s) \tag{4.3}
\end{equation*}
$$

We discuss this term for Lévy processes but in the more general setting, where we introduce separable Hilbert spaces $H$ and $U$. The Hilbert space $H$ can then be set to $L^{2}(D)$ or some approximation space $V_{h}$ to apply the theory to Theorem 3.2. Further, we consider a linear $\operatorname{map} \Gamma: H \rightarrow L(U, H)$ satisfying Assumption 2.1(d) for $\beta=0$ and the norm in $L(U, H)$. In addition, we have a bounded map $\sigma: \tau \rightarrow L(H, H)$. For $0 \leq a<b \leq T$ and an $H$-valued, adapted stochastic process $\psi=(\psi(t), t \in \tau)$, we rewrite Equation (4.3) more generally as

$$
\begin{equation*}
\int_{a}^{b} \sigma(a) \Gamma\left(\int_{a}^{s} \Gamma(\psi(a)) d L(r)\right) d L(s) \tag{4.4}
\end{equation*}
$$

Using the Karhunen-Loève expansion of $L$ given in Equation (4.1), we have that
$\int_{a}^{b} \sigma(a) \Gamma\left(\int_{a}^{s} \Gamma(\psi(a)) d L(r)\right) d L(s)=\sum_{i, j=1}^{\infty} \sqrt{\gamma_{i}} \sqrt{\gamma_{j}} \sigma(a) \Gamma\left(\Gamma(\psi(a)) e_{i}\right) e_{j} \int_{a}^{b} \int_{a}^{s} d L_{i}(r) d L_{j}(s)$.
With Itô's formula the iterated Itô integral is given, for $i=j$, by

$$
\int_{a}^{b} \int_{a}^{s} d L_{i}(r) d L_{i}(s)=\frac{1}{2}\left(\left(L_{i}(b)-L_{i}(a)\right)^{2}-(b-a)-\sum_{a<s \leq b}\left(L_{i}(s)-L_{i}(s-)\right)^{2}\right)
$$

By the same argument, the mixed terms, i.e., for $i \neq j$, satisfy

$$
\begin{aligned}
\int_{a}^{b} \int_{a}^{s} d L_{i}(r) & d L_{j}(s)+\int_{a}^{b} \int_{a}^{s} d L_{j}(r) d L_{i}(s) \\
& =\left(L_{i}(b)-L_{i}(a)\right) \cdot\left(L_{j}(b)-L_{j}(a)\right)-\sum_{a<s \leq b}\left(L_{i}(s)-L_{i}(s-)\right) \cdot\left(L_{j}(s)-L_{j}(s-)\right) \\
& =\Delta L_{i j}
\end{aligned}
$$

If

$$
\begin{equation*}
\Gamma\left(\Gamma(\psi) e_{i}\right) e_{j}=\Gamma\left(\Gamma(\psi) e_{j}\right) e_{i} \tag{4.5}
\end{equation*}
$$

for $i, j \in \mathbb{N}$ - this is for example satisfied for multiplicative noise (see Equation (27) in [25]) and especially in the case where $\Gamma$ is a pointwise multiplication with a suitable function $g$, e.g. $g \in C_{b}^{\alpha}(D), U=L^{2}(D)$, where the eigenbasis and eigenvalues of $Q$ satisfy that $\sum_{i \in \mathbb{N}} \gamma_{i}\left\|e_{i}\right\|_{W^{2, \infty}(D)}^{2}<+\infty$ - we rewrite Equation (4.4) as

$$
\int_{a}^{b} \sigma(a) \Gamma\left(\int_{a}^{s} \Gamma(\psi) d L(r)\right) d L(s)=\frac{1}{2} \sum_{i, j=1}^{\infty} \sqrt{\gamma_{i}} \sqrt{\gamma_{j}} \sigma(a) \Gamma\left(\Gamma(\psi) e_{i}\right) e_{j}\left(\Delta L_{i j}-\delta_{i j}(b-a)\right)
$$

This implies that the stochastic integrals can be simulated, if we assume that we are able to simulate the real-valued processes exactly as discussed in the beginning of the section.

Approximation of the small jumps would lead to an additional error contribution. Still, the number of processes to be simulated might be infinite. To approximate the series by a finite number of stochastic processes, we truncate the Karhunen-Loève expansion as in Lemma 4.1 and simulate

$$
\int_{a}^{b} \sigma(a) \Gamma\left(\int_{a}^{s} \Gamma(\psi) d L^{\kappa}(r)\right) d L^{\kappa}(s)=\frac{1}{2} \sum_{i, j=1}^{\kappa} \sqrt{\gamma_{i}} \sqrt{\gamma_{j}} \sigma(a) \Gamma\left(\Gamma(\psi) e_{i}\right) e_{j}\left(\Delta L_{i j}-\delta_{i j}(b-a)\right) .
$$

The resulting error is given in the following lemma.
Lemma 4.2. For $n \in \mathbb{N}$, let $\sigma: \mathbb{T}_{n} \rightarrow L(H, H), \Gamma: H \rightarrow L_{H S}(\mathcal{H}, H)$ be linear and satisfy Assumption 2.1(d) for $\beta=0$ and the norm in $L(U, H)$ as well as Equation (4.5). Further, let $\psi=\left(\psi(t), t \in \mathbb{T}_{n}\right)$ be an adapted, $H$-valued stochastic process. For $t \in \mathbb{T}_{n}$, if

$$
\mathbb{E}\left(\int_{0}^{t}\left\|\psi\left(\pi_{n}(s)\right)\right\|_{H}^{2} d s\right)<+\infty
$$

and there exist constants $C_{1}, C_{2}>0$ such that the eigenvalues of the covariance $Q$ of $L$ satisfy $\gamma_{i} \leq C_{1} i^{-\delta}$ for $\delta>1, i \in \mathbb{N}$ and $\kappa \geq C_{2} h^{-\beta}$ for some $\beta>0$, then there exists a constant $C$ such that

$$
\begin{aligned}
\| \int_{0}^{t} \sigma\left(\pi_{n}(s)\right) & \Gamma\left(\int_{\pi_{n}(s)}^{s} \Gamma\left(\psi\left(\pi_{n}(s)\right)\right) d L(r)\right) d L(s) \\
& \quad-\int_{0}^{t} \sigma\left(\pi_{n}(s)\right) \Gamma\left(\int_{\pi_{n}(s)}^{s} \Gamma\left(\psi\left(\pi_{n}(s)\right)\right) d L^{\kappa}(r)\right) d L^{\kappa}(s) \|_{H, L^{2}} \\
\leq & C \sup _{t \in \mathbb{T}_{n}}\|\sigma(t)\|_{L(H, H)}\left(\int_{0}^{t}\left\|\psi\left(\pi_{n}(s)\right)\right\|_{H, L^{2}}^{2} d s\right)^{1 / 2}\left(k_{n} h^{\beta(\delta-1)}\right)^{1 / 2} .
\end{aligned}
$$

Proof. We calculate the error using Equation (2.2), the properties of $\sigma$ and $\Gamma$, and in the last step the estimate in the proof of Lemma 4.1

$$
\begin{aligned}
& \| \int_{0}^{t} \sigma\left(\pi_{n}(s)\right) \Gamma\left(\int_{\pi_{n}(s)}^{s} \Gamma\left(\psi\left(\pi_{n}(s)\right)\right) d L(r)\right) d L(s) \\
& \quad-\quad \int_{0}^{t} \sigma\left(\pi_{n}(s)\right) \Gamma\left(\int_{\pi_{n}(s)}^{s} \Gamma\left(\psi\left(\pi_{n}(s)\right)\right) d L^{\kappa}(r)\right) d L^{\kappa}(s) \|_{H, L^{2}}^{2} \\
& \leq 2\left(\left\|\int_{0}^{t} \sigma\left(\pi_{n}(s)\right) \Gamma\left(\int_{\pi_{n}(s)}^{s} \Gamma\left(\psi\left(\pi_{n}(s)\right)\right) d L^{c \kappa}(r)\right) d L(s)\right\|_{H, L^{2}}^{2}\right. \\
& \\
& \left.\quad+\left\|\int_{0}^{t} \sigma\left(\pi_{n}(s)\right) \Gamma\left(\int_{\pi_{n}(s)}^{s} \Gamma\left(\psi\left(\pi_{n}(s)\right)\right) d L^{\kappa}(r)\right) d L^{c \kappa}(s)\right\|_{H, L^{2}}^{2}\right) \\
& \quad \leq C \sup _{t \in \mathbb{T}_{n}}\|\sigma(t)\|_{L(H, H)}^{2}\left(\int_{0}^{t}\left\|\int_{\pi_{n}(s)}^{s} \Gamma\left(\psi\left(\pi_{n}(s)\right)\right) d L^{c \kappa}(r)\right\|_{H, L^{2}}^{2} d s\right. \\
& \\
& \left.\quad+\sum_{i=\kappa+1}^{\infty} \gamma_{i} \int_{0}^{t}\left\|\int_{\pi_{n}(s)}^{s} \Gamma\left(\psi\left(\pi_{n}(s)\right)\right) d L^{\kappa}(r)\right\|_{H, L^{2}}^{2} d s\right) \\
& \quad \leq C \sup _{t \in \mathbb{T}_{n}}\|\sigma(t)\|_{L(H, H)}^{2} \int_{0}^{t}\left\|\psi\left(\pi_{n}(s)\right)\right\|_{H, L^{2}}^{2} d s k_{n} \sum_{i=\kappa+1}^{\infty} \gamma_{i}
\end{aligned}
$$

$$
\leq C \sup _{t \in \mathbb{T}_{n}}\|\sigma(t)\|_{L(H, H)}^{2} \int_{0}^{t}\left\|\psi\left(\pi_{n}(s)\right)\right\|_{H, L^{2}}^{2} d s k_{n} h^{\beta(\delta-1)}
$$

Let $\delta>1$ be given. For a convergence of $h^{2}$ of the Euler-Maruyama term in Lemma 4.1, we have to choose $\beta \geq 4 /(\delta-1)$ and therefore $\kappa_{1}=\kappa \geq C h^{-4 /(\delta-1)}$ for some constant $C$. At the same time, a convergence of $h^{2}$ of the Milstein term is achieved if $\beta \geq 2 /(\delta-1)$, which implies that $\kappa_{2}=\kappa \geq C h^{-2 /(\delta-1)}$ for some constant $C$. Therefore, the overall convergence of $h^{2}$ in Theorem 3.2 is preserved if the noise in the Euler-Maruyama and in the Milstein term are truncated according to $\kappa_{1}$ and $\kappa_{2}$. So, to balance the errors, we have to use the first $\kappa_{1}$ terms of the Karhunen-Loève expansion for the Euler-Maruyama term and $\sqrt{\kappa_{1}}$ terms for the Milstein term. With this observation we conclude that the simulation of the Milstein term is computationally not more expensive than the Euler-Maruyama term. For the Milstein term we have to sum over all mixed stochastic processes, i.e., $\kappa_{2}^{2}$ resp. $\kappa_{2}^{2} / 2$ terms, if we use the symmetry of $\Gamma$. If the simulation of the Euler-Maruyama term needs computational effort $\mathrm{O}\left(\kappa_{1}\right)$ and $\kappa_{1}=\kappa_{2}^{2}$, the overall work for the Milstein term is also $\mathrm{O}\left(\kappa_{1}\right)$. Therefore, by adding the Milstein term, we increase the order of convergence but with the correct truncation of the Karhunen-Loève expansion, the overall work does not increase. We remark that the efficient simulation of the Milstein term in [25] is possible in $\mathrm{O}(N \log N)$, where $N$ is the number of grid points of the underlying domain, since the special structure of the domain and the chosen discretization grid allow the use of fast Fourier methods. In the general case, when Finite Element methods on arbitrary bounded polyhedrons are used, this approach does not apply.

Overall, the fully approximation scheme reads

$$
\begin{aligned}
\tilde{X}_{j}^{n}= & R_{(j-1: 0)}^{n, h} P_{h} X_{0}+\int_{0}^{t_{j}^{n}} R_{\left(j-1: \kappa_{n}(s)\right)}^{n, h} P_{h} B \tilde{X}_{\kappa_{n}(s)}^{n} d s \\
& +\int_{0}^{t_{j}^{n}} R_{\left(j-1: \kappa_{n}(s)\right)}^{n, h} P_{h} G\left(\tilde{X}_{\kappa_{n}(s)}^{n}\right) d L^{\kappa}(s) \\
& +\int_{0}^{t_{j}^{n}}\left(R_{\left(j-1: \kappa_{n}(s)\right)}^{n, h} P_{h} G\left(\int_{\pi_{n}(s)}^{s} G\left(\tilde{X}_{\kappa_{n}(s)}^{n}\right) d L^{\sqrt{\kappa}}(r)\right)\right) d L^{\sqrt{\kappa}}(s),
\end{aligned}
$$

where we included beside a space and time discretization, the (according to Lemma 4.2) truncated driving noise process. Then, Lemma 4.1 and 4.2 together with Theorem 3.2 imply the following corollary, where we set $\sigma(t)=R_{\left(j-1: \kappa_{n}(t)\right)}^{n, h} P_{h}$ and $\Gamma=G$.
Corollary 4.3. Assume that $\kappa \geq C\left\lceil h^{-2 \max (\alpha, 2) /(\delta-1)}\right\rceil$ for some constant $C$, where $\delta>1$ with $\gamma_{i} \leq \tilde{C} i^{-\delta}$ for $i \in \mathbb{N}$ and a fixed constant $\tilde{C}$. Then, the fully discrete approximation $\tilde{X}^{n}$ converges in mean square to the mild solution $X$ of the stochastic partial differential equation (2.1) and satisfies for constants $C_{1}$ and $C_{2}$ that depend on $T$ and $\delta$ that

$$
\sup _{0 \leq j \leq l_{n}}\left\|X\left(t_{j}^{n}\right)-\tilde{X}_{j}^{n}\right\|_{H, L^{2}} \leq C_{1}\left(h^{\alpha}+k_{n}^{\alpha / 2}\right)\|X\|_{H^{\alpha}, L^{2}, \infty_{\tau}}+C_{2} k_{n}\|X\|_{H^{1}, L^{2}, \infty_{\tau}}
$$

Especially for $\alpha=2$ and $X \in H^{2}$, it holds that

$$
\sup _{0 \leq j \leq l_{n}}\left\|X\left(t_{j}^{n}\right)-\tilde{X}_{j}^{n}\right\|_{H, L^{2}}=\mathrm{O}\left(h^{2}+k_{n}\right)
$$

## 5. Examples and simulation

A compensated Poisson process showcases that a noncontinuous, square integrable martingale exhibits the order of convergence in time described in Section 3. In general, for a
noncontinuous martingale convergence of order $k_{n}$ represents a sharp bound in $L^{2}$. The example is followed by simulations on the order of convergence for Euler-Maruyama and Milstein type terms.

Example 5.1. Let $L=(L(t), t \geq 0)$ be a Poisson process with intensity $\lambda>0$, i.e., $L$ has distribution

$$
\mathbb{P}_{L(t)}=e^{-\lambda t} \sum_{n=0}^{\infty} \frac{(\lambda t)^{n}}{n!} \varepsilon_{n}
$$

Then, the corresponding compensated Poisson process

$$
M(t)=L(t)-\lambda t
$$

is a square integrable martingale. The quadratic variation $[M]$ of $M=(M(t), t \geq 0)$ is again the Poisson process $L$, i.e., we have $[M]_{t}=L(t)$ for all $t \geq 0$. The Burkholder-Davis-Gundy inequality for martingales implies

$$
\mathbb{E}\left(\left\|\int_{0}^{t} d M(s)\right\|^{p}\right) \leq C \mathbb{E}\left(\left(\int_{0}^{t} d[M]_{s}\right)^{p / 2}\right)=C \mathbb{E}\left(\left(\int_{0}^{t} d L(s)\right)^{p / 2}\right)=C \mathbb{E}\left(L(t)^{p / 2}\right)
$$

and for $n \in \mathbb{N}$, the $n$-th moment of $L$ is given by

$$
\mathbb{E}\left(L(t)^{n}\right)=\sum_{k=0}^{n-1}\binom{n-1}{k} \lambda t \mathbb{E}\left(L(t)^{k}\right)
$$

This implies for $t \downarrow 0$

$$
\mathbb{E}\left(\left\|\int_{0}^{t} d M(s)\right\|^{p}\right)=\mathrm{O}(t)
$$

and for $t \uparrow+\infty$

$$
\mathbb{E}\left(\left\|\int_{0}^{t} d M(s)\right\|^{p}\right)=\mathrm{O}\left(t^{p / 2}\right)
$$

If we look at the (trivial) stochastic differential equation

$$
d X(t)=d M(t)
$$

with initial condition $X(0)=M(0)$, the regularity of the solution satisfies for $t>r$

$$
\mathbb{E}\left(\|X(t)-X(r)\|^{p}\right)=\mathbb{E}\left(\left\|\int_{r}^{t} d M(s)\right\|^{p}\right) \leq C \sum_{k=0}^{p / 2-1}\binom{p / 2-1}{k} \lambda(t-r) \mathbb{E}\left(L(t)^{k}\right)
$$

So convergence in $L^{p}$ for $r \rightarrow t$ is of order $(t-r)^{1 / p}$ and this cannot be improved with the chosen methods. By Hölder's inequality, $L^{p}$ convergence implies $L^{q}$ convergence for $p \geq q$, since for $\phi \in L^{p}$

$$
\|\phi\|_{H, L^{q}} \leq\|\phi\|_{H, L^{p}} .
$$

Therefore, using the estimate in $L^{p}$ instead of a direct calculation in $L^{q}$ for $p>q$, we obtain that

$$
\|X(t)-X(r)\|_{H, L^{q}} \leq(t-r)^{1 / p}
$$

i.e., the order of convergence reduces by a factor of $q / p$.

In the simulation we compare the convergence of the Euler-Maruyama and the Milstein term with domain $D=(0,1)$ on the time interval $[0,1]$, i.e., we approximate the integrals

$$
\int_{0}^{1} \Gamma\left(\psi\left(\pi_{n}(s)\right)\right) d L(s) \quad \text { and } \quad \int_{0}^{1} \Gamma\left(\int_{\pi_{n}(s)}^{s} \Gamma\left(\psi\left(\pi_{n}(s)\right)\right) d L(r)\right) d L(s)
$$

and compare for $\kappa$ chosen according to Lemma 4.1 and Lemma 4.2 the convergence rates with those proven in Section 4. Next, we introduce the parameters that were chosen for the simulation. The constructed Lévy process $L=(L(t), t \in \tau)$ is given by

$$
L(t)=\sum_{i=1}^{\infty} \sqrt{\gamma_{i}} e_{i} L_{i}(t)
$$

and

$$
L_{i}(t)=W_{i}(t)+P_{i}(t)
$$

where $\left(W_{i}(t), i \in \mathbb{N}\right)$ is a family of independent, real-valued Wiener processes and $\left(P_{i}(t), i \in \mathbb{N}\right)$ is a family of independent, real-valued compound Poisson processes, where the jump intensity is $\lambda=1$ and the jump sizes are symmetric Gamma distributed with parameters 2 and 5 , i.e., the jump size $J=Y \cdot Z$ is given by $Y \sim \Gamma(2,5)$ and $Z \sim \mathcal{U}\{-1,1\}$. We set the kernel of the covariance operator $\operatorname{Cov}(x, y)=\exp (-10|x-y|)$, for $x, y \in D$. This implies that the covariance operator $Q$ has eigenvalues $\left(\gamma_{k}, k \in \mathbb{Z}\right)$ given by

$$
\gamma_{k}=\frac{20}{100+4 \pi^{2} k^{2}}
$$

for $k \in \mathbb{Z}$, and corresponding eigenfunctions $\left(e_{k}, k \in \mathbb{Z}\right)$ given by

$$
e_{k}(x)=c_{k}^{-1}\left(\cos (2 \pi k x)-\frac{10}{2 \pi k} \sin (2 \pi k x)\right)
$$

for $k \in \mathbb{Z}$ and $x \in D$, where

$$
c_{k}^{2}=\frac{100}{8 \pi^{2} k^{2}}+\frac{1}{2}
$$

Therefore, the chosen covariance has the property that $\delta=2$ in Lemma 4.1 and 4.2. Furthermore, we set

$$
(\Gamma(\psi) \phi)(x)=g(x) \cdot \psi(x) \cdot \phi(x)
$$

for $x \in D$, where $g(x)=x$ and $\psi \equiv 1$. Here, we can choose a constant $\psi$ to simplify the simulation since otherwise, in both terms the same approximate solution of the stochastic partial differential equation would be plugged in. We choose $\beta=1$ in Lemma 4.1 and in Lemma 4.2 and equal step sizes in space and time. The assumption that $h^{2}=\mathrm{O}\left(k_{n}\right)$ is in this simulation superfluous and would just increase the computational costs in both simulations, since the convergence results in Lemma 4.1 and 4.2 do not depend on the relation of $h$ and $k_{n}$. Then, Lemma 4.1 implies for the Euler-Maruyama term that it converges with order $\mathrm{O}\left(h^{1 / 2}\right)$ and for the corresponding Milstein term, Lemma 4.2 leads to convergence of order $\mathrm{O}(h)$. The experimental results are shown in Figure 1 and confirm the theory. For each plot, we simulated $N=1000$ paths. As exact solution we chose the finest grid with $2^{5}$ grid points in space and in time. We calculated the error

$$
e_{N}=\sqrt{\frac{1}{N} \sum_{i=1}^{N} \max _{j=0, \ldots, 2^{n}} \frac{1}{2^{m}} \sum_{k=1}^{2^{m}}\left(\hat{Y}_{i}\left(t_{j}, x_{k}\right)-Y_{i}\left(t_{j}, x_{k}\right)\right)^{2}}
$$



Figure 1. Statistical error with 1000 sample paths.
for $n, m=1, \ldots, 4$. Here, $\left(Y_{i}, i=1, \ldots, N\right)$ is the set of simulated paths on a time grid $\left(t_{j}, j=0, \ldots, 2^{n}\right)$ and a space grid $\left(x_{k}, k=0, \ldots, 2^{m}\right)$, and $\left(Y_{i}, i=1, \ldots, N\right)$ the family of simulated paths of the "exact" solution on the fine grid in time and space.
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