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Abstract

The possibility to apply ultrasonic waves, i.e., high-frequency acoustic waves, for therapeutic purposes was recognized over 60 years ago. Chapter 1 of this dissertation establishes the fundamental physics and mechanisms of ultrasound. However, it was only after the 1990s – when technological breakthroughs, such as magnetic resonance thermometry and magnetic-resonance-compatible piezoelectric materials were made – that focused ultrasound (FUS) emerged as a promising non-invasive alternative to interventional therapies. Chapter 2 details the hardware technology and reviews modern therapeutic systems that utilize FUS.

With FUS, acoustic energy can be precisely and controllably deposited into a focal spot deep within the body to achieve specific therapeutic goals by induction of various physical effects, with no ionizing radiation and without harm to the overlying or surrounding tissues. In addition to mainstream applications in lithotripsy and physiotherapy, successful utilization of FUS has been demonstrated in clinical trials in the fields of neurosurgery for neuropathic pain, essential tremor, and motor disorders, as well as in ablative oncology for cerebral, hepatic, renal, and uterine tumors, to name but a few. Furthermore, the technology has been evaluated for ground-breaking applications such as thrombolysis, targeted and controlled delivery of therapeutic agents — in particular, blood-brain barrier disruption for increased drug permeability — and neuromodulation. However, with the exception of prostatic oncology and the treatment of uterine fibroids, therapeutic FUS has seen limited acceptance by the clinical community. The sheer physical and technical complexity of the modality in conjunction with the need to administer sonication at high power warrants patient-specific treatment planning to minimize risk to the patient as well as to optimize treatment efficiency. A detailed review of available therapeutic applications, the current clinical state-of-the-art, as well as the physical and technological challenges that inhibit widespread application of FUS can be found in Chapter 3. Excerpts from the aforementioned three chapters, most notably the challenges posed by utilization of FUS, were included in a review published in the *International Journal of Hyperthermia* (see Appendix, C).

A software tool to simulate the complex medical scenarios involving propagation of ultrasonic waves is needed to provide better treatment analysis for improved outcomes and offer comprehensive understanding of the underlying processes and mechanisms of FUS.
In addition, such a tool could be used to predict and, therefore, prevent possible negative side effects of these procedures. However, modeling of ultrasonic wave propagation needs to be complemented by numerical modeling of additional physics, most notably regarding the transfer of thermal energy in living organisms. Furthermore, such a tool would need to be embedded within a framework of tools to enable the flexible, yet precise, employment and representation of the geometry and properties of model FUS applicators used in patient-specific anatomical models, as well as flexible visualization and post-processing of the simulation results. Finally, the simulations need to be feasible within reasonable time-frames without the need for cluster-grade computer hardware, the purchase and maintenance of which is too costly to be affordable for most clinical institutions. The development of a novel high-performance computational multi-physics framework to fulfill these requirements constitutes the primary objective of the work in this dissertation.

Dedicated linear and nonlinear acoustic solvers were developed and integrated within a simulation platform to allow full-wave 3D simulation of ultrasonic wave propagation in complicated setups. In the majority of previously available solutions, fundamental models of acoustic wave propagation are used to perform modeling in simplified depictions of human anatomy; Chapter 4 reviews the most commonly used models. In contrast, the framework presented herein allows simulation of detailed inhomogeneous anatomical models generated from medical image data and utilizes accurate propagation models that allow the full complexity of FUS therapy to be taken into account, as described in Chapter 5.

As detailed in Chapter 6, the solvers are complemented by flexible geometric modeling, image segmentation, visualization, and post-processing tools that allow for rapid and precise acoustic and thermal modeling of FUS treatment protocols. Furthermore, utilization of modern but affordable computer hardware, combined with state-of-the-art high-performance computing techniques, enables acoustic and thermal simulation of realistic therapeutic FUS therapies within minutes on a scale that was previously unachievable.

Chapter 7 outlines the analytical solutions, alternative numerical methods, and experimental measurement setups used to perform the validation of the developed acoustic solvers. A paper that describes the development, implementation, parallelization, and validation of the framework, corresponding to Chapters 5-7, is being drafted for submission to IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Control.

The primary novelty of this work lies in the application of the new platform to realistic FUS treatment scenarios to target the specific challenges that impede the widespread usage and acceptance of FUS technology. Chapter 8 describes the application of transcranial FUS therapies to target neurological conditions, focusing on skull-induced aberration correction techniques and the impact on the resulting pressure and temperature distributions. An extended version of this chapter’s preface, which provides a comprehensive overview of over 20 years of research on skull-induced aberration correction techniques, was re-
cently published in the *International Journal of Hyperthermia* and featured on the issue cover (see Appendix C). The numerical study presented in the same chapter constitutes a paper in itself, which has been submitted to *Journal of Therapeutic Ultrasound*.

Chapter 9 pertains primarily to FUS hepatic tumor ablation and the investigation of techniques to compensate for respiration-induced organ motion and intercostal targeting during the FUS treatment of abdominal organs. A manuscript on this work is being prepared for submission to the *Journal of Therapeutic Ultrasound*. Chapter 10 explores approaches aimed at reducing the treatment times involved in ultrasonic ablation of large solid malignancies, where acoustic and thermal simulations are used to investigate the impact of scanning approaches, the presence of vasculature in the vicinity of the tumor, and the effects of standing-wave on therapeutic efficacy. Finally, Chapters 11 and 12 summarize the primary findings and novelty of the overall work and provides an outlook towards possible future extensions and enhancements.

It is believed that this newly developed framework can be used to quickly and accurately model a large variety of therapeutic FUS applications, provide the means for the rapid design, evaluation, and optimization of novel delivery systems, allow the assessment of risk inherent in various therapies, and ultimately permit patient-specific treatment planning and optimization. It is hoped that the increased flexibility and computational speed of this framework, in conjunction with the enhanced accuracy and realism, will be utilized towards improving the safety and efficiency of ultrasound therapies and promote acceptance by the medical community of this promising technology.
Zusammenfassung
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Introduction to this document

This thesis was structured so as to provide a comprehensive overview of this work, clearly separating and defining the theoretical background and the underlying motivation, the mathematical, numerical, and implementation aspects behind the developed framework, and the most prevalent applications that were investigated with it.

Part I discusses the background and motivation behind this work, justifying the need for a comprehensive, high-performance computational multi-physics framework, to be developed.

- Chapter 1: fundamental physics of linear and nonlinear acoustic and ultrasonic wave propagation, physical effects induced by these waves in materials and tissue, and compilations of published acoustic tissue properties.

- Chapter 2: introduction into the theory of piezoelectricity, technology behind ultrasonic transducers and arrays, imaging modalities utilized in the guidance and monitoring of therapeutic ultrasound, and commercial therapeutic ultrasound integrated systems.

- Chapter 3: foremost therapeutic applications of focused ultrasound, their current clinical status, as well as their outlook. Finally, the challenges faced by focused ultrasound therapeutic modalities and the state-of-the-art approaches aimed at their amelioration are presented.

Part II proceeds to discuss the numerical modeling of acoustic wave propagation and presents the development of the numerical framework created for the purposes of this work.

- Chapter 4: review of the different mathematical models of acoustic wave propagation, their mathematical descriptions, shortcomings, and advantages. Lastly, an compendium of existing software capable of modeling acoustic wave propagation is given.
• Chapter 5: numerical implementations developed during this thesis. Thorough mathematical derivations of the implemented models, and a discussion the different numerical concerns, e.g., stability, accuracy, boundary conditions.

• Chapter 6: overview of the software development aspects, parallelization of the framework, coupling to other solvers, and integration into the ‘in-house’ framework.

• Chapter 7: validation of the developed acoustic solvers. Numerical validation against existing acoustic software, analytical solutions, and in-vitro validation performed through the utilization of a measurement setup designed and manufactured ‘in-house’.

Following the detailed presentation of the computational framework developed for the simulation of therapeutic ultrasound applications, Part III delves into three specific applications investigated during this work, each aimed at the amelioration of a particular challenge faced by the clinical community.

• Chapter 8: numerical study of transcranial sonication involving a detailed anatomical head model and a commercial therapy system is presented. Four different approaches, ranging from (semi-)analytical to simulation-based, were employed to calculate aberration corrections for 22 targets in the brain, and their impact on the resulting pressure and temperature distributions was compared.

• Chapter 9: numerical study of hepatic tumor ablation with a transient anatomical model generated through 4D-MRI data. Acoustic and thermal simulations were performed to ascertain the importance of motion-tracking and intercostal targeting.

• Chapter 10: investigation of various potentially complicating factors involved in tumor ablation. Acoustic and thermal simulations performed on a realistic but challenging setup, and used to investigate the impact of scanning approaches, the presence of vasculature in the tumor vicinity, and standing-wave effects on therapy efficacy.

Finally, Chapter 11 provides a summary of the motivation, findings, and foremost points of novelty of this work, and Chapter 12 gives an outlook on possible future work.
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Part I

Background & Motivation
Ultrasound Physics

This chapter gives a brief overview of acoustics and introduces terminology and concepts that are used throughout this thesis.

The discussion begins with linear acoustics (Section 1.1), including the nature of acoustic waves (Section 1.1.1), the different acoustic properties of materials and tissue (Section 1.1.2), and the propagation properties and behavior of such waves (Section 1.1.3).

Subsequently, the discussion continues on to nonlinear acoustic wave propagation and its characteristics (Section 1.2), and explains the physical effects of acoustic wave interaction with materials and biological tissue (Section 1.3), such as tissue heating (Section 1.3.1), radiation force (Section 1.3.2.1), acoustic streaming (Section 1.3.2.2), and acoustic cavitation (Section 1.3.2.3). Lastly, different compilations of published acoustic tissue properties are presented (Section 1.4).

It should be mentioned that even though this chapter discusses acoustics in general, all the principles and terminology presented are entirely applicable to ultrasonic waves, which are merely acoustic waves exhibiting frequencies above that of the audible range, as is explained below.

1.1 Linear Acoustics

1.1.1 Nature of Acoustic Waves

Sound is a mechanical disturbance set up in a medium, such that small parts of the medium, i.e., particles, execute oscillatory movements. This process does not involve any mass transfer, and originates from a local change in the stress or pressure field within the medium. Mechanical energy is ‘embedded’ in the medium, in the form of elastic strains and vibrations of the molecules which, given the appropriate stimulus, are displaced from
their original equilibrium position by a distance \( u \), called displacement amplitude and at a rate, or particle velocity, of \( v \). However, due to the medium’s elasticity, when a particle is displaced elastic forces that tend to restore it to its original position are developed. Through this oscillation and the interaction between different particles, acoustic energy can propagate across the medium in the form of a wave. In the case of sound, these waves are called acoustic waves. Therefore, sound requires a medium to propagate, be it a gas, liquid, or solid, but cannot propagate in vacuum.

Acoustic waves propagate as a series of compressions and rarefactions of the medium. Such waves with frequencies between 20 Hz and 20 kHz are designated as (audible) sound, meaning they can be perceived by a human being, while acoustic waves of higher frequencies are commonly referred to as ultrasound or ultrasonic waves.

Depending on the direction of the particle motion, acoustic waves can be categorized as longitudinal or transverse waves. In the case of the former, the particle motion/oscillation occurs along a line parallel to the direction of ultrasound propagation \( \vec{p} \) (see Figure 1.1(a)). In transverse waves, also commonly referred to as shear waves, the particle motion/oscillation direction is perpendicular to the direction of propagation \( \vec{p} \) (see Figure 1.1(b)). It should be mentioned that shear waves are damped out extremely rapidly in liquids and soft tissues, and therefore are not a major mode of wave propagation in most medical ultrasound applications. However, the above does not apply to solids or hard tissues like bones.

![Figure 1.1: One dimensional longitudinal (a) and transverse (b) waves. In longitudinal waves the direction of oscillation \( \vec{u} \) is parallel to the direction of propagation \( \vec{p} \). The particles oscillate back-and-forth, compressing and expanding the medium. In transverse waves the direction of oscillation \( \vec{u} \) is perpendicular to the direction of propagation \( \vec{p} \). The particles oscillate up-and-down, altering the shear stress of the medium.](image)

Acoustic waves can also be classified based on the geometrical shape of their wave-front. Two basic types are the planar and the spherical wave. Planar waves feature a wave-front located on a plane that propagates through space, while spherical waves propagate symmetrically around a reference point. However, in the case of waves with arbitrarily shaped wave-fronts, one can apply the Huygen’s Principle, which states that any such wave-front can be considered as an infinite superposition of spherical wave sources (see Figure 1.2).
1.1.2 Acoustic Medium Properties

1.1.2.1 Density

[8]

The density \( \rho \) (in kg/m\(^3\)) of a medium is the ratio of the medium’s mass per unit volume. Density plays a major role in the behavior of acoustic waves, as it influences a medium’s characteristic acoustic impedance \( Z \) (see Section 1.1.2.4).

Typical density values are 1.2 kg/m\(^3\) for air, values in the order of 1000 kg/m\(^3\) are observed for most soft tissues (slightly less for fatty tissues and slightly higher for tissues rich in collagen like tendon or skin), and approximately 1900 kg/m\(^3\) for cortical bone.

1.1.2.2 Speed of Sound

[3, §3.3], [2, §2.5], [6, §1.2], [9, p.12]

A medium’s speed of sound \( c \) (in m/s), is the speed at which an acoustic wave propagates through that medium. It is related to the wavelength \( \lambda \) and frequency \( f \), or period \( T \), with the below formulas:

\[
c = \lambda \cdot f \quad , \quad c = \frac{\lambda}{T}
\]  \hspace{1cm} (1.1)

It is known from theoretical acoustics, that a medium’s \( c \) is related to that medium’s compressibility \( \beta \) (in m\(^2\)/N or Pa\(^{-1}\)) and density \( \rho \), and it is depicted in Equation 1.2. Compressibility is a measure of the relative volume change of a medium as a response
to a given pressure. Alternatively, $c$ can be calculated through the medium’s *elastic bulk modulus* $B$ (measured in Pa), which is the reciprocal of $\beta$, and acts as a measure of the medium’s tendency to be deformed elastically, i.e., non-permanently, when a force is applied to it, as shown in Equation 1.3.

\[
c = \sqrt{\frac{1}{\beta \rho}} \tag{1.2}
\]

\[
c = \sqrt{\frac{B}{\rho}} \tag{1.3}
\]

Typical $c$ values are 1482 m/s in water and 343 m/s in air. In the case of the human body, $c$ lies in the range of 1430 – 1750 m/s for soft tissues, with fat being in the lower end of the range, skin being in the upper, and tissues like muscle, brain matter and most organs lying in between. The typical $c$ values that have been measured in bone are in the order of 1800 – 3700 m/s, while values up 6000 m/s have been measured for tissues like tooth enamel. A more extensive compilation of $c$ values for different biological tissues can be found in Section 1.4.

It should be mentioned that even though the speed of sound in tissues is independent of the acoustic wave frequency, it has been shown to increase gradually as a function of temperature with a slope of $0.04 - 0.08\% \text{ K}^{-1}$ [9, p.12]. However, given that these variations are minimal, this temperature dependency is commonly ignored.

1.1.2.3 Absorption Mechanisms & Coefficient

When an acoustic wave is propagating through a medium such as tissue, it experiences a loss of kinetic energy through conversion to thermal energy by a phenomenon called *absorption*.

Absorption is intrinsic to the medium of propagation but it is not attributed to a single mechanism, or type of energy loss. The energy losses of which absorption is comprised can be subdivided into three basic types, for which the physical mechanisms are well known. These types are viscous losses, heat conduction losses and relaxation losses.

*Viscous losses* occur whenever there is relative motion between adjacent portions of the medium, such as in the case of shear deformations or during the neighboring compressions and rarefactions that facilitate the propagation of the acoustic wave. *Viscosity* is a measure of the frictional forces between particles of the medium as they interact with one
another. Therefore, during the acoustic wave propagation, a portion of the acoustic energy is converted to thermal, resulting in energy loss.

*Heat conduction losses* result from the conduction of thermal energy from the higher temperature compression areas of the medium to the lower temperature refraction areas. The increased acoustic pressure in the compression areas implies increased kinetic energy (in comparison to rarefaction areas) which causes these areas to exhibit a higher temperature. This kinetic energy diffuses from these warmer regions to the cooler ones through intermolecular collisions. As this energy dissipates from the warmer region, it is lost to the acoustic process and is converted to random thermal energy of molecular motion.

The third type of absorption losses are *relaxation losses*, also referred to as *molecular losses*, which can be explained as follows: during the compressional phase of the wave cycle, kinetic energy is stored in the medium in a number of different forms such as rotational and vibrational energies, translational energy, potential energy, etc. This stored energy is returned to the wave during the rarefaction phase in an attempt of the medium to return to its equilibrium state. However, this energy transfer takes a certain amount of time, which is referred to as *relaxation time*, an intrinsic characteristic of the medium. The longer this relaxation time is, the more energy has been stored by the molecules. Thus, during the rarefaction cycle, kinetic energy will return ‘out of phase’ causing destructive interference (see Section 1.1.3.5), manifesting as energy loss.

Based on the mechanisms described above, it is obvious that a medium’s absorption of acoustic energy is dependent on the wave frequency. As the wave frequency increases, so do both the viscous, due to increased frictional losses, and relaxation losses. The increase in relaxation losses can be attributed to the fact that while relaxation times remain constant, compressions and rarefactions occur more rapidly, resulting in an increased probability of destructive interference and therefore energy loss.

The *absorption coefficient* $\alpha$ constitutes the sum of all the aforementioned losses and is a frequency dependent medium property, as discussed above. The relation between $\alpha$ and the acoustic wave frequency is approximated as $[2, \S 2.5]$:

$$\alpha = \alpha_0 \cdot f^b$$  \hspace{1cm} (1.4)

where $\alpha$ is the absorption coefficient, measured in Np/m, for a given frequency $f$, $\alpha_0$ is a medium constant, expressed in Np/m/Hz$^b$, and $b$ is also a numerical constant dependent on the tissue type.

It should be noted, that $\alpha$ is also often expressed in dB/m or dB/cm. The relation between Np and dB is $[2, \S 2.5]$:

$$\alpha_{dB} = 0.115 \cdot \alpha_{Np}$$  \hspace{1cm} (1.5)
In contrast to the tissue density and speed of sound, the absorption coefficients in tissue are very different to those of water and exhibit large variations between different tissues. A comprehensive list of absorption coefficient values for different tissues is given in Section 1.4.

### 1.1.2.4 Characteristic Acoustic Impedance

The characteristic acoustic impedance $Z$ (measured in Rayls or kg/m$^2$/s), is an inherent property of a medium and is calculated as the product of the medium’s speed of sound and density [2, §2.5]:

$$Z = \rho \cdot c$$  \hspace{1cm} (1.6)

According to the average $\rho$ and $c$ values, provided in Sections 1.1.2.1 and 1.1.2.2 respectively, air exhibits a $Z$ less than 0.5 kRayls, that of soft tissue and water is in the order of 1.5 MRayls, and cortical bone exhibits a $Z$ in the range of $3 \text{–} 5$ MRayls. This property is critical with respect to all processes that define acoustic wave behavior, e.g., reflection, scattering, refraction, etc., which are detailed in subsequent sections. A table depicting $Z$ values for different tissue types can be found in Section 1.4.

### 1.1.3 Acoustic Wave Properties

#### 1.1.3.1 Acoustic Intensity

A definitive parameter associated with an acoustic wave is its intensity. An ultrasound wave carries kinetic energy as it propagates. This energy can be described in terms of an energy density, i.e., the amount of energy per unit volume, or more commonly by intensity, which is defined as the energy propagating through unit area per unit time. However, the quantity that is usually calculated and cited is the time-averaged intensity $I$, which will be simply referred to as acoustic intensity from this point forth. Acoustic intensity is measured in W/m$^2$, and for a sinusoidal acoustic wave it is calculated as [10, §5.9]:

$$I = \frac{p^2}{2Z} = \frac{p^2}{2\rho c}$$  \hspace{1cm} (1.7)

where $p$ is the absolute acoustic pressure amplitude in Pa (or kg/s$^2$/m), $Z$ is the characteristic acoustic impedance of the medium in Rayls (or kg/m$^2$/s), $\rho$ is the medium’s density in kg/m$^3$, and $c$ is the medium’s speed of sound in m/s.
1.1.3.2 Reflection & Refraction

[3, §§1.2, 6.3], [6, §1.2], [4, §§3.7-3.8], [5, §2.5], [15]

Consider an acoustic wave propagating within a medium with a characteristic acoustic impedance of \( Z_1 \) and impinging (incident wave) upon an interface to another medium with a characteristic acoustic impedance of \( Z_2 \). A portion of that acoustic energy is reflected (reflected wave) at the interface and propagates back towards the first medium, while the remaining energy is transmitted through the second medium (transmitted or refracted wave). This phenomenon is depicted in Figure 1.3.

\[
\sin \theta_i \frac{c_1}{c_2} = \sin \theta_t \frac{c_1}{c_2}
\]

\( \theta_i \) and \( \theta_t \) are the incidence and transmission angles, respectively. \( c_1 \) and \( c_2 \) are the speeds of sound in the two media. The ratio of the reflected wave pressure \( p_r \) to the incident wave pressure \( p_i \) can be calculated through the reflection coefficient \( R \), while the ratio between the transmitted wave pressure \( p_t \) and that of the incident wave pressure is given by Snell's law as shown above [3, §6.3]:

Figure 1.3: An acoustic wave propagating from a medium 1 to a medium 2. Due to the impedance mismatch between the two media, part of the acoustic energy is reflected back to medium 1, while the remaining energy propagates through to medium 2 as a refracted wave.

The incidence angle \( \theta_i \) is equal to the reflection angle \( \theta_r \), while the transmission angle \( \theta_t \) depends on the speed of sound \( c \) of the two media, and can be calculated with Snell's law as shown below [3, §6.3]:

where \( c_1 \) and \( c_2 \) are the speeds of sound in the two media.

The difference in \( Z \) between two media is commonly referred to as impedance mismatch. The greater the impedance mismatch, the greater the percentage of acoustic energy that will be reflected at the interface between the two media. The ratio of the reflected wave pressure \( p_r \) to the incident wave pressure \( p_i \) can be calculated through the reflection coefficient \( R \), while the ratio between the transmitted wave pressure \( p_t \) and that of the incident wave pressure is given by Snell's law as shown above [3, §6.3]:
one can be derived from the *transmission coefficient* \( T \) (not to be confused with the period of a wave outlined in Section 1.1.1). These coefficients can be calculated based on the characteristic impedances of the two media, as well as the incidence and transmission angles. The formulas for their calculation can be seen below [3, §6.3]:

\[
R = \frac{p_r}{p_i} = \frac{(Z_2 \cos \theta_i - Z_1 \cos \theta_i)}{(Z_2 \cos \theta_i + Z_1 \cos \theta_i)} \tag{1.9}
\]

\[
T = \frac{p_t}{p_i} = \frac{(2Z_2 \cos \theta_i)}{(Z_2 \cos \theta_i + Z_1 \cos \theta_i)} \tag{1.10}
\]

For the unique case when the incident wave impinges perpendicularly to the interface (thus \( \theta_i = \theta_t \)), the above formulas can be simplified to [3, §6.3]:

\[
R = \frac{p_r}{p_i} = \frac{(Z_2 - Z_1)}{(Z_2 + Z_1)} \tag{1.11}
\]

\[
T = \frac{p_t}{p_i} = \frac{(2Z_2)}{(Z_2 + Z_1)} \tag{1.12}
\]

Lastly, it should be mentioned that the ratios of the reflected/incident and transmitted/incident, acoustic energy/intensity can be calculated by the square powers of the above coefficients [3, §6.3]:

\[
\frac{I_r}{I_i} = R^2 , \quad \frac{I_t}{I_i} = T^2 \tag{1.13}
\]

In the interest of elucidating the significance of the \( R \) and \( T \) coefficients, the following cases should be noted: If \( Z_1 < Z_2 \) then \( R > 0 \), which signifies that the amplitude of the reflected wave is in phase with the incident wave. If \( Z_1 > Z_2 \) then \( R < 0 \) which implies that the reflected wave exhibits a 180° phase difference, i.e., opposite phase, relative to the incident wave. If \( Z_1 \approx Z_2 \) then \( R \approx 1 \) which means that the incident wave is almost entirely reflected at the interface between the two media, i.e., the reflected wave has nearly the same amplitude as the incident wave. Lastly, in the case of \( Z_1 \gg Z_2 \) then \( R \to -1 \), which implies that the incident wave is once more almost entirely reflected but unlike the previous case, this reflected wave exhibits 180° phase difference relative to the incident wave.
1.1.3.3 Diffraction

When the incident acoustic wave interacts with a seemingly infinitely extending interface between two different media, only the phenomena of reflection and refraction occur. That interface acts as an acoustic barrier, and the space behind it, where the acoustic waves would normally propagate in its absence, is called the acoustic shadow zone, as it becomes acoustically obscured due to the barrier’s presence. However, when an incident wave impinges upon a barrier with finite length, and therefore edges, the wave tends to spread and/or bend around those edges. A similar phenomenon is observed when that barrier exhibits small openings.

This phenomenon, which is depicted in Figure 1.4, is referred to as diffraction, and causes the wave trajectories to bend and propagate in zones that would have been shadowed otherwise. The amount a wave diffracts depends on the size of that barrier or opening, the distance between the sound source and the barrier, as well as the acoustic wavelength \( \lambda \) (or frequency \( f \)). Diffraction is enhanced for lower frequencies, i.e., for wavelengths that are long when compared to the barrier, while if the wavelength is negligible compared to the size of the barrier, diffraction is minimal. In addition, the closer the sound source is located to the barrier, the larger the shadow zone on the other side of the barrier becomes.

1.1.3.4 Scattering

Scattering is a direct consequence of reflection and is the cornerstone of diagnostic ultrasound. Scattering occurs when an acoustic wave travels through an inhomogeneous medium, i.e., a medium that contains objects of different characteristic acoustic impedance - also known as scatterers, and part of the wave energy is redirected and appears separately to the original incident wave, by being either delayed in time or altered in direction.

As in the case of diffraction, scattering is heavily dependent on the ratio between the acoustic wavelength and the size of the scatterer(s). In addition, it is dependent upon the degree of the impedance mismatch on the interfaces between the propagating medium and the scatterers, as well as the number of scatterers per unit volume.

Depending on the aforementioned wavelength/scatterer-size ratio, three types of scattering can be defined. If the wavelength is much smaller than the size of the scatterer, then the phenomenon is called specular scattering. At the other extreme, when the wavelength is large compared to the scattering object the type of scattering is called diffusive scattering or Rayleigh scattering. This second type finds application in medical imaging, especially in Doppler blood-flow measurements, where each blood cell is essentially a small scatterer, and imaging under ultrasound contrast agents, which are composed of...
microscopic air-filled bubbles. The last type of scattering is called diffractive scattering, and occurs when the acoustic wavelength and the size of the scatterer are comparable.

1.1.3.5 Interference & Standing Waves

When two acoustic waves ‘collide’ in space, a phenomenon called interference is manifested. This interaction is heavily dependent on the phase of the two waves. If the two waves are ‘in-phase’ at the location of interaction, then constructive interference occurs and the amplitudes of the two waves appear to enhance each other, resulting in a combined wave of higher amplitude (see Figure 1.5(a)). In the event of two waves being ‘out of phase’, the amplitudes seem to attenuate each other as the waves cancel each other’s energy (see Figure 1.5(b)), in what is called destructive interference.

A direct consequence of the interference phenomenon are standing waves. When a wave propagates through a confined medium, e.g., a medium surrounded by strong reflectors, the wave interferes with its reflection. If the distance between the wave source and the
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Figure 1.5: Constructive (a) and destructive (b) interference of two waves.

When a reflector is a multiple of $\lambda/2$, this interference yields a motion pattern which appears spatially still but with a temporally varying amplitude (see Figure 1.6).

Figure 1.6: Fundamental (up) and second harmonic standing waves (down).

1.1.3.6 Attenuation

[9, pp.12-13], [2, §2.5], [11, §3.7]

When an acoustic wave is propagating through a medium, the amplitude of the acoustic pressure, and all related quantities such as intensity, are reduced exponentially as the wave progresses. This phenomenon is called attenuation, and it should be distinguished from absorption which was discussed in Section 1.1.2.3. Absorption relates to the conversion of the acoustic wave’s kinetic energy to thermal energy within the medium, whereas attenuation refers to the total propagation losses that result in an abated wave intensity. Attenuation is a result of absorption by the medium, as well as scattering, and determines the extent of penetration of an acoustic wave in a material or tissue.

However, it has been shown experimentally [18], that attenuation is dominated by absorption, and that the amount of scattered energy is typically negligible when compared to the energy losses due to absorption. In addition, scattered energy will inevitably be absorbed by the medium. Therefore, the attenuation coefficient is assumed to be the same as the absorption coefficient $\alpha$ outlined in Section 1.1.2.3.
1.2 Nonlinear Acoustics

1.2.1 Linearity Assumptions

In the previous sections, the propagation of acoustic waves was considered to be linear. However, for this simplification to be valid, the acoustic waves need to abide by certain assumptions commonly referred to as *linearity principles*.

The *shape-amplitude proportionality principle* states that the shape and amplitude of the acoustic waves at any location are proportional to the input excitation, i.e., the original acoustic wave.

The *superposition principle*, poses the assumption that the particle displacement generated by two or more acoustic sources is simply the algebraic sum of the displacements generated by each source separately.

Lastly, the *infinitesimal amplitudes principle* states that in order to allow for first-order approximations, i.e., linearization, of the acoustic pressure and particle velocity, it is assumed that the amplitude of the propagating waves is infinitesimally small. Thus, describing waves with large pressure amplitudes, requires higher-order approximations of these quantities.

1.2.2 Nonlinear Acoustic Wave Propagation

The aforementioned linearity principles are obeyed in certain applications of biomedical ultrasound, especially when low acoustic pressures are employed, such as in imaging systems where linearity is a fundamental prerequisite. However, these assumptions cannot always be applied to the interaction of acoustic waves with tissues, as higher amplitudes are often utilized.

Commonly employed acoustic waves typically exhibit *finite amplitudes* and display nonlinear behavior, even if the inherent nonlinearity of the medium was ignored. As described in Section 1.1.1, acoustic waves propagate within a medium through a series of compressions and rarefactions. Under the linearity regime, an acoustic wave would propagate along the \( z \) direction with a speed of:

\[
\frac{dz}{dt} = c = \sqrt{\frac{1}{\beta \rho}} = \sqrt{\frac{B}{\rho}}
\]  

(1.14)
where $\beta$ is the medium’s compressibility, the reciprocal of $\beta$ is the bulk modulus $B$, and $\rho$ is the density (see Equations 1.2 and 1.3 in Section 1.1.2).

However, the above formula only applies for linear acoustics where the infinitesimal amplitudes principle is valid. The speed $c$ and density $\rho$ in the above formula are in fact the equilibrium sound speed $c_0$ and equilibrium density $\rho_0$, meaning the speed and density of the medium in the absence of an acoustic wave. The infinitesimal amplitudes assumption theorizes that if the amplitudes of the propagating waves are very small, then they should not disturb these equilibrium quantities, and thus the aforementioned formula is assumed to hold. Due to this, the equilibrium speed of sound $c_0$ is often referred to as small signal sound speed.

In the case of finite amplitude waves however, this simplification is no longer valid. The propagation speed of an acoustic wave in the nonlinear regime would be:

$$\frac{dz}{dt} = c_0 + \beta u$$

(1.15)

where $c_0$ is the equilibrium speed of sound mentioned above, $\beta$ is called the nonlinearity coefficient (not to be confused with compressibility which uses the same symbol), and $u$ is the particle displacement velocity. The nonlinearity coefficient is defined as $\beta = 1 + 0.5B/A$ with $B/A$ being the nonlinearity parameter, an intrinsic property of each material or tissue (not to be confused with the medium’s bulk modulus $B$).

During the propagation of an acoustic wave, the compression areas of the medium, i.e., compressed particles due to higher acoustic pressure, exhibit a higher speed while the rarefaction areas exhibit a lower speed. Therefore, the wave propagation speed varies at different points along the wave, and the pressure maxima propagate faster than the pressure minima. Even though the particle velocity $u$ is small in comparison to $c_0$, this effect is cumulative and leads to a gradual wave distortion, as shown in Figures 1.7(a) and 1.7(b). This type of nonlinearity is typically referred to as convective nonlinearity.

In addition to convective nonlinearity, a second effect called medium nonlinearity is observed. Water, as well as most biological tissue, are inherently nonlinear. The nonlinearity property of a medium is in direct contradiction to the shape-amplitude proportionality principle, meaning that it cannot be assumed that the shape and amplitude of an acoustic wave within the medium are proportional to those of the original wave. When the medium is compressed, an increase in its bulk modulus $B$, or alternatively a decrease in its compressibility $b$, is observed which causes an increase in the speed of sound, as per Equation 1.2. Therefore, this effect causes waves in compression regions of the medium to propagate faster than rarefaction regions, further amplifying the wave distortion described above.

The foremost consequences of acoustic propagation through a nonlinear medium are the cumulative distortion of the wave, the generation of higher harmonics, and ultimately
saturation. As a harmonic wave, i.e., a wave with a single frequency called the first harmonic, propagates, distortion begins and simultaneously creates low levels of secondary harmonics. Consequently, the cumulative distortion creates a sawtooth wave, commonly called a shock wave, which exhibits frequencies at harmonic-multiples of the fundamental frequency. As propagation continues, the higher harmonics are attenuated, due to the relation between the absorption coefficient and frequency as outlined in Section 1.1.2. Eventually only an attenuated low-amplitude waveform remains, in a phenomenon called saturation. This evolution of the wave is depicted in Figure 1.7.

1.3 Physical Effects of Ultrasound

Acoustic waves interact with the medium in which they are propagating through the particle motion and pressure variations. While certain applications of diagnostic or therapeutic ultrasound can be considered to lie in the linear propagation regime, as the utilized acoustic intensities increase, nonlinear phenomena become increasingly prominent.

This interaction yields a number of different physical effects, which can be classified into thermal effects and nonthermal effects. Thermal effects are mostly related to the medium’s temperature increase, due to the conversion of acoustic energy into heat. The nonthermal effects are mechanical in nature and include radiation force, pressure and torque, acoustic streaming and the formation and cavitation of microbubbles. This categorization is depicted in Figure 1.8, while the different effects are discussed below in detail.

1.3.1 Thermal Effects

As discussed in Sections 1.1.2.3 and 1.1.3.6, when acoustic waves propagate through a medium they experience a continuous loss of energy as a result of attenuation which is converted to thermal energy and results in that medium’s temperature increase. Furthermore, when nonlinear propagation is taken into account, this energy loss becomes even more pronounced due to the faster generation and attenuation of higher harmonics (see Section 1.2.2).

This effect is called the absorption effect and is the main source of thermal energy during the propagation of acoustic waves within a material or tissue. The amount of acoustic energy that is irreversibly converted to thermal energy per unit volume is called acoustic energy density, it is measured in W/m$^3$ and is symbolized by $q_v$. Its calculation is shown in the formula below [14, 24–26]:

\[
q_v = \frac{-1}{2\rho_0 c^2} \left( \frac{1}{2} \rho_0 c^2 \frac{\partial^2 p}{\partial t^2} + \frac{1}{2} \rho_0 c^2 \frac{\partial^2 \rho}{\partial t^2} \right)
\]
Figure 1.7: Evolution of an acoustic wave propagating in a nonlinear medium. The acoustic wave is shown throughout the different propagation stages, depicted in time on the left of each figure, while its spectral components are shown on the right. The original wave exhibits higher propagation speed in the compressional areas than in the rarefactional (a). Thus, the wave distorts causing the generation of harmonics (b). Eventually a shock wave, rich in harmonics develops (c). As the high harmonics are absorbed at a higher rate by the medium, their energy is absorbed and attenuated (d). Eventually only a low-amplitude, harmonic wave remains (e).
where $\alpha$ is the absorption coefficient (see Section 1.1.2.3) in $\text{Np/m}$, and $I$ is the acoustic intensity (see Section 1.1.3.1) at the location in $\text{W/m}^2$. Alternatively, through the use of Equation 1.7, $q_v$ can be expressed as a function of acoustic pressure. $p$ is the absolute acoustic pressure amplitude in Pa (or $\text{kg/s}^2/\text{m}$) [24, p.14], $\rho$ is the medium’s density in $\text{kg/m}^3$ and $c$ is the medium’s speed of sound in $\text{m/s}$.

Another source of thermal energy present in the therapeutic utilization of acoustic waves, is the heat conduction effect, which describes the thermal effect of the transducer, i.e., the source of ultrasonic waves discussed in Section 1.1.3.6, which can itself be a source of heat when in direct contact with the body. This is caused due to impedance mismatches between the transducer surface, its coupling gel, and the surrounding air. The aforementioned mismatch causes acoustic energy to be reflected back towards the transducer, increasing its temperature, which in turn heats up the body surface. This effect however, is localized at the patient’s skin and typically ignored.
1.3.2 Nonthermal Effects

1.3.2.1 Radiation Pressure, Force & Torque

When a propagating acoustic wave exhibits low pressure amplitudes, both the acoustic pressure $p$ and the particle velocity $u$ can be assumed to vary sinusoidally with time. Any movement or deformation the wave propagation causes to the particles of the medium during the compression phase of the cycle, can be assumed to reverse during the rarefaction phase. As described in Section 1.2.2 however, at higher amplitudes (finite amplitudes), the effects of nonlinearity cause the compressional and rarefactual cycles of the wave to differ significantly.

Due to this asymmetry between the two cycles, higher positive acoustic pressure is observed during the compression than negative pressure during the rarefaction, resulting in a ‘constant’ positive average pressure exerted by the acoustic wave to the medium. This average pressure is called radiation pressure and is an inherently nonlinear acoustic effect.

When encountering a (partially) reflective surface, i.e., an interface where there is a characteristic acoustic impedance mismatch, this radiation pressure will exert a radiation force on that interface, attempting to ‘push’ it along the direction of propagation. This volumetric force however, acts not only on ordinary objects/bodies within the propagation medium, or interfaces between different media, but even on the medium itself. Radiation force is proportional to acoustic intensity and under a linearized regime this relation can be expressed as follows [31]:

$$ F_{rad} = \frac{2\alpha I}{c} \tag{1.17} $$

where $F_{rad}$ is the radiation force in N/m$^3$ (or kg/m$^2$/s$^2$), $\alpha$ is the medium’s absorption coefficient in Np/m (see Section 1.1.2.3), $I$ is the acoustic intensity (see Section 1.1.3.1) at the location in W/m$^2$, and $c$ is the medium’s speed of sound in m/s.

A quantity analogous to radiation force is radiation torque. While the former may cause translation displacement of a region in the medium or body, radiation torque is a rotational force and may cause the body to experience an angular displacement. A volume element in a nonlinear acoustic field is subjected both to a translational and rotational force. Radiation torque is greatest at positions in which the velocity gradient is at its maximum, such as at the boundary between two different media.
1.3.2.2 Acoustic Streaming

When an acoustic wave is propagating in a fluid, the acoustic radiation force creates a non-oscillatory, fluidic motion which is called *acoustic streaming*. This motion can be steady, known as *jet flow*, and/or circulatory, a behavior commonly referred to as a *vortex*.

The velocity gradients associated with this fluid motion may be quite high, especially in the vicinity of boundaries within the field, and the shear stresses set up may be sufficient to cause changes and/or damage to the medium.

Acoustic streaming can be classified according to its scale. When the scale of the effect is in the order of a few cm, it is simply referred to as *streaming*, while scales in the order of μm classify the effect as *microstreaming*.

1.3.2.3 Acoustic Cavitation

The term *acoustic cavitation* is used to define the interaction between an acoustic field and microscopic bodies of gas in any medium or tissue. In order for cavitation to occur in tissue, the presence of such gaseous bodies, which are often referred to as *cavitation nuclei*, is required. These nuclei are typically gas-filled bubbles with a size in the order of a few μm, and thus they are typically called *microbubbles*. Microbubbles may either pre-exist within the medium, in the form of dissipated gas/oxygen, or can be introduced in the human body by the injection of an ultrasound *contrast agent* (UCA), a solution which contains a large number of preformed microbubbles.

When such a microbubble is exposed to an oscillating acoustic wave, it starts to expand and contract in a fashion that is inversely related to the acoustic pressure. During the compression cycle, when the pressure amplitude is high, and the bubble is ‘pushed’ inwards, its gaseous core is compressed by the bubble shell and the whole bubble contracts. During the rarefaction cycle, the low pressure allows the bubble to ‘relax’ more, its gaseous core decompresses and the bubble expands in size. This type of bubble oscillation is called *stable cavitation* and is depicted in Figure 1.9.

This motion induces microstreaming (see Section 1.3.2.2) of the fluid around the bubble and increases absorption/attenuation of the acoustic wave, as the oscillating bubble may intercept and re-radiate acoustic energy, thereby absorbing much more energy than what would normally be absorbed by the tissue itself. In addition, this oscillation yields highly localized shear stresses on the surrounding medium/tissue which can lead to severe cell damage.
1.3. Physical Effects of Ultrasound

Figure 1.9: Stable cavitation in a microbubble. During compression the pressure amplitude is high and the bubble contracts. During rarefaction the low pressure allows the bubble to expand in size and the whole process is repeated in a sustainable oscillation.

Stable cavitation, however, applies only for low-intensity acoustic waves and describes a periodic and sustainable bubble oscillation. For high pressure amplitudes, the bubble can expand during the rarefaction cycle but cannot be compressed without limit as the gaseous core of the bubble can only be compressed so far, and this limit is defined by the minimum bubble radius. As a result, the pressure response of the bubble becomes highly nonlinear, the bubble expands further in size with every rarefaction cycle by means of rectified diffusion [35] until the eventual fragmentation of the bubble shell and bubble collapse. This phenomenon is called transient or intertial cavitation and a depiction can be seen in Figure 1.10.

In addition to the effects of stable cavitation described above, during inertial cavitation the violent collapse of the bubble can cause a localized acoustic pressure of several thousand atmospheres (the equivalent of several MPa) and temperatures in the order 5000 °C. It may also lead to the generation of shock waves, high-velocity liquid jets, and strong shear forces. This bubble collapse can completely disintegrate the surrounding tissue, while the high temperature can yield the generation of free radicals which are chemically active [1, §§14.2-14.4], [28, §10.1], [9, pp.17-18].

The pressure amplitude level at which inertial cavitation may occur is called the cavitation threshold, and has been shown experimentally to be proportional to the frequency of the acoustic wave, i.e., inertial cavitation is more likely to occur in lower acoustic frequencies [15, 16, 33, 34]. Moreover, cavitation can be suppressed by degassing the medium/liquid, i.e., removing dissolved gas, or by increasing its viscosity.
1.4 Acoustic Tissue Properties

Although many artificial materials have been acoustically characterized for use in transducer manufacture or nondestructive testing (NDT), an extensive literature search revealed no comprehensive studies on the acoustic properties of human tissue, apart from the properties of bone which were first investigated by Fry and Barger [36]. While promising projects dealing with the measurement of such properties in porcine and human tissue are underway [37, 38], the only existing literature is generally decades old and comprises empirically measured properties with large discrepancies between different datasets. Such sources can be found in [1–3, 18, 39–45].

In this section, two existing compilations of the acoustic tissue properties discussed in Sections 1.1.2 and 1.2.2 will be provided. The first such compilation, is based on the data compiled by Szabo [1, p.535], derived from existing literature [39–41]. These property values can be seen in Table 1.1. Another such compilation is given in [2], which can be seen in Table 1.2.

One should note the differences in the absorption coefficients (see Section 1.1.2.3) between the two tables. Table 1.1 provides values for $\alpha_0$ and $b$, which can be used to calculate $\alpha$ as shown in Equation 1.4. Table 1.2, however, provides frequency-dependent values of $\alpha$ instead, measured in Np/m/MHz, essentially assuming that $b = 1$. 

**Figure 1.10:** Inertial cavitation of a microbubble. The bubble expands with rarefaction each cycle until it reaches its critical size and collapses.
## 1.4. Acoustic Tissue Properties

<table>
<thead>
<tr>
<th>Tissue Name</th>
<th>$c$ (m/s)</th>
<th>$\alpha_0$ (dB/m/MHz)</th>
<th>$b$</th>
<th>$\rho$ (kg/m$^3$)</th>
<th>$Z$ (MRayls)</th>
<th>$B/A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood</td>
<td>1584</td>
<td>14</td>
<td>1.21</td>
<td>1060</td>
<td>1.68</td>
<td>6</td>
</tr>
<tr>
<td>Bone</td>
<td>3198</td>
<td>354</td>
<td>0.9</td>
<td>1990</td>
<td>6.36</td>
<td>-</td>
</tr>
<tr>
<td>Brain</td>
<td>1562</td>
<td>58</td>
<td>1.3</td>
<td>1035</td>
<td>1.62</td>
<td>6.55</td>
</tr>
<tr>
<td>Breast</td>
<td>1510</td>
<td>75</td>
<td>1.5</td>
<td>1020</td>
<td>1.54</td>
<td>9.63</td>
</tr>
<tr>
<td>Fat</td>
<td>1430</td>
<td>60</td>
<td>1</td>
<td>928</td>
<td>1.33</td>
<td>10.3</td>
</tr>
<tr>
<td>Heart</td>
<td>1554</td>
<td>52</td>
<td>1</td>
<td>1060</td>
<td>1.65</td>
<td>5.8</td>
</tr>
<tr>
<td>Liver</td>
<td>1578</td>
<td>45</td>
<td>1.05</td>
<td>1050</td>
<td>1.66</td>
<td>6.75</td>
</tr>
<tr>
<td>Muscle</td>
<td>1580</td>
<td>57</td>
<td>1</td>
<td>1041</td>
<td>1.64</td>
<td>7.43</td>
</tr>
<tr>
<td>Spleen</td>
<td>1567</td>
<td>40</td>
<td>1.3</td>
<td>1054</td>
<td>1.65</td>
<td>7.8</td>
</tr>
<tr>
<td>Water</td>
<td>1482.3</td>
<td>0.22</td>
<td>2</td>
<td>1000</td>
<td>1.48</td>
<td>4.96</td>
</tr>
<tr>
<td>Air</td>
<td>343</td>
<td>0.34</td>
<td>2</td>
<td>1.2</td>
<td>0.0004</td>
<td>-</td>
</tr>
</tbody>
</table>

### Table 1.1: Compilation of acoustic tissue properties published in [1, p.535]. $c$ is the tissue’s speed of sound, $\alpha_0$ and $b$ can be used to calculate the tissue’s absorption coefficient according to Equation 1.4, $\rho$ is the density, $Z$ is the characteristic acoustic impedance, and $B/A$ is the tissue’s nonlinearity parameter.
<table>
<thead>
<tr>
<th>Tissue Name</th>
<th>( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(units)</td>
<td>m/s Np/m/MHz</td>
</tr>
<tr>
<td>Amniotic Fluid</td>
<td>1510 0.17</td>
</tr>
<tr>
<td>Blood</td>
<td>1575 1.7</td>
</tr>
<tr>
<td>Bone</td>
<td>3183 164</td>
</tr>
<tr>
<td>Brain</td>
<td>1565 8.6</td>
</tr>
<tr>
<td>Breast (young)</td>
<td>1450 5</td>
</tr>
<tr>
<td>Breast (old)</td>
<td>1430 5</td>
</tr>
<tr>
<td>Eye (lens)</td>
<td>1647 9</td>
</tr>
<tr>
<td>Eye (aqueous)</td>
<td>1537 6</td>
</tr>
<tr>
<td>Eye (vitreous)</td>
<td>1532 5</td>
</tr>
<tr>
<td>Fat (peritoneal)</td>
<td>1490 24</td>
</tr>
<tr>
<td>Fat (subcutaneous)</td>
<td>1478 7</td>
</tr>
<tr>
<td>Heart</td>
<td>1571 23</td>
</tr>
<tr>
<td>Kidney (cortex)</td>
<td>1567 12</td>
</tr>
<tr>
<td>Liver</td>
<td>1604 14</td>
</tr>
<tr>
<td>Muscle (perp.)</td>
<td>1581 11</td>
</tr>
<tr>
<td>Muscle (par.)</td>
<td>1581 16</td>
</tr>
<tr>
<td>Skin</td>
<td>1720 19.7</td>
</tr>
<tr>
<td>Spleen</td>
<td>1601 7.8</td>
</tr>
<tr>
<td>Tendon (perp.)</td>
<td>1750 43</td>
</tr>
<tr>
<td>Tooth (dentine)</td>
<td>3400 51</td>
</tr>
<tr>
<td>Tooth (enamel)</td>
<td>6030 77</td>
</tr>
<tr>
<td>Uterus</td>
<td>1629 2.7</td>
</tr>
</tbody>
</table>

**Table 1.2:** Compilation of acoustic tissue properties published in [2, §2.5]. \( c \) is the tissue’s speed of sound, and \( \alpha \) is the tissue’s absorption coefficient.
Chapter 1 established the fundamental physics of linear and nonlinear acoustic wave propagation, as well as the physical effects induced by these waves in the propagating medium. This chapter will focus on the technology used to generate and detect ultrasonic waves, with emphasis on the hardware used in therapeutic ultrasound applications, and will no longer be pertaining to audible acoustics.

This chapter begins with an introduction to the theory of piezoelectricity (Section 2.1), initially detailing the properties of piezoelectric ceramics (Section 2.1.1) and proceeding to explain the piezoelectric effect (Section 2.1.2). Subsequently, discussion continues with ultrasonic transducers, devices used for the generation and detection of ultrasonic waves (Section 2.2). The key hardware components of such devices are outlined (Section 2.2.1), followed by a presentation of the most commonly employed types of single-element transducers (Section 2.2.2) and transducer arrays (Section 2.3).

Furthermore, the most prevalent imaging modalities used to guide and monitor therapeutic ultrasound applications, i.e., diagnostic ultrasonic imaging and magnetic resonance imaging, will be discussed, presenting their strengths and limitations (Section 2.4). Lastly, bringing together all of the above, commercial integrated therapy systems utilizing ultrasound under image guidance, and which are employed in clinical applications, will be discussed (Section 2.5).

### 2.1 Basics of Piezoelectricity

[19, §17.1], [11, §2.1]

Even though several techniques can be employed to generate ultrasonic waves through high-frequency mechanical vibrations, the cornerstone of ultrasound technology is a phenomenon called the piezoelectric effect. This phenomenon essentially involves the bi-directional conversion of two forms of energy, namely mechanical and electrical.
2.1.1 Piezoelectric Ceramics

Materials in which the piezoelectric effect is observed are called piezoelectric materials. Some of these materials that occur naturally include quartz and tourmaline, but due to their weak piezoelectric properties they are very rarely employed in medical ultrasonic devices. The typical materials used in this field include barium titanate, lead metaniobate, and perhaps the most commonly used material for the generation/detection of ultrasonic waves, lead zirconate titanate (PZT). These materials are called piezoelectric ceramics and constitute the focus of this section. A noteworthy type of piezoelectric materials which are instrumental to the manufacture of magnetic resonance compatible transducers (see Section 2.4.2), are piezo-composite materials. These are formed by inserting piezoelectric material rods or grains into a polymer matrix to allow for control over the acoustic and electrical properties of the material. However, an in-depth analysis of these materials lies outside the scope of this section.

Piezoelectric ceramics fall under the class of ferroelectric materials, and are composed of a multitude of perovskite crystals. These crystals are characterized by a nonuniform distribution of positively and negatively charged atoms, that consequently exhibit a dipole moment. Within the material, adjoining polarized crystals form regions of local alignment called Weiss domains, each of which has a net dipole moment and therefore a net polarization. The polarizations of the different domains, however, are entirely random with respect to each other and as a result the material exhibits no overall polarization (see Figure 2.1(a)).

In order for these ceramic materials to become piezoelectric, they undergo a process referred to as poling. Poling begins by heating the material above the Curie temperature or Curie point, a temperature on the order of hundreds of degrees, which allows the dipoles to become mobile, i.e., have the possibility of re-aligning themselves. While the material is heated, a strong direct voltage, known as the poling voltage, is applied to the material. This causes the dipoles within the different domains to align themselves to this external field, resulting in non-zero polarization. The direction of this field, and hence the polarization, is called the polarization axis or polarization direction. While the external field is still in effect, the material is allowed to cool below the Curie point, at which point a permanent polarization remains (see Figure 2.1). After this process, the materials can be classified as poled piezoelectric materials, and exhibit a strong piezoelectric response. It should be mentioned that if a piezoelectric material is heated again above the Curie point, the internal dipoles will be free to move and will randomly redistribute themselves, resulting in a zero net polarization and loss of the material’s piezoelectric properties.
2.1. BASICS OF PIEZOELECTRICITY

2.1.1 The Piezoelectric Effect

As mentioned above, the piezoelectric effect involves the bi-directional conversion of mechanical and electrical energy. When a mechanical deformation is applied to a poled piezoelectric material – a single unit of which is typically referred to as a piezoelectric element – the dipole moment associated with that element changes and a voltage, linearly proportional to that deformation, is generated. This phenomenon is called the direct piezoelectric effect and involves the conversion of mechanical energy into electrical. The polarity of the generated voltage depends on the direction and nature of the applied deformation. When a compression along the polarization axis or tension perpendicular to that axis is applied, a voltage with the same polarity as the original poling voltage is generated. On the other hand, a tension along that axis or a compression perpendicular to it produces a voltage with a reverse polarity. This can be seen in Figure 2.2.

The inverse of the above effect involves the conversion of electric energy into mechanical and it is called the inverse piezoelectric effect. If a voltage of the same polarity as the poling voltage is applied to a piezoelectric element, the element tends to elongate, i.e., enlarged length with diminished thickness. Alternatively, a voltage with a reverse polarity will cause the element to contract, i.e., enlarged thickness with diminished length. This can be seen in Figure 2.3.

The above two phenomena are also observed when the applied mechanical deformation or electrical voltage are not constant, but alternate in time. An alternating current (AC) will yield a proportional alternating deformation of the piezoelectric element, which produces a mechanical wave. Likewise, an alternating deformation on such an element yields a proportional voltage at its surface. It is this property of piezoelectric materials that allows

Figure 2.1: Depiction of the poling process employed to create piezoelectric materials. (a) shows the random distribution of the polarized domains which results in a zero net polarization. A strong DC field is used to align the domains (b). After the field is removed the polarization remains (c).
Figure 2.2: Depiction of the direct piezoelectric effect. Undisturbed piezoelectric element with its polarization axis (a). When a compression is applied along that axis, a voltage with the same polarity as the poling voltage is generated (b). When tension is applied along the same axis, the generated voltage has a reverse polarity (c).

Figure 2.3: Depiction of the inverse piezoelectric effect. Undisturbed piezoelectric element with its polarization axis (a). When a voltage with the same polarity as the poling voltage is applied, the piezoelectric element elongates (b). When the polarity is reversed the element contracts (c).
2.2. SINGLE ELEMENT ULTRASONIC TRANSDUCERS

them to facilitate both the generation and detection of waves that are mechanical in nature, such as ultrasonic waves (see Figure 2.4).

![Figure 2.4: Depiction of the transmission and reception of acoustic waves. Using the same piezoelectric element with two electrodes bonded to its two opposing faces (a), acoustic waves can be generated by supplying the element with an AC voltage (b). Inversely, an acoustic wave impinging on the transducer will generate a measurable AC voltage proportional to the wave’s amplitude (c).](image)

2.2 Single Element Ultrasonic Transducers

[3, §8.1], [2, §3.1]

The term transducer is used for devices that can convert one form of energy into another. In this thesis, the term will be reserved for a device that can convert electrical energy to acoustic and vice-versa.

The majority of transducers used in medical ultrasound are made with piezoelectric ceramics (see Section 2.1.1), which can be machined to various shapes and sizes. Fundamental ultrasonic transducers consist of only one such piezoelectric element and are called single-element transducers. This section will begin by presenting the basic concepts behind the design of these transducers and will then discuss the function of their different components. Subsequently, the main types of single-element transducers and their characteristics will be outlined.
2.2.1 Transducer Components & Assembly

Two conductive electrodes are attached to the piezoelectric element to facilitate the transfer of electrical energy. In order to maximize the output of acoustic energy, these two electrodes are bonded to a backing and a matching layer and the entire assembly is placed in a plastic housing. This setup can be seen in Figure 2.5.

![Figure 2.5: Simplified sketch of a single-element transducer assembly. (a) is a 3D depiction, while (b) shows a cross section of the assembly and marks the individual components.](image)

2.2.1.1 Piezoelectric element

The core component of any transducer is the piezoelectric element which permits the bi-directional conversion between electrical and acoustic energy. In order to define the frequency at which the element vibrates with maximal efficiency, and therefore the frequency of the generated ultrasonic waves, the dimensions of this element need to be selected appropriately. In the vast majority of transducers used in medical ultrasound, the piezoelectric element exhibits a large lateral extent relative to its thickness, with an aspect ratio greater than 10. The typically employed resonance type is called thickness expander (TE), where the piezoelectric element expands and contracts, i.e., increasing and decreasing its thickness. The resonant frequencies for the TE mode are:

\[ f_r = \frac{n c_p}{2 L_p} \]  

(2.1)
where \( f_r \) is the resonant frequency in Hz, \( c_p \) is the speed of sound of the piezoelectric material in m/s, and \( L_p \) is the thickness of the element in m. The variable \( n \) is an odd integer which indicates at which multiple of the fundamental resonant frequency \((n = 1)\) the element will vibrate. Based on the above formula, it is obvious that the thickness of the element for a given resonant frequency can be calculated as follows:

\[
L_p = \frac{n c_p}{2 f_r} = \frac{n \lambda_p}{2}
\]  

(2.2)

where \( \lambda_p \) is the acoustic wavelength within the piezoelectric material.

As it can be seen from Equations 2.1 and 2.2, the thickness of the piezoelectric element must be an odd multiple of a half-wavelength, as calculated for the given material, at the required frequency.

An element operating at the fundamental resonant frequency can deliver maximum displacement amplitude, due to constructive interference as will be explained in Section 2.2.1.3, and thus maximum acoustic power, justifying its common use in medical transducers.

### 2.2.1.2 Driving System & Electrical Connections

As discussed in Section 2.1.2, the reciprocity of the piezoelectric effect allows for piezoelectric material to either generate or detect acoustic waves. When a transducer is used to generate such waves it is said to operate in transmit mode, while if it is used to detect acoustic waves, then it is said to be operating in receive mode.

In the case of single-element transducers, the piezoelectric element is coated with two thin films of electrically conductive material, typically silver or gold, in order to facilitate the bi-directional transfer of electrical energy. These electrodes are then connected to the radio frequency (RF) line which mediates the transfer of electrical signals. When the element is operating in transmit mode, the RF line transfers the electrical stimulus to the element, thus generating ultrasonic waves. In transmit mode, the RF line transfers the signal generated by the element in the presence of impinging ultrasonic waves. The back electrode is used to transfer the electrical energy while the front electrode is grounded to protect the patient from electrical shocks.

In the case of transmit mode operation, the generation of an RF signal is achieved using a number of hardware components which are external to the transducer, and are referred to as the transducer’s driving system. An AC current at the operating frequency of the transducer, and with a given amplitude and phase, is generated by a typical RF signal generator. That signal is then amplified by an RF amplifier, and transferred to the transducer through a circuit network matching the electrical impedance of the amplifier to that
of the transducer. Thus, maximum power transfer efficiency is achieved while driving the piezoelectric element.

When the transducer is operating in receive mode, the signal generated by the piezoelectric element is first amplified, and then routed to a measurement device, such as an oscilloscope, which measures and stores the generated signal.

### 2.2.1.3 Backing & Matching Layers

When the piezoelectric element is electrically stimulated it vibrates, and acoustic waves are produced at both its faces. However, in order to maximize the acoustic energy output from the piezoelectric element towards the front face of the transducer, two additional layers are bonded to it. They are known as the backing layer and the matching layer, and can be seen in Figure 2.5(b).

The purpose of the backing layer is to force the generated acoustic waves/energy to be radiated through the front face of the element with minimal energy loss. This is achieved by selecting a material with a much smaller characteristic acoustic impedance $Z$ than that of the element (typical piezoelectric ceramics like PZT, exhibit a $Z$ of ca. 30 MRayls). This results in a high reflection coefficient at the interface (see Section 1.1.3.2) and the produced acoustic energy will be transmitted through the front of the transducer. In order to achieve maximum energy transfer, the piezoelectric element is shaped to a thickness which is an odd multiple of a half-wavelength as described in Section 2.2.1.1. This way the wave that is generated at the back face of the element, and reflected at the backing layer, will experience constructive interference with the wave produced at the front face (see Section 1.1.3.5). As air exhibits a $Z$ lower than 0.5 kRayls (see Section 1.1.2.4), and fits the above requirements, a common practice in medical ultrasonic transducers, is to omit the backing layer. Such transducers are characterized as being air-backed.

As seen in Section 1.1.2, with the exception of bone, the speed of sound $c$ and density $\rho$ of biological tissues, are very similar to those of water, with an average $Z$ of 1.5 MRayls. Therefore, the reflection coefficient $R$ at an interface between a piezoelectric ceramic and a biological tissue would be larger than 0.9, meaning that more than 80% of the acoustic energy produced by the piezoelectric element would be reflected back at its interface with tissue. The main function of the matching layer, is to overcome this limitation by providing a more gradual transition in acoustic impedance between the piezoelectric element and tissue. It has been shown [13, p.111], that in an ideal matching layer, the characteristic acoustic impedance would be equal to the geometric average of the impedance of the two media (see Equation 2.3), and would have a thickness of a quarter of the acoustic wavelength in that layer. This is depicted in the formula below:

$$Z_{\text{matching}} = \sqrt{Z_{\text{element}}Z_{\text{water}}}$$  \hspace{1cm} (2.3)
2.2.2 Transducer Types

2.2.2.1 Planar Transducers

Transducers which feature a ‘flat’ piezoelectric element, such as the one in Figure 2.5, produce an acoustic wave that (at least in the far-field region) is planar in nature (see Section 1.1.1), and are called planar transducers or unfocused transducers. The shape or aperture of these transducers may be that of a disc, a ring, or even rectangular.

As a consequence of their planar nature, the emitted acoustic fields spread radially around the axis of propagation due to diffraction (see Section 1.1.3.3). Thus, at a certain distance from a transducer, the acoustic intensity of the waves becomes too low to induce the physical effects (see Section 1.3) related with ultrasonic therapy. Planar transducers are therefore outside the scope of this thesis and will only be briefly presented in this section.

In certain applications, focusing of the acoustic energy can be achieved with planar transducers by employing ultrasonic lenses or ultrasonic reflectors. Ultrasonic lenses are manufactured out of materials with a different characteristic impedance than the propagating medium, which causes the produced planar waves to focus at a given distance through refraction. Ultrasonic reflectors on the other hand, cause the waves to reflect (see Section 1.1.3.2) and can be used to guide them to focus at a single spot. However, due to absorption in the lens material, lenses cause significant attenuation of the acoustic wave energy, while reflectors are costly and difficult to manufacture. Thus, they are generally deemed inappropriate for medical ultrasonic applications and will not be discussed further in this thesis.

![Figure 2.6: Simplified depiction of the acoustic fields produced by a disk-shaped planar transducer. The main and secondary lobes are visible (a). The approximately planar nature of the produced waves can be seen in the far-field region (b).](image-url)
Single-element transducers which naturally yield a focused ultrasonic field, employ a piezoelectric element shaped as a hollow segment of either a sphere (see Figure 2.7(a)), or a cylinder (see Figure 2.8(a)), and are commonly referred to as spherically focused transducers and cylindrically focused transducers respectively.

Spherically focused transducers produce acoustic waves that naturally tend to converge to a single focal point and then diverge again as they continue to propagate (see Figure 2.7(b)). This point is commonly referred to as the geometric focus of the transducer, and lies at the center of the imaginary sphere the piezoelectric element is a portion of. Naturally, the focal point location in respect to the transducer’s face, depends on the aperture width of that spherical segment, i.e., curvature radius \( R \) and the diameter \( d \) (see Figure 2.7(a)). Because of this geometric dependence, the geometrical focusing of such a transducer is described by the transducer’s F-number, which is the ratio of \( R \) and \( d \), i.e., \( F = R/d \). Clearly, increasing the curvature radius of such a transducer ‘pushes’ the focal point further away from the transducer.

The resulting acoustic field at the focal point is technically named the focal spot or focal region, but may also be referred to as the transducer’s focus for the sake of simplicity. In the case of spherically focused transducers, the focal spot has the shape of a long, narrow ellipsoid (see Figure 2.7(b)), with dimensions dependent on the transducer’s F-number and the acoustic frequency. The size of the focal spot is inversely proportional to the transducer’s diameter \( d \) and at the same time proportional to the product of the acoustic wavelength \( \lambda \) and the transducer’s F-number [53]. The above properties also apply to cylindrically focused transducers, with the only difference being that the latter produce a continuous line of such focal spots (see Figure 2.8(b)), and thus are often referred to as line-focused transducers.

When employing focused transducers, the convergence of the acoustic waves at the focal point produces an acoustic pressure far higher than the pressure at the face of the transducer, the ratio of which is termed focal gain. Due to this, it is possible to produce acoustic waves with intensities that will induce the different thermal and nonthermal physical effects discussed in Section 1.3 at the focal spot, without inducing any effects on the overlaying tissues. This attribute of focused ultrasound is the cornerstone of its applications in therapy.
2.2. Single Element Ultrasonic Transducers

Figure 2.7: Simplified illustration of a spherically focused transducer (a) and its acoustic field (b). The main geometric characteristics, i.e., the curvature radius $R$ and the aperture width $d$, which define the location of the focal spot, can be seen in (a). (b) shows the produced acoustic field where, because of the transducer’s geometry, the wave fronts converge forming a focal spot and then diverge as they continue to propagate.
Figure 2.8: Simplified illustration of a cylindrically focused transducer (a) and its acoustic field (b). The main geometric characteristics, i.e., the curvature radius $R$ and the aperture width $d$, which define the location of the focal line, can be seen in (a). (b) shows the produced acoustic field where, because of the transducer’s geometry, the wave fronts converge forming a focal line and then diverge as they continue to propagate.
2.3 Ultrasonic Transducer Arrays

Single-element focused transducers are still very common in medical ultrasound, as they are easy to manufacture, inexpensive, and only require a simple driving system (see Section 2.2.1.2). However, the main caveat behind these devices is the static nature of their generated acoustic fields, which depends entirely on their geometry and wave characteristics as shown in Section 2.2.2.2. The focal spot size is typically in the order of a few mm, and – assuming propagation in a homogeneous medium – it is always formed at a given location in respect to the transducer. Due to this attribute, single-element transducers are often referred to as fixed focus transducers.

However, in medical applications it is often desired to move this focal spot in order to induce physical effects in a larger tissue region. This movement of the focal spot is called focal steering. In the case of single-element transducers, this can be achieved by mechanically moving the device, and thus the focal spot, a slow and inflexible approach utilizing 3D translation apparati.

A well established alternative to single element transducers are transducer arrays, which essentially are an assembly of multiple smaller piezoelectric elements. Transducer arrays comprise as many as 16 to more than 1000 piezoelectric elements placed next to each other and each connected to its individual driving system. The different driving systems can be controlled in real-time via a computer, allowing for each piezoelectric element to be driven with its individual RF signal, exhibiting a unique amplitude and phase. For this reason such arrays are typically called phased arrays.

2.3.1 Focal Steering & Field Shaping

Having direct control over the driving system of each element in a phased array, allows the operator to introduce a delay in the electrical stimulus of any element. This translates to introducing a phase shift in the ultrasonic wave generated by that element in respect to the wave generated by an element where no delay was introduced.

This property enables the operator to define the relative positions of the different wave fronts and thus the interference patterns between the generated waves (see Section 1.1.3.5) in an infinite number of combinations. Through constructive and/or destructive interference it becomes possible to flexibly shape the overall ultrasonic field within the field of view (FOV) of the array.

Through this procedure, transducer arrays exhibit a number of focal steering and field shaping capabilities not possible with single element transducers. These capabilities include steering the focal spot anywhere within the FOV, the simultaneous formation of
multiple focal spots (see Figure 2.9), or even compensation for wave distortion introduced by intervening media (see Figure 2.10).

The only potential disadvantages of transducer arrays, are the higher cost of such devices and the increased complexity of their operation, but the degree of flexibility they permit has established such devices as the instrument of choice in modern medical ultrasound.

![Figure 2.9: Sectored annular transducer array used to create a focal spot (a), steer that spot anywhere in the FOV (b), or even create multiple such spots (c).](image)

### 2.3.2 Array Types

Depending on the placement pattern of the different piezoelectric elements in relation to each other, phased arrays are classified into 1D arrays, 1.5D arrays, 2D arrays, and annular arrays.

In 1D arrays the typically cuboidal elements are placed along either a straight or a curved line with a given spacing between them. These arrays are called linear arrays and curvilinear arrays respectively, and are shown in Figures 2.11(a) and 2.11(b). Such arrays exhibit a planar FOV, meaning that steering of the acoustic fields is only possible on the plane parallel to the long axis of the array, also known as the azimuthal plane.

The purpose of the original extension to 1D arrays was to add a small number of additional rows of elements in order to expand the FOV, as in the early years of array development the individual driving systems were costly, which limited the total number of elements that could be arrayed. These types of arrays became known as 1.5D arrays, and they
2.3. Ultrasonic Transducer Arrays

Figure 2.10: Sectored annular transducer array used to correct for phase aberration induced by a surface (a) and achieve refocusing (b).

allowed for limited steering in the elevation plane (see Figure 2.11(c)). 1D and 1.5D arrays are still very common nowadays, and are typically employed in ultrasonic imaging applications, as they can provide an expanded view of the body and aid diagnosis.

Alternative types of arrays, designed to provide focal steering along the axis of propagation, are annular arrays. These arrays consist of a series of concentric, annular, i.e., ring-shaped, piezoelectric elements forming either a planar or concave surface with a given spacing between them (see Figure 2.12). However, these arrays still required mechanical translation to achieve steering off the propagation axis.

As transducer technology matured, driving systems became cheaper and more efficient. This yielded the natural extension of the 1D and 1.5D arrays, known as 2D arrays. These may consist of hundreds of elements arranged on either a flat or curved surface, thus allowing for a three-dimensional FOV (see Figure 2.11(d)).

A large variety of 2D arrays of piezoelectric elements on concave surfaces, akin to the focused single-element transducers discussed in Section 2.2.2.2, have been developed over the past few years. Examples include sectored annular arrays – where the ring-shaped elements are further split into smaller sectors (see Figure 2.12(c)), randomized arrays – where small elements are randomly placed on a concave surface (see Figure 2.13(a)), or even hemispherical arrays with over 1000 piezoelectric elements (see Figure 2.13(b)). These arrays allow for flexible focal steering, and control over the shape of
Figure 2.11: Simplified illustrations of linear (a) and curvilinear (b) 1D, 1.5D (c), and 2D (d) arrays. The illustrations show the arrayed piezoelectric elements as well as the FOV, i.e., the area or volume in which it is possible to steer the acoustic focus, for every array.
2.3. Ultrasonic Transducer Arrays

Figure 2.12: Simplified illustrations of annular transducer arrays. The piezoelectric elements can be shaped as concentric rings that form either a planar (a) or a concave (b) surface. While the first two can only steer the focus along the axis of propagation, it is possible to split the annular elements into sectors (c) forming an array with a 3D FOV.

Figure 2.13: Simplified illustrations of clinically used 2D transducer arrays. (a) shows a randomized array, where 256 elements are randomly distributed over a concave surface, which finds use in tissue ablation (e.g., hepatic tumors). (b) shows a large hemispherical array with 1024 piezoelectric elements which finds use in transcranial ultrasonic therapy.
the produced acoustic fields. Due to this flexibility, these arrays constitute the norm in therapeutic ultrasound applications.

### 2.4 Image Guidance & Monitoring

[9, pp.81-83], [57, §5.5], [23, pp.167-169], [56, 58]

Focused ultrasound (FUS) produced by either single element focused transducers (see Section 2.2.2.2) or transducer arrays (see Section 2.3), finds use in a wide variety of therapeutic applications. The main advantage of employing focused ultrasound, over other interventional modalities in therapy, is its ability to precisely deposit acoustic energy into a controllable focal spot deep within the body, achieving specific therapeutic goals by inducing different physical effects (see Section 1.3), without harming the overlaying or surrounding tissues. An extensive overview of such therapeutic applications can be found in Chapter 3.

Despite the early recognition of the therapeutic potential of FUS, the medical community has been slow in accepting this technology as a viable alternative to conventional methods. The main reason for this was the absence of a method to monitor and control the acoustic energy deposition, or quantify the effects of the tissue’s exposure to the ultrasonic waves.

Nowadays, guidance and monitoring by means of an imaging modality is an essential prerequisite of ultrasonic therapies. Ideally the employed modality should permit accurate imaging of the anatomy in order to allow accurate localization of the targeted and surrounding tissue, e.g., tumor surrounded by healthy tissue. Moreover, the ability to define the acoustic window for the therapy, i.e., being able to define the entry point for the ultrasonic waves and plan a safe trajectory through the overlaying tissue structures without encountering obstructions such as bones and air viscera, is highly desirable. In addition, it should allow for thermal imaging to verify the location of the focal spot and allow monitoring of the FUS induced tissue temperature increase. Lastly, it should be able to provide post-operative imaging of the treatment’s effects for quality assurance purposes.

*Diagnostic ultrasound imaging* and *magnetic resonance imaging* (MRI) are the two foremost modalities employed to provide guidance and monitoring of ultrasonic therapies. Each modality exhibits its own advantages and limitations, which will be briefly outlined in the next sections. The key differences between the two modalities can also be found in [59]. Imaging techniques such as *computed tomography* (CT) and *positron emission tomography* (PET) also find application in FUS therapy, but are mostly used to obtain anatomical information of the patient and evaluate the post-operative effects of the treatment rather than guide the process itself.
2.4.1 Diagnostic Ultrasound Imaging

[9, pp. 81-83], [58, 60–63]

Given the low cost and compact size of ultrasonic transducers, diagnostic ultrasound imaging or sonography is an obvious option for guidance and monitoring of ultrasonic therapies, yielding ultrasound guided focused ultrasound (USgFUS).

The main advantage of USgFUS is that the imaging and therapeutic transducers can be combined into a single, cheap, and portable unit providing real-time monitoring and treatment capabilities. In contrast to the case of MRI (see Section 2.4.2), these transducers do not need to be nonmagnetic and can be manufactured out of conventional piezoelectric materials, and not costly piezo-composites (see Section 2.1.1). Due to the absolute positioning of the imaging and therapeutic units, this combination removes the need for image registration, as is the case in MRI guidance. Another advantage of USgFUS, is that since the imaging modality employs the same form of energy that is used for therapy, it is easy to define the acoustic window (if the target cannot be well visualized with sonography then it is unlikely that FUS therapy will be effective through that window).

The major drawback of sonography is the lack of a clinically viable method for the quantification of temperature increase in the treatment region, and the detection of the subsequently formed lesions. However, a number of research and industrial teams are investigating possible techniques to overcome this limitation [64–68]. Currently, the focal spot is only visible if the ultrasonic waves are strong enough to induce cavitation or tissue boiling (gas exsolution), as the generated bubble cloud is clearly visible with sonography. Furthermore, this modality does not provide adequate contrast between different types of soft tissue, which prevents accurate definition of the targeted tissue and inhibits the utilization of US imaging as a means of guidance.

2.4.2 Magnetic Resonance Imaging

[9, pp. 84-85], [58, 60–63, 69]

MRI has been designated as the imaging modality of choice for FUS therapies. Firstly, it exhibits excellent soft tissue contrast, which allows for very accurate targeting and postoperative lesion definition. Moreover, MRI offers the ability to monitor tissue temperature and tissue displacement due to acoustic radiation force (see Section 1.3.2.1).

Thermal monitoring is achieved by means of magnetic resonance thermometry (MRT), a technique which utilizes the temperature dependent proton resonance frequency shift and allows for measurement of tissue temperature with an accuracy of ±3 °C at 1.5 T (with accuracy increasing further at higher fields strengths). Describing the physical mechanisms and operation of MRT is beyond the scope of this work, but extensive overviews on this technique can be found in [70–73].
Tissue displacement can be measured through magnetic resonance acoustic radiation force imaging (MR-ARFI) [74]. This recently developed technique utilizes MRI through motion-sensitive encoding MR gradients, similar to those used in MR-elastography [75, 76], to measure the micron-scale static tissue displacement induced by FUS waves as phase shifts in the resulting MR image [77, 78]. This allows for imaging of the focal spot without depending on significant tissue heating.

MRI however is not without limitations. MR scanners are very expensive to purchase and maintain, while image acquisition using this modality is slower and of lower spatial resolution when compared to ultrasonic imaging. The most prominent limitation imposed by MRI however, is the need for the FUS hardware to be nonmagnetic. As discussed in Section 2.1.1, the most common piezoelectric material used to manufacture ultrasonic transducers is PZT. This material however, contains nickel, a magnetic material which is not MR compatible. Thus, specially designed transducers and arrays need to be manufactured from piezo-composite materials, which are more complicated and costly to produce.

Nonetheless, due to the capabilities of MRI, significant effort has been invested over the past two decades in developing integrated therapy systems that combine FUS and MRI technology, which have yielded magnetic resonance guided focused ultrasound (MRg-FUS) systems.

2.5 Integrated Therapy Systems

A variety of systems utilizing FUS are employed today in the treatment of various diseases, ranging from tumor ablation to thrombolysis and drug delivery. These applications are extensively discussed in Chapter 3. This section will present some of the commonly used systems and their key characteristics, focusing mainly on the ultrasonic transducers they employ. As discussed in Section 2.4, these systems typically employ either ultrasound imaging or MRI for guidance and monitoring of the treatment. As this attribute defines both the capabilities and characteristics of the system’s transducer, the presented systems will be categorized as USgFUS and MRgFUS systems. A brief compendium of such devices and their applications is given in some recent reviews [59, 79] which, however, lack details on the systems themselves.

2.5.1 USgFUS Systems

2.5.1.1 Ablatherm®

[80, 81]

The Ablatherm® (EDAP-TMS SA, Vaulx en Velin, France) system, is used exclusively for the transrectal treatment of prostate cancer (see Section 3.1.4.1). A probe combining
an ultrasonic imaging transducer operating at 7.5 MHz, and a spherically curved, single-element, focused transducer used for treatment operating at 3.0 MHz, is used to achieve real-time imaging and sonication of prostate tumors. The treatment transducer is focused at a maximum of 45 mm, and can create an adjustable focal spot with dimensions of 1.7 mm in the transverse direction and 19 – 26 mm along the axis of propagation. As the therapeutic transducer does not allow for steering of the focal spot, this is achieved by means of mechanical translation/rotation facilitated with an articulated robotic arm.

2.5.1.2 Sonablate®
[80, 81]

The Sonablate® (Focus Surgery, Indianapolis, Indiana, USA), is a similar system to the Ablatherm®, and is the second most commonly used system in prostate cancer treatment (see Section 3.1.4.1). Instead of employing two transducers, it uses the same single element transducer operating at 4.0 MHz, and either produces low-intensity acoustic waves for imaging purposes or high intensity waves to ablate the targeted tissue. The transducer is focused at 40 mm and produces focal spots with dimensions of 3 × 3 × 12 mm. As in the case of the Ablatherm® system, the Sonablate® employs an articulated probe arm, allowing for mechanical movement of the transducer in order to steer the focal spot.

2.5.1.3 Haifu® JC
[81, p.85], [79, 82–84]

The Haifu® JC (Chongqing Haifu (HIFU) TechCo., Ltd., Chongqing, China) is another USgFUS system that has been developed and extensively employed in China. Use of this system has been reported for the treatment of a large variety of tumors, including uterine fibroids, breast, hepatic, renal and pancreatic tumors [59, 79]. Many of these applications are described in detail in Section 3.1.

This system can be operated with different single-element focused transducers, depending on the respective application and location of the tumor, with reported curvature radii varying between 90 and 160 mm. The most commonly reported transducer exhibits a diameter of 120 mm, a curvature radius of 135 mm, and operates at a frequency of 0.8 MHz, producing a fixed focal spot with reported dimensions of 1.1 × 1.1 × 3.3 mm. Imaging transducers are typically placed in the center of the different therapeutic transducers operating at reported frequencies of 1.0 – 8.0 MHz, in order to provide real-time sonographic monitoring and guidance. The fixed-focus transducer is mounted on a mechanical translation system, allowing for movement in six directions (mechanical focal steering).
2.5.1.4 HIFUNIT® 9000
[79, 85, 86]

Another USgFUS system, used predominately in Asia in the field of pancreatic tumor [85, 87] and uterine fibroid [86] ablation, is the HIFUNIT® 9000 (Shanghai Aishen Technology, Shanghai, China). Little information has been published about this system, but it is reported to employ six therapeutic focused transducers arrayed on the periphery of a single system which can be mechanically repositioned to achieve focal steering. The therapeutic transducers operate at 1.0 MHz, while the system includes an imaging transducer, integrated in the center of the array, operating at a frequency of 4.0 MHz. No information on the diameter of this transducer array is given, but the curvature radius is reported to be 170 mm and the dimensions of the generated focal spot are $3 \times 3 \times 8$ mm.

2.5.2 MRgFUS Systems

2.5.2.1 ExAblate® 2000
[81, pp.84-85], [9, p.56], [59, 88, 89]

The ExAblate® 2000 (InSightec, Haifa, Israel) received a CE mark in 2002, and in 2004 it was approved by the Food and Drug Administration (FDA) for use in the treatment of uterine fibroids (see Section 3.1.4.2). However, it has also been used for bone and breast tumors (see Section 3.1.4.4). This system uses an MR-compatible, spherically curved transducer array with a 120 mm diameter and a 160 mm curvature radius. Comprising 208 elements and operating at a frequency of $0.9 - 1.3$ MHz, this array can electronically steer the focal region along the axial direction at a distance between $5 - 20$ cm.

The array is built into a standard MRI table and housed within a water-bath filled with degassed, circulating water, which provides acoustic coupling and cooling for the patient’s skin. It should also be mentioned that as this array can only provide axial steering, in order to allow for focal steering off the axis, the array is mounted on a mechanical two-dimensional positioning system that can move it on the plane of the MRI table. In addition, the transducer array can be tilted approximately $20^\circ$ in two directions, thus allowing for flexible focal steering. As the system is integrated into an MRI, it can take advantage of all the relevant imaging technology such as anatomy imaging and MRT.

A new system based on this technology, named ExAblate® 2100, received a CE mark in 2012 and it is currently being developed and evaluated for its use on prostate cancer [90, 91] and pain palliation in bone metastases [92, 93], but no details on the systems transducer have been published to date.
2.5.2.2 ExAblate® 3000/4000

[94–99]

The ExAblate® 3000 (InSightec, Haifa, Israel) was the first MRgFUS system targeted entirely at brain treatments by means of transcranial sonication, i.e., treatment without performing a craniotomy. This system employed a hemispherical transducer array (see Section 2.3.2), 30 cm in diameter, with 512 piezoelectric elements individually driven at 220 or 670 kHz. This array was fully integrated into an MRI system allowing for guidance and monitoring, and could steer the focal spot anywhere within its FOV. After a series of animal studies [100], the ExAblate 3000 system was applied to human brain tumor treatments [95], but with limited success.

The ExAblate® 4000 was later developed as an improvement to its precursor. The new transducer array has the same 30 cm diameter but comprises 1024 elements and operates at 230 or 650 kHz. A model of this transducer can be seen in Figure 2.13(b). This system has found many neurosurgical applications – for which it was given the CE mark in 2012 – including neuropathic pain treatment [101, 102], essential tremor [103], and epilepsy [104]. For an overview of these applications see Chapter 3.

It should be mentioned that a system similar to the ExAblate® 4000, using 512 piezoelectric elements, and operating at 1.0 MHz, is currently being developed by SuperSonic Imagine (SSI, Aix en Provence, France) [105], but is still undergoing evaluation [106].

2.5.2.3 Sonalleve®

[89, 107–110]

The Sonalleve® (Philips, Netherlands) is a recently developed MRgFUS system, which received a CE mark in 2011 and is currently being clinically evaluated for uterine fibroid ablation [109, 111–114]. Similarly to the ExAblate 2000, it employs a spherically curved transducer with a 130 mm diameter and a 120 mm curvature radius. The array employs 256 randomly distributed (randomized array, see Section 2.3.2) piezoelectric elements to minimize the intensity of the secondary lobes. Operating at 1.2 or 1.45 MHz, this array creates focal regions with dimensions of $1 \times 1 \times 7$ mm which can be steered anywhere in the array’s FOV.

A notable attribute of the Sonalleve® is that, unlike the ExAblate® 2000 which performs a point-by-point ablation, completely ablating one region of the tumor before proceeding to the next, the Sonalleve system performs volumetric ablations. It rapidly and constantly moves the focal spot within the entire targeted region on a spiral trajectory until the tumor is ablated. This approach may allow for ablation of larger tumor volumes and better ablation homogeneity which, if not achieved, is believed to lead to viable tumor cells being spared [107, 115].
2.5.2.4 Haifu® JM 2.5C

[79, 116]

A system called Haifu® JM 2.5C (Chongqing Haifu (HIFU) TechCo., Ltd., Chongqing, China) has also been reported in the treatment of uterine fibroids [116], but no extensive literature exists. This system comprises a single-element focused transducer with a 180 mm diameter and a 150 mm curvature radius, operating at 0.7 – 1.2 MHz, and creating $2 \times 2 \times 5$ mm focal spots. In a manner similar to the ExAblate® 2000 and the Sonalleve® systems this transducer is MR compatible and housed in a water-bath. The fixed-focus transducer is mounted on a mechanical translation system, allowing for movement in six directions (mechanical focal steering).
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Therapeutic Ultrasound Applications

Medical ultrasonic applications fall under two principal classes being sonography, i.e., diagnostic ultrasound imaging, and therapeutic ultrasound, however, the scope of this chapter is limited to the latter. Having discussed the fundamental physics of acoustics in Chapter 1, and the basics of transducers and transducer arrays in Chapter 2, this chapter will present the foremost therapeutic applications of focused ultrasound.

Therapeutic FUS applications utilize the different physical effects induced by the interaction of ultrasonic waves with tissue, be it thermal (Section 1.3.1) or nonthermal (Section 1.3.2), in a wide range of applications. As sonication of tissue, however, may yield a simultaneous combination of different effects, the therapeutic FUS applications will instead be categorized according to the acoustic intensities utilized to achieve those effects.

This categorization yields high intensity focused ultrasound (HIFU) and low intensity focused ultrasound (LIFU). Unlike sonography, where low acoustic intensities and pressures of $0.1 - 100 \text{ mW/cm}^2$ and $1 - 3 \text{ kPa}$ are typically used, HIFU applies ultrasonic waves with intensities and pressures orders of magnitude higher ($10 - 10000 \text{ W/cm}^2$ and $10 - 30 \text{ MPa}$ respectively). HIFU transducers or arrays typically operate at frequencies of $0.5 - 3.5 \text{ MHz}$, with continuous wave sonication up to multiple seconds, and are commonly used in the ablation of tissue [58, 63, 117], most notably in oncology (Section 3.1).

On the other hand, LIFU utilizes acoustic intensities up to two orders of magnitude lower than those employed in HIFU. The employed frequencies may be anywhere in between $20 \text{ kHz}$ and $8.0 \text{ MHz}$, but the clinically relevant frequencies are typically in the order of $0.2 - 2.0 \text{ MHz}$, with acoustic pressures of a few MPa [118–121]. Short bursts of ultrasonic pulses with durations of a few milliseconds are used in the LIFU regime, and can be applied to induce cavitation without significant thermal effects. These are commonly employed in applications such as the disruption of the blood brain barrier (Section 3.2.1), sonoporation (Section 3.2.2), thrombolysis (Section 3.2.3) and neuromodulation (Section 3.2.4).
Following the overview of therapeutic FUS applications, the challenges inhibiting this treatment modality, their impact, as well as known approaches that are investigated in order to overcome them are discussed (Section 3.3).

A large number of different applications are also known to utilize therapeutic ultrasound, such as lithotripsy, physiotherapy, tissue and bone repair/healing, or even ultrasonic lipolysis for cosmetic purposes. These applications, however, lie outside the scope of this thesis and will not be discussed, but have been reviewed in a large number of publications [15, 16, 61, 63, 122, 123].

### 3.1 HIFU ablation

#### 3.1.1 Therapeutic Principle

[56, 58, 60, 63, 69, 117], [57, §§5.1,5.3]

In HIFU ablation, ultrasonic waves are generated by a transducer and converge into a very small and sharply demarcated focal spot deep inside the body, where they cause significant deposition of acoustic energy while sparing the overlaying or surrounding tissue.

The high acoustic intensities and frequencies result in high tissue absorption coefficients (see Section 1.1.2.3), and as a consequence, a significant percentage of the deposited acoustic energy is converted into thermal (see Section 1.3.1). This causes a rapid tissue temperature increase of over 60 – 80 °C in the focal region in a matter of 1 – 3 s, inducing coagulation necrosis in the tissue [124]. Simultaneously to the temperature increase, the high acoustic intensities induce inertial cavitation (see Section 1.3.2.3), which leads to extremely high local temperatures and mechanical stresses, severely damaging the targeted tissue through apoptosis [125]. The combination of these two effects leads to immediate cell-death and the formation of a sharply delimited lesion, effectively destroying the targeted tissue region. Even though temperature increase of the targeted tissue is the main goal of this type of therapy, the two effects described above are typically linked and cannot be distinguished in the clinical environment.

#### 3.1.2 Therapy Setup

[61, 69, 94]

In HIFU ablation, ultrasonic waves are generated by either a single element focused ultrasonic transducer (see Section 2.2.2.2), or a transducer array (see Section 2.3). Single element transducers can be either extracorporeal, i.e., located outside the body, or transrectal devices, which are used for ablation of the prostate (see Section 3.1.4.1).
As discussed in Section 2.4, guidance and monitoring of this procedure is necessary in order to locate the tissue targeted for ablation, monitor the procedure, as well as to post-operatively ascertain the success of the treatment. Due to the intense thermal effects exhibited in this treatment and the lack of temperature monitoring in diagnostic ultrasound, MRI is typically employed to achieve this.

### 3.1.3 Volume Scanning

[56, 58, 60, 117], [57, §5.3]

An important aspect of HIFU ablation is the size of the generated focal regions, and thus the created lesions, which is predominantly dependent on the transducer geometry and the frequency of the ultrasonic waves. The ultrasonic frequencies typically employed in HIFU are in the order of 0.5 – 3.5 MHz, which result in ellipsoidal focal spots with dimensions in the order of 8 – 15 mm along the axis of propagation, and 1 – 3 mm in the transverse direction. Even though this attribute of HIFU allows for very precise tissue ablation, it also means that in order to successfully ablate clinically relevant tissue regions, e.g., tumors, which are multiple cm³ in size, multiple such lesions must be overlapped to cover the entire targeted volume (see Figure 3.1). This approach is commonly referred to as volume-scanning, and is typically achieved by mechanically moving the transducer in the case of single element transducers, or electronically steering the focal spot when using transducer arrays – a technique discussed in Section 2.3.1. As discussed in Section 3.3.1, this aspect of HIFU ablation causes the treatment of large tissue volumes to exceed several hours, as adequate pauses need to be allocated between sonications to allow the overlaying tissue to cool down and avoid collateral tissue damage.

### 3.1.4 Applications

[58, 63, 94]

The applicability and efficacy of HIFU ablation has been assessed for the treatment of a variety of benign and malignant tumors in the body. However, to date only treatment of prostate cancer, uterine fibroids, and to some extent, pain palliation in the case of bone tumors have seen clinical acceptance and application to large patient populations. The foremost therapeutic applications of HIFU ablation are briefly reviewed in the following sections, but the reader is also directed to a large number of relevant reviews published within the past 5 years [58, 59, 63, 79, 81, 94, 96, 98, 123, 126–129], and in particular [123] which offers a comprehensive overview of the currently ongoing clinical trials utilizing HIFU ablation.
3. THERAPEUTIC ULTRASOUND APPLICATIONS

Figure 3.1: Conceptual diagram of volume scanning in HIFU ablation. An example of hepatic tumor ablation is shown here. The entire volume of the tumor is ablated by overlapping multiple lesions either through electronic focal steering or by mechanically moving the transducer.

3.1.4.1 Prostate Cancer

Second only to lung cancer, localized prostate tumors are the most frequently diagnosed type of cancer in men worldwide [130]. The standard treatment options however, being radical prostatectomy and radiation therapy, have both been associated with significant risks and complications, while a substantial number of patients are deemed unsuitable for these interventions as they cannot tolerate major surgical procedure or radiation. To that end, alternative and minimally invasive procedures have been sought after, among which HIFU ablation is a prevalent one.

This therapy is typically performed under ultrasound guidance (USgFUS, see Section 2.4.1), with a device comprising both an imaging transducer (imaging probe) and a single-element focused transducer which produces the HIFU waves (therapeutic probe). This device is covered with a balloon – wherein degassed, cooled water is circulated – which is then inserted transrectally and positioned close to the prostate. The purpose of this water-filled balloon is to provide acoustic coupling, i.e., to ensure there is no air from the rectum in the probe’s FOV and ensure impedance matching (see Section 2.2.1.3), between the device and the rectum wall, as well as to cool the latter and prevent rectal burns.
The prostate tumors are then ablated without harming the healthy tissue, as described in Section 3.1.1, while mechanical rotation or translation of the device, typically by means of an articulated robotic arm, is used to steer the focal spot and overlap multiple lesions.

In the past 15 years over 30,000 patients with prostate cancer have been treated with HIFU using the aforementioned clinical systems, mostly in Europe (using the Ablatherm system, see Section 2.5.1.1) and Asia (using the Sonablate system, see Section 2.5.1.2) but also in Canada and the USA. Most of the treatments were performed on patients who were either unsuitable for the conventional treatment modalities or not willing to undergo them. Reported success rates are in the order of 60 – 80% [63, 128], but as these rates depend on a number of treatment specific factors, the reader is directed to several recent, comprehensive review articles on the topic [80, 131–134]. Multiple complications have been reported and include urinary retention, infection of the urinary tract, impotence, chronic pain and incomplete treatment of the disease, but the occurrence rates of these complications are comparable to those reported for the established therapies. However, due to these complications and the lack of longer-term follow-up studies, the overall efficiency of HIFU ablation for the treatment of prostate cancer cannot be fully ascertained. Nevertheless, it is expected that if the available promising results of HIFU treatment in prostate cancer are confirmed in the future, this modality could challenge the current standard therapies.

3.1.4.2 Uterine Fibroids

Uterine leiomyomas, commonly referred to as uterine fibroids, are the most common benign pelvic tumors observed in premenopausal women. Although many women with uterine fibroids remain asymptomatic, others exhibit adverse symptoms ranging from pelvic pain and menorrhagia, to infertility. Due to the benign nature of these tumors, the definitive treatment for this condition is complete hysterectomy, i.e., removal of the uterus and therefore complete tumor excision, which leads, however, to infertility. An alternative invasive treatment is myomectomy, i.e., excision of only the fibroid, which often leads to recurrence and the need for further operations associated with high morbidity rates. The ability of HIFU ablation to noninvasively ablate tissue deep within the body made it an ideal alternative to these surgical procedures.

Due to the nature of the treated anatomical region, these treatments are performed under MRI guidance (MRgFUS, see Section 2.4.2) as its excellent soft-tissue contrast makes the fibroids easy to distinguish and target, while utilization of MRT allows for thermal monitoring of the procedure. The patient’s abdomen is fully shaved to remove any hair (which may create air pockets and cause an impedance mismatch) and is then placed on the MRI bed in a prone position. An MR-compatible transducer (single-element or array numbering up to hundreds of elements), is immersed into a degassed water-bath, integrated
into the MRI bed, and coupled to the patient’s skin through a gel pack. The ablation procedure starts with low-power sonications under MRT to ensure accurate targeting of the fibroid. Once targeting is assured, sonications with gradually increasing acoustic power are administered until temperatures of over 60 °C are reached and ablation is achieved. The procedure continues by overlapping multiple lesions, through either mechanical or electronic steering, until the fibroid is completely ablated with the procedure lasting up to ca. 3 h.

The treatment of uterine fibroids is the only HIFU ablation therapy currently approved by the Food and Drug Administration (FDA). Since the first clinical trials in 2000, more than 8,500 treatments have been administered with the ExAblate® 2000 system (see Section 2.5.2.1). The reported success rates have been very promising with a significant symptom reduction in more than 75% of the women treated [59]. However, due to the large number of relevant publications over the years, the reader is directed to a number of comprehensive review articles [79, 128, 129, 135] and books [9, ch. 9], [136, pp.341-348]. It is also worth mentioning that multiple successful post-operative pregnancies and births have been reported [137]. Moreover, the reported side-effects of the treatment are minimal, including transient pain, sciatica, and minor skin burns which healed shortly after the treatment. Overall, HIFU ablation of uterine fibroids has been shown to be an excellent alternative to invasive surgery and it is widely employed in medical centers throughout the world.

3.1.4.3 Hepatic, Pancreatic and Renal Cancer

[59, 63, 79, 128, 129, 138, 139], [9, pp.87-89]

Hepatic malignancies, referring to both hepatocellular carcinomas and metastases, are a very commonly encountered type of cancer. Invasive surgery for tumor resection or liver transplantation are the current standards in therapy, as radiotherapy and chemotherapy have shown limited success [63, 79]. However, only a small number of patients are eligible for treatment. The main reason for this is the nature of the disease itself, as it usually exhibits multiple tumor nodules scattered throughout the liver, often close to vasculature, making them hard to excise surgically. Multiple (minimally) invasive alternatives to surgery have been explored, including percutaneous radiofrequency, microwave and laser ablation, as well as cryotherapy, and have been shown to successfully treat liver malignancies.

Several investigations into hepatic tumor treatment with FUS have been reported on hundreds of patients with encouraging results, recent reviews of which can be found in [59, 79, 140, 141]. The majority of these treatments were performed in China and the United Kingdom, and either combined FUS with chemotherapy or utilized FUS alone. The most commonly employed treatment system is the Haifu® JC (see Section 2.5.1.3) which employs ultrasonic guidance (USgFUS).
The treatment of hepatic tumors with FUS is hampered by a unique set of challenges which deter the extended use of MRgFUS in this field. Partial obstruction by the ribs limits the treatable volume, introduces the risk of collateral tissue damage, and degrades the overall focus quality. Respiration induced motion of the liver leads to inaccurate MR thermometry and sonication of the targeted tissue region. Lastly, the extensive vasculature network of the organ further complicates treatment, as the high vascular perfusion inhibits the thermal ablation of liver tissue. These issues are further discussed in Sections 3.3.2.3 and 3.3.3.

Multiple clinical trials have also been performed for the treatment of renal and pancreatic tumors, typically employing USgFUS, with encouraging results. However, the aforementioned issues of organ motion and thoracic cage obstruction pose the same limitations as in the case of hepatic tumor treatment. Brief overviews of these clinical trials and their results can be found in review articles [59, 63, 79, 128, 129]. However, additional clinical trials and conclusive results are required before FUS can be recognized as a viable alternative to the well established and clinically accepted percutaneous options mentioned above.

### 3.1.4.4 Bone Cancer
[58, 59, 79, 81], [9, p.89]

FUS has also been used in clinical practice for the treatment of primary bone tumors, as well as to achieve pain palliation in the case of bone metastases. Such metastases develop in 30% of all cancer patients and 50 – 60% of these cases typically experience severe pain [142, 143].

Both MRgFUS with the ExAblate® 2000 (see Section 2.5.2.1) and USgFUS with the Haifu ® JC (see Section 2.5.1.3), have been employed to either ablate primary tumors or reduce pain by means of denervation in the periosteal layer of the bone.

Successful ablations of primary tumors have been reported in recent studies [144, 145] but the suitability of FUS treatments for these conditions remains to be ascertained. Pain palliation, however, shows significant promise, and multiple clinical trials [146–148] have been reported upon with an average of 70 – 90% pain reduction. Extensive reviews of this type of treatment and the reported results of the different relevant studies is given in [81, 128, 129, 149].

### 3.1.4.5 Brain Surgery
[59, 96, 98, 126, 150]

Traditional neurosurgical interventions are always associated with some degree of collateral tissue damage, as the neurosurgeon needs to resect and remove the targeted deep-
seated brain tissue by cutting or dissecting through healthy tissue. A noninvasive alternative to surgery such as FUS is highly desirable, but the early attempts to employ FUS in the brain for functional neurosurgery or tumor ablation enjoyed limited acceptance by the clinical community. The reason for this was the requirement for a craniotomy to be performed, i.e., removing a part of the skull in order to allow the ultrasonic waves to propagate unimpeded in the brain.

The development of large MR-compatible ultrasonic arrays, such as the ExAblate® 4000 with 1024 piezoelectric elements (see Section 2.5.2.2), combined with the guidance and monitoring capabilities of MRI (see Section 2.4.2), have yielded transcranial FUS (tcFUS) therapies under MR guidance (tcMRgFUS), a noninvasive alternative to conventional surgical approaches.

During tcFUS treatments, the patient’s head is fully shaved, fixed to the table with a stereotactic frame, and positioned in the helmet-like cavity of the transducer. The transducer cavity is filled with circulating, degassed water which is held back with a flexible membrane seal and allows for acoustic coupling and scalp cooling (this setup can be seen in Figure 3.2). The treatment typically starts with MR imaging to define the targeted location, followed by low-power sonications which raise the tissue temperature at the focal region by a few degrees, visible under MRT. Once targeting has been verified, multiple high-power sonications are then used to ablate the targeted tissue.

![Figure 3.2: Schematic diagram of a tcFUS treatment setup with an integrated therapy system like the ExAblate® 4000.](image)

Initial clinical trials have indicated successful treatment of patients with brain tumors [95], neuropathic pain [101, 102], and essential tremor [103]. In addition, clinical trials for the treatment of movement disorders, gliomas, obsessive compulsive disorder (OCD), and Parkinson’s disease are being set up in medical centers around the world [126]. Apart
from the neurosurgical applications of FUS feasible through noninvasive tissue ablation, this technology has been extensively evaluated for LIFU applications such as thrombolysis [151, 152], blood-brain barrier (BBB) disruption for increased drug delivery [153–155], and even neurostimulation [156, 157], applications which are discussed later in this chapter. Despite the substantial benefits of tcFUS when employed in the clinical setting, complications have been reported in human trials, typically in the form of unforeseen brain hemorrhaging [94, 96, 102]. These issues are typically caused by the presence of the skull which induces phase aberrations and high attenuation, and are discussed in more detail in Section 3.3.2.2.

## 3.2 Non-Ablative Applications

### 3.2.1 Blood-Brain Barrier Disruption

#### 3.2.1.1 The Blood-Brain Barrier: Structure & Function

[158, p. 223], [159, p. 766], [160, p. 14], [150, 161–164]

The exchange of substances between blood and extracellular fluid in the central nervous system (CNS), is regulated by a complex system of barriers which are distinguished into two categories depending on their position. The barrier between the blood and the brain fluid is called the blood-brain barrier (BBB), while the barrier between the blood and the cerebrospinal fluid (CSF) is called the blood-cerebrospinal fluid barrier.

The BBB is the cellular interface between the blood and the CNS. In addition to the physiologic barrier at the level of the basal lamina, the BBB is composed of capillary endothelial cells tightly fused by an elaborate network of intracellular attachments known as tight junctions (as well as astrocytic foot processes that abut the endothelium and its basement membrane). A simplified depiction of this structure can be seen in Figure 3.3. The BBB restricts the diffusion of microscopic objects, e.g., bacteria, and large or hydrophilic molecules into the CSF, while allowing the diffusion of small hydrophobic molecules. The factors which limit diffusion through the BBB are lipid solubility, molecular size, charge, and whether they can utilize any carriers of the endothelial cells.

Therefore, these barriers often make it impossible to achieve effective concentrations of therapeutic drugs, such as protein antibodies and nonlipid-soluble drugs, in the cerebrospinal fluid or parenchyma of the brain. Because of this characteristic of the BBB, more than 98% of potential therapeutic drugs [165] tailored to treat many CNS conditions are not usable due to their inability to cross the BBB.

A small subset of drugs which comprise small molecules with high lipid solubility and low molecular mass can cross the BBB, but these drugs only target a few brain diseases like depression, affective disorders, chronic pain and epilepsy. Many other serious disorders
Figure 3.3: Simplified depiction of the BBB structure, showing a cerebral capillary surrounded by the endothelial cell wall and fused by a tight junction.

such as Alzheimer’s disease, stroke, brain cancer, HIV infection of the brain, Parkinson’s disease, and multiple sclerosis only respond to large-molecule drugs which cannot cross the BBB.

3.2.1.2 Conventional BBB circumvention techniques

[161, 162, 164, 166–172]

Due to the plethora of CNS diseases and the strict limitations imposed by the BBB, various techniques have been examined through the years to overcome these restrictions.

Prominent techniques involve the reformulation of the drug’s molecules either to become lipid soluble and cross the BBB through lipid-mediated drug transport, or modifying them so that they can access the endogenous BBB transport systems and enter the brain.

The most common technique of disrupting the BBB in clinical practice is osmotic disruption, which involves the intra-arterial infusion of a hypertonic solution (commonly manitol) into a carotid or vertebral artery through a catheter. This causes the endothelial cells to undergo a transient (lasts for a few hours) and reversible shrinkage, which results in the opening of the tight-junctions. Following this disruption of the BBB, the therapeutic agent is then injected through the same catheter.

Other approaches are intracathecal, intraventricular, and interstitial administration, which involve direct injection of the therapeutic drug into the CSF, ventricles, and brain inter-
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stitium respectively. Extensive reviews of existing BBB circumvention techniques can be found [166–168, 170]. However, all current techniques entail major disadvantages because they are either invasive – involving penetration of non-targeted tissue and risk of bleeding and infection, are limited in the amount of drug they can deliver, or are not targeted, i.e., they deliver the drug everywhere in the brain which may not be desirable.

3.2.1.3 FUS Induced BBB Opening

First evidence that FUS irradiation of the brain can lead to BBB disruption (BBBD) were published in 1956 by Bakay et al. [176]. However, the earlier attempts to increase vascular permeability to drugs, employed FUS to induce either tissue temperature increase or inertial cavitation, and were always associated with some degree of tissue damage. It was not until 2001 when Hynynen et al. [161] demonstrated that the use of pulsed LIFU waves in conjunction with intravenously administered microbubbles can yield reproducible and reversible BBBD without inducing tissue damage. An extensive review of the history of FUS induced BBBD can be found in [174], while [175] gives a recent overview of this technology, its principles and its current applications.

Prior to administering FUS, the subject is injected with commercially available US contrast agents (UCA), which contain high concentrations of preformed microbubbles. These microbubbles contain a gas encased in an albumin or lipid shell, with diameters in the range of $1 – 10 \mu m$. Once injected, these microbubbles tend to spread throughout the entire capillary network. Although the mechanisms of FUS induced BBBD are not entirely understood or verified, a working hypothesis is that when these microbubbles are insonated with short bursts of LIFU waves, they undergo stable cavitation (see Section 1.3.2.3). During this oscillation the developed radiation forces (see Section 1.3.2.1) and microstreaming (see Section 1.3.2.2) induce large shear stresses on the endothelial cell walls, creating openings between the cells (see Figure 3.4). These openings allow for permeation of large molecules into the brain parenchyma that would normally be impeded by the BBB. This disruption mechanism of the endothelial layers and the subsequent permeation of therapeutic agents is often referred to as FUS mediated extravasation.

This approach allows for noninvasive and safe BBBD, as it has been shown that the LIFU waves do not carry enough energy to induce thermal effects or inertial cavitation. In addition, as increased permeability is only seen in the vicinity of the focal spot, this technique allows for targeted drug delivery. Lastly, FUS induced BBBD lasts for approximately 4 h and is entirely reversible.

This approach is still being evaluated on animals for the treatment of cancer [177–179], Alzheimer’s disease [153], and the administration of stem cells to the brain [120]. Nonetheless, preliminary results appear very promising, and should FUS induced BBBD be proven
Figure 3.4: Depiction of FUS mediated extravasation, the hypothesized physical mechanism in FUS-induced blood-brain barrier disruption (BBD). (a) shows a blood vessel and its endothelial cell wall containing a single microbubble in the absence of sonication. During sonication stable cavitation occurs and during the rarefactional cycles the bubble expands, applying forces and creating openings in the endothelial walls (b). Similarly, during compressional cycles the bubble contracts and a similar behavior is observed (c).
successful in patients, it could represent a major advance in neuroscience and be used effect-
atively against the different diseases affecting the CNS. It should be mentioned that FUS
mediated extravasation is not limited to BBBD but has also been applied to the heart
[180, 181], skeletal muscles [182, 183], as well as a large range of tumors [184–187].

3.2.2 Sonoporation & Targeted Drug Delivery

[184, 188–192]

In contrast to FUS mediated extravasation, as discussed in Section 3.2.1.3 and shown in
Figure 3.4, where stable cavitation is employed to modify vascular permeability, inertial
cavitation can be employed instead to alter the permeability of individual cells. As dis-
cussed in Section 1.3.2.3, inertial cavitation may be accompanied by extreme pressures
and temperatures, as well as the generation of shock-waves and fluid jets. When this
occurs in the vicinity of a cell, it is believed to induce transient pores in the cellular mem-
brane, increasing that cell’s permeability and enhancing its uptake of macromolecules.
This phenomenon is called sonoporation, its effects are reversible (for given tissue types
and acoustic intensities), and have been shown to last up to 24 h after the treatment [193].

Sonoporation has found application in targeted drug delivery, as it allows for increased
drug uptake localized in the sonicated region. Instead of simply mixing a UCA with a
therapeutic agent, the uptake of which is facilitated by the aforementioned transient open-
ing of cell membranes, these microbubbles can also act as drug carriers themselves. They
can either be loaded with a particular drug, or in the case of gene therapy, gene load, that
will be released upon their collapse and absorbed by the cell. In an alternative approach,
they may carry thermo-sensitive liposomes [194–196] which contain the drug and release
it when exposed to slightly elevated temperatures, on the order of 39 – 40 °C [58, 197].
Thus, this combination of sonoporation and targeted drug delivery yields highly localized
and controlled release of therapeutic agents, minimizing toxicity to nontargeted tissue,
while the increased drug uptake permits for increased efficiency with lower dosages.

This technology is still in an experimental stage, with most applications being performed
either in-vitro or in small animals. Significant research remains to be done in order to
translate it to the clinical environment, especially due to the use of inertial cavitation
which, as discussed previously, may involve significant risks to healthy tissue. Details
on the different aspects of this technology can be found in [184, 188–192], whereas an
overview of its different applications, most notably in cancer therapy, can be found in
[198–200].
3.2.3 Thrombolysis

[126, 127, 201, 202]

Extensive investigations have been performed to assess the suitability of FUS for use in cerebro-vascular thrombolysis, i.e., the disintegration of blood clots in the brain vasculature, which, if untreated, may result in a stroke. This treatment modality is often termed as sonothrombolysis, and has been employed in multiple clinical trials with encouraging results [151, 152, 203, 204]. The therapeutic effect is achieved by the administration of ultrasonic waves in (optional) conjunction with thrombolytic agents. Despite the significant number of such studies which verified the thrombolytic effect of US, the underlying mechanisms are not completely understood. The most likely mechanism is acoustic cavitation, either stable or inertial (see Section 1.3.2.3), which leads to clot lysis. In addition, it has been theorized that in the case of the combined use of US and thrombolytic agents, the former induces microstreaming (see Section 1.3.2.2), allowing these drugs to enter the clot itself, and thus augment their therapeutic effects. The delivery of ultrasonic waves has been facilitated by very small transducers that are inserted intravenously into a blood vessel using diagnostic ultrasound to navigate to the clot. Alternatively, this can be achieved extracorporeously with systems such as the ExAblate® 4000, or even with unfocused diagnostic ultrasound. Extensive reviews on sonothrombolysis can be found in [126, 202, 205, 206].

3.2.4 Neuromodulation

[98, 157, 207–209]

The ability to stimulate or suppress regional neuronal activity, often termed as neuromodulation, allows for a wide range of applications, ranging from functional brain mapping, to the treatment of neurologic diseases, and neuropsychiatric disorders. Both invasive and noninvasive techniques have been devised and are currently employed clinically but exhibit certain limitations. Techniques such as deep brain stimulation (DBS) and vagus nerve stimulation (VNS), have shown great promise [210–212], but are both invasive and involve complicated neurosurgical interventions for the implantation of chronic stimulating devices. Non-invasive alternatives, e.g., transcranial direct current stimulation (tDCS) and transcranial magnetic stimulation (TMS), have also emerged but exhibit limited targeting capabilities and depth of penetration [156, 213, 214].

Apart from its demonstrated use for tumor ablation and functional neurosurgery, as described in Section 3.1.4.5, transcranial FUS can also be employed in the field of neuromodulation. The general potential of US for neuromodulation was first reported 80 years ago by Harvey [215], and a significant number of studies, mostly on animal subjects, have verified this phenomenon since. A brief historical overview of these studies, as well as reviews of recent studies, can be found in [207–209]. Unlike HIFU ablation
applications which are tailored towards the controlled and precise destruction of tissue for therapeutic purposes, FUS-induced neuromodulation effects are explored using LIFU. As such, this technology allows for controllable, and entirely reversible, neuronal stimulation and inhibition. In contrast to existing techniques, and as discussed in Section 3.1.4.5, FUS-induced neuromodulation involves the administration of LIFU pulses, which can be delivered deep inside the brain within a sharply demarcated region, and without any measurable increase in the tissue temperature or observable post-mortem histological findings.

Even though studies have reproducibly confirmed these phenomena, neither the physical mechanisms, nor the optimal sonication parameters of FUS-induced neuromodulation, i.e., frequency, amplitude, and duration, have been well understood or established. Different hypotheses have been formulated in an attempt to explain the observed FUS-induced excitation or suppression of neural activity, many of which are discussed in [157, 207–209]. The same reviews offer extensive discussions on the safety and efficiency of this technique, which has been repeatedly demonstrated on a variety of animals. At this stage, however, it has been established that additional studies, better understanding of the underlying mechanisms and optimal sonication parameters, and human trials are required to further investigate the feasibility of FUS-induced neuromodulation.

3.3 Challenges of Therapeutic Ultrasound

As can be seen from the previous sections, therapeutic ultrasound offers tremendous potential in a wide range of applications, promising a noninvasive solution to therapeutic problems that were previously untreatable. There are however, potential limitations and risks associated with both its clinical applications and the actual delivery of the treatment. Even though some of these challenges, in respect to the various areas of application, are discussed briefly in their respective sections, a summary of the FUS limitations, as well as possible ways to overcome them, is given in this section. An extensive overview of the challenges encountered in FUS interventions is given in [123].

3.3.1 Treatment Times

[59, 69, 98, 117, 126]

One of the main limitations of FUS treatment, especially in the field of HIFU ablation, is the long treatment time that is involved, which in some applications may extend to over 6 h. The reason for these lengthy treatments lies in the small focal regions created by FUS therapy systems, while MRgFUS involves additional delays due to the need for ongoing MRI during the treatment, either for targeting or thermal monitoring. While these small, sharply demarcated focal regions, and therefore lesions, allow for noninvasive and highly precise ablation, the ablation of large tissue volumes requires *volume-scanning*, i.e., the
overlap of multiple such lesions, as discussed in Section 3.1.3 and shown in Figure 3.1. In order to avoid collateral tissue damage, e.g., skin burns, long pauses are required between sonications in order to allow for cooling of the healthy tissue. This approach is particularly necessary in neurosurgical FUS applications (see Section 3.1.4.5), where pauses on the order of multiple minutes are required to avoid scalp burns.

One method used to decrease treatment times, involves alternative scanning approaches to the volume-scanning ablation discussed above. This includes redefining the spatio-temporal order of sonications in an attempt to minimize the focal region overlap and result in decreased energy absorption in the healthy tissue. Such ablation techniques include volumetric ablation \cite{107,115}, employed by the Sonalleve\textsuperscript{®} system (see Section 2.5.2.3), scanning along spiral trajectories \cite{216}, or even optimized scanning on a case-by-case basis \cite{217}.

Another approach involves enhanced sonication by employing microbubbles, which, as discussed in Section 1.3.2.3, enhance the acoustic energy absorption through stable cavitation and may even cause tissue damage by means of inertial cavitation. Therefore, this approach allows for enhanced ablation with lower acoustic power and shorter sonications, but only in the focal region and not the healthy overlaying tissues. However, this approach is difficult to control and potentially dangerous to sensitive healthy tissue \cite{218,219}.

### 3.3.2 Tissue-Air & Tissue-Bone Interfaces

\cite{63,69,117,123,128}

As has been mentioned repeatedly throughout this thesis, the propagation of ultrasonic waves between different media is dictated by their characteristic acoustic impedance $Z$ (see Section 1.1.2.4). An impedance mismatch (see Section 1.1.3.2) at the interface between two different media leads to reflections which may in turn cause increased energy absorption and damage to the intervening tissues. As discussed in the aforementioned section, air exhibits a $Z$ lower than 0.5 kRayls, that of soft tissue and water is on the order of 1.5 MRayls, and cortical bone exhibits a $Z$ in the range of 3 – 5 MRayls. Therefore, it can be understood that tissue-air and tissue-bone interfaces are a major physical limitation of therapeutic FUS and ultrasonics in general. Based on Equations 1.11 and 1.13 in Section 1.1.3.2, up to 99% of the acoustic energy can be reflected at a tissue-air interface, while this is in the range of 20 – 30% at interfaces between tissue and bone.

Ultrasonic waves cannot propagate through air-filled viscera such as the bladder and the entire gastrointestinal tract, or through porous tissue such as the lung. Due to this, targets such as lung tumors are unlikely to ever be treatable with FUS, while HIFU ablation of targets in close proximity to the bowels introduces the risk of visceral perforation. As this is not a technological limitation, but rather an inherent physical restriction imposed by the nature of acoustic waves themselves, no tangible solutions exist. Workarounds
are, however, employed in some treatments, such as in the case of uterine fibroid ablation (see Section 3.1.4.2), where the bladder is catheterized and emptied of air to minimize perforation risks [9, ch. 9], [136, pp.341-348].

A similar, if not as pronounced phenomenon is evident at interfaces between soft tissue and bones. This issue is of major importance in ablative procedures targeting organs partially obscured by the thoracic cage, such as the case of hepatic tumors, discussed in Section 3.1.4.3, and in transcranial sonications which are hampered by the presence of the skull, as discussed in Section 3.1.4.5. Similar effects are observed in the case of soft tissue calcifications [220–222], which may induce excessive heating, introducing risks and impeding treatment [223].

### 3.3.2.1 Standing Waves

[121, 224–226]

A direct consequence of the tissue-air and tissue-bone interfaces is the formation of standing waves. These result from the combination of multiple reflections, as well as constructive and destructive interference (see Section 1.1.3.5). Standing waves are particularly prominent in transcranial sonications where the presence of the skull causes multiple reflections and favors the creation of such waves. Furthermore, standing waves are much more pronounced during long sonications and at lower acoustic frequencies, on the order of 250 kHz where tissue absorption is decreased (see Section 1.1.2.3).

Standing waves are known to yield several unpredictable and undesirable effects during the administration of FUS treatments. Such secondary effects include thermal hot-spots, which may lead to collateral tissue damage and hemorrhage [152, 227–229], unintentional cavitation [230], or even unexpected BBB disruption [155].

Different techniques have been investigated to achieve suppression of standing wave formation. The employment of large phased arrays over a large aperture (such as the hemispherically shaped array ExAblate® 4000, see Section 2.5.2.2), allows for distribution of the acoustic energy over a large surface array. Not only does the geometric shape of the wavefront reduce the potential for the formation of standing waves, but the acoustic power output of each individual element is low enough that if standing waves do occur, their acoustic pressure, and therefore the induced physical effects, are greatly reduced. In addition, several techniques involve the parameter modification of the RF signals driving the array elements, including frequency sweeping [231, 232] and random phase modulation schemes [224, 229], in order to inhibit standing wave formation.
3.3.2.2 Skull-induced aberrations

The foremost barrier when treating the brain with FUS is the presence of the skull. As discussed above, its acoustic properties are very different to those of soft tissue which causes impedance mismatches and reflections. In addition, the skull exhibits at least an order of magnitude higher absorption than soft tissue, absorbing a large percentage of the acoustic energy, especially at higher frequencies. Combined with the complex heterogeneous nature of the skull, which is multi-layered, liquid-filled, and porous, its presence causes distortion of the acoustic focus, focal shift, and significant decrease of the thermal gain, i.e., the ratio of energy deposition at the focus to the energy deposition on the scalp and skull-bone, thus compromising the treatment (see Figure 3.5).

Figure 3.5: Simulated acoustic pressure distributions from an idealized model of the ExAblate® 4000 system applicator in the presence of a human head model segmented from MR data [234] on planes through the location of the geometric focus showing (a) skull-induced aberrations, including shifting and distortion of the focal spot, significant energy deposition on the skull bone and scalp, as well as the potential generation of secondary foci and standing waves; and (b) the pressure distribution after application of a ‘Virtual Source’ phase-correction approach (see Section 8.1.1.3).

These effects are commonly termed as skull-induced aberrations and have been associated with many of the reported complications in clinical trials, typically in the form of unforeseen brain hemorrhaging [94, 96, 102].

As in the case of standing waves, the solution to the above problem lies in the use of large arrays such as the ExAblate® 4000. The large transducer surface permits the acoustic
energy to be distributed on the skull surface, thus diminishing the local deposition on
the scalp and bone. In addition, the ability to drive the transducer elements individually
with appropriately corrected phases and amplitudes allows for the compensation of focal
distortion effects.

Early approaches to reduce the impact of the aberrations imposed by the skull, involved
using of low-frequency ultrasound, on the order of 250 kHz, where the acoustic wave-
length in bone (ca. 12 mm) is comparable to the skull thickness. The success of this
approach has been demonstrated [235], however, it is known that lowering the ultrasonic
frequency exhibits certain drawbacks. The larger acoustic wavelength results in a larger
focal size that causes larger lesions. The cavitation threshold, which is proportional to
frequency, consequently decreases thus increasing the risk of unwanted cavitation (see
Section 1.3.2.3). Finally, as was discussed in Section 1.1.2.3, the absorption in soft tissue
is lessened for acoustic waves of lower frequencies. This results in reduced energy de-
position, thus requiring increased acoustic intensities in order to ablate the targeted area,
which again increases the risk of cavitation.

Because of these issues, the clinical use of tcMRgFUS for thermal ablation is performed
at acoustic frequencies on the order of 600 – 1000 MHz. At these frequencies, however,
skull-induced aberrations are significant, making precise aberration corrections and focusing
mandatory. A large number of different techniques have been investigated to compen-
sate for these skull-induced aberrations, ranging from entirely experimental methods to
analytical and simulation-based techniques, an overview of which is presented in Section
8.1.

3.3.2.3 Intercostal Targeting

A major challenge in the FUS treatment of hepatic tumors, as well as other abdominal
organs, is the partial obstruction introduced by the thoracic cage, i.e., the ribs. As a first
consequence, their presence limits the volume and parts of the liver that can be accessed
for treatment due to reflections and the introduction of acoustic shadow zones. Further-
more, it introduces the risk of undesired tissue damage near bony and cartilaginous tis-
sue structures through two mechanisms. The large impedance mismatch at the tissue-rib
interfaces causes high energy deposition on the soft tissue and increases their tempera-
ture. Simultaneously, the high absorption coefficient exhibited by bone causes the ribs to
absorb large amounts of acoustic energy and radiate thermal energy to the surrounding
tissue, i.e., not only the tissue interface exposed to the ultrasonic waves [236]. Lastly,
the obstruction posed by the ribcage distorts the focal region and decreases its intensity,
inhibiting tissue ablation and deteriorating the quality of the treatment [241]. Skin burns
of varying degrees, as well as the failure to successfully ablate the targeted tissue have
been reported [241–245].
In an attempt to counter the aforementioned effects, partial resection of the obstructing ribs is still used in the clinical environment [242, 246], increasing, however, both the invasiveness of the treatment, the risk of infection, and the recovery time. Other researchers have investigated a dynamic element activation approach [238, 247–249], in which transducer arrays are employed for sonication and the elements which contribute to exposure of the ribs, i.e., those whose normal vector crosses the ribs, are turned off to minimize these effects. The ultrasonic waves generated by the remaining active elements are allowed to propagate through the intercostal spaces, i.e., the spaces between the ribs.

Alternative approaches utilize time-reversal techniques, which are presented in detail in Section 8.1.1. Such examples are the Implanted Hydrophone approach [236, 250], the Virtual Source approach [237, 238], while other approaches based on numerical simulations and optimization of the deposited acoustic energy deposition have also been reported [251]. Apart from the invasive option of rib resection, however, the aforementioned techniques have only been investigated in in-vitro and ex-vivo setups, as well as in live animals, but further investigation is required to prove their efficacy for clinical use.

3.3.3 Organ Motion Tracking & Compensation

[139, 252–254]

Another major impediment of FUS surgery is respiration-induced organ motion and displacement, an issue of particular importance in the ablation of hepatic and renal tumors as previously mentioned in Section 3.1.4.3. Under free-breathing conditions, these organs exhibit a displacement amplitude on the order of $10 - 30 \text{ mm}$ [255–257]. In addition, the extensive vasculature network of such organs further complicates treatment, as the high perfusion removes thermal energy at a high rate, inhibiting thermal ablation. If unaccounted for, this motion can lead to insufficient energy deposition in the targeted tissue, unsuccessful ablation, or even collateral tissue damage.

To date, such treatments are usually performed either under general anesthesia, permitting the usage of controlled apnea [258], or by employing respiratory gating [259, 260], i.e., administering sonications only during the portion of the respiratory cycle when the organs remain stationary. However, in the case of the latter, these durations are on the order of 1 – 2 s in an average breathing cycle of 3 – 5 s [139]. Thus, the time-averaged acoustic energy deposited at the tissue is significantly lessened, and combined with the high vascular perfusion, ablation of the targeted volume is often unsuccessful [261]. For this reason, a method to track and compensate for the organ movement, in order to allow for continuous sonication of the targeted tissue throughout the respiratory cycle, is highly sought after. Given its pivotal role in the successful treatment of abdominal organs, real-time motion tracking and motion compensation have been extensively investigated. The approaches can be roughly categorized into indirect and direct motion tracking.
In the case of the former, the inherent periodicity of the respiratory-induced motion of the organ is exploited. Prior to the treatment, the motion of the patient’s organ is captured, typically through 4D MRI with high spatial and temporal resolution. In addition, an external sensor tracking the movement of the diaphragm or ribcage [253, 262], or a marker implanted in the organ itself [252, 263], is simultaneously monitored throughout the breathing cycle. The 4D MRI data, which are often complemented by statistical models of organ motion, are processed to create a motion model, correlating the temporal location of the tissue volume to be ablated, to the information provided by the aforementioned sensors or implanted markers. During treatment, these sensors or markers continue to be monitored, while the precalculated motion model is used to approximate the location of the targeted tissue volume at any point in time, allowing for focal steering and continuous ablation. Several techniques with the above rationale have been demonstrated in in-vitro, ex-vivo, and even in-vivo animal setups [252, 253, 260, 262, 264, 265].

Indirect motion tracking techniques however, require multiple hours of computationally intensive processing between the initial imaging and the treatment. More importantly, these techniques do not track the motion of the targeted volume directly, but merely rely on the initial imaging results. Thus, such methods are often better suited to sedated or anesthetized patients with mechanically assisted respiration. Otherwise, a change in the rate or nature of respiration, or other forms of movement during treatment, may lead to inappropriate tracking and risk collateral tissue damage.

On the other hand, direct motion tracking uses either MRI [266, 267] or ultrasound imaging [268–270] to track the organ displacement and steer the FUS waves in real-time. While these types of approaches can account for changes in the organ motion pattern and are more suitable for patient treatment under free-breathing conditions, they are also much more technologically challenging. When tracking is performed with 4D MRI, a tradeoff between the imaged tissue volume, the spatial, and the temporal resolution is crucial. With emphasis being placed on high temporal resolution, with acquisition frequencies on the order of $10 - 20 \, \text{Hz}$ so as to accurately track the organ, the allowed imaging is restricted to either highly resolved 2D slices or severely undersampled 3D volumes, resulting in limited imaging accuracy and information. Alternatively, the use of diagnostic ultrasound imaging allows for real-time tracking of the organ motion and has been successfully combined with MR thermometry for thermal monitoring of the process [269].

A detailed overview of both direct and indirect motion tracking and its applications on FUS treatment of the liver and kidney can be found in [139]. None of the aforementioned approaches, however, have been applied in the treatment of actual patients and they warrant further investigation before being adopted in the clinical environment.
Part II

Numerical Modeling of Acoustic Wave Propagation
Mathematical Models of Acoustic Wave Propagation

Mathematical models describing the propagation of acoustic waves can be roughly categorized into beam models (see Section 4.1) and full-wave models (see Section 4.2). The former are usually fast, simple, and easy to implement numerically, resulting in their widespread use for simplified problems involving the propagation of acoustic waves. However, modeling the focused ultrasound therapeutic applications, which were described in detail in Chapter 3, involves complicated transducers and arrays and large inhomogeneous models of the human body, for which beam models are usually insufficient.

Full-wave models, however, offer a far more realistic depiction of acoustic wave propagation, accounting for the majority of phenomena described in Chapter 1. In contrast to beam models, these models are more complex and result in computationally demanding implementations. Nonetheless, the degree of realism permitted by such models has designated them as the de-facto solution to the modeling of therapeutic FUS applications, especially when involving complex inhomogeneous setups.

4.1 Acoustic Beam Models

Acoustic beam models typically provide an approximate mathematical depiction of acoustic wave propagation. These models are easier to understand and implement numerically than the full-wave models presented in Section 4.2, and often result in high computational efficiency. However, beam models are often derived under restricting assumptions, e.g., medium homogeneity, which result in limited modeling capabilities. Nonetheless, their simplicity has resulted in their widespread usage, a large number of proposed extensions and improvements to the original models, and numerous software implementations. Two such models, i.e., the Rayleigh-Sommerfeld integral and the angular spectrum method, their advantages and limitations, as well as the most prevalent extensions that have been proposed, are presented in this section.
4.1.1 Rayleigh-Sommerfeld Integral

The most basic model of acoustic wave propagation is based on the Rayleigh-Sommerfeld (RS) integral, first introduced by Lord Rayleigh [271]. Despite its significant limitations, which are discussed in Section 4.1.1.2, the simplicity of this model has established it as the most commonly employed approach in the modeling of ultrasonic wave propagation. As outlined in Section 4.3, multiple numerical implementations and publications have been based on this model, and it is considered to be an important reference and tool.

4.1.1.1 Model

[272, p.4], [5, §§2.6-2.8], [273, pp.30-32], [274–280]

The RS model is derived under two fundamental assumptions; that the vibrating surface, i.e., the piezoelectric element, is flat and part of an infinite rigid baffle, and that the generated acoustic waves are propagating within an infinite, homogeneous, linear, and isotropic medium.

The complex velocity potential $\psi$, as a function of distance $r$ between the transducer surface and any point in the medium, can be calculated through the Green’s function as such [274]:

$$\psi(r) = \frac{1}{2\pi} \int_S u_S e^{ikr} r dS$$  \hspace{1cm} (4.1)

where $S$ is the surface area of the transducer, $u_S$ is the particle velocity in the transducer’s piezoelectric material, and $k = \frac{2\pi f}{c}$ is the wavenumber, which depends on the medium’s speed of sound $c$ and the frequency $f$ of the acoustic wave. In addition, absorption can be accounted for by replacing the term $e^{ikr}$ with $e^{(ik-\alpha)r}$, where $\alpha$ is the absorption coefficient of the medium. The acoustic pressure $p$, can then be calculated as a function of distance $r$ and time $t$, with the following equation [272]:

$$p(r,t) = \rho \frac{\partial \psi}{\partial t} = i\omega p\psi = ikZ\psi$$  \hspace{1cm} (4.2)

where $\rho$ is the medium density, $\omega = 2\pi f$ is the angular frequency, and $Z$ is the medium’s characteristic acoustic impedance.

The Rayleigh-Sommerfeld integral, however, does not always permit an analytical solution, and approximate numerical calculations based on the Huygen’s principle (see Section 1.1.1), are typically employed. Prior to the calculation, the surface of any arbitrarily shaped transducer or array is subdivided into a finite number of point sources. In a similar manner, the area or volume of the medium where the acoustic pressure is required is sampled to a number of observation points. Subsequently, the contribution, i.e., the
acoustic pressure, generated by each point source of the transducer at each of the observation points, is calculated through Equations 4.1 and 4.2. The total acoustic pressure at each point can then be calculated as the algebraic sum of all contributions. This concept is graphically depicted in Figure 4.1.

Figure 4.1: Direct numerical calculation of the Rayleigh-Sommerfeld integral, for an arbitrarily shaped ultrasonic transducer.

4.1.1.2 Advantages & Limitations

The foremost strength of the RS integral, when calculated numerically as described in Section 4.1.1, lies in its simplicity. This model can be used to easily and quickly evaluate the temporal acoustic pressure from any arbitrarily shaped transducer or array, and at any point in space. The RS integral is simple to implement numerically, while it is amenable to straightforward parallelization of the numerical algorithm, as the pressure value at every observation point can be calculated independently.

This model however, suffers from a number of shortcomings. The most notable limitation stems from the assumption of an infinitely extending homogeneous medium. In addition, the premise of a vibrating surface on an infinite baffle discounts the diffraction effects (see Section 1.1.3.3) at the edges of a real transducer. Moreover, due to the fact that the Green’s function is singular at the source, this model is not tailored to numerical calculation of the near-field pressure, especially at high frequencies. Lastly, it should be mentioned that when accurate approximation of the acoustic field is required, both the
transducer and observation volume must be finely discretized, which rapidly increases the required computational time and resources.

A number of extensions or alternative formulations of the Rayleigh-Sommerfeld model, aiming at addressing some of the aforementioned shortcomings, are presented in the following sections.

### 4.1.1.3 Tupholme-Stepanishen Impulse-Response model

[281, 285, 286], [5, §2.8]

In order to account for diffraction effects at the edges of the vibrating piezoelectric element, which is not feasible with the original RS model, Tupholme and Stepanishen formulated an alternative expression of the RS integral and derived the Tupholme-Stepanishen model, more commonly known as the impulse-response model [281, 287–289]. The model entails the application of a boundary condition for the velocity potential on the RS integral, and its calculation through a convolution operation [5, §2.8].

### 4.1.1.4 Layer-based Inhomogeneity

[274, 280, 290]

An extension to address the RS model’s limitation imposed by the assumption of an infinite, homogeneous medium has been previously proposed in [274]. This extension allows for the modeling of wave propagation through different layers of infinitely extending homogeneous media, by complementing the original RS model with Snell’s law, thus permitting for reflection and refraction of the acoustic waves (see Section 1.1.3.2) to be taken into account. Nonetheless, even with this extension, the integral is not tailored to modeling propagation through inhomogeneous anatomies or complex structures.

### 4.1.1.5 Fast Nearfield Method

[291–293]

As described in Section 4.1.1.2, the RS model exhibits limited accuracy in the nearfield region [291–293]. In the case of simple transducers, e.g., circular, rectangular, triangular or spherical shells, an alternative formulation of the RS, named the fast nearfield method (FNM), has been proposed [291–295]. This method reduces the double integral calculated in the RS model to a rapidly converging single integral, which is then evaluated using Gauss quadrature. Due to the smooth integrand, the FNM achieves exponential convergence within the nearfield region with high accuracy.
4.1.2 Angular Spectrum Method

The angular spectrum method (ASM), is a numerical technique first introduced in the field of Fourier optics [296], and which was later adopted in the modeling of acoustic wave propagation. Despite the significant caveats of this model’s original formulation (see Section 4.1.2.2), the multiple proposed extensions discussed in Section 4.1.2.3, and most notably the recently introduced hybrid ASM (see Section 4.1.2.4), have resulted in a simple but powerful model, employed in a notable number of publications (see Section 4.3).

4.1.2.1 Model

[273, p. 32], [296, pp.49-60], [297–300]

The ASM model involves the calculation of an acoustic field’s spectral components on an initial plane, called the source-plane, and propagation of that plane through space by multiplication of each spectral component with an appropriate phase propagation factor (PPF). This numerical procedure is outlined below.

Let us assume a continuous pressure wave field, generated by a set of harmonic sources, and propagating in the +z direction. The complex pressure field $p(x, y, z_0)$, residing on a source-plane located on $z = z_0$, is sampled over a rectangular grid of $N \times N$ points. This field is subsequently decomposed into a two-dimensional angular spectrum [296] of component plane waves, each propagating in a different direction. The amplitude and phase of each spatial frequency represent the amplitude and phase of those plane waves. This angular spectrum is denoted by $P(f_x, f_y, z_0)$, and is obtained through a two-dimensional fast Fourier transform (FFT) of the source-plane pressure wave field. This is expressed by the following equation [296, p. 56]:

$$P(f_x, f_y, z_0) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} p(x, y, z_0) e^{-i2\pi(f_x x + f_y y)} \, dx \, dy \quad (4.3)$$

where $f_x$ and $f_y$ are the spatial frequencies in the $x$ and $y$ directions respectively.

In order to calculate the pressure field at a plane parallel to the source-plane located at $z = z_1$, every $(f_x, f_y)$ component of the source-plane’s angular spectrum is multiplied by a PPF. This multiplication is essentially the application of a linear filter on the spectrum. The PPF is expressed as follows [296, p. 60]:

$$G(f_x, f_y, z_0, z_1) = e^{j2\pi \frac{z_0 - z_1}{\lambda} \sqrt{1 - (\lambda f_x)^2 - (\lambda f_y)^2}} = e^{j(z_0 - z_1) \sqrt{k^2 - \omega_x^2 - \omega_y^2}} \quad (4.4)$$
where $\lambda$ is the acoustic wavelength within a given medium of propagation and $k = 2\pi f / c$ is the wavenumber, which depends on the medium’s speed of sound $c$ and the frequency $f$ of the acoustic wave. Lastly, $\omega_x = 2\pi f_x$ and $\omega_y = 2\pi f_y$ are the angular frequencies in the $x$ and $y$ directions respectively. The PPF shown in Equation 4.4, accounts only for the phase shift the acoustic waves undergo as they propagate through the medium [273, p. 32].

If $P(f_x, f_y, z_1) = P(f_x, f_y, z_0) \cdot G(f_x, f_y, z_0, z_1)$ is the angular spectrum of the target plane, then the pressure field distribution on that plane, denoted by $p(x, y, z_1)$, can be calculated by an inverse FFT as follows [296, p. 56]:

$$p(x, y, z_1) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} P(f_x, f_y, z_1) \cdot e^{j2\pi(f_x x + f_y y)} df_x df_y$$

(4.5)

Following a procedure similar to the above, it is possible to calculate the acoustic pressure field distribution on any plane parallel to the source-plane.

### 4.1.2.2 Advantages & Limitations

[273, p. 33], [296, p. 55], [280, 297, 299–302]

The ASM, is usually complemented by the Rayleigh-Sommerfeld model, described in Section 4.1.1, in order to calculate the acoustic wave field from an arbitrary transducer onto a source-plane, which is then propagated through the computational domain as described above.

In terms of modeling, this method is very easy to implement and allows for high computational efficiency, as it permits the calculation of the acoustic pressure on an entire plane through a single inverse FFT operation. As such, numerical simulations where large three-dimensional acoustic fields generated by modern transducers were calculated in a matter of seconds have been reported [280], making it a very attractive alternative to other methods and models. In addition, unlike the full-wave propagation models described in later sections, the ASM restrictions on the required resolution are far less limiting. Lastly, this method permits both forward and backwards propagation, with a direct consequence of the latter being, the ability to reconstruct the source distribution from measurements of a transducer’s radiated field.

The ‘traditional’ formulation of the ASM entails a large number of limitations, most notably the inability to model wave propagation in inhomogeneous media. This method cannot account for important propagation effects such as attenuation, reflection or refraction. Other limitations include the inability to model nonlinear wave propagation and nonharmonic waves, e.g., broadband waves or pulses. Lastly, the simulated source field distributions are restricted to planar distributions. This however, is only a limitation in
transducers or arrays without a principal propagation direction, such as the hemispherical array of the ExAblate® 4000 (see Section 2.5.2.2 and Figure 2.13(b)). Nevertheless, many of the aforementioned limitations have been addressed in alternative formulations and extensions of this method, yielding approximate solutions to these issues, which will be discussed in the following sections.

4.1.2.3 Extensions

This section will present extensions that have been devised in order to counter some of the limitations of the ASM discussed in Section 4.1.2.2.

**Broadband Excitations:** An approach to simulating nonharmonic excitation, e.g., broadband acoustic waves or pulses with the ASM, involves transforming the broadband excitation signal from the time domain to the frequency domain by means of a one-dimensional FFT and performing a separate ASM simulation, as described in Section 4.1.2.1, for each spectral component. Each of the different acoustic pressure fields can then be calculated by an inverse FFT and their algebraic sum yields the pressure field that would result from that nonharmonic signal [297, 303].

**Layer-based Inhomogeneity:** As described in Section 4.1.2.2, the ASM precludes modeling medium variations along the plane, e.g., no variations can be modeled in the $x$ and $y$ directions for a plane wave propagating along the $z$ axis. However, it is possible to model inhomogeneities in a layer-based approach along the axis of propagation. As the phase propagation factor (see Equation 4.4), is directly dependent on the wavenumber $k = 2\pi f/c$, it is possible to assign a different speed of sound $c$ for each plane the wave is calculated on [297, 300, 302, 303].

**Absorption/Attenuation:** The ‘traditional’ ASM does not account for energy loss during propagation, i.e., absorption and attenuation, as discussed in Sections 1.1.2.3 and 1.1.3.6 respectively. By replacing, however, the real valued wavenumber $k$ in the PPF (see Equation 4.4), with a complex number it is possible to account for these effects. It should be noted that this approach disregards the frequency dependent nature of absorption, and is therefore restricted to harmonic sources. However, by means of multiple harmonic simulations, in a manner identical to modeling broadband excitations as discussed above, this frequency dependency can be considered [280, 297, 303].

**Refraction:** Refraction, as discussed in Section 1.1.3.2, is the change in propagation direction at interfaces between different media. It was considered in the case of layer-based inhomogeneous media which was mentioned above. Modeling refraction due to
the difference in sound speed between different media, can be achieved by varying the wavenumber $k$ in the PPF from layer to layer [297, 303].

**Phase Aberrations:** Phase aberration is the loss of phase coherence due to small scale sound speed variations, i.e., weak medium inhomogeneities. It was introduced into the ASM by including a phase error term into the PPF (see Equation 4.4) for each spatial Fourier component $(f_x, f_y)$. This phase error term is essentially a normalized random function that describes the effect of medium inhomogeneities. However, it should be specified that this approach is not equivalent to modeling actual inhomogeneous media which, as discussed above, is not feasible with the ‘traditional’ ASM.

**Nonlinearity:** The angular spectrum method can be extended to include nonlinear propagation effects. These were introduced into the model through a frequency domain solution of the Burger’s equation [20], a simplified one-dimensional version of the WLE model discussed in Section 4.2.3. Burger’s equation describes the spectral changes that occur in a finite amplitude acoustic plane wave due to the propagation over an incremental distance. To account for nonlinear effects a field cross-section is forward propagated in a piecewise manner over incremental distances $\Delta z$. Two sub-steps are involved in each incremental propagation step. Firstly, a linear sub-step, is performed to account for diffractive, refractive, dispersive, phase distorting, and absorptive effects as discussed in the previous sections. Subsequently, this is followed by a second, nonlinear sub-step, where the finite amplitude effects are determined based upon the acoustic particle velocity amplitude at each sample point in the cross-sectional grid [298, 304, 305].

4.1.2.4 Hybrid Angular Spectrum Method (hASM) [280, 290]

Viable solutions have been proposed to address the majority of limitations restricting the use of the ASM in realistic simulations. However, the foremost drawback of this method lies in its inability to model wave propagation in a medium exhibiting 3D spatial inhomogeneities. This issue has been recently addressed through the hybrid angular spectrum method (hASM) which was proposed in [280, 290].

In this method, the 3D inhomogeneous domain is divided into voxels instead of slices as is the case for the ‘traditional’ ASM, where each voxel exhibits its own set of acoustic properties, i.e., speed of sound, absorption, and density. The hASM utilizes the Fourier split-step technique [306–308] to alternate between the spatial and spatiotemporal domain, allowing for the effect of spatially varying medium properties on the wave to be approximated. The steady-state pressure pattern in the domain is then calculated sequentially, plane-by-plane, through successive transverse planes of voxels progressing in the direction of propagation away from the transducer.
Consequently, the combination of the RS model with the hASM, can simulate the propagation of acoustic waves in entirely inhomogeneous domains with significantly diminished computational resources and time, providing results of comparable accuracy [280, 290] to finite-differences implementations of full-wave models which will be discussed in later sections. However, the combination of these two methods fails to accurately address transducer arrays without a principal propagation direction as outlined in Section 4.1.2.2.

4.2 Acoustic Full-Wave Models

As discussed at the beginning of this chapter, beam models such as the Rayleigh - Sommerfeld integral and the angular spectrum method, described in Sections 4.1.1 and 4.1.2 respectively, are derived based on stringent assumptions and approximations, in order to simplify the numerical modeling of wave propagation. Thus, as outlined in Section 4.1, these models suffer from notable limitations, restricting their use to applications with simplified setups.

In contrast to such approaches, full-wave models provide far more accurate and realistic depictions of acoustic wave propagation, especially when complex inhomogeneous setups are involved. Their formulations allow them to describe all wave phenomena that were discussed in Section 1.1.3, while some of these models inherently account for nonlinearity effects, or even shear wave propagation. The most prominent full-wave models, which have been employed in a number of software implementations and publications (see Section 4.3), are presented in this section. Even though these models typically stipulate large computational resources and time, their modeling capabilities have designated them as the methods of choice in the modeling of therapeutic FUS applications involving complex inhomogeneous setups.

4.2.1 Linear Acoustic Pressure Wave Equation

The most fundamental full-wave model of acoustic wave propagation, in terms of modeled propagation phenomena, is the linear acoustic pressure wave equation (LAPWE) which is derived under the linearity principles outlined in Section 1.2.1, and based on three fundamental equations of fluid dynamics outlined in the following section.

4.2.1.1 Model

[273, pp.18-19], [17, pp.3-6], [10, pp.119-120], [21, p.36]

The LAPWE model is derived through the following three fluid dynamics equations. Euler’s equation of motion in fluids provides a nonlinear relation between acoustic pressure
and particle velocity. Under the assumption of *infinitesimal amplitudes*, linearization of Euler’s equation produces:

\[
\nabla p = -\rho_0 \frac{\partial \vec{v}}{\partial t} \tag{4.6}
\]

where \( p \) is the acoustic pressure at an arbitrary point in space, \( \rho_0 \) is the equilibrium density of the medium, and \( \vec{v} \) is the particle velocity.

The *continuity equation*, which in the field of acoustics is often referred to as the *conservation of mass* equation, states that the net rate of mass flowing into a fixed volume is considered equal to the increase of mass inside the volume. This equation yields a relation between the medium’s equilibrium density \( \rho_0 \) and the particle velocity \( \vec{v} \), linearization of which results in the following equation:

\[
\frac{\partial \rho}{\partial t} = -\rho_0 \nabla \cdot \vec{v} \tag{4.7}
\]

Lastly, the *consitutive equation* provides a relation between the acoustic pressure \( p \) and the medium density \( \rho \):

\[
\rho = \rho_0 \beta_0 p \tag{4.8}
\]

where \( \beta_0 = \frac{1}{\rho_0} \left[ \frac{\partial \rho}{\partial p} \right]_{ad} \) is the adiabatic compressibility of the medium.

By combining Equations 4.6, 4.7 and 4.8, it is possible to derive a wave equation for acoustic pressure. Equation 4.8 is used to replace the density \( \rho \) in Equation 4.7, as follows:

\[
\frac{\partial}{\partial t} (\rho_0 \beta_0 p) = -\rho_0 \nabla \cdot \vec{v}
\]

Differentiating the above equation with respect to time yields:

\[
\frac{\partial^2}{\partial t^2} (\rho_0 \beta_0 p) = -\rho_0 \nabla \cdot \frac{\partial \vec{v}}{\partial t} \Rightarrow \rho_0 \beta_0 \frac{\partial^2 p}{\partial t^2} = -\rho_0 \nabla \cdot \frac{\partial \vec{v}}{\partial t}
\]

Substituting the temporal derivative of particle velocity from Equation 4.6 into the above equation, yields the LAPW*E partial differential equation* (PDE):

\[
\nabla^2 p - \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2} = 0 \tag{4.9}
\]

where \( c^2 = (\rho_0 \beta_0)^{-1} \), with \( c \) being the speed of sound in the medium, as discussed in Section 1.1.2.2.
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4.2.1.2 Advantages & Limitations

The LAPWE model is relatively simple to implement with any of the popular methods for solving PDEs, such as the finite differences time domain (FDTD) method [315], and the finite elements method (FEM) [316]. The fact that the LAPWE is a scalar equation simplifies its implementation even further. Moreover, being a full-wave model, the LAPWE can account for all the wave propagation phenomena discussed in Section 1.1.3, e.g., reflection, refraction, diffraction, scattering, etc.

Due to the simplified nature of this equation, however, the modeling capabilities of the LAPWE are limited. As this model discards high-order terms, nonlinear propagation phenomena cannot be accounted for. This limitation is most prevalent in HIFU applications such as tissue ablation (see Section 3.1), where such phenomena are often prominent. As discussed in Section 1.1.1, acoustic waves may propagate as either longitudinal or transverse/shear waves. Since the LAPWE model is derived from fluid dynamics equations, the resulting PDE can only account for longitudinal waves. While this simplification is of limited impact when modeling the propagation of acoustic waves in fluids or soft tissues, as outlined in the aforementioned section, propagation in solids, e.g., bones, cannot be properly modeled. Another downside to the simplicity of the LAPWE is that it does not account for energy absorption, which was discussed in Section 1.1.2.3. Since energy absorption by the medium is responsible for important phenomena, e.g., temperature increase, this shortcoming diminishes the range of LAPWE’s applicability. However, as will be shown in Section 4.2.1.4, such effects can be accounted for by modifying the LAPWE PDE.

4.2.1.3 Convected LAPWE

As shown in Equation 4.9, the LAPWE model is applicable to regions of space devoid of any sources of acoustic energy. This linearized equation was developed on the basis that the fluid medium was not subject to any external force, did not receive or lose heat or mass, and suffered no intrusion from external agents. In this section, the original LAPWE will be modified to include source terms, resulting in a PDE known as convected LAPWE.

Mass injection refers to the phenomenon wherein mass is injected into the modeled space at a rate of \( G(\vec{r}, t) \) per unit volume. In such a case, the linearized equation of continuity 4.7 becomes:

\[
\frac{\partial \rho}{\partial t} = -\rho_0 \nabla \cdot \vec{v} + G(\vec{r}, t)
\] (4.10)
This \( G(\vec{r},t) \) is generated by a closed surface that changes volume, such as the outer surface of an explosion, an imploding glass sphere, or a loudspeaker.

If a body force is acting on the fluid, a term \( \vec{F}(\vec{r},t) \) per unit volume must be included in Euler’s equation 4.6. The linearised equation of motion then becomes:

\[
\nabla p = -\rho_0 \frac{\partial \vec{v}}{\partial t} + \vec{F}(\vec{r},t)
\]

(4.11)

Examples of this type of force are those produced by a source that moves through the fluid without any change in volume, such as the cone of an unbaflled loudspeaker or a vibrating sphere of constant volume.

Turbulence sources were first described by Lighthill [320], and depict the spatial rates of change of momentum flux within the fluid. Lighthill showed that these type of sources are responsible for sound being produced by regions of turbulence, as in the exhaust of a jet engine. These sources can be accounted for by including the following term in the right-hand-side of the LAPWE PDE:

\[
-\rho \frac{\partial^2 (\nu_i \nu_j)}{\partial x_i \partial x_j} = -\rho \left( \frac{\partial \nu_x \partial \nu_x}{\partial x \partial x} + \frac{\partial \nu_x \partial \nu_y}{\partial x \partial y} + \frac{\partial \nu_x \partial \nu_z}{\partial x \partial z} + \frac{\partial \nu_y \partial \nu_x}{\partial y \partial x} + \frac{\partial \nu_y \partial \nu_y}{\partial y \partial y} + \frac{\partial \nu_y \partial \nu_z}{\partial y \partial z} + \frac{\partial \nu_z \partial \nu_x}{\partial z \partial x} + \frac{\partial \nu_z \partial \nu_y}{\partial z \partial y} + \frac{\partial \nu_z \partial \nu_z}{\partial z \partial z} \right)
\]

(4.12)

wherein the left hand side of the above equation, Einstein’s summation convention is used to simplify the expression.

By combining all the above source terms and the LAPWE PDE shown in Equation 4.9, the complete convected LAPWE PDE becomes:

\[
\nabla^2 p - \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2} = -\frac{\partial G}{\partial t} + \nabla \cdot \vec{F} - \rho \frac{\partial^2 (\nu_i \nu_j)}{\partial x_i \partial x_j}
\]

(4.13)

### 4.2.1.4 Lossy LAPWE

[309]

As discussed in Section 4.2.1.2, in its original form, the LAPWE model does not account for the absorption of acoustic energy by the medium. However, it is possible to consider such effects by including an additional term \( -\frac{\kappa}{2} \rho \) in the right-hand side of the linear continuity equation, i.e., Equation 4.7. This equation then becomes [309]:
Using the linear constitutive equation (see Equation 4.8), the medium density is related to pressure as follows:

\[
\begin{align*}
\frac{\partial \rho}{\partial t} &= -\rho_0 \nabla \cdot \vec{v} - \frac{\dot{\tilde{a}}}{c^2} p \\
\frac{\partial}{\partial t} (\rho_0 \beta_0 p) &= -\rho_0 \nabla \cdot \vec{v} - \frac{\dot{a}}{c^2} p
\end{align*}
\]

Differentiating the above equation with respect to time yields:

\[
\rho_0 \beta_0 \frac{\partial^2 p}{\partial t^2} = -\rho_0 \nabla \cdot \frac{\partial \vec{v}}{\partial t} - \frac{\ddot{\tilde{a}}}{c^2} \frac{\partial p}{\partial t}
\]

Since \(c^2 = (\rho_0 \beta_0)^{-1}\) and by using Euler’s linear equation of motion (see Equation 4.6), the Lossy LAPWE PDE becomes:

\[
\nabla^2 p - \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2} - \frac{\ddot{a}}{c^2} \frac{\partial p}{\partial t} = 0
\] (4.14)

However, the term \(\ddot{a}\) is an abstract quantity and needs to be expressed in known quantities. To that end, the PDE derived above is converted from the time domain to the frequency domain. Given that \(\nabla = i k\), and \(\frac{\partial}{\partial k} = -i \omega\), Equation 4.14 becomes:

\[
(i k)^2 p - \frac{1}{c^2} (\omega)^2 p + \frac{\tilde{a}}{c^2} (i \omega) p = 0 \Leftrightarrow
\]

\[
\Leftrightarrow -k^2 p + \frac{1}{c^2} \omega^2 p + i \frac{\tilde{a}}{c^2} \omega p = 0
\]

Dividing all terms by \(p\), the wavenumber \(k\) then becomes:

\[
k^2 = \frac{\omega^2}{c^2} + i \omega \frac{\tilde{a}}{c^2}
\]

Let \(k = \tilde{k} + i a\). Squaring \(k\) and comparing to the above equation yields:

\[
\Rightarrow \begin{cases}
2 a \tilde{k} = \omega \frac{\tilde{a}}{c^2} \\
\tilde{k} - a^2 = \frac{\omega^2}{c^2}
\end{cases} \Rightarrow \begin{cases}
\tilde{a} = \frac{2 \omega^2}{c^2} k \\
k = \sqrt{a^2 + \frac{\omega^2}{c^2}}
\end{cases}
\]
Solving for $\tilde{a}$ yields:

$$\tilde{a} = 2a \sqrt{\frac{a^2 c^4}{\omega^2} + c^2}$$  \hspace{1cm} (4.15)

where $a$ is the absorption coefficient of the medium in Np/m, as defined in Section 1.1.2.3.

### 4.2.2 Khokhlov-Zabolotskaya-Kuznetsov Equation

The *Khokhlov-Zabolotskaya-Kuznetsov* (KZK) equation describes a one-way parabolic approximation of the non-linear acoustic wave equation. It is derived from the Kuznetsov equation [312, 321] and describes the wave propagation of a finite amplitude beam in a lossy, compressible, and rotation-free fluid medium.

#### 4.2.2.1 Model

[322, pp.24-29], [20, p.61],[312, 321, 323–326]

The full derivation of the KZK PDE is outside the scope of this section but can be found in [20]. The PDE in 3D cartesian coordinates for an ultrasonic beam propagating along the z direction is shown below [326], [20, p. 61], [324]:

$$\frac{\partial^2 p}{\partial \tau \partial z} = \frac{c_0}{2} \left( \frac{\partial^2 p}{\partial x^2} + \frac{\partial^2 p}{\partial y^2} \right) + \frac{\delta}{2 c_0^3} \frac{\partial^3 p}{\partial \tau^3} + \frac{\beta}{2 \rho_0 c_0^3} \frac{\partial^2 p^2}{\partial \tau^2}$$  \hspace{1cm} (4.16)

where $p$ is the acoustic pressure, $z$ is the coordinate along the axis of the beam, and $\tau = t - z/c_0$ is the retarded time, with $c_0$ being the equilibrium speed of sound. Finally, $\delta$ is the diffusivity of sound for a thermoviscous fluid, and is calculated as follows:

$$\delta = \frac{2\alpha c_0^3}{\omega^2}$$  \hspace{1cm} (4.17)

where $a$ is the absorption coefficient of the medium in Np/m, and $\omega = 2\pi f$ is the angular frequency of the wave.

$\beta = 1 + 0.5 B/A$ is the non-linearity coefficient as defined in Section 1.2.2, and $\rho_0$ is the equilibrium density of the fluid. The Laplacian $\nabla^2_z = \partial^2/\partial x^2 + \partial^2/\partial y^2$ in Equation 4.16 operates in the plane perpendicular to the propagation axis, which in this case is $z$. The first term on the right-hand-side of the KZK PDE represents diffraction, the second accounts for sound absorption as caused by diffusivity, and the third term depicts nonlinearity.
4.2.2.2 Advantages & Limitations

[327, p.6], [312, 321, 323, 326, 328–331]

Sharing some of the advantages of the LAPWE equation, this model is able to account for diffraction effects and the energy absorption in liquid media. However, the foremost advantage of the KZK equation lies in its ability to model nonlinear acoustic wave propagation as described in Section 1.2.2.

Nonetheless, certain assumptions and approximations are employed during the derivation of the KZK equation, yielding a number of drawbacks. In addition to its inability to accurately model solid media, such as is the case of the LAPWE model discussed in Section 4.2.1.2, another limitation of this model is the paraxial approximation. During derivation, it is assumed that the pressure field variations transverse to the direction of propagation are slow compared to axial variations. This approximation limits the validity of the equation to approximately 5 – 20° off the propagation axis, beyond which errors are introduced. The paraxial approximation also causes errors in the nearfield region since only progressive waves are taken into account, while nonlinear effects near the source are ignored. Moreover, the KZK is a one-way PDE, i.e., it does not allow for the modeling of reflections, scattering, or inhomogeneous media. Overall, the KZK model is inappropriate for focused transducers and arrays, and can only be applied to modeling directive ultrasonic beams in homogeneous media, where the aforementioned assumptions are valid.

4.2.3 Westervelt-Lighthill Equation (WLE)

The Westervelt-Lighthill Equation (WLE) is a nonlinear full-wave equation mostly used to model acoustic field propagation in nonlinear thermoviscous fluids, a category under which soft tissues fall. It was introduced by Westervelt [332], who derived the second-order wave equation by expanding Lighthill’s exact equation of fluid particle motion, retaining all second-order small disturbances, while discarding the Lagrangian density terms, which do not significantly contribute to the scattered field. The full derivation can be found in [20, pp.52-55].

4.2.3.1 Model

[333, p.30], [20, pp.52-55], [326, 330, 331, 334–336]

The WLE model, as seen in Equation 4.18, is considered an appropriate approximation of the full second-order wave equation when cumulative nonlinear effects dominate local nonlinear effects. This is the case when the propagation distance is far greater than a single wavelength λ. The WLE PDE is shown below:

$$\nabla^2 p - \frac{1}{c_0^2} \frac{\partial^2 p}{\partial t^2} + \frac{\delta}{c_0^2} \frac{\partial^2 p}{\partial t^3} + \frac{\beta}{2 \rho_0 c_0^4} \frac{\partial^2 p^2}{\partial t^2} = 0$$  \hspace{1cm} (4.18)
where $p$ is the acoustic pressure, $c_0$ is the equilibrium speed of sound, $\delta$ is the diffusivity of the medium as defined in Equation 4.17, $\beta$ is the nonlinearity coefficient, and $\rho_0$ is the equilibrium density of the fluid.

The first two terms of Equation 4.18 are essentially the original LAPWE PDE shown in Equation 4.9. The third term accounts for energy losses through medium absorption, due to thermoviscous diffusivity, i.e., viscosity and thermal conductivity of the fluid as discussed in Section 1.1.2.3. The fourth term describes nonlinear distortion of the wave due to finite-amplitude effects, as described in Section 1.2.2. Other formulations of the WLE, may include additional terms to account for variations in the medium density and relaxation mechanisms [331], or simplification of the equation to a linear form by removing the fourth term from Equation 4.18 [326].

### 4.2.3.2 Advantages & Limitations

The WLE model incorporates the advantages of both the LAPWE and KZK models outlined in Sections 4.2.1.2 and 4.2.2.2 respectively. Therefore, it can account for all wave propagation phenomena, including nonlinearity, without being limited by the paraxial approximation. The only unaddressed caveat of this model lies in its inability to account for the propagation of shear waves, resulting in limited accuracy when modeling solid media.

### 4.2.4 Linear Elastic Wave Equation

The *linear elastic wave equation* (LEWE) model describes wave propagation within three dimensional, linear, isotropic elastic media. It was originally applied to modeling seismic wave propagation [338], and was later adopted into the field of acoustic wave modeling.

#### 4.2.4.1 Model

The LEWE model is derived based on the equations of momentum conservation (Equations 4.19-4.21), and the stress-strain relations (Equations 4.22-4.27). The former are formulated as shown below [338]:

$$\rho \frac{\partial^2 v_x}{\partial t^2} = \frac{\partial \tau_{xx}}{\partial x} + \frac{\partial \tau_{xy}}{\partial y} + \frac{\partial \tau_{xz}}{\partial z} + f_x \quad (4.19)$$

$$\rho \frac{\partial^2 v_y}{\partial t^2} = \frac{\partial \tau_{xy}}{\partial x} + \frac{\partial \tau_{yy}}{\partial y} + \frac{\partial \tau_{yz}}{\partial z} + f_y \quad (4.20)$$
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\[ \rho \frac{\partial^2 v_x}{\partial t^2} = \frac{\partial \tau_{xx}}{\partial x} + \frac{\partial \tau_{xy}}{\partial y} + \frac{\partial \tau_{xz}}{\partial z} + f_x \]  

(4.21)

where \( \rho \) is the medium density, \( v_x, v_y, v_z \) are the displacement components along the \( x, y \) and \( z \) direction respectively, \( \tau_{xx}, \tau_{yy}, \tau_{zz} \) and \( \tau_{xy}, \tau_{xz}, \tau_{yz} \) are the normal and shear stress components respectively, and \( f_x, f_y, f_z \) are the body-force components. The stress-strain relations are [338]:

\[ \tau_{xx} = (\lambda + 2\mu) \frac{\partial v_x}{\partial x} + \lambda \left( \frac{\partial v_y}{\partial y} + \frac{\partial v_z}{\partial z} \right) \]  

(4.22)

\[ \tau_{yy} = (\lambda + 2\mu) \frac{\partial v_y}{\partial y} + \lambda \left( \frac{\partial v_x}{\partial x} + \frac{\partial v_z}{\partial z} \right) \]  

(4.23)

\[ \tau_{zz} = (\lambda + 2\mu) \frac{\partial v_z}{\partial z} + \lambda \left( \frac{\partial v_x}{\partial x} + \frac{\partial v_y}{\partial y} \right) \]  

(4.24)

\[ \tau_{xy} = \mu \left( \frac{\partial v_x}{\partial y} + \frac{\partial v_y}{\partial x} \right) \]  

(4.25)

\[ \tau_{xz} = \mu \left( \frac{\partial v_x}{\partial z} + \frac{\partial v_z}{\partial x} \right) \]  

(4.26)

\[ \tau_{yz} = \mu \left( \frac{\partial v_y}{\partial z} + \frac{\partial v_z}{\partial y} \right) \]  

(4.27)

where \( \lambda \) and \( \mu \) are the Lamé coefficients [338].

The above equations can be formulated into a set of first-order differential equations by differentiating the stress-strain relations with respect to time and substituting the time-differentiated displacements with velocity components \( v_x, v_y, v_z \). The resulting velocity equations are shown in Equations 4.28-4.30, and Equations 4.31-4.36 [338] show the resulting stress relations.

\[ \frac{\partial v_x}{\partial t} = \frac{1}{\rho} \left( \frac{\partial \tau_{xx}}{\partial x} + \frac{\partial \tau_{xy}}{\partial y} + \frac{\partial \tau_{xz}}{\partial z} + f_x \right) \]  

(4.28)

\[ \frac{\partial v_y}{\partial t} = \frac{1}{\rho} \left( \frac{\partial \tau_{xy}}{\partial x} + \frac{\partial \tau_{yy}}{\partial y} + \frac{\partial \tau_{yz}}{\partial z} + f_y \right) \]  

(4.29)

\[ \frac{\partial v_z}{\partial t} = \frac{1}{\rho} \left( \frac{\partial \tau_{xz}}{\partial x} + \frac{\partial \tau_{yz}}{\partial y} + \frac{\partial \tau_{zz}}{\partial z} + f_z \right) \]  

(4.30)
\[
\frac{\partial \tau_{xx}}{\partial t} = (\lambda + 2\mu) \frac{\partial \nu_x}{\partial x} + \lambda \left( \frac{\partial \nu_y}{\partial y} + \frac{\partial \nu_z}{\partial z} \right) \quad (4.31)
\]
\[
\frac{\partial \tau_{yy}}{\partial t} = (\lambda + 2\mu) \frac{\partial \nu_y}{\partial y} + \lambda \left( \frac{\partial \nu_x}{\partial x} + \frac{\partial \nu_z}{\partial z} \right) \quad (4.32)
\]
\[
\frac{\partial \tau_{zz}}{\partial t} = (\lambda + 2\mu) \frac{\partial \nu_z}{\partial z} + \lambda \left( \frac{\partial \nu_x}{\partial x} + \frac{\partial \nu_y}{\partial y} \right) \quad (4.33)
\]
\[
\frac{\partial \tau_{xy}}{\partial t} = \mu \left( \frac{\partial \nu_x}{\partial y} + \frac{\partial \nu_y}{\partial x} \right) \quad (4.34)
\]
\[
\frac{\partial \tau_{xz}}{\partial t} = \mu \left( \frac{\partial \nu_x}{\partial z} + \frac{\partial \nu_z}{\partial x} \right) \quad (4.35)
\]
\[
\frac{\partial \tau_{yz}}{\partial t} = \mu \left( \frac{\partial \nu_y}{\partial z} + \frac{\partial \nu_z}{\partial y} \right) \quad (4.36)
\]

4.2.4.2 Advantages & Limitations

Due to the nature of the LEWE sets of equations, this model offers unique modeling capabilities and advantages not available by the other numerical models. Equations 4.28 through 4.36 describe the propagation of a full three-dimensional elastic wave. Therefore, all propagation effects that are taken into account by the LAPWE (see Section 4.2.1), are also accurately modeled with LEWE. The foremost strength of the LEWE model, however, lies in its ability to accurately model the generation and propagation of shear waves in solids, making this model ideal for NDT applications and propagation through bones.

However, there exist practical limitations to the employment of this model for ultrasound simulations. As opposed to the full-wave alternatives, being the LAPWE and WLE models discussed in Sections 4.2.1 and 4.2.3 respectively, where the waves can be described by a single scalar quantity, i.e., acoustic pressure, the LEWE model requires nine such scalar quantities to be discretized and calculated over the entire computational domain. Thus, the required amount of computer memory and calculation time needed to solve the LEWE model are far greater, restraining its applicability to domains of limited sizes. Moreover, in the presented formulation this model cannot account for absorption or non-linearity effects, but formulations that do account for these effects have been proposed [350–354].
4.3 Ultrasound Simulation Software

Given the need for numerical simulation of ultrasonic wave propagation, a significant number of different software tools has been developed over the years. While many research teams develop and use their own ‘in-house’ codes, many such codes have been released either as commercial products or even freely distributed tools. This section will give a brief overview of the most prominent software permitting ultrasonic simulations, their key characteristics, e.g., the numerical model they implement and the technique they employ to do so, as well as publications in which these codes have been used. Many of these codes are listed on the IEEE’s Ultrasonics, Ferroelectrics, and Frequency Control Society’s website [355].

4.3.1 Field II

[286, 356]

Field II®, developed by Jensen, J., is possibly the most popular software for the simulation of ultrasonic wave propagation. It implements the Tupholme-Stephanishen model described in Section 4.1.1.3, and can be used to calculate the pressure distribution for any arbitrary transducer or transducer array. It has been developed within MATLAB®, and includes optimized C++ routines to speed up the computationally demanding operations. Its foremost area of application is in the field of diagnostic ultrasound imaging, but it is also actively used for the development of imaging and therapeutic transducer devices.

Field II® is still being developed and maintained by the original author, while its use has been reported in a large number of publications by the author himself [285, 286, 356, 358–367], by other research teams around the world [323, 331, 368–376], as well as by multiple companies listed on the software’s website [357].

4.3.2 FOCUS

[295, 377–379]

FOCUS® [380] is a freely distributed toolbox allowing for the 2D and 3D simulation of acoustic wave propagation. It was developed by the McGough, R. team, and operates within MATLAB®, along with C++ routines to speed up the computationally demanding operations.

FOCUS® employs a combination of the FNM model (see Section 4.1.1.5) to calculate the pressure distribution from simple single-element transducers or transducer arrays on a plane in a manner similar to the RS model (see Section 4.1.1). Subsequently, it uses a version of ASM (see Section 4.1.2), along with many of the extensions described in Section
4.1.2.3, to propagate that projected field through the domain. It should be noted, however, that FOCUS® does not employ the hASM (see Section 4.1.2.4), and can therefore only model inhomogeneities in the layer-based approach as outlined in Section 4.1.2.3.

Nonetheless, FOCUS® is a valuable tool employed in the modeling, design and optimization of both simplistic transducer and transducer array setups in semi-homogeneous domains. In addition, it provides more accurate depictions of the nearfield pressure distributions, compared to software employing the RS model [379].

The software is actively developed and updated, and has been used in a large number of recent studies [291–295, 377–379, 381–383].

4.3.3 SimSonic

[346, 384]

SimSonic® [385] is another freely available MATLAB® toolbox which implements the LEWE model described in Section 4.2.4, with an FDTD implementation of the Virieux scheme [338, 386]. However, in its current form it does not account for energy absorption. This software began with the doctoral studies of Bossy E. in 2003 and today both 2D and 3D mature versions of the code are available for download.

SimSonic® was only recently released and is still actively developed. As it can account for shear waves it has been used predominantly in the simulation of ultrasonic wave propagation in bones and NDT applications, and a large number of studies by the authors of the software and other research teams have been published [346, 347, 384, 387–393].

4.3.4 Ultrasim

[277]

Ultrasim® [394] is another toolbox developed in Matlab® implementing the RS model (see Section 4.1.1). It was developed by Holm, S. in order to calculate the pressure field distributions resulting from transducers and arrays. Further information and applications of Ultrasim can be found in [5, 275, 277, 395], but the software’s development appears to have ceased in 2007 and no recent publications seem to exist. Nonetheless, the software is still available for download in [394].

4.3.5 Abersim

[396, 397]

Abersim® [398] is an open source simulation software developed by the Varslot T. group, implementing the WLE model (see Section 4.2.3) as a combination of MATLAB® and
optimized C routines. This software solves the WLE for forward propagating waves in retarded time coordinates using an operator splitting approach and the ASM (see Section 4.1.2). Optionally, for axisymmetric cases, it uses the parabolic approximation and solves the diffraction using the FDTD method. Thus, this software cannot account for 3D inhomogeneous domains.

Abersim® has been used in a large number of publications [396, 397, 399–404]. However, neither recent publications, nor updates to the software’s website have been seen since 2009 and development appears to have ceased.

4.3.6 k-Wave

[405–407]

k-Wave® [408] is an open source and freely distributed toolbox, developed for the 1D, 2D and 3D time-domain simulation of acoustic wave propagation. This software was developed by Treeby, B. and Cox, B., and as in the case of Field II and FOCUS, it was developed as a combination of MATLAB® and optimized C++ routines.

The implemented model is based on a generalized version of the WLE (see Section 4.2.3), and allows for both linear and nonlinear wave propagation modeling, inhomogeneous material distributions, and frequency dependent material absorption. The implementation of the WLE is based on a \( k \)-space pseudospectral (PS) [409, 410]. The main advantage of this implementation is that the PS method requires a much coarser spatial resolution [411], while the \( k \)-space method permits the employment temporal discretization beyond the Courant-Friedrichs-Lewy criterion (see Section 5.1.3). Thus, when compared to the FDTD method, the above combination results in reduced memory consumption and computational time, without seriously compromising accuracy.

This software is still being actively developed and has been utilized in many recent publications, [405–407, 412–416].

4.3.7 ACEL

[313, 417–419]

ACEL® [420] is an ‘in-house’ C++ code developed by Tanter, M. within the Laboratoire Ondes et Acoustique laboratory. Even though this code is neither commercially nor freely available, it is mentioned in this section due to the large number of publications reporting its usage. It comprises 2D, axisymmetric 3D, and full 3D FDTD implementations of LAPWE (see Section 4.2.1) and WLE (see Section 4.2.3). In addition, it implements the LEWE model (see Section 4.2.4) allowing for the simulation of ultrasonic shear wave propagation through solid media by means of a longitudinal-shear wave mode conversion module.
The software’s website contains some information and examples but has not been recently updated. Some of the numerous publications where this code has been employed are [236, 313, 417–419, 421–431].

4.3.8 Wave 2000/2500/3000

[343, 432]

Wave® [433] is a commercial software series by CyberLogic® Inc., implementing the LEWE model described in Section 4.2.4 with the FDTD method. The series comprises multiple numerical solvers, being Wave2000® for 2D simulations, Wave2500® for axisymmetric 3D simulations and Wave3000®, for full 3D simulations.

Due to its ability to accurately model the propagation of shear waves through solids, this software is still being extensively used for non-destructive evaluation of materials and numerical modeling of wave propagation through bone structures by research teams and industrial users [343, 432, 434–451].

4.3.9 PZFlex

[452–456]

PZFlex® [457] is perhaps the most widely used commercial software permitting modeling of ultrasonic wave propagation. The software is tailored to the modeling of piezoelectric materials, providing finite element and pseudospectral (see Section 4.3.6) implementations of the LEWE model described in Section 4.2.4. Apart from NDT and some application on therapeutic FUS, this software has also been applied to a variety of industries and applications employing piezoelectrics, such as avionics, oil and gas, etc. As such, a very large number of publications using PZFlex® can be found, many of which are listed on the software’s website [457].

4.3.10 DREAM

[458–460]

The DREAM® (Discrete Representation Array Modeling) toolbox [461] is another open source code similar to Field II® (see Section 4.3.1) which implements the Tupholme-Stepanishen model described in Section 4.1.1.3, but in the time domain. It was developed by Piwakowski B. in MATLAB® and was first released in 2004. The software is still available and developed, and has been used in a number of recent publications [458, 460, 462–468].
Chapter 5

Implemented Numerical Models & Methods

Having presented the foremost mathematical models and methods used to model the propagation of ultrasonic waves in Chapter 4, this chapter will outline the numerical implementations that were utilized for the purposes of this thesis. The following sections focus entirely on the work pertaining to this thesis alone and no longer discusses alternative approaches or models.

Discussion begins with a brief overview of the finite-differences time-domain (FDTD) method (Section 5.1), which was employed in this work in order to allow for numerical modeling of ultrasonic wave propagation in the human body. Subsequently, detailed stencil derivations of the different variants of the LAPWE and WLE full-wave models, that were presented in Sections 4.2.1 and 4.2.3 respectively and implemented during this work, are given (Section 5.2). This chapter concludes with a detailed analysis of the implemented absorbing boundary conditions (ABCs) that were used to effectively truncate the computational domains (Section 5.3).

5.1 The Finite-Differences Time-Domain Method

The finite-differences time-domain (FDTD) method was first introduced by Yee [469] in electrodynamics, but today it is one of the most prevalent computational methods used to solve PDEs across all disciplines. This section will be limited to the fundamental aspects of this method, being the discretization of simulated geometries (see Section 5.1.1), the numerical approximation of PDEs, i.e., stencil derivation (see Section 5.1.2), as well as the accuracy and stability criteria that ensure the stable operation of this method (see Section 5.1.3). Due to the significant advantages exhibited by FDTD, which are discussed in Section 5.1.4, this was the method of choice for this work, and has been employed throughout this thesis for the numerical modeling of acoustic wave propagation. As an
in-depth review of FDTD is outside the scope of this document, the reader is directed to the definitive textbook on the method by Taflove and Hagness [315].

5.1.1 Geometrical Discretization

For the FDTD method to be applied, the simulation model – which is typically a set of either 2D or 3D geometries – initially undergoes a process called discretization. During this process, the entire setup is initially gridded, i.e., virtually divided into grid cells, the totality of which forms a rectangular or rectilinear grid, commonly termed as the computational grid. These cells can either be rectangular in shape – for 2D problems and geometries – or cuboidal for 3D ones.

Two types of grids are commonly defined in FDTD simulations, namely uniform and nonuniform computational grids. In the case of the former, all grid-cells exhibit identical widths along each individual cartesian axis. On the other hand, grid-cells on nonuniform grids may each display different dimensions, which allows for more flexible discretization of complex geometries. Two-dimensional depictions of both grid types can be seen in Figure 5.1.

![Figure 5.1: Depiction of a uniform (a) and a nonuniform (b) computational grid. In the case of the former, all cells have identical widths along each axis. On a nonuniform grid however, each cell may have a different width.](image)

Following gridding, a process commonly termed as voxeling is performed. During voxeling each grid cell is assigned a single material type, typically based on which geometry of the setup occupies the majority of the grid cell volume. This procedure results in a set
of rectangles or cuboids, commonly referred to as *voxels*. The discretization results of a complex setup, involving a CAD model of the ExAblate® 4000 hemispherical transducer array (see Section 2.5.2.2), and an anatomical head model, can be seen in Figure 5.2.

### 5.1.2 Stencil Derivation

The cornerstone concept of the FDTD method is the approximation of the spatial and temporal derivatives in the modeled PDE, with weighted differences between neighboring points in space and time respectively. The values of the field described by the PDE are assumed to lie on given nodes within the grid cells, which are typically the center of the cell for scalar PDEs, or the edges/faces of the cell for vectorial PDEs (see Figure 5.3).

After the discretization process, as described in Section 5.1.1, calculation of the field quantities is commonly based on *central finite-differences* formulas, which are derived from Taylor series expansions, and can be found in [470–472]. As FDTD is employed throughout this thesis, these formulas will be repeated here.

Let us assume a function $F$, which within the scope of this thesis typically refers to the acoustic pressure $p$, whose values are spatially and temporally dependent. Assuming that the grid cell locations on a uniform grid are defined by a set of $(i, j, k)$ indices as shown in Figure 5.3, the *first-order central finite differences* formulas for spatial derivatives on the X, Y and Z axes respectively are:

\[
\frac{\partial F}{\partial x} (i \Delta x, j \Delta y, k \Delta z, n \Delta t) = \frac{F^n_{i+1,j,k} - F^n_{i-1,j,k}}{2 \Delta x} \tag{5.1}
\]

\[
\frac{\partial F}{\partial y} (i \Delta x, j \Delta y, k \Delta z, n \Delta t) = \frac{F^n_{i,j+1,k} - F^n_{i,j-1,k}}{2 \Delta y} \tag{5.2}
\]

\[
\frac{\partial F}{\partial z} (i \Delta x, j \Delta y, k \Delta z, n \Delta t) = \frac{F^n_{i,j,k+1} - F^n_{i,j,k-1}}{2 \Delta z} \tag{5.3}
\]

Similarly, the *second-order central finite differences* formulas for spatial derivatives are:

\[
\frac{\partial^2 F}{\partial x^2} (i \Delta x, j \Delta y, k \Delta z, n \Delta t) = \frac{F^n_{i+1,j,k} - 2F^n_{i,j,k} + F^n_{i-1,j,k}}{\Delta x^2} \tag{5.4}
\]

\[
\frac{\partial^2 F}{\partial y^2} (i \Delta x, j \Delta y, k \Delta z, n \Delta t) = \frac{F^n_{i,j+1,k} - 2F^n_{i,j,k} + F^n_{i,j-1,k}}{\Delta y^2} \tag{5.5}
\]

\[
\frac{\partial^2 F}{\partial z^2} (i \Delta x, j \Delta y, k \Delta z, n \Delta t) = \frac{F^n_{i,j,k+1} - 2F^n_{i,j,k} + F^n_{i,j,k-1}}{\Delta z^2} \tag{5.6}
\]
Figure 5.2: Depiction of the gridding and voxeling concepts applied to a complex setup involving a CAD model of the ExAblate® 4000, hemispherical transducer array, and an anatomical head model. The simulation model (a) needs to be gridded with a rectilinear grid (b), and then voxelized so that every single voxel consists of a single material (c).
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Figure 5.3: Simplified depiction of a finite-differences grid for a scalar pressure wave PDE such as the LAPWE. The variables denoting acoustic pressure $p$ are assumed to lie at the centers of each cell.

Lastly, assuming that the temporal snapshots of the calculated field are denoted by an index $n$, the first and second order temporal derivatives can be calculated with the following formulas:

$$\frac{\partial F}{\partial t}(i\Delta x, j\Delta y, k\Delta z, n\Delta t) = \frac{F_{i,j,k}^{n+1} - F_{i,j,k}^{n-1}}{2\Delta t}$$ (5.7)

$$\frac{\partial^2 F}{\partial t^2}(i\Delta x, j\Delta y, k\Delta z, n\Delta t) = \frac{F_{i,j,k}^{n+1} - 2F_{i,j,k}^{n} + F_{i,j,k}^{n-1}}{\Delta t^2}$$ (5.8)

Equations 5.1 through 5.8 can be used to decompose full-wave PDEs, such as the ones presented in Section 4.2, to a series of simple arithmetic operations, thus allowing for their straightforward numerical implementation. Such equations are typically called computational stencils, the derivations of which are presented in Section 5.2 for the different variants of the LAPWE and WLE PDEs discussed in Section 4.2.1 and 4.2.3 respectively.

5.1.3 Accuracy & Stability

[315, §§4.1-4.8]

Relevant parameters in an FDTD implementation of a PDE are the grid step and the time-step, i.e., the discretization degrees of space and time respectively. As the FDTD method yields an approximate depiction of the propagation of the wave quantity described by the
solved PDE, these parameters are pivotal to the accuracy and stability of the method and, if improperly chosen, can lead to the calculation of entirely erroneous results.

FDTD algorithms of full-wave PDEs are prone to inducing nonphysical numerical dispersion, which from this point forward will be simply referred to as dispersion. Dispersion is essentially a deviation of the phase velocity of the numerical waves from the physical speed of the wave in the given material, e.g., the speed of sound $c$ in the case of acoustic waves. This deviation is directly dependent on the wavelength, the direction of propagation in the computational grid, and the grid discretization. The unphysical phase velocity induces phase errors and delays in the propagating numerical waves, which tend to accumulate and become more prominent over large propagation distances. An example of dispersion can be seen in Figure 5.4. The effects of dispersion have been extensively investigated and a meticulous analysis can be found in [315, §§4.1-4.7]. To minimize such effects and improve the accuracy of the calculated results, a well-established rule of thumb for FDTD simulations is that the maximum grid-step $\Delta_{\text{max}}$ in the entire computational grid must not exceed $1/10$ of the minimum wavelength $\lambda_{\text{min}}$, which is expressed in the formula below:

$$\Delta_{\text{max}} \leq \frac{\lambda_{\text{min}}}{10}$$  \hspace{1cm} (5.9)

**Figure 5.4:** Effects of numerical dispersion in an FDTD implementation. The results of simulations of a single point source producing a spherical wave and embedded in an infinitely extending medium are shown. The different computational grids exhibited a maximum grid-step of $\lambda/10$ (a), $\lambda/8$ (b), $\lambda/6$ (c), and $\lambda/5$ (d). As can be seen, larger grid-steps induce higher degrees of dispersion, which manifests itself as an unphysical ‘squaring’ of the spherical wave.

In order to ensure numerical stability of the FDTD simulations, the time-step $\Delta t$ must be also be bounded, otherwise numerical errors tend to accumulate throughout the temporal update of the calculated fields, resulting in erroneous results (commonly called spurious responses). The de-facto criterion limiting $\Delta t$ in an FDTD implementation is the Courant-Friedrichs-Lewy condition (CFL condition) [473], which was derived based on a von Neumann analysis of the FDTD scheme. A detailed derivation of the CFL condition
5.1. THE FINITE-DIFFERENCES TIME-DOMAIN METHOD

can be found in [315, §§4.7-4.8], while [474] offers a brief history and assessment of the stability criteria of finite-difference schemes.

The CFL condition for uniform FD grids is given below:

\[
\Delta t \leq \frac{1}{c_{\text{max}} \sqrt{\frac{1}{\Delta x^2} + \frac{1}{\Delta y^2} + \frac{1}{\Delta z^2}}} \tag{5.10}
\]

where \(c_{\text{max}}\) is the maximum speed of sound in the entire computational domain, and \(\Delta x\), \(\Delta y\), and \(\Delta z\) are the uniform grid steps along the entire domain.

However, Equation 5.10 is only valid on uniform grids. The time-step for nonuniform grid schemes must abide the following formula instead:

\[
\Delta t \leq \frac{1}{c_{\text{max}} \sqrt{\frac{1}{\Delta x_{\text{min}}^2} + \frac{1}{\Delta y_{\text{min}}^2} + \frac{1}{\Delta z_{\text{min}}^2}}} \tag{5.11}
\]

where \(c_{\text{max}}\) is the maximum speed of sound, and \(\Delta x_{\text{min}}\), \(\Delta y_{\text{min}}\) and \(\Delta z_{\text{min}}\) are the minimum cell widths along their respective axes in the entire domain.

5.1.4 Advantages & Limitations

[470, 471]

The FDTD method is one of the most prevalent computational methods and it has been employed across all fields of science. It is relatively simple to programmatically implement, highly efficient, and easily adaptable. Its explicit nature is inherently amenable to the implementation of any PDE, and unlike methods like FEM, it does not require a linear system to be solved – requiring far less computational resources and time. This strength of the method becomes more prominent when considering that the computational requirements of FDTD implementations scale linearly with the computational domain sizes. Furthermore, the simplicity of rectilinear grids required for the discretization of the simulated geometry permits easy implementation and adjustment of the computational domains.

The foremost weakness of the FDTD method lies in its inability to accurately model complex geometries with oblique or curved surfaces. As this method is inherently based on the discretization of the simulated geometry with the use of cartesian grids, such surfaces are typically approximated, resulting in a phenomenon commonly referred to as the *staircase approximation* – evident in Figure 5.2(c). In addition, the CFL condition outlined in Section 5.1.3, which bounds the time-step, is directly dependent on the resolution of the computational grid and the properties of the simulated materials. Thus, simulated setups that require a high spatial discretization in order to accurately depict fine structures,
naturally result in very small time-steps and thus long simulation times. Lastly, a notable limitation is the one imposed by dispersion and the $\Delta_{\text{max}} \leq \lambda_{\text{min}}/10$ maximum grid-step size, as discussed in Section 5.1.3. Unlike alternatives such as the pseudospectral method [409, 410] mentioned in Section 4.3.6, where bounding the grid step by a Nyquist limit, i.e., $\Delta_{\text{max}} \leq \lambda_{\text{min}}/2$, is sufficient, this restriction of the FDTD method can easily result in enormous computational domains and small time-steps, especially when simulating the propagation of high-frequency waves.

5.2 FDTD Stencil Derivations of Wave Models

The software developed for the purposes of this thesis contains implementations of multiple LAPWE (see Section 4.2.1) and WLE (4.2.3) model variants in order to allow for both linear and nonlinear simulations of ultrasonic wave propagation within the human body. In this section, the FDTD stencil derivations of the different variants of the two models that were numerically implemented for the purposes of this thesis will be presented.

Implementations included lossless and lossy variants of the LAPWE and WLE models, as well as an alternative formulation of the models which takes into account the density variation between the different media. These derivations were performed for both uniform and nonuniform computational grids, so as to allow for flexibility in the discretization.

5.2.1 LAPWE Stencil Derivations

5.2.1.1 Lossless LAPWE on a Uniform Grid

In this section, the FDTD stencil derivation of the lossless LAPWE model (see Equation 4.9) discussed in Section 4.2.1 will be presented. The derivation is performed through the central finite-differences equations outlined in Section 5.1.2. Equation 4.9 is repeated below for the sake of convenience:

$$\nabla^2 p - \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2} = 0 \Rightarrow$$

$$\Rightarrow \frac{\partial^2 p}{\partial x^2} + \frac{\partial^2 p}{\partial y^2} + \frac{\partial^2 p}{\partial z^2} - \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2} = 0$$

with $p$ being the acoustic pressure, and $c$ the medium’s speed of sound.

Using the second-order spatial and temporal central finite-differences, shown in Equations 5.4, 5.5, 5.6, and 5.8, the above equation is discretized as follows:
By solving the above equation for $p_{i,j,k}^{n+1}$, the stencil to be implemented is:

$$
\frac{p_{i,j,k}^{n+1} - 2p_{i,j,k}^n + p_{i-1,j,k}^n}{\Delta t^2} + \frac{c_{i,j,k}^2}{\Delta t^2} \left( \frac{p_{i+1,j,k}^n - 2p_{i,j,k}^n + p_{i-1,j,k}^n}{\Delta x^2} + \frac{p_{i,j+1,k}^n - 2p_{i,j,k}^n + p_{i,j-1,k}^n}{\Delta y^2} + \frac{p_{i,j,k+1}^n - 2p_{i,j,k}^n + p_{i,j,k-1}^n}{\Delta z^2} \right) = 0
$$

(5.12)

where $c_{i,j,k}$ is the voxels-specific speed of sound in m/s on a rectangular uniform grid consisting of cells with dimensions of $\Delta x \times \Delta y \times \Delta z$. The time-step $\Delta t$ is derived from the CFL stability condition (see Equation 5.10).

### 5.2.1.2 Lossy LAPWE on a Uniform Grid

In this section, the FDTD stencil derivation of the lossy LAPWE (see Equation 4.14), which was discussed in Section 4.2.1.4, will be presented. Unlike the derivation in Section 5.2.1.1, energy losses due to the medium’s absorption are taken into account. Equation 4.14, is discretized with central finite differences and is repeated below for convenience:

$$
\nabla^2 p - \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2} - \tilde{a} \frac{\partial p}{\partial t} = 0 \Rightarrow
$$

$$
\frac{\partial^2 p}{\partial x^2} + \frac{\partial^2 p}{\partial y^2} + \frac{\partial^2 p}{\partial z^2} - \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2} - \frac{\tilde{a}}{c^2} \frac{\partial p}{\partial t} = 0
$$

where $p$ is the acoustic pressure, $c$ is the medium’s speed of sound, and $\tilde{a}$ is related to the medium’s absorption, as per Equation 4.15:
\[ \tilde{a} = 2a \sqrt{a_i^2/c^4 + c^2} \]

Using second-order central finite differences, the PDE is discretized as follows:

\[
\begin{align*}
& p_{i+1,j,k}^n - 2p_{i,j,k}^n + p_{i-1,j,k}^n + \\
& + p_{i,j+1,k}^n - 2p_{i,j,k}^n + p_{i,j-1,k}^n + \\
& + p_{i,j,k+1}^n - 2p_{i,j,k}^n + p_{i,j,k-1}^n - \\
& - \frac{1}{c_{i,j,k}^2} p_{i,j,k}^{n+1} + 2p_{i,j,k}^n + p_{i,j,k}^{n-1} \\
& - \frac{\sim a_{i,j,k} p_{i,j,k}^{n+1} - p_{i,j,k}^{n-1}}{2 \Delta t} = 0
\end{align*}
\]

By solving the above equation for \( p_{i,j,k}^{n+1} \), the stencil to be implemented is:

\[
\begin{align*}
p_{i,j,k}^{n+1} &= \frac{2}{1 + 0.5 \sim a_{i,j,k} \Delta t} p_{i,j,k}^n - \frac{1 - 0.5 \sim a_{i,j,k} \Delta t}{1 + 0.5 \sim a_{i,j,k} \Delta t} p_{i,j,k}^{n-1} + \\
& + \frac{\Delta t^2 c_{i,j,k}^2}{1 + 0.5 \sim a_{i,j,k} \Delta t} \left( \frac{p_{i+1,j,k}^n - 2p_{i,j,k}^n + p_{i-1,j,k}^n}{\Delta x^2} + \\
& + \frac{p_{i,j+1,k}^n - 2p_{i,j,k}^n + p_{i,j-1,k}^n}{\Delta y^2} + \\
& + \frac{p_{i,j,k+1}^n - 2p_{i,j,k}^n + p_{i,j,k-1}^n}{\Delta z^2} \right)
\end{align*}
\]

(5.13)

where \( c_{i,j,k} \) is the voxel-specific speed of sound in \( \text{m/s} \) on a uniform computational grid, \( f \) is the wave frequency in Hz, and the time-step \( \Delta t \) is derived from the CFL stability condition (see Equation 5.10). The term \( \tilde{a}_{i,j,k} \) can be calculated through Equation 4.15 as follows:

\[
\tilde{a}_{i,j,k} = 2a_{i,j,k} \sqrt{a_{i,j,k}^2/c_{i,j,k}^4 + c_{i,j,k}^2}
\]

(5.14)

where \( a_{i,j,k} \) is the absorption coefficient of the medium in \( \text{Np/m} \) and \( \omega = 2\pi f \) is the angular frequency of the wave.
5.2.3 Lossy LAPWE on a Nonuniform Grid

The LAPWE stencil derivations in Sections 5.2.1.1 and 5.2.1.2, were based on the assumption that the computational grid is uniform, i.e., the cell width along each axis is the same for every cell (see Figure 5.5(a)). However, as discussed in Section 5.1.1, this is often an inefficient spatial discretization approach, so it is commonly required to perform FDTD simulations on nonuniform grids (see Figure 5.5(b)). The FDTD stencil derivation of the lossy LAPWE (see Equation 4.14), which was presented in Section 5.2.1.2, is repeated in this section for a nonuniform grid.

The spacing in the denominator of the central finite-differences equations (see Section 5.1.2) is equal to the width of the \((i, j, k)\) cell multiplied by the distance between the centers of the two cells. When discretizing over a uniform grid, this term is equal to the square of the \((i, j, k)\) cell width as can be seen in the formula below:

\[
\frac{\partial^2 p}{\partial x^2} \Rightarrow p_{i+1,j,k}^n - 2p_{i,j,k}^n + p_{i-1,j,k}^n \over \Delta x^2
\]

However, this quantity varies for each cell when discretizing over a nonuniform grid where each cell may have a different width along each axis. The amended formulation of the above equation yields:

\[
\frac{\partial^2 p}{\partial x^2} \Rightarrow \frac{p_{i+1,j,k}^n - p_{i,j,k}^n}{\Delta x_{i,j,k} \Delta x_{i+1,j,k} + \Delta x_{i,j,k}} + \frac{p_{i-1,j,k}^n - p_{i,j,k}^n}{\Delta x_{i,j,k} \Delta x_{i-1,j,k} + \Delta x_{i,j,k}}
\]

Apart from this alternative formulation of the central finite-differences equations, the derivation process of the lossy LAPWE, presented in Section 5.2.1.2, is identical for the case of a nonuniform grid. Therefore, by applying the above formula on the central-differences equations (see Section 5.1.2), the stencil derivation for Equation 5.13 becomes:

\[
\begin{align*}
p_{i,j,k}^{n+1} &= \frac{2}{1 + 0.5 \tilde{a}_{i,j,k} \Delta t} p_{i,j,k}^n - \frac{1 - 0.5 \tilde{a}_{i,j,k} \Delta t}{1 + 0.5 \tilde{a}_{i,j,k} \Delta t} p_{i,j,k}^{n-1} + \\
&+ \frac{\Delta t^2 \tilde{a}_{i,j,k}^2}{1 + 0.5 \tilde{a}_{i,j,k} \Delta t} \left( \frac{p_{i+1,j,k}^n - p_{i,j,k}^n}{\Delta x_{i,j,k} \Delta x_{i+1,j,k} + \Delta x_{i,j,k}} + \frac{p_{i-1,j,k}^n - p_{i,j,k}^n}{\Delta x_{i,j,k} \Delta x_{i-1,j,k} + \Delta x_{i,j,k}} \\
&+ \frac{p_{i,j,k+1}^n - p_{i,j,k}^n}{\Delta y_{i,j,k} \Delta y_{i,j,k+1} + \Delta y_{i,j,k}} + \frac{p_{i,j,k-1}^n - p_{i,j,k}^n}{\Delta y_{i,j,k} \Delta y_{i,j,k-1} + \Delta y_{i,j,k}} \\
&+ \frac{p_{i,j,k+1}^n - p_{i,j,k}^n}{\Delta z_{i,j,k} \Delta z_{i,j,k+1} + \Delta z_{i,j,k}} + \frac{p_{i,j,k-1}^n - p_{i,j,k}^n}{\Delta z_{i,j,k} \Delta z_{i,j,k-1} + \Delta z_{i,j,k}} \right)
\end{align*}
\]  

(5.15)
where $\tilde{a}_{i,j,k}$ is calculated through Equation 5.14, and $\Delta t$ is calculated based on the CFL condition criterion for nonuniform grids (see Equation 5.11).

**Figure 5.5:** Depiction of three cells on a uniform (a) and a nonuniform (b) finite-differences grid. In the case of the former, all cells along each axis have identical widths ($\Delta x$ in this case). In the case of a nonuniform grid, however, each cell may have a different width.

### 5.2.1.4 Lossy LAPWE with Density-Variations on a Nonuniform Grid

The FDTD stencils presented in the previous sections share one common drawback. While they account for the change in the speed of sound $c$ between the different cells in the computational domain, this does not extend to medium density $\rho$. However, as it has been emphasized throughout this thesis, medium density is a pivotal parameter that influences a given medium’s characteristic acoustic impedance $Z$, and therefore dictates
the propagation behavior of the acoustic waves. This section presents an extension to the lossless and lossy LAPWE models discretized in the above sections by including a density-variation term in the respective PDEs based on [331, 336].

In order to account for variations in media density, let us first explore a simplified one-dimensional scenario, and assume two cells along the \(x\) axis, at locations defined by indices \((i, j, k)\) and \((i + 1, j, k)\), and exhibiting widths of \(\Delta x_{i,j,k}\) and \(\Delta x_{i+1,j,k}\) respectively. The density of the two cells is \(\rho_{i,j,k}\) and \(\rho_{i+1,j,k}\), and the pressure values in the centers of these cells are denoted by \(p_{i,j,k}\) and \(p_{i+1,j,k}\) respectively, as depicted in Figure 5.6. If \(p_{\text{int}}\) is the pressure value at the interface between the two cells, then based on the mass conservation equation (see Equation 4.7 in Section 4.2.1.1), this quantity can be calculated as a function of the aforementioned quantities as follows:

\[
\frac{1}{\rho} \nabla p \Rightarrow \frac{p_{\text{int}} - p_{i,j,k}}{\rho_{i,j,k} \Delta x_{i,j,k}} = \frac{p_{i+1,j,k} - p_{\text{int}}}{\rho_{i+1,j,k} \Delta x_{i+1,j,k}} \Leftrightarrow \rho_{i+1,j,k} \Delta x_{i+1,j,k} (p_{\text{int}} - p_{i,j,k}) = \rho_{i,j,k} \Delta x_{i,j,k} (p_{i+1,j,k} - p_{\text{int}})
\]

Solving the above equation for \(p_{\text{int}}\) yields:

\[
p_{\text{int}} = \frac{\rho_{i,j,k} \Delta x_{i,j,k} p_{i+1,j,k} + \rho_{i+1,j,k} \Delta x_{i+1,j,k} p_{i,j,k}}{\rho_{i+1,j,k} \Delta x_{i+1,j,k} + \rho_{i,j,k} \Delta x_{i,j,k}}
\]

By replacing the term \(\nabla^2 p\) in the lossy LAPWE PDE (see Equation 4.14) with \(\rho \nabla^2 \frac{1}{\rho} \nabla p\), the new LAPWE PDE, which accounts for media density variation becomes:

\[
\rho \nabla^2 \frac{1}{\rho} \nabla p - \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2} - \frac{\sigma}{c^2} \frac{\partial p}{\partial t} = 0
\]

In order to discretize this newly introduced density-variation term, we average over the volume \(V\) of the entire cell:

\[
\frac{\int_V \rho \nabla^2 \frac{1}{\rho} \nabla p}{V} dV = \frac{\rho}{V} \int_V \nabla \frac{1}{\rho} \nabla p dV
\]

Applying Stokes’ theorem, the above volume integral can be replaced with an integral over the cell surface \(A\) as shown below:

\[
\frac{\rho}{V} \int_V \nabla \frac{1}{\rho} \nabla p dV = \frac{\rho}{V} \oint_A \left( \frac{1}{\rho} \nabla p \right) \vec{n} dA
\]

This integral can be approximated with a sum over all 6 cell faces \((A_f \text{ for } f = 1 \div 6)\), which it ‘shares’ with its neighboring cells within the computational grid. The mass
continuity expressed in Equation 5.16 and Figure 5.6 is assumed for each one of those faces. Therefore, the above integral becomes:

$$\rho \frac{1}{V} \int_A \left( \frac{1}{\rho} \nabla p \right) \tilde{n} dA \approx \sum_{f=1}^{N=6} \frac{A_f \rho}{V} \frac{1}{\rho} \partial n_f p$$

Since $A_f/V$ is equal to the cell width (let this width be $\Delta$ on the axis perpendicular to that face, i.e., parallel to the respective $\tilde{n}$ vector), and assuming a linear relation between the pressure value $p$ at the center of each cell with the $p_{int}$ value at the cell interfaces, then for a cell $(i, j, k)$ the sum shown above becomes:

$$\sum_{f=1}^{N=6} \frac{A_f \rho}{V} \frac{1}{\rho} \partial n_f p = \sum_{f=1}^{N=6} \frac{1}{\Delta_{i,j,k}} \frac{p_{int,f} - p_{i,j,k}}{\Delta_{i,j,k}/2}$$

where $\Delta_{i,j,k}$ is the width of the $(i, j, k)$ cell along the axis perpendicular to the particular cell face in the sum, $p_{int}$ is the pressure on the interface between the two neighboring cells on that face, and $p_{i,j,k}$ is the pressure in the center of the $(i, j, k)$ cell. Therefore, for the case of two cells along the X axis (see Figure 5.6), replacing $p_{int}$ in Equation 5.16, the term within the above sum becomes:

$$\frac{1}{\Delta_{i,j,k}} \frac{p_{int,f} - p_{i,j,k}}{\Delta_{i,j,k}/2} = \frac{p_{int} - p_{i,j,k}}{\Delta x_{i,j,k}^2/2} = \frac{\rho_{i,j,k} \Delta x_{i,j,k} \Delta x_{i+1,j,k} + \rho_{i+1,j,k} \Delta x_{i,j,k} \Delta x_{i+1,j,k} + \rho_{i,j,k} \Delta x_{i,j,k} \Delta x_{i,j,k}}{\rho_{i+1,j,k} \Delta x_{i,j,k} \Delta x_{i+1,j,k} + \rho_{i,j,k} \Delta x_{i,j,k} \Delta x_{i,j,k}} - \frac{p_{i,j,k}}{\rho_{i,j,k} \Delta x_{i,j,k}}$$

$$\times \frac{1}{\rho_{i,j,k} \Delta x_{i,j,k}}$$

$$= \frac{2 \rho_{i,j,k} \Delta x_{i,j,k} (p_{i+1,j,k} - p_{i,j,k})}{\Delta x_{i,j,k}^2 (\rho_{i+1,j,k} \Delta x_{i+1,j,k} + \rho_{i,j,k} \Delta x_{i,j,k})} \times \frac{1}{\rho_{i,j,k} \Delta x_{i,j,k}}$$

$$\times \frac{1}{\rho_{i,j,k} \Delta x_{i,j,k}}$$

$$= \frac{2 \rho_{i,j,k} \Delta x_{i,j,k} (p_{i+1,j,k} - p_{i,j,k})}{\Delta x_{i,j,k}^2 + \rho_{i+1,j,k} \Delta x_{i+1,j,k} \Delta x_{i,j,k}} \times \frac{1}{\rho_{i,j,k}} (p_{i+1,j,k} - p_{i,j,k})$$

(5.18)

In order to apply the above discretization approach on the FDTD stencil shown in Equation 5.15, the terms within the parentheses that describe the spatial differences need to be replaced with the density-variation equivalents shown above (essentially, this includes repeating the above discretization for every face of the $(i, j, k)$ cell and replacing the respective term). The rest of the derivation remains exactly the same. Thus, the stencil for the lossy LAPWE, accounting for density-variations, and derived on a nonuniform grid is:
\[ p_{i,j,k}^{n+1} = \frac{2}{1 + 0.5 \tilde{a}_{i,j,k}} \Delta t p_{i,j,k}^n - \frac{1 - 0.5 \tilde{a}_{i,j,k}}{1 + 0.5 \tilde{a}_{i,j,k}} \Delta t p_{i,j,k}^{n-1} + \frac{\Delta t^2 c_{i,j,k}^2}{1 + 0.5 \tilde{a}_{i,j,k}} \Delta t \left( \frac{2 (p_{i+1,j,k} - p_{i,j,k})}{\Delta x_{i,j,k}^2 + \frac{p_{i+1,j,k} \Delta \xi_{i+1,j,k} \Delta \xi_{i,j,k}}{p_{i,j,k}}} + \frac{2 (p_{i-1,j,k} - p_{i,j,k})}{\Delta x_{i,j,k}^2 + \frac{p_{i-1,j,k} \Delta \xi_{i-1,j,k} \Delta \xi_{i,j,k}}{p_{i,j,k}}} + \frac{2 (p_{i,j+1,k} - p_{i,j,k})}{\Delta y_{i,j,k}^2 + \frac{p_{i,j+1,k} \Delta \eta_{i,j+1,k} \Delta \eta_{i,j,k}}{p_{i,j,k}}} + \frac{2 (p_{i,j-1,k} - p_{i,j,k})}{\Delta y_{i,j,k}^2 + \frac{p_{i,j-1,k} \Delta \eta_{i,j-1,k} \Delta \eta_{i,j,k}}{p_{i,j,k}}} + \frac{2 (p_{i,j,k+1} - p_{i,j,k})}{\Delta z_{i,j,k}^2 + \frac{p_{i,j,k+1} \Delta \zeta_{i,j,k+1} \Delta \zeta_{i,j,k}}{p_{i,j,k}}} + \frac{2 (p_{i,j,k-1} - p_{i,j,k})}{\Delta z_{i,j,k}^2 + \frac{p_{i,j,k-1} \Delta \zeta_{i,j,k-1} \Delta \zeta_{i,j,k}}{p_{i,j,k}}} \right) \]  

(5.19)

where \( \tilde{a}_{i,j,k} \) is calculated through Equation 5.14, and \( \Delta t \) is calculated based on the CFL condition criterion for nonuniform grids (see Equation 5.11).

**Figure 5.6:** Concept of density variations between two cells on a FD grid.
5.2.2 WLE Stencil Derivations

5.2.2.1 WLE on a Uniform Grid

The FDTD stencil for the WLE PDE (see Equation 4.18), which was presented in Section 4.2.3.1, is derived on a uniform computational grid in a manner similar to the derivation shown in Section 5.2.1.1. Equation 4.18 is repeated here for convenience:

\[
\nabla^2 p - \frac{1}{c_0^2} \frac{\partial^2 p}{\partial t^2} + \frac{\delta}{c_0^3} \frac{\partial^3 p}{\partial t^3} + \beta \frac{\partial^2 p}{2 \rho_0 c_0^4} \frac{\partial^2 p}{\partial t^2} = 0
\]

The first two terms of the above equation are identical to the lossless LAPWE PDE and can be discretized as was shown in Section 5.2.1.1. However, this PDE additionally includes both a third-order temporal derivative and a nonlinearity term which, using central finite-differences, are discretized as shown below [331, 336]:

\[
\frac{\partial^3 p}{\partial t^3} = \frac{6p_{i,j,k}^n - 23p_{i,j,k}^{n-1} + 34p_{i,j,k}^{n-2} - 24p_{i,j,k}^{n-3} + 8p_{i,j,k}^{n-4} - p_{i,j,k}^{n-5}}{8 \Delta t^3}
\]

(5.20)

The nonlinearity term can be approximated as follows with second-order finite differences:

\[
\frac{\partial^2 p^2}{\partial t^2} = 2 \left( \left( \frac{\partial p}{\partial t} \right)^2 + p \frac{\partial^2 p}{\partial t^2} \right) \approx 2 \left( \left( \frac{p_{i,j,k}^n - p_{i,j,k}^{n-1}}{\Delta t} \right)^2 + p_{i,j,k}^n \frac{p_{i,j,k}^{n+1} - 2p_{i,j,k}^n + p_{i,j,k}^{n-1}}{\Delta t^2} \right)
\]

(5.21)

which can be simplified further as follows:
Replacing the respective partial derivatives with these discretized terms, the FDTD stencil derivation for the WLE PDE becomes:

\[
2 \left( \left( \frac{p_{i,j,k}^n - p_{i,j,k}^{n-1}}{\Delta t} \right)^2 + \frac{p_{i,j,k}^{n+1}}{\Delta t} - 2p_{i,j,k}^n + p_{i,j,k}^{n-1} \right) = \\
= 2 \left( \frac{p_{i,j,k}^n p_{i,j,k}^n - 2p_{i,j,k}^n p_{i,j,k}^{n-1} + p_{i,j,k}^{n-1}}{\Delta t^2} + \\
+ p_{i,j,k}^{n+1} p_{i,j,k}^n - 2p_{i,j,k}^n p_{i,j,k}^{n-1} + p_{i,j,k}^{n-1} \right) = \\
= \frac{2}{\Delta t^2} \left( p_{i,j,k}^n p_{i,j,k}^n - 2p_{i,j,k}^n p_{i,j,k}^{n-1} + p_{i,j,k}^{n-1} \right) + \\
+ p_{i,j,k}^{n+1} p_{i,j,k}^n - 2p_{i,j,k}^n p_{i,j,k}^{n-1} + p_{i,j,k}^{n-1} \right) = \\
= \frac{2}{\Delta t^2} \left( p_{i,j,k}^n p_{i,j,k}^n - 2p_{i,j,k}^n p_{i,j,k}^{n-1} + p_{i,j,k}^{n-1} \right)
\]

(5.22)

Replacing the respective partial derivatives with these discretized terms, the FDTD stencil derivation for the WLE PDE becomes:

\[
\nabla^2 p - \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2} + \frac{\delta}{c^3} \frac{\partial^3 p}{\partial t^3} + \frac{\beta}{\rho_0 c^4} \frac{\partial^2 p}{\partial t^2} = 0 \iff \\
\iff \frac{\partial^2 p}{\partial x^2} + \frac{\partial^2 p}{\partial y^2} + \frac{\partial^2 p}{\partial z^2} - \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2} + \frac{\delta}{c^3} \frac{\partial^3 p}{\partial t^3} + \frac{\beta}{\rho_0 c^4} \frac{\partial^2 p}{\partial t^2} = 0 \iff \\
\iff p_{i+1,j,k}^n - 2p_{i,j,k}^n + p_{i-1,j,k}^n + \\
+ p_{i,j+1,k}^n - 2p_{i,j,k}^n + p_{i,j-1,k}^n + \\
+ p_{i,j,k+1}^n - 2p_{i,j,k}^n + p_{i,j,k-1}^n - \\
- \frac{1}{c_{i,j,k}^2} \frac{1}{\Delta t^2} \left( p_{i,j,k}^{n+1} - 2p_{i,j,k}^n + p_{i,j,k}^{n-1} \right) + \\
+ \frac{\delta_{i,j,k}}{c_{i,j,k}^2} \frac{1}{8\Delta t^3} \left( 6p_{i,j,k}^n - 23p_{i,j,k}^{n-1} + 34p_{i,j,k}^{n-2} - 24p_{i,j,k}^{n-3} + 8p_{i,j,k}^{n-4} - p_{i,j,k}^{n-5} \right) + \\
+ \frac{2\beta_{i,j,k}}{\rho_{0i,j,k} c_{i,j,k}^4 \Delta t^2} \left( p_{i,j,k}^n p_{i,j,k}^{n+1} - p_{i,j,k}^n p_{i,j,k}^{n-1} + p_{i,j,k}^{n+1} p_{i,j,k}^{n-1} \right) = 0
\]

Isolating the \( p_{i,j,k}^{n+1} \) terms yields:
Finally, solving for $p_{i,j,k}^{n+1}$ yields the WLE FDTD stencil on a uniform grid is as follows:

$$
\frac{p_{i+1,j,k}^n - 2p_{i,j,k}^n + p_{i-1,j,k}^n}{\Delta x^2} + \frac{p_{i,j+1,k}^n - 2p_{i,j,k}^n + p_{i,j-1,k}^n}{\Delta y^2} + \frac{p_{i,j,k+1}^n - 2p_{i,j,k}^n + p_{i,j,k-1}^n}{\Delta z^2} - \frac{1}{c_{i,j,k}^2} \frac{1}{\Delta t^2} p_{i,j,k}^{n+1} + \frac{1}{c_{i,j,k}^2} \frac{1}{\Delta t^2} \left(2p_{i,j,k}^n - p_{i,j,k}^{n-1}\right) + \\
\delta_{i,j,k} \frac{1}{8\Delta t^3} \left(6p_{i,j,k}^n - 23p_{i,j,k}^{n-1} + 34p_{i,j,k}^{n-2} - 24p_{i,j,k}^{n-3} + 8p_{i,j,k}^{n-4} - p_{i,j,k}^{n-5}\right) + \\
\frac{2\beta_{i,j,k}}{\rho_{0,i,j,k} c^4_{i,j,k} \Delta t^2} p_{i,j,k}^n p_{i,j,k}^{n+1} - \\
\frac{2\beta_{i,j,k}}{\rho_{0,i,j,k} c^4_{i,j,k} \Delta t^2} \left(p_{i,j,k}^n p_{i,j,k}^{n+1} + p_{i,j,k}^n p_{i,j,k}^{n+1} - p_{i,j,k}^{n-1} p_{i,j,k}^{n-1}\right) = 0
$$

where, as shown in Section 4.2.2.1, the parameters $\beta_{i,j,k}$ and $\delta_{i,j,k}$ can be calculated as follows:
\[
\beta_{i,j,k} = 1 + \frac{1}{2} \left( \frac{B}{A} \right)_{i,j,k} 
\]

(5.24)

\[
\delta_{i,j,k} = \frac{2\alpha_{i,j,k} c_{i,j,k}^3}{\omega^2} 
\]

(5.25)

### 5.2.2.2 WLE on a Nonuniform Grid

Based on the process shown in Section 5.2.1.3, the WLE stencil shown in Equation 5.2.2.1, can easily be extended to a nonuniform grid stencil simply by replacing the terms describing the spatial differences. Thus the WLE FDTD stencil on a nonuniform grid becomes:

\[
\begin{align*}
\rho_{i,j,k}^{n+1} &= \frac{1}{\rho_{0i,j,k} c_{i,j,k}^4 \Delta t^2} \left( p_{i,j,k}^n + 2 \beta_{i,j,k} \right)
\end{align*}
\]

(5.26)

where \( \beta_{i,j,k} \) and \( \delta_{i,j,k} \) can be calculated through Equations 5.24 and 5.25 respectively.

### 5.2.2.3 WLE with Density-Variations on a Nonuniform Grid

In order to derive the WLE stencil with density-variations, and on a nonuniform grid, the same concepts and derivations presented in Section 5.2.1.4, are applied to the stencil shown in Equation 5.26. By including the density-variation term the WLE PDE becomes:
\[ \rho \nabla \frac{1}{p} \nabla p - \frac{1}{c_0^2} \frac{\partial^2 p}{\partial t^2} + \frac{\delta}{c_0^4} \frac{\partial^3 p}{\partial t^3} + \frac{\beta}{2 \rho_0 c_0^4} \frac{\partial^2 p^2}{\partial t^2} = 0 \]

Replacing the terms describing the spatial differences in the stencil shown in Equation 5.26 yields the WLE stencil with density-variations and discretized on a nonuniform grid becomes:

\[ p_{i,j,k}^{n+1} = \frac{1}{c_{i,j,k}^4} \frac{1}{\Delta t^2} - \frac{2 \delta_{i,j,k}}{\rho_{i,j,k} c_{i,j,k}^4 \Delta t^2} p_{i,j,k}^n + \left[ \begin{array}{c} \frac{2}{\Delta x_{i,j,k}^2} \left( p_{i+1,j,k} - p_{i,j,k} \right) + \frac{2}{\rho_{i+1,j,k} \Delta x_{i+1,j,k} \Delta x_{i,j,k}} + \\
+ \frac{2}{\Delta x_{i,j,k}^2} \left( p_{i-1,j,k} - p_{i,j,k} \right) + \frac{2}{\rho_{i-1,j,k} \Delta x_{i-1,j,k} \Delta x_{i,j,k}} + \\
+ \frac{2}{\Delta y_{i,j,k}^2} \left( p_{i,j+1,k} - p_{i,j,k} \right) + \frac{2}{\rho_{i,j+1,k} \Delta y_{i,j+1,k} \Delta y_{i,j,k}} + \\
+ \frac{2}{\Delta y_{i,j,k}^2} \left( p_{i,j-1,k} - p_{i,j,k} \right) + \frac{2}{\rho_{i,j-1,k} \Delta y_{i,j-1,k} \Delta y_{i,j,k}} + \\
+ \frac{2}{\Delta z_{i,j,k}^2} \left( p_{i,j,k+1} - p_{i,j,k} \right) + \frac{2}{\rho_{i,j,k+1} \Delta z_{i,j,k+1} \Delta z_{i,j,k}} + \\
+ \frac{2}{\Delta z_{i,j,k}^2} \left( p_{i,j,k-1} - p_{i,j,k} \right) + \frac{2}{\rho_{i,j,k-1} \Delta z_{i,j,k-1} \Delta z_{i,j,k}} + \\
+ \frac{1}{c_{i,j,k}^4} \frac{1}{\Delta t^2} \left( 2 p_{i,j,k}^n - p_{i,j,k}^{n-1} \right) + \\
\frac{\delta_{i,j,k}}{c_{i,j,k}^4} \frac{1}{8 \Delta t^3} \left( 6 p_{i,j,k}^n - 23 p_{i,j,k}^{n-1} + 34 p_{i,j,k}^{n-2} - 24 p_{i,j,k}^{n-3} + 8 p_{i,j,k}^{n-4} - p_{i,j,k}^{n-5} \right) - \\
- \frac{2 \beta_{i,j,k}}{\rho_{i,j,k} c_{i,j,k}^4 \Delta t^2} \left( p_{i,j,k}^n p_{i,j,k}^n + p_{i,j,k}^n p_{i,j,k}^{n-1} - p_{i,j,k}^{n-1} p_{i,j,k}^{n-1} \right) \right] (5.27) \]

where \( \beta_{i,j,k} \) and \( \delta_{i,j,k} \) can be calculated through Equations 5.24 and 5.25 respectively.

### 5.3 Absorbing Boundary Conditions

Typical domains simulated with the FDTD method can be roughly classified into *closed domains*, *open domains*, or a combination of the two. A closed computational domain,
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commonly termed as bounded domain, is one where all its boundaries have been mathematically defined, e.g., by enforcing a fixed value with the use of boundary conditions. In contrast to such cases, open domains, which are often referred to unbounded domains, i.e., domains where the boundaries would normally be expected to stretch infinitely, cannot be mathematically prescribed. However, as it is not computationally feasible to model infinitely extending spaces, it becomes necessary to apply a form of domain truncation. This is commonly achieved by enforcing an absorbing boundary condition (ABC) on each of the domain boundaries. ABCs allow for the numerical absorption of propagating waves in order to create the ‘illusion’ of an infinitely extending boundary.

The two most prominent types of ABCs that have been utilized in FDTD simulations are analytical ABCs and the perfectly matched layer (PML), which are detailed in [315, Ch. 6] and [315, Ch. 7] respectively. While analytical ABCs are typically easy to implement and require limited computational resources, they do not provide highly accurate solutions, resulting in reflections at the domain boundaries, and thus erroneous results. PML on the other hand are highly effective ABCs, and even though their computational requirements far outweigh those of analytical ABCs, the increase in computational power over the past 20 years has designated them as the norm in artificial truncation of computational domains. The most commonly employed analytical ABCs are the Mur ABCs which are presented in Section 5.3.1, while other prevalent formulations, e.g., the Bayliss-Turkel radiation operators, the Higdon operators, and the Liao ABCs are discussed in [315, Ch. 6]. The formulation of the PML ABCs that was implemented for the purposes of this work is presented in detail in Section 5.3.2, while [315, Ch. 7], [475] offer an extensive review on alternative formulations.

5.3.1 Mur Absorbing Boundary Conditions

[315, §6.3], [476]

The Mur absorbing boundary conditions (Mur ABCs), were first introduced in 1981 by Mur [476]. Mur used the Enquist-Majda one-way wave equation [477], a PDE that permits wave propagation only in certain directions in order to derive a finite-difference numerical scheme which, when applied on the boundary of a computational domain numerically absorbs outgoing waves. Depending on whether one or two Taylor terms are used to derive a numerical approximation of the Enquist-Majda PDE, the resulting finite-difference ABCs are characterized as first-order and second-order Mur ABCs respectively.
5.3.1.1 Model

[315, §6.3], [476]

An implementation of the first-order Mur ABCs was implemented during this work but was quickly replaced by the PML formulation discussed in Section 5.3.2 to improve the quality of domain truncation. Therefore, the derivation of the Mur PDEs and their respective stencils, which have been well established and can be found in [315, §6.3], will not be repeated here for the sake of brevity. However, the final stencils that were implemented during the course of this work, and which can be used in conjunction with any of the stencils presented in Section 5.2, are repeated below for the six boundaries of a FDTD domain:

\[
\text{boundary } x = 0 : \quad p_{0,j,k}^{n+1} = p_{1,j,k}^n + \frac{c_{0,j,k} \Delta t - \Delta x}{c_{0,j,k} \Delta t + \Delta x} \left( p_{1,j,k}^{n+1} - p_{0,j,k}^n \right)
\]

\[
\text{boundary } x = h : \quad p_{h,j,k}^{n+1} = p_{h-1,j,k}^n + \frac{c_{h,j,k} \Delta t - \Delta x}{c_{h,j,k} \Delta t + \Delta x} \left( p_{h-1,j,k}^{n+1} - p_{h,j,k}^n \right)
\]

\[
\text{boundary } y = 0 : \quad p_{i,0,k}^{n+1} = p_{i,1,k}^n + \frac{c_{i,0,k} \Delta t - \Delta y}{c_{i,0,k} \Delta t + \Delta y} \left( p_{i,1,k}^{n+1} - p_{i,0,k}^n \right)
\]

\[
\text{boundary } y = w : \quad p_{i,w}^{n+1} = p_{i,v-1,k}^n + \frac{c_{i,v,k} \Delta t - \Delta y}{c_{i,v,k} \Delta t + \Delta y} \left( p_{i,v-1,k}^{n+1} - p_{i,v,k}^n \right)
\]

\[
\text{boundary } z = 0 : \quad p_{i,j,0}^{n+1} = p_{i,j,1}^n + \frac{c_{i,j,0} \Delta t - \Delta z}{c_{i,j,0} \Delta t + \Delta z} \left( p_{i,j,1}^{n+1} - p_{i,j,0}^n \right)
\]

\[
\text{boundary } z = v : \quad p_{i,j,v}^{n+1} = p_{i,j,v-1}^n + \frac{c_{i,j,v} \Delta t - \Delta z}{c_{i,j,v} \Delta t + \Delta z} \left( p_{i,j,v-1}^{n+1} - p_{i,j,v}^n \right)
\]

where the domain is assumed to lie within \( x = 0 \div h, \ y = 0 \div w \) and \( z = 0 \div v \) (see Section 6.1.2) and \( c \) is the speed of sound at the different boundary voxels.

5.3.2 Perfectly Matched Layer

[475, 478, 479]

The most salient approach to truncating computational domains, applied but not limited to FDTD implementations, is currently the perfectly matched layer (PML), first introduced into electrodynamics by Berenger [480]. Unlike analytical ABCs, such as the case of Mur ABCs presented in Section 5.3.1, Berenger suggested that multiple layers of an artificial absorbing material be placed adjacent to the boundaries of the computational grid. The entire computational domain is then surrounded by a perfectly reflecting boundary (a 3D depiction of this setup is shown in Section 6.1.2). This artificial material is ‘matched’ to the material with which it was in contact to avoid reflections at their interfaces (see Section 1.1.3.2). Thus, the outgoing waves would enter this material where they would
attenuate and decay exponentially, and even though they would eventually reflect off the boundary, the returning wave would be negligibly small. Detailed analysis of the PML concept and implementation can be found in [315, Ch.7], [475].

Even though PML was originally formulated for electrodynamics, this approach can easily be tailored to the case of acoustics. The derivation of the appropriate equations in the case of the LAPWE PDE, which can be found in [478], [481, p. 68], is repeated in the following section.

5.3.2.1 Model

[315, Ch.7], [481, pp.67-70], [475, 478, 479]

The PML approach implemented for the purposes of this work was applied on the original LAPWE PDE (see Equation 4.9) and was based on the stretched-coordinate approach proposed by Chew and Weedon [482]. The LAPWE PDE is repeated below for the sake of convenience:

\[ \nabla^2 p - \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2} = 0 \]

where \( c \) is the speed of sound of the material the absorbing layers are matched against. By using the stretched coordinate approach, the time-harmonic Equation 5.3.2.1 in the complex-coordinate stretched space is expressed as:

\[ \tilde{\nabla}_s^2 \tilde{p} - \frac{1}{c^2} (j\omega)^2 \tilde{p} = 0 \]  \hspace{1cm} (5.28)

with

\[ \tilde{\nabla}_s = \frac{1}{s_x} \frac{\partial}{\partial x} + \frac{1}{s_y} \frac{\partial}{\partial y} + \frac{1}{s_z} \frac{\partial}{\partial z} \]  \hspace{1cm} (5.29)

where \( s_x, s_y, \) and \( s_z \) are the stretched coordinates in the \( x, y, \) and \( z \) directions respectively. Using Equation 5.29, the term \( \tilde{\nabla}_s \) in Equation 5.28 can be substituted, resulting in the following equation:

\[ \frac{1}{s_x} \frac{\partial}{\partial x} \left( \frac{1}{s_x} \frac{\partial}{\partial x} \tilde{p} \right) + \frac{1}{s_y} \frac{\partial}{\partial y} \left( \frac{1}{s_y} \frac{\partial}{\partial y} \tilde{p} \right) + \frac{1}{s_z} \frac{\partial}{\partial z} \left( \frac{1}{s_z} \frac{\partial}{\partial z} \tilde{p} \right) - \frac{1}{c^2} (j\omega)^2 \tilde{p} = 0 \]  \hspace{1cm} (5.30)

Equation 5.30 can then be rewritten with the aid of two auxiliary variables, \( D'_1 \) and \( D'_2 \), introduced on each of the three axes as such:
Replacing the partial derivatives in Equation 5.30 with Equations 5.31–5.36, results in:

\[ j \omega \tilde{D'}_{x_1} = \frac{1}{s_x} \frac{\partial}{\partial x} \tilde{p} \]  

(5.31)

\[ j \omega \tilde{D'}_{x_2} = \frac{1}{s_x} \frac{\partial}{\partial x} \left( j \omega \tilde{D'}_{x_1} \right) = \frac{1}{s_x} \frac{\partial}{\partial x} \left( \frac{1}{s_x} \frac{\partial}{\partial x} \tilde{p} \right) \]  

(5.32)

\[ j \omega \tilde{D'}_{y_1} = \frac{1}{s_y} \frac{\partial}{\partial y} \tilde{p} \]  

(5.33)

\[ j \omega \tilde{D'}_{y_2} = \frac{1}{s_y} \frac{\partial}{\partial y} \left( j \omega \tilde{D'}_{y_1} \right) = \frac{1}{s_y} \frac{\partial}{\partial y} \left( \frac{1}{s_y} \frac{\partial}{\partial y} \tilde{p} \right) \]  

(5.34)

\[ j \omega \tilde{D'}_{z_1} = \frac{1}{s_z} \frac{\partial}{\partial z} \tilde{p} \]  

(5.35)

\[ j \omega \tilde{D'}_{z_2} = \frac{1}{s_z} \frac{\partial}{\partial z} \left( j \omega \tilde{D'}_{z_1} \right) = \frac{1}{s_z} \frac{\partial}{\partial z} \left( \frac{1}{s_z} \frac{\partial}{\partial z} \tilde{p} \right) \]  

(5.36)

Replacing the partial derivatives in Equation 5.30 with Equations 5.31–5.36, results in:

\[ j \omega \tilde{D'}_{x_2} + j \omega \tilde{D'}_{y_2} + j \omega \tilde{D'}_{z_2} - \frac{1}{c^2} (j \omega)^2 \tilde{p} = 0 \]  

(5.37)

Depending on the direction of wave propagation, the stretched-coordinates are designated a value of either 1, denoting absence of propagation in that direction, or \(1+\sigma/j \omega\), denoting propagation, with \(\sigma\) being the value of the conductivity profile in the PML region. Thus, in a rectangularly shaped computational domain, the above rationale yields 26 distinct PML sub-domains (6 faces, 12 edges and 8 corners) with 7 different equations (3 equations for the X, Y and Z PML faces, 3 equations for the XY, XZ and YZ PML edges and 1 equation for all PML corners). This is depicted in Figure 5.7.

Equation 5.37 must be solved for each one of the PML domains, but in the interest of notational simplicity the derivation will be restricted to the case of the ‘Z Face’, where \(s_x = 1\), \(s_y = 1\) and \(s_z = 1+\sigma_z/j \omega\). Thereby, converting back to the time domain, Equation 5.37 becomes:
5.3. Absorbing Boundary Conditions

Figure 5.7: Depiction of a subset of the PML regions surrounding the computational domain and the respective values of the stretched-coordinates for the different PML domains.

\[
\frac{\partial^2 p}{\partial x^2} + \frac{\partial^2 p}{\partial y^2} + \frac{\partial^2 D'_z}{\partial t^2} - \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2} = 0 \tag{5.38}
\]

while the auxiliary variables in Equations 5.35 and 5.36 yield:

\[
\begin{align*}
\frac{\partial D'_{z_1}}{\partial t} + \sigma_z D'_{z_1} & = \frac{\partial p}{\partial t} \\
\frac{\partial D'_{z_2}}{\partial t} + \sigma_z D'_{z_2} & = \frac{\partial^2 D'_{z_1}}{\partial z \partial t}
\end{align*}
\]

Before discretizing the above equations with central finite-differences, in a manner akin to the discretization of the LAPWE and WLE PDEs as shown in Section 5.2, the place-
ment of the auxiliary variables on the computational grid in relation to the pressure field warrants elucidation. Both $D'_1$ and $D'_2$ are regarded as two field components without any physical meaning and are only manifested within the PML sub-domains surrounding the main domain. $D'_2$ is located at the same location in the grid as the pressure variable $p$, i.e., the center of each cell in the computational domain, as was shown in Figure 5.3. The auxiliary variable $D'_1$, however, is located half a grid cell away, on the edges of each grid cell along the direction of propagation (in this case the $z$ direction). The above is depicted in Figure 5.8.

\textbf{Figure 5.8:} Depiction of the computational grid within the PML sub-domains for propagation along the $z$ axis. The auxiliary variables $D'_1$ and $D'_2$ are only manifested within the PML sub-domains, with $D'_1$ being placed on the edges of the grid cells half a grid cell away from the pressure $p$ values. The auxiliary variable $D'_2$, however, is located at the same locations as the $p$ values, i.e., the centers of each grid cell.

Following the derivation presented in [478], the auxiliary variables are normalized as follows:

\begin{equation}
D'_{z1} = \frac{\Delta t}{\Delta z} D_{z1}, \quad D'_{z2} = \frac{\Delta t}{\Delta z^2} D_{z2}
\end{equation}  

(5.39)

Thus, employing central finite-differences, the discretization of the normalized auxiliary variables $D_{z1}$ is shown below:
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\[ \frac{\partial p}{\partial t} + \sigma_z D_1' = \frac{\partial D_1'}{\partial t} \Rightarrow \frac{\partial}{\partial t} \left( \frac{\Delta t}{\Delta z} D_1 \right) + \sigma_z \frac{\Delta t}{\Delta t} D_1 = \frac{\partial p}{\partial z} \Rightarrow \]
\[ \frac{\Delta t}{\Delta z} \frac{\partial}{\partial t} D_1 + \sigma_z \frac{\Delta t}{\Delta z} D_1 = \frac{\partial p}{\partial z} \Rightarrow \]
\[ \frac{\Delta t}{\Delta z} D_1 \big|_{i,j,k+1/2}^{n+1/2} - D_1 \big|_{i,j,k+1/2}^{n-1/2} + \]
\[ + \sigma_z \frac{D_1}{\Delta z} \big|_{i,j,k+1/2}^{n+1/2} + D_1 \big|_{i,j,k+1/2}^{n-1/2} = \frac{p_{i,j,k+1}^n - p_{i,j,k}^n}{\Delta z} \Delta z \Rightarrow \]
\[ D_1 \big|_{i,j,k+1/2}^{n+1/2} - D_1 \big|_{i,j,k+1/2}^{n-1/2} = \frac{p_{i,j,k+1}^n - p_{i,j,k}^n}{\Delta t} \Rightarrow \]
\[ D_1 \big|_{i,j,k+1/2}^{n+1/2} (1 + \sigma_z \Delta t/2) - D_1 \big|_{i,j,k+1/2}^{n-1/2} (1 - \sigma_z \Delta t/2) = \]
\[ = p_{i,j,k+1}^n - p_{i,j,k}^n \]

which yields the discretized equation:

\[ D_1 \big|_{i,j,k+1/2}^{n+1/2} = \]
\[ = \frac{1 - \sigma_z \Delta t/2}{1 + \sigma_z \Delta t/2} D_1 \big|_{i,j,k+1/2}^{n-1/2} + \frac{1}{1 + \sigma_z \Delta t/2} \left( p_{i,j,k+1}^n - p_{i,j,k}^n \right) \]  \hspace{1cm} (5.40)

Similarly to the case of \( D_1 \), the discretization of \( D_2 \) is shown below:

\[ \frac{\partial D_2'}{\partial t} + \sigma_z D_2' = \frac{\partial^2 D_2}{\partial z \partial t} \Rightarrow \]
\[ \frac{\Delta t}{\Delta z^2} \frac{\partial}{\partial t} D_2 + \sigma_z \frac{\Delta t}{\Delta z} D_2 = \frac{\partial D_2}{\partial z} \frac{\Delta t}{\Delta z} \Rightarrow \]
\[ \frac{\Delta t}{\Delta z^2} \frac{\partial}{\partial t} D_2 + \sigma_z \frac{\Delta t}{\Delta z} D_2 = \frac{\Delta t}{\Delta z} \frac{\partial}{\partial t} \left( \frac{\partial D_1}{\partial t} \right) \]

The term \( \frac{\partial}{\partial z} \left( \frac{\partial D_1}{\partial t} \right) \) in the above equation is discretized separately here to simplify the notation:
\[
\frac{\partial}{\partial z} \left( \frac{\partial D_{z_1}}{\partial t} \right) = \frac{\partial}{\partial z} \left( \frac{D_{z_1}|_{i,j,k+1/2}^{n+1/2} - D_{z_1}|_{i,j,k+1/2}^{n-1/2}}{\Delta t} \right) = \\
= \frac{D_{z_1}|_{i,j,k+1/2}^{n+1/2} - D_{z_1}|_{i,j,k+1/2}^{n-1/2}}{\Delta t} = \frac{D_{z_1}|_{i,j,k}^{n+1/2} - D_{z_1}|_{i,j,k}^{n-1/2}}{\Delta z \Delta t} + \frac{D_{z_1}|_{i,j,k-1/2}^{n+1/2} - D_{z_1}|_{i,j,k-1/2}^{n-1/2}}{\Delta z \Delta t}
\]

which when replaced in the previous equation yields:

\[
\frac{\Delta t}{\Delta z^2} \frac{D_{z_2}|_{i,j,k}^{n+1/2} - D_{z_2}|_{i,j,k}^{n-1/2}}{\Delta t} + \frac{\Delta t}{\Delta z^2} \frac{D_{z_2}|_{i,j,k}^{n+1/2} + D_{z_2}|_{i,j,k}^{n-1/2}}{2} + \sigma_z \frac{\Delta t}{\Delta z} \frac{D_{z_2}|_{i,j,k}^{n+1/2} + D_{z_2}|_{i,j,k}^{n-1/2}}{2} = \\
= \frac{\Delta t}{\Delta z} \frac{D_{z_2}|_{i,j,k}^{n+1/2} - D_{z_2}|_{i,j,k}^{n-1/2}}{\Delta z \Delta t} + \sigma_z \frac{D_{z_2}|_{i,j,k}^{n+1/2} + D_{z_2}|_{i,j,k}^{n-1/2}}{2} = \\
= \frac{D_{z_1}|_{i,j,k+1/2}^{n+1/2} - D_{z_1}|_{i,j,k+1/2}^{n-1/2} - D_{z_1}|_{i,j,k-1/2}^{n+1/2} + D_{z_1}|_{i,j,k-1/2}^{n-1/2}}{\Delta t}
\]

and results in the following discretized equation:

\[
D_{z_2}|_{i,j,k}^{n+1/2} = \frac{1 - \sigma_z \Delta t/2}{1 + \sigma_z \Delta t/2} D_{z_2}|_{i,j,k}^{n-1/2} + \\
+ \frac{1}{1 + \sigma_z \Delta t/2} \left( D_{z_1}|_{i,j,k+1/2}^{n+1/2} - D_{z_1}|_{i,j,k+1/2}^{n-1/2} - \\
- D_{z_1}|_{i,j,k-1/2}^{n+1/2} + D_{z_1}|_{i,j,k-1/2}^{n-1/2} \right)
\]

(5.41)

Lastly, based on Equation 5.38 the discretization of the wave equation is as follows:
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\[ \frac{\partial^2 p}{\partial x^2} + \frac{\partial^2 p}{\partial y^2} + \frac{\partial^2 D_z}{\partial t^2} - \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2} = 0 \Rightarrow \]
\[ \frac{\partial^2 p}{\partial x^2} + \frac{\partial^2 p}{\partial y^2} + \frac{\partial t}{\Delta z^2} \frac{\partial^2 D_z}{\partial t^2} - \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2} = 0 \Rightarrow \]
\[ \frac{p_{i+1,j,k}^n - 2p_{i,j,k}^n + p_{i-1,j,k}^n}{\Delta x^2} + \frac{p_{i,j+1,k}^n - 2p_{i,j,k}^n + p_{i,j-1,k}^n}{\Delta y^2} + \frac{\Delta t}{\Delta z^2} \frac{D_{z_{1,i,j,k}}^{n+1/2} - D_{z_{2,i,j,k}}^{n-1/2}}{\Delta t} - \frac{1}{c^2} \frac{\Delta \Gamma^2}{\Delta t} p_{i,j,k}^{n+1} - 2p_{i,j,k}^n + p_{i,j,k}^{n-1} = \]
\[ = \frac{c^2 \Delta t^2}{\Delta x^2} \left( p_{i+1,j,k}^n - 2p_{i,j,k}^n + p_{i-1,j,k}^n \right) + \]
\[ + \frac{c^2 \Delta t^2}{\Delta y^2} \left( p_{i,j+1,k}^n - 2p_{i,j,k}^n + p_{i,j-1,k}^n \right) + \]
\[ + \frac{c^2 \Delta \Gamma^2}{\Delta z^2} \left( D_{z_{2,i,j,k}}^{n+1/2} - D_{z_{2,i,j,k}}^{n-1/2} \right) \]

which finally yields the discretized equation:

\[ p_{i+1,j,k}^n = 2p_{i,j,k}^n + p_{i,j,k}^{n-1} + \]
\[ + \frac{c^2 \Delta t^2}{\Delta x^2} \left( p_{i+1,j,k}^n - 2p_{i,j,k}^n + p_{i-1,j,k}^n \right) + \]
\[ + \frac{c^2 \Delta t^2}{\Delta y^2} \left( p_{i,j+1,k}^n - 2p_{i,j,k}^n + p_{i,j-1,k}^n \right) + \]
\[ + \frac{c^2 \Delta \Gamma^2}{\Delta z^2} \left( D_{z_{2,i,j,k}}^{n+1/2} - D_{z_{2,i,j,k}}^{n-1/2} \right) \]  
\[ (5.42) \]

Therefore, applying the PML boundary conditions on the Z face of the PML regions requires implementation of Equations 5.40, 5.41, and 5.42. The equations for the remaining PML subdomains can easily be derived by following the procedure shown above.

Lastly, the values of \( \sigma_z \), i.e., the conductivity profile, can be calculated with the following equation [481, p. 70], [478]:

\[ \sigma_z(z) = -\left( \frac{z}{d} \right)^m \frac{c(m + 1) \ln(R_0)}{2d} \]  
\[ (5.43) \]

where \( d \) is the thickness of the PML, \( m \) is the order of the PML, and \( R_0 \) is the reflection from the PML at normal incidence. Based on the parameter optimization study presented
in [478], these last two parameters were set to $m = 4$ and $R_0 = 10^{-2}$. Parameter $z$ is the distance of the currently calculated auxiliary variable (on the grid) from the edge of the PML. This parameter takes different values for $D_1$ and $D_2$ due to their placement on the computational grid (see Figure 5.8).

It should be mentioned that the PML formulation presented above can be applied to the FDTD implementation of any scalar pressure wave PDE, including any of the LAPWE and WLE discretized equations presented in Section 5.2.
6

Implementation

The implementation details of the acoustic solvers that were developed for the purposes of this work are detailed in this chapter. Prototypes of the acoustic solvers were initially developed in Matlab in order to perform some conceptual simulations and ascertain their efficacy. However, the final solvers, which have been utilized for the various applications presented in this thesis, were developed in C++ in the Microsoft Visual Studio 2008 and the VC9 compiler, and were later on migrated to Visual Studio 2010 and VC10 compiler respectively. The GPU-accelerated solvers were initially developed on NVIDIA CUDA v3.2 but have been now ported to CUDA v5.0.

The core concepts and philosophy behind the implementation of these solvers are presented (Section 6.1) and are followed by the parallelization concepts and techniques used to speed up execution, including benchmarking results (Section 6.2). Lastly, the integration of these solvers into the ‘in-house’ simulation framework, their coupling to other solvers, and critical aspects of the framework that allowed for simulations of therapeutic FUS applications are discussed (Section 6.3).

6.1 Core Development Concepts

6.1.1 Development Philosophy

During the process of this work, the entire development was guided by two often conflicting objectives, being maximum execution speed and minimum memory requirements. The former objective aimed at providing the fastest possible execution of extremely large computational domains, often comprising $10^7 - 10^9$ grid cells. The second objective was to utilize the minimum amount of random access memory (RAM), in order to allow for such simulations to be performed on commonly available hardware.

Since the ultimate purpose of the developed acoustic solvers was their eventual integration and use in a clinical environment, both of the above objectives were well-justified. The
ability to perform realistic simulations in viable time-frames is a necessity for the clinical environment. At the same time it should be possible to do so without the need for large cluster-level hardware, which is not available outside large research institutes or multinational organizations, and requires vast resources to purchase, setup, and maintain.

However, these two objectives often conflict with each other. In many cases a compromise between speed and memory requirements had to be reached, e.g., in the case of per-voxel constants, which could either be pre-calculated and stored in memory to reduce the simulation time but increase the memory requirements, or vice-versa. Therefore, it was often required to prioritize and opt for one of the two objectives. The solvers developed for the purposes of this thesis, give higher priority to the ‘minimum memory requirements’ objective, in order to extend the range of hardware on which these simulations would be feasible. Nonetheless, the code was hand-optimized and the usage of modern programming frameworks and libraries was limited to the non-computationally-intensive modules during development in order to achieve the maximum feasible execution speed. In addition, as will be shown in Section 6.2, significant effort was placed into efficiently parallelizing the developed solvers to further increase the computational speed.

6.1.2 Computational Domain

During the development of the ultrasonic solvers presented in this thesis, the computational domain was assumed to consist of a main domain, the surrounding PML sub-domains, and the reflective acoustic boundary (RAB) layer which in turn surrounds the PML sub-domains. A depiction of the entire computational domain, wherein each domain is incrementally added to demonstrate its position, can be seen in Figure 6.2. In addition, Figure 6.3 shows three cross-sections through the center of the computational domain, perpendicularly to each of the three cartesian axes.

As described in Section 5.1.1, when employing the FDTD method each 3D model to be simulated needs to initially undergo geometrical discretization, through gridding and voxeling. This process, which is graphically depicted in Figure 5.2, results in a set of voxels, each of which consists of a single material. This voxelized model comprises the main domain of the computational domain.

For the purposes of this work, the artificial truncation of the computational domain was achieved through an implementation of the PML scheme, which was detailed in Section 5.3.2. As discussed in the aforementioned section, the PML consists of 26 individual sub-domains, including 6 PML faces, 12 PML edges, and 8 PML corners, which entirely surround the main domain. Each PML domain may exhibit a different thickness along each direction. Lastly, the PML domains need to be terminated with a RAB layer, which has a thickness of a single voxel and surrounds all PML sub-domains.

Given the large number of PML sub-domains, the following notation was used to define which sub-domain is discussed at any time. The entire computational domain lies parallel
to the X, Y and Z axes of the cartesian system. One corner of the rectangular computational domain coincides with the cartesian origin with indices \((0, 0, 0)\), while the opposite corner lies on a point with indices \((h, w, v)\), this can be seen in Figure 6.1. Thus, the name of each PML sub-domain was defined according to which of the aforementioned points it was adjacent to, as well as its type, i.e., face, edge or corner, and its location, e.g., ‘PML Edge X0Yw’ or ‘PML Corner XhY0Zv’.

![Figure 6.1: Positioning of the computational domain on the cartesian coordinates system.](image)

### 6.1.3 Material handling

As discussed in Section 5.1.1, the FDTD method requires each voxel of the computational domain to consist of a single material with its own set of acoustic properties, e.g., speed of sound \(c\), density \(\rho\), etc. However, in accordance with the ‘minimum memory requirements’ philosophy mentioned in Section 6.1.1, and given the nature of the simulated setups these solvers were developed for, a different approach was chosen during development.

Following the voxeling of a given simulation setup, every voxel of the computational domain was linked to a material through an index. Each material contains all acoustic properties necessary to perform simulations using the LAPWE and WLE stencils presented in Section 5.2. As the total number of materials within such a simulation is relatively small when compared to the number of voxels (e.g., a setup involving a full-body anatomical model and a transducer array will comprise only a few hundred materials, while its computational domain will consist of hundreds of millions of voxels), this approach minimizes the computer memory required for the simulation.

As can be seen from the derived stencils shown in Section 5.2, the actual computation rarely involves the independent acoustic properties of the different materials, but rather
Figure 6.2: Depiction of the computational domain concept. (a) shows the main domain, i.e., the voxeled simulation model. Each subsequent figure shows an additional PML sub-domain to demonstrate their position in relation to the main domain and other PML sub-domains. (b) PML Faces X, (c) PML Faces Y, (d) PML Faces Z, (e) PML Edges YZ, (f) PML Edges XZ, (g) PML Edges XY, (h) PML Corners. (i) adds the RAB around all PML sub-domains and shows the complete computational domain.
6.1. Core Development Concepts

Figure 6.3: Cross-sections through the center of the computational domain, perpendicular to each of the three cartesian axes. (a) shows an X cross-section (perpendicular to the X axis), while (b) and (c) show a Y and Z slice respectively.

requires composite terms that remain constant for each material. Thus, in the interest of ‘maximum execution speed’ these parameters were precalculated for the different stencils and stored on a per-material basis, thus achieving both minimal computational overhead and memory requirements.

6.1.4 Source Modeling

As discussed in Section 4.2.1, the LAPWE and WLE PDEs do not account for the presence of acoustic energy sources within the computational domain. While it is possible to modify these equations and include the so-called ‘source-terms’ (see Section 4.2.1.3), such modifications result in additional variables that need to be discretized over the computational domain, resulting in larger computational requirements.

Within the scope of this work, the numerical modeling of ultrasonic sources, i.e., transducers and arrays, was based on the Huygen’s principle outlined in Section 1.1.1. As with any geometries simulated with the FDTD method, the ultrasonic source undergoes gridding and voxeling, as was described in Section 5.1.1. Consequently, each piezoelectric element of the source is decomposed into a large number of source-voxels, which can be considered as the point-source equivalent of the FDTD method. During simulation, each of these voxel-sources generates a spherical acoustic wave with a given pressure amplitude, frequency, and phase. When these voxel-sources are driven with identical properties, their totality yields a wave equivalent to that of a nondiscretized piezoelectric element.

This discretization is shown in Figure 6.4 for the case of a single-element transducer, but this approach is entirely applicable to transducer arrays, audible acoustic sources,
e.g., speakers, and any vibrating object which causes the generation of such mechanical waves. In addition, this concept allows for advanced source-modeling capabilities, e.g., modeling sources with a nonuniform pressure distribution.

![Figure 6.4](image)

**Figure 6.4:** A simulated single-element transducer shown both as a CAD model (a) and a discretized collection of voxels with a zoomed view of the voxels (b). The backing and housing of the transducer is shown in green while the piezoelectric element is shown in red.

### 6.2 Parallelization

The numerical simulation of acoustic wave propagation with the FDTD method is a very computationally intense problem and requires vast computational resources, especially in the case of ultrasonic frequencies, e.g., in medical & industrial applications. Such setups typically utilize frequencies on the order of $100 - 7000$ kHz, and based on the accuracy and stability conditions of the FDTD method described in Section 5.1.3, this results in very high spatial and temporal discretization, thus requiring large amounts of computer memory and resulting in very long simulation times.

Such an example would be the case of a simulation involving the ExAblate® 4000 applicator (see Section 2.5.2.2) and an anatomical head model, as shown in Figure 5.2. As described in the aforementioned section, the applicator comprises a transducer array of 30 cm in diameter and with 1024 piezoelectric elements operating at a frequency of 650 kHz. For an average speed of sound in soft-tissue (see Section 1.4) of 1500 m/s, the resulting acoustic wavelength $\lambda$ is approximately 2.3 mm. Thus, as per the accuracy and stability limits defined in Section 5.1.3, such a computational domain with a volume of approximately $30 \times 30 \times 30$ cm would require at least 2.2 billion cells, resulting in over
30 gigabytes of memory (assuming 3 pressure arrays – for the temporal update – and one voxel array amounting to 14 bytes/voxel for a single-precision simulation).

Therefore, efficient parallelization of the implemented solvers was mandatory to permit for simulations of therapeutic ultrasound setups to be performed within viable time-frames. Fortunately, the FDTD method is inherently amenable to parallelization as the variables within every cell of the computational domain can be calculated concurrently. The ultrasound solvers implemented during the course of this work were parallelized on both multi-core CPU systems using OpenMP (see Section 6.2.1), and GPU systems using CUDA (see Section 6.2.2), in order to harness the computational power offered by modern hardware without requiring large, expensive clusters. A conceptual presentation of the parallelization approaches followed in this work, as well as benchmarking results of the different solvers will be presented in the following sections.

6.2.1 Multi-Core Parallelization

For over 30 years the foremost approach to improving the performance of computing devices was to increase the CPU clock speed. However, in recent years, manufacturers have encountered fundamental limitations to this approach due to power and heating restrictions, as well as a rapidly approaching physical limit to silicon transistor sizes. Due to these restrictions, performance gain is now achieved with the usage of multiple processors which operate in tandem and share the computational load. Nowadays, all modern computers and workstations employ multiple processors/cores. Typical numbers of cores are 2 – 4 cores in small devices and laptops, while large computers and workstations employ 12 – 16 cores.

6.2.1.1 OpenMP Parallelization Concept

In order to harness the power of multi-core systems, the implemented solvers were parallelized using the OpenMP library. OpenMP is a parallel programming model for shared memory multi-processor systems and has been established as the norm in CPU parallelization. Detailed information on OpenMP can be found in [484, 485].

In order to maximize the performance gain, and thus solver speed, the computational domains are decomposed into as many sub-domains as the available number of CPU cores, which can either be all available cores in the system, or limited to a subset as defined by the user. The pressure variables in each sub-domain are then calculated based on the respective FDTD stencil by an individual core. Due to the shared-memory architecture of multi-core systems, every core can access all data in the computer memory. Thus,
OpenMP parallelization does not require data exchange between cores (unlike MPI), barring the need for data/computation overlap and offering high performance gains. The concept of multi-core parallelization adopted for this work can be seen in Figure 6.5.

![Figure 6.5: Simplified depiction of domain decomposition in the case of multi-core parallelization. The entire computational domain is split into as many sub-domains as the available number of cores. Each core is then responsible for the calculation of their respective subdomain. Due to the shared-memory architecture of multi-core systems no data needs to be exchanged between the cores.](image)

6.2.2 Parallelization using GPUs

As will be shown in Section 6.2.3, when employing multi-core parallelization as described in Section 6.2.1, the performance gain remains insufficient for the simulation of very large
6.2. Parallelization

In order to further improve the performance of the implemented solvers, thus allowing for a further decrease in simulation times, they were parallelized utilizing Graphics Processing Units (GPUs).

GPUs are tailored to data-massive and compute-intensive applications, namely graphics processing, and are classified as ‘many-core’ devices, employing multiple hundreds of small (compared to the CPU) cores. In recent years, GPUs have evolved into very fast parallel co-processors capable of executing general purpose computations with extreme efficiency, making them ideal for computationally intensive numerical applications.

GPU programming, however, was previously feasible exclusively through the usage of low-level libraries like OpenGL and DirectX, requiring programmers to entirely redesign their code and invest a large amount of time into learning graphics programing and utilizing these devices. The introduction of the Compute Unified Device Architecture (CUDA) by NVIDIA in 2006, leverages the computational power of GPUs and allows their programming for parallel computation without any prior knowledge of graphics programing.

In order to explain the rationale behind the GPU parallelization of the presented solvers, a minimal overview of GPU architecture and the CUDA programming model will be given.

### 6.2.2.1 GPU and CUDA Architecture

[483, 486, 487]

A high-level representation of GPU architecture can be seen in Figure 6.6. A GPU can be considered as a set of multi-processors (MPs), each with its own set of individual stream-processors (SPs), and a small amount of shared-memory (SME) accessible only to the SPs. The GPU also contains a large amount of global-memory, which is accessible by all MPs and their respective SPs. It should be mentioned that access of the global-memory for read/write operations is at least two orders of magnitude slower than shared-memory access. In total, a typical GPU contains multiple hundreds of SPs, which are capable of concurrently executing arithmetic operations through computing threads, allowing for massive parallelization of applications. Thus, employing GPUs for inherently parallel problems (as in the case of the FDTD method) can provide far greater performance gains than CPU systems.

CUDA arranges threads into thread-blocks, which are further arranged onto a thread-grid. Each thread-block is assigned to a single MP, which divides the threads in warps, i.e., groups of 32 threads, and each thread then executes the same operations as per the single-instruction multiple thread (SIMT) model. In addition, CUDA provides barrier functionality to ensure synchronization between the different thread-blocks.

A detailed overview of the architecture and programing of GPUs with CUDA is outside the scope of this thesis but these topics have been extensively discussed and further information can be found in books on CUDA such as [483, 488, 489]. In addition, multiple
studies have employed CUDA in order to boost simulation performance in the fields of electromagnetics, flow-dynamics, atmospherics, seismic modeling, etc. [486, 487, 490–495].

6.2.2 CUDA Parallelization Concept

The GPU parallelization approach employed in this work was based on the technique proposed by Micikevicius [486]. The approach utilizes thousands of threads on a 2D thread-grid with a size equal to a 2D X-Y slice of the simulated computational domain. The different threads update the cells on the initial plane and then propagate along the Z axis of the domain until the entire domain is fully updated. Within every thread-block the required data are first transferred from the global memory to the shared memory of the given MP in order to minimize the memory-access related latency, as the same data are read multiple times by different threads. In addition, texture and constant memories were used to store constant data, e.g., material constants, axes coordinates etc. to maximize performance.

6.2.3 Performance Benchmarking

In order to evaluate the performance gains offered by the parallelized versions of the developed solvers, multiple benchmarking simulations were performed on three different systems. All systems were equipped with different models of multi-core CPUs and CUDA-enabled GPUs. Nine computational domains of increasing size were simulated with identical parameters. The results of the benchmarks can be seen in Figure 6.7.
relatively independent of the computational domain size, the GPU implementation exhibits an almost linear domain size – speed behavior. That can be attributed to the fact that larger computational domains allow for increased parallelism and permit GPU implementations to take full advantage of the available resources.

Overall, it is obvious that the GPU implementation is highly efficient and allows for the execution of large simulations in a fraction of the time required by CPU implementations. However, GPUs suffer from the significant drawback of limited memory, which can be seen in Figure 6.7, as very large computational domains cannot be accommodated by the memory of typical GPUs.

### 6.3 Integration

For the purposes of acoustic and thermal modeling of therapeutic FUS applications such as the ones described in Chapter 3, the developed acoustic solvers were integrated into the ‘in-house’ simulation platform SEMCAD-X (SPEAG, Zürich, Switzerland) and coupled to the existing thermal solver.

#### 6.3.1 SEMCAD-X Simulation Platform

SEMCAD-X was originally developed for electrodynamic and thermal modeling of a wide variety of applications, ranging from mobile phone and MRI safety evaluation to biomedical applications employing detailed anatomical models (see Section 6.3.3). It allows for flexible 3D modeling of the simulation setup and, as the software was tailored to simulations with the FDTD method, powerful gridding and voxeling capabilities. The entire framework is supported by a versatile Python scripting interface, which allows for the entire modeling, simulation, and post-processing procedure to be automated, with powerful Visualization Toolkit (VTK) based post-processing built into the platform to permit flexible visualization and evaluation of the results.

The framework was modified to allow for modeling of acoustic simulations, i.e., assignment of the acoustic properties of materials/tissues and acoustic source modeling. In addition, the framework’s post-processing capabilities were extended to acoustic pressure fields and the calculation of relevant quantities, e.g., acoustic intensity and deposited energy. Furthermore, the framework’s scripting interface allowed for quick prototyping of tools and scripts tailored to particular therapeutic FUS applications, e.g., calculation of phase-aberration compensation factors and focal steering.
Figure 6.7: Performance results of the solvers’ benchmarking for the three different systems. The performance of the single-core, multi-core (OpenMP), and GPU (CUDA) solvers are presented. Points marked with ‘x’ on the GPU results signify that the utilized GPUs did not have adequate memory to support the size of the simulated computational domain.
6.3.2 SEMCAD-X Thermal Solver

A thermal solver tailored to biomedical applications has been previously developed, validated, and integrated into SEMCAD-X. The solver is based on a finite-differences implementation with conformal corrections of the Pennes’ bioheat equation (BHE) [496]:

\[
\rho C \frac{\partial T}{\partial t} = \nabla \cdot (k \nabla T) + \rho Q + \rho S - \rho_b C_b \rho \omega (T - T_b)
\]  

(6.1)

where \( \rho \) is the medium density, \( C \) is the specific heat capacity, \( T \) is the tissue temperature, \( k \) is the thermal conductivity, \( Q \) is the metabolic heat generation rate, \( \omega \) is the perfusion rate, and \( \rho_b, C_b \) and \( T_b \) are the density, specific heat capacity, and temperature of the blood respectively. The symbol \( S \) denotes the time-averaged rate of heat generation by relaxation absorption in a tissue of a continuous sound field. The equation for this term, which was given in Section 1.3.1, is repeated here [14]:

\[
S = \alpha \frac{p^2}{\rho c}
\]  

(6.2)

where \( \alpha \) is the medium’s absorption coefficient, \( p \) is the absolute acoustic pressure, \( \rho \) is the medium density, and \( c \) is the medium’s speed of sound.

By introducing this term into Equation 6.1, it is possible to couple the two solvers and calculate the temperature induced in the tissue due to exposure to acoustic fields.

The thermal solver has the ability to account for thermoregulation and vascular shutdown, and has been augmented with a wide range of perfusion models, including the discrete vasculature (DIVA) [497] and Weinbaum-Jiji (WJ) [498] models, support for MRI perfusion maps, as well as Arrhenius tissue damage and thermal dose models [499], thus permitting realistic modeling and assessment of thermal effects in the body.

In addition, the thermal solver allows boundary conditions to be applied to selected interfaces between different tissues or regions. Three types of boundary conditions can be employed: Dirichlet boundary conditions, where a fixed temperature can be enforced at the interface, i.e., \( T = T_{\text{boundary}} \). Neumann boundary conditions, where a fixed thermal energy flux can be enforced at the interface, i.e., \( k \frac{dT}{dn} = F_{\text{boundary}} \). Lastly, the thermal solver also offers mixed/convecitive boundary conditions, which allows the user to set an energy flux that depends on the local surface temperature and equilibrates it to the specified environment temperature \( T_{\text{outside}} \) based on a heat transfer coefficient \( h \) in W/m²K, while in addition a fixed heat flux can also be \( F_{\text{boundary}} \) added \( k \frac{dT}{dn} + h (T - T_{\text{outside}}) = F_{\text{boundary}} \). Further details on the thermal solver can be found in [500, 501].
6.3.3 The Virtual Population Anatomical Models

In addition to SEMCAD-X, an integrated medical image segmentation platform iSEG (ZMT, Zürich, Switzerland), allowed for the generation of patient-specific anatomical surface-models from MRI and CT image data. This tool, further information on which can be found in [500], was used by Christ et al. [234] to develop ‘Virtual Population’, a collection of surface-based anatomical models segmented from MRI data of healthy volunteers and animals. The Virtual Population currently comprises 10 human anatomical models of different gender, age, weight and body type, with over 200 distinguished tissues (see Figure 6.8). In addition, it contains multiple animal models, e.g., mice, rats and pigs.

Figure 6.8: Examples of Virtual Population anatomical models segmented with iSEG (ZMT, Zürich, Switzerland) from MR image data of healthy volunteers. Five models of varying sex, age and weight are shown in (a). The ‘Duke’ model, depicting a 34yr old male volunteer, which has been used extensively during the course of this thesis, is shown in (b) and (c).
In order to ensure the sound operation of the acoustic solvers developed during this work, analytical, numerical (Section 7.1), and experimental (Section 7.2) validation was performed.

Simulations of simplified setups were compared against FOCUS, which was detailed in Section 4.3.2, yielding excellent agreement (on the order of 98%). Analytical validation based on the calculation of reflection $R$ and transmission $T$ coefficients, at the interface between media with varying impedances $Z$, was also performed yielding perfect agreement (Section 7.1.2).

Experimental validation was performed against acoustic fields measured in an in-vitro setup which was designed and manufactured ‘in-house’. The setup consisted of a water-tank with a single-element focused transducer and a hydrophone mounted to an articulated robotic arm allowing for 3D pressure scans to be acquired. Measurements in both homogeneous setups, and setups involving focus distorting samples were performed and compared against acoustic simulations, using the gamma dose distribution comparison method.

7.1 Numerical & Analytical Validation

7.1.1 Numerical Validation against FOCUS

Numerical validation of the lossless and the lossy LAPWE solvers (PDEs in Sections 4.2.1 and 4.2.1.4 respectively, stencil derivations in Sections 5.2.1.1 and 5.2.1.2), was performed against the freely available FOCUS software presented in Section 4.3.2. The FOCUS software has been extensively validated by its authors against analytical solutions [291, 379, 383].

Simplified transducers were initially simulated with the fast nearfield method (FNM) module available in FOCUS and which was presented in Section 4.1.1.5. Subsequently,
simulations of the same transducers were performed with the presented framework using the LAPWE model FDTD implementation. Comparison of the resulting pressure distributions yielded excellent agreement.

### 7.1.1.1 Particle Velocity Sources

As discussed in Section 6.1.4, the LAPWE and WLE stencils implemented in this work only discretize acoustic pressure $p$ and thus, acoustic transducers and acoustic sources in general need to be prescribed through this quantity alone. However, models such as the FNM, which are based on the Rayleigh-Sommerfeld integral (see Section 4.1.1), depend on the prescription of (a typically uniform) particle velocity on the transducer surface, through which pressure is subsequently calculated. The pressure distributions resulting from a uniform particle velocity prescription on a circular, and a rectangular transducer aperture can be seen in Figures 7.1(a) and 7.1(b) respectively.

![Figure 7.1: Absolute pressure distribution on the surface of a circular (a) and a rectangular (b) transducer as a result of a uniform particle velocity prescription.](image)

Therefore, it is not possible to directly compare the results calculated by these two different types of models. In order to overcome this limitation the acoustic pressure distribution was initially calculated on the surface of the corresponding transducer with the FNM module provided by FOCUS. Subsequently, this pressure distribution was mapped on the surface of the transducer simulated with the acoustic solvers presented in this work. This mapping ensured that the two acoustic sources are identical, and allowed for the propagated fields, as calculated by the FNM and LAPWE models, to be directly compared.
7.1.1.2 Simplified Transducers in a Homogeneous Medium

Three distinct transducers sonicating at 500 kHz were simulated both in FOCUS and the presented LAPWE acoustic solvers. These were, a circular transducer with a radius of 10 mm, a rectangular transducer with dimensions of $20 \times 20$ mm, and a planar ring transducer with inner and outer radii of 7.5 and 10.0 mm respectively. The transducers were embedded in an infinite homogeneous medium with acoustic properties akin to those of water, i.e., speed of sound $c$ of 1500 m/s and density $\rho$ of 1000 kg/m$^3$.

In order to separately validate the lossless and the lossy LAPWE solvers, two series of validations were performed. In the first series, a lossless medium was assumed, while in the second, an attenuation coefficient $\alpha$ of 1 dB/cm/MHz, which is equivalent to 11.512 Np/m/MHz (see Equation 1.5), was considered instead.

The transducers were assumed parallel to the X-Y plane, and centered around the origin of the cartesian coordinate system. Thus, the generated acoustic waves were assumed to propagate in the +Z direction. The truncated computational domains had dimensions of $40 \times 40 \times 90$ mm and were discretized with a 0.25 mm grid-step, which amounts to $\lambda/12$, where $\lambda$ is the acoustic wavelength for the given frequency and medium. In the case of the LAPWE solver, these domains were truncated with 16 layers of PML in order to inhibit the manifestation of spurious reflections at the domain boundaries.

While the FNM model directly calculates the steady-state pressure distribution, the acoustic solvers presented in this work are explicit, time-domain solvers using the FDTD method. Thus, to assess the necessary number of simulated periods required to achieve steady-state, multiple simulations over 50—90 periods were performed. It was ascertained that 60 periods were sufficient to achieve steady-state, as longer durations resulted in less than 0.1% difference in terms of absolute pressure.

In the case of the circular transducer in the lossless medium, the absolute pressure distributions, as calculated by both FOCUS and the LAPWE solver, and plotted on an X-Z plane through the center of the transducer, can be seen in Figure 7.2. Excellent visual agreement between the two models can be seen. However, as the resulting absolute pressure distributions calculated by FOCUS and the LAPWE solver exhibit no discernible visual differences, only those calculated by the latter are shown here for the cases of the rectangular (see Figure 7.3(a)), and planar ring (see Figure 7.3(b)) transducers.

To allow for accurate comparisons, the absolute pressure was plotted along the axis of propagation for both FOCUS and LAPWE. The pressure plots for the circular transducer can be seen in Figure 7.4(a), while the plots for the rectangular and planar ring transducers can be seen in Figures 7.4(b) and 7.4(c) respectively. Very good agreement was achieved between FOCUS and the LAPWE solver for all six comparison cases with only minor differences in the far-field regions, which are attributed to the cumulative phase dispersion errors inherent to the FDTD method (see Section 5.1.3). In order to further quantify the agreement between the two pressure plots, the normalized standard deviation was
calculated as the ratio of the $\ell^2$ norm of the pressure difference between the two lines and the $\ell^2$ norm of the FOCUS results:

$$\text{Normalized Standard Deviation} \% = 100 \frac{\ell^2(p^{LAPWE} - p^{FOCUS})}{\ell^2(p^{FOCUS})}$$

(7.1)

with $\ell^2$ norm being the square root of the sum of squares of all absolute pressure values for the respective line. These results can be seen in Table 7.1.

### 7.1.2 Analytical Validation of the Density-Variation LAPWE

In order to validate the density-variation LAPWE solver, which was presented in Section 5.2.1.4, simulations were performed where a 2 MHz acoustic plane wave, was propagated through different media with varying densities but an identical speed of sound of 1500 m/s. The reflection $R$ and transmission $T$ coefficients were calculated both analytically, through Equations 1.11 and 1.12 respectively, and through the pressure amplitudes of the incident, reflected and transmitted waves at the interfaces of the different media.
7.1. Numerical & Analytical Validation

Figure 7.3: Absolute pressure distributions on a X-Z plane through the center of the transducer as calculated by the lossless LAPWE solver. The distribution of both a rectangular (a) and a planar ring transducer (b) can be seen.

<table>
<thead>
<tr>
<th>Transducer</th>
<th>Normalized Standard Deviation %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lossless Medium</td>
</tr>
<tr>
<td>Circular</td>
<td>3.1%</td>
</tr>
<tr>
<td>Rectangular</td>
<td>1.9%</td>
</tr>
<tr>
<td>Ring</td>
<td>2.7%</td>
</tr>
</tbody>
</table>

Table 7.1: The normalized standard deviation values between the FOCUS and the LAPWE solver presented in this work. Excellent agreement between the two solvers can be seen for all transducer types and media examined.
Figure 7.4: Absolute pressure line-plots along the axis of propagation as calculated by both FOCUS and the LAPWE solver. The pressure comparisons within a lossless and a lossy medium can be seen for the cases of a circular (a), a rectangular (b), and a planar ring (c) transducers. Excellent agreement can be seen for all cases.
In a first simulation, the plane wave propagated from a medium with a density $\rho$ of 1000 kg/m$^3$ to a medium with a density of 1900 kg/m$^3$, thus $Z_2 > Z_1$. In the case of the second simulation, the plane wave propagated from a medium with a density of 1000 kg/m$^3$ to a medium with a density of 600 kg/m$^3$, thus $Z_2 < Z_1$.

The resulting absolute pressure plotted along the axis of propagation, as well as the incident, reflected, and transmitted amplitudes, are shown in Figure 7.5(a) for the $Z_2 > Z_1$ case and Figure 7.5(b) for the $Z_2 < Z_1$ case. The calculation of the reflection and transmission coefficients is based on Equations 1.11 and 1.12 respectively, which are repeated below:

$$R = \frac{p_r}{p_i} = \frac{(Z_2 - Z_1)}{(Z_2 + Z_1)} \quad T = \frac{p_t}{p_i} = \frac{(2Z_2)}{(Z_2 + Z_1)}$$

(7.2)

where $p_i$, $p_r$, and $p_t$ are the pressure amplitudes of the incident, reflected, and transmitted waves respectively. Both the analytical (reference) and the numerical calculations of these coefficients can be seen in Table 7.2. It should be noted that a negative coefficient implies that the reflected wave exhibits a 180° phase-shift relative to the incident wave (see Section 1.1.3.2). Perfect agreement can be seen between the two calculations which verifies the sound operation of the density-variation LAPWE solver.

<table>
<thead>
<tr>
<th>Case</th>
<th>Analytical</th>
<th>Numerical</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z_1$</td>
<td>$Z_2$</td>
<td>$R$</td>
</tr>
<tr>
<td>$Z_2 &gt; Z_1$</td>
<td>1.50</td>
<td>2.85</td>
</tr>
<tr>
<td>$Z_2 &lt; Z_1$</td>
<td>1.50</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Table 7.2: Analytical and numerical calculations of the reflection $R$ and transmission $T$ coefficients for the $Z_2 > Z_1$ and $Z_2 < Z_1$ cases. In the analytical case, the coefficients are calculated based on the acoustic impedance of the two media according to Equations 1.11 and 1.12 respectively. The numerical calculations are based on the ratios between the pressure amplitudes of the reflected and transmitted waves to the amplitude of the incident wave.

7.2 Experimental Validation

In addition to the analytical and numerical validation, which validated separate aspects of the presented solvers in simplified setups, in-vitro validation was performed against a custom-made measurement setup in order thus assessing the accuracy of the solvers in a realistic setup. This setup consisted of a water-tank lined with absorbing material (see...
**Figure 7.5**: Absolute pressure plots used in the validation of the density variation LAPWE. Pressure is plotted along the axis of propagation and the incident, reflected, and transmitted amplitudes are shown for the $Z_2 > Z_1$ (a) and $Z_2 < Z_1$ (b) cases.
Section 7.2.1.1), and utilized a single-element focused transducer sonating at 550 kHz. Measurements were performed using a hydrophone mounted on an articulated robotic arm, which allowed for 3D pressure scans to be acquired (see Section 7.2.1.2). Different setups, both homogeneous and in the presence of acoustically characterized materials in the beam path (see Section 7.2.1.3), were measured and compared against identical simulations.

7.2.1 Measurement Setup

7.2.1.1 Water-tank & Sample Holder

A rectangularly-shaped water-tank (see Figure 7.6(a)), exhibiting internal dimensions of $353 \times 353 \times 600$ mm, was designed and constructed in-house from polymethylmethacrylate (PMMA). The four side-walls of the water-tank were lined with AptFlex F48 (Precision Acoustics, England), a polyurethane rubber acoustic absorber, tailored to reducing reflections in the sub-MHz frequency range with a thickness of 26.5 mm. The absorbing material was permanently glued to the side-walls of the water-tank with the AptFlex F41 Acoustic Putty (Precision Acoustics, England). However, the bottom of the water-tank was not lined itself since the removable sample holder base, which is described below, was lined around the transducer instead.

A removable acetal copolymer (POM-C) sample holder, consisting of a base and four vertical columns was also constructed (see Figure 7.6(b)). Its primary function was to suspend an acoustically characterized sample between the transducer and its geometric focus, so that the effect of the different samples on the 3D pressure field distribution can be measured and compared to simulations. The transducer was placed on the holder base and securely fastened to minimize positional uncertainties, while the holder base was also lined with AptFlex F48 to minimize acoustic reflections. The four vertical columns had 5 mm diameter holes every 5 mm, i.e., the center-to-center distance between the holes is 10 mm. These holes served to place the two plexiglass rods, which were also 5 mm in diameter, and which run through holes in the different samples, in order to hold the sample at a given distance between the transducer surface and its geometrical focus (see Figure 7.6(c)). The combined setup of the water-tank and the sample holder, with the transducer fastened to its base, can be seen in Figure 7.6(d).

7.2.1.2 Transducer, Hydrophone & Measurement Hardware

This setup utilized a single-element, high-power transducer (R7835A101, Imasonic, France) with a working frequency of 550 kHz, and an acoustic wavelength $\lambda$ in water of ca. 2.7 mm. The aperture of the transducer exhibited an active diameter of 80 mm, and a
Figure 7.6: Photos of the water-tank and sample holder that were constructed for the purposes of the in-vitro ultrasonic measurements. The side-walls of the water-tank were lined with an acoustic absorber to minimize reflections (a). The sample holder (b) served to accurately position the transducer and provide support for the different samples placed between the transducer and its geometric focus (c). The entire setup (without the rods or a sample) can be seen in (d).
64 mm radius of curvature, resulting in an F-number of 0.8. The transducer was connected to an Agilent 33250A signal generator (Agilent, Santa Clara, CA, USA), which served as the device’s driving system.

A HNR-0500 (Onda Corporation, CA, USA) needle-type hydrophone with a 0.5 mm active element diameter was attached to a 450 mm carbon fiber extension. This extension was mounted onto a DASY52 NEO (SPEAG, Zurich, Switzerland) with a TX90 articulated robotic arm (Staubli Robotics, Faverges, France), which facilitated fast and accurate measurements on a 3D grid around the geometric focus of the transducer. The hydrophone was connected through a BNC cable to an AH-1100 (Onda Corporation, CA, USA) pre-amplifier, which was subsequently connected to a TDS 460A (Tektronix, Oregon, USA) oscilloscope. Both the signal generator and oscilloscope were connected to a computer through an Agilent 82357B GPIB/USB interface cable which allowed for automatic setup and control of both devices through Python and PyVISA along with the Agilent IO drivers. A photo of the entire measurement setup can be seen in Figure 7.7.

### 7.2.1.3 Focus Distorting Samples

As described in Section 7.2.1.1, the sample holder of the water-tank setup was used to position a material sample between the transducer and its geometric focus in order to validate the focal distortion effects induced by the presence of an inhomogeneity. Samples of varying shapes, dimensions, and materials were manufactured and acoustically characterized (CIRS Inc., Norfolk, VA, USA). A block, a sphere and two cylindrical samples were each manufactured out of Delrin, Polyurethane, and RTV Silicone rubber, amounting to a total of twelve different samples. The dimensions of the different samples can be seen in Table 7.3, while a photograph can be seen in Figure 7.8. Dimensional measurements were performed with calibrated Vernier calipers with an accuracy of 0.01 mm, while the manufacturing precision was estimated at ±0.1 mm by performing multiple measurements of each dimension.

The samples were acoustically characterized to precisely define their acoustic properties. This characterization involved measurement of the speed of sound $c$, the absorption coefficient $\alpha$, and the density $\rho$ for all three materials. The measured acoustic properties of the different materials can be seen in Table 7.4. Speed of sound and absorption measurements were performed via a broadband substitution technique [40, 502, 503], with an estimated accuracy of ±5%. Density measurements were performed on a precision scale via water displacement measurements with an estimated accuracy of ±1%.
Figure 7.7: Photo of the entire measurement setup including the water-tank and the DASY52 NEO (SPEAG, Zurich, Switzerland) robot arm. The hydrophone was attached to a carbon fiber extension, which was in turn mounted to the articulated robotic arm. This setup facilitated fast and accurate measurements on a 3D grid around the geometric focus of the transducer.

<table>
<thead>
<tr>
<th></th>
<th>Delrin</th>
<th>Polyurethane</th>
<th>RTV Silicone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block</td>
<td>$33.2 \times 32.3 \times 38.1$</td>
<td>$32.1 \times 37.1 \times 36.7$</td>
<td>$31.5 \times 31.5 \times 31.5$</td>
</tr>
<tr>
<td>Sphere</td>
<td>D=38.1</td>
<td>D=38.2</td>
<td>D=32.4</td>
</tr>
<tr>
<td>Cylinder (Short)</td>
<td>D=31.8, H=30.2</td>
<td>D=31.8, H=30.2</td>
<td>D=31.5, H=31.2</td>
</tr>
<tr>
<td>Cylinder (Long)</td>
<td>D=31.8, H=79.8</td>
<td>D=31.8, H=79.9</td>
<td>D=31.4, H=80.7</td>
</tr>
</tbody>
</table>

Table 7.3: Physical dimensions of the twelve manufactured samples. All values are in mm. The abbreviations ‘D’ and ‘H’ stand for ‘diameter’ and ‘height’ respectively. The manufacturing precision was estimated at $\pm 0.1$ mm.
7.2. Experimental Validation

Figure 7.8: Photo of the different acoustically characterized material samples used to validate focal distortion effects induced by the presence of an inhomogeneity.

<table>
<thead>
<tr>
<th></th>
<th>Delrin</th>
<th>Polyurethane</th>
<th>RTV Silicone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed of Sound [m/s]</td>
<td>2430</td>
<td>1700</td>
<td>1000</td>
</tr>
<tr>
<td>Absorption [dB/cm/MHz]</td>
<td>3</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Density [kg/m³]</td>
<td>1430</td>
<td>1130</td>
<td>1080</td>
</tr>
</tbody>
</table>

Table 7.4: Acoustic properties of the three materials used in the manufacture of the samples. The estimated accuracy was ±5% for the speed of sound and absorption measurements, and ±1% for the density measurements.
7. Validation

7.2.2 Measurement Procedure

7.2.2.1 Setup Preparation

Prior to each measurement with the in-vitro setup described in Section 7.2.1, water was removed from the water-tank with a submersible electric pump and the entire setup was disassembled, thoroughly cleaned, and allowed to dry for a period of no less than 12 h before the next measurement. In order to minimize the amount of impurities in the water-tank, the setup was cleaned again before any subsequent measurements.

For each measurement, approximately 50 L of deionized water was degassed with a vacuum-tank degasser until the levels of dissipated oxygen in the water were below ca. 3 – 4 ppm. Furthermore, in order to prevent the gradual contamination of the water, Preventol-D7 was introduced into the water with a concentration of 0.05%. At these levels, it was determined that Preventol-D7 does not pose any risk to the equipment or alter the properties of the water [504].

The temperature of the room was continuously monitored and kept to a constant 22 °C through an air-conditioning and filtration system which minimized the amount of impurities in the air.

7.2.2.2 Setup Registration & Focal Tracking

Upon filling the water-tank with deionized and degassed water, its position was manually registered to the DASY NEO robotic arm through three fiducial points embedded on the measurement setup. This was pivotal to minimizing positioning uncertainties, and defining an initial approximate location of the transducer’s geometrical focal point. Subsequently, the hydrophone, which was mounted to the extension attached the robotic arm, was scanned with a LED light beam switch mounted to the robotic arm in order to correct its orientation. This ensured that the hydrophone would be perpendicularly oriented to the transducer in order to minimize directivity uncertainties.

Prior to introducing a focus distorting sample to the setup, automatized focus-tracking pressure scans were performed. During these scans, the pressure was measured around the geometric focal point defined through the registration of the measurement setup to the DASY NEO system. Gradually decreasing volumes were scanned around the initially defined focal point, with proportionally increasing spatial resolution to define the focal point location. Upon completion of these scans, the cartesian coordinate origin was set at that point and the respective focus distorting sample was then suspended between the transducer and its geometric focal point.
7.2.2.3 Acoustic Measurements

Simulations of the setup with each focus distorting sample (see Table 7.3 and Figure 7.8), were initially performed to define the extents of the scanned volume for every individual case. Scanning volumes were centered around the tracked focal point, and exhibited dimensions on the order of $85 \times 85$ mm on the plane parallel to the transducer, and $20$ mm along the propagation axis. The spatial resolutions of the measurement grid were typically $0.5$ mm on the parallel plane and $1 - 2$ mm along the propagation axis. The measurement grid was then defined in the DASY NEO software, while the entire measurement process was automatically controlled through a Python script as described in Section 7.2.1.2.

After the hydrophone was moved to the location of each measurement point, the signal generator driving the transducer was triggered, and ultrasonic waves were generated for a duration of 40 periods before seizing sonication. The oscilloscope connected to the hydrophone was automatically triggered along with the signal generator and recorded 5000 pressure measurements at each given grid point over these 40 periods. This approach ensured that the acoustic waves reflected off the hydrophone mounting, and subsequently off the transducer surface, would not be recorded. Furthermore, this allowed for sonication breaks between points, which prevented the transducer’s piezoelectric element from overheating. The captured waveforms were then stored for every measurement point and processed to yield the steady-state absolute pressure amplitude at that point.

7.2.3 Acoustic Simulations

Identical acoustic simulations were performed for each measured setup. The simulation domains exhibited dimensions of approximately $155 \times 155$ mm on the plane parallel to the transducer, and $130$ mm along the propagation axis. These domains were discretized with a $0.25$ mm grid-step, and terminated with 16 layers of PML on all domain boundaries, in order to inhibit the manifestation of spurious reflections. Such a simulation setup can be seen in Figure 7.9. All acoustic simulations were performed for 40 periods in accordance to the measurements described in Section 7.2.2.3.

The acoustic properties of water were set as follows: speed of sound $c$ of $1500$ m/s, attenuation coefficient $\alpha$ of $0.0076$ Np/m for a frequency of $550$ kHz, and a density $\rho$ of $1000$ kg/m$^3$. The properties of the respective focus distorting sample were set according to Table 7.4, where $\alpha$ was converted to Np/m through Equation 1.5 for the transducer frequency. The plexiglass material, from which the suspension rods of the sample holder were constructed, was not acoustically characterized and no literature defining its properties was available. Therefore, the acoustic properties for this material were set to those of PMMA as defined in [505], i.e., $c = 2750$ m/s, $\alpha = 6.875$ Np/m, and $\rho = 1192$ kg/m$^3$. 
Figure 7.9: Simulated CAD model of the measured setup used in the case of the ‘Delrin Cylinder (Short)’ focus distorting sample (see Table 7.3 and Figure 7.8). The model of the transducer employed in this study is seen embedded in the acoustic absorbers, while the geometric focus of the transducer is marked with a point.

7.2.4 Uncertainty Analysis & Tolerance Definition

A detailed uncertainty analysis, akin to the process presented by Neufeld et al. [501], was performed for every measurement setup compared against simulations. Considering the simulation setup described in Section 7.2.3 to be the reference-simulation, subsequent simulations, termed evaluation-simulations, were performed where in each one only a single parameter would be varied in relation to the reference simulation (from a value denoted by ‘Ref.’ to a value denoted by ‘Eval.’ in the uncertainty tables). This allowed for the impact of each individual parameter on the simulation results to be ascertained.

In order to ascertain the impact of every single parameter variation an automatized connected-component analysis was performed on all absolute pressure distributions resulting from each reference-evaluation simulation pair. Firstly, the distributions were cropped to the measurable volume. In the case of simulations involving focus distorting samples, this volume was limited to the region above the samples. Subsequently, the peak absolute pressure within that volume was identified, the distributions were thresholded at 50% of that value, and the different connected-components were analyzed. This yielded the full-width half-maximum (FWHM) size of the focal region along the X, Y and Z axes, the
distance between that region and the intended focal point (focal shift), as well as the volume of the region, calculated as the sum of the voxel volumes belonging to the particular component. These focal region characteristics were the investigated variables that were compared in each reference-evaluation simulation pair in order to quantify the impact of the varied parameters.

Assuming linear dependence of the varied parameter on the investigated variables, a sensitivity factor $f$ was determined for each variable. Multiplying the sensitivity factor with the parameter variation $\Delta$ yielded the uncertainty contribution $U$ of this parameter.

Three categories of parameters were varied and their impact was investigated through simulations: the various geometrical aspects of the simulated geometries (dimensions, position, rotation), the numerical aspects pertaining to the simulation (resolution, number of PML layers, simulated periods, grid rotation), and the acoustic properties (speed of sound, attenuation coefficient, density) of the different materials involved in each setup.

Upon calculating the individual uncertainty contributions $U$ for each varied parameter and investigated variable, the combined and expanded ($k = 2$) uncertainty contribution for each parameter category was calculated. The combined uncertainty contribution was calculated as the square-root of the sum-of-squares of the individual contributions. The expanded uncertainty was calculated as the square-root of the sum-of-squares of the same contributions multiplied either by 2 if their corresponding parameters following a normal $N$ distribution or 1.65 if they follow a rectangular $R$ distribution [506, 507].

A detailed overview of the examined simulation parameters is provided in Sections 7.2.4.2-7.2.4.4.

### 7.2.4.1 Uncertainties in the Measurement Setup

In order to calculate the uncertainty contributions pertaining to the measurement setup itself, the following uncertainties were ascertained:

- **Inter-Point Variation of Hydrophone Positioning**: As discussed in Section 7.2.1.2, the hydrophone was mounted on a 450 mm extension, which was in turn mounted to the TX90 articulated robotic arm of the DASY52 NEO system. In addition to the positional uncertainty of the robotic arm itself, which per the manufacturer’s specifications is $\pm 0.035$ mm, an additional positional uncertainty pertains to shifts of the extension and hydrophone relative to the robot. The latter type of shift may manifest itself while the extension and hydrophone move through the water as a result of the medium’s inertia. This uncertainty was estimated at $\pm 1$ mm or $\pm 0.37 \lambda$ where $\lambda$ is the acoustic wavelength in water with a value of ca. 2.73 mm.

- **Hydrophone Spatial Averaging**: As discussed in Section 7.2.1.2, the hydrophone used in these measurements exhibits an active element diameter of 0.5 mm. Thus, a
spatial averaging of the measured datafields occurs over the area of the hydrophone’s aperture and given its size it introduces a positional uncertainty of ±0.25 mm or ±0.092 μm.

- **Hydrophone Orientation**: As outlined in Section 7.2.2.2, prior to each measurement the hydrophone orientation would be corrected through a light beam unit attached to the robotic arm. Due to the inherent directivity of the hydrophone this ensured that the embedded piezoelectric element would be perpendicular to the propagation axis. However, as was discussed above, the inertia of the water may result in local shifts of the hydrophone as it moved through the medium (on the order of ±1 mm). Given the length of the extension and the magnitude of these shifts the worst-case orientation uncertainty of the hydrophone was calculated at 0.14°, which according to the device’s specifications yields less than 0.5% uncertainty in the measured pressure. Thus this factor was not taken into account during the uncertainty analysis.

- **Measurement Sensitivity/Noise Level**: In order to assess the level of measurement ‘noise’, the ‘low signal’ regions of the measurement volume, i.e., regions in the measurement volume where the pressure was below 5% of the pressure peak, were analyzed. By averaging this ‘noise signal’, the hydrophone’s noise level was estimated to be ca. 3.0% of the peak pressure amplitude measured in these volumes or 0.26 dB.

- **Measurement Nonlinearity**: Based on the reported specifications of the hydrophone and amplifier combination used, the impact of their nonlinearity on pressure was estimated to be less than 0.1 dB.

- **Transducer Drift**: Per the transducer specifications, its stability over time, i.e., the pressure drift, was evaluated to be less than 0.1 dB.

- **Registration**: As detailed in Section 7.2.2.2, the water-tank is manually registered to the robotic arm through fiducial points embedded in the measurement setup. Subsequently, focal tracking is performed to locate the location of the geometric focus in each setup and minimize the positional uncertainties stemming from the aforementioned registration. Nevertheless, upon completion of the measurements, shifts of the geometric focus from its expected location were observed. To account for this, the measured and simulated fields were shifted so that the peak pressure locations between them match. This registration was performed as follows:

  - The shift between the peak pressure location and the cartesian origin was manually defined in the measured fields.
  - The reference-simulation results were then subset to an extended volume equal to that of the measured fields plus twice the approximate measurement shift
calculated previously. This was performed to avoid registration of a false peak in the vicinity of the transducer which lies outside the measured volume.

- The measured and simulated fields were then shifted so that the peak pressure locations coincide with the cartesian origin.

As these focal region shifts are automatically accounted for in the comparison process they were not included in the uncertainty analysis.

The measurement uncertainties that were included and accounted for in this study are summarized in Table 7.5. It should be noted that the positional uncertainty $U_D$ and focal region distortion $U_\Delta$ were considered identical in value for the different measurement parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>N/R</th>
<th>$U_P$ [dB]</th>
<th>$U_D$ [\lambda]</th>
<th>$U_\Delta$ [\lambda]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrophone Positioning</td>
<td>N</td>
<td>0.00</td>
<td>0.37</td>
<td>0.37</td>
</tr>
<tr>
<td>Hydrophone Spatial Averaging</td>
<td>R</td>
<td>0.00</td>
<td>0.053</td>
<td>0.053</td>
</tr>
<tr>
<td>Measurement Noise Level</td>
<td>N</td>
<td>0.26</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Measurement Nonlinearity</td>
<td>N</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Transducer Drift</td>
<td>N</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Comb. Meas. Setup Uncert.</td>
<td></td>
<td>0.29</td>
<td>0.37</td>
<td>0.37</td>
</tr>
<tr>
<td>Exp. Meas. Setup Uncert. (k=2)</td>
<td></td>
<td>0.59</td>
<td>0.75</td>
<td>0.75</td>
</tr>
</tbody>
</table>

**Table 7.5:** Uncertainties inherent to the measurement setup that were included in the uncertainty analysis. $U_P$ denotes the uncertainty a given aspect of the measurement setup contributes to the pressure measurements in dB, while $U_D$ and $U_\Delta$ signify the positional uncertainty and focal region distortion as a fraction of the wavelength $\lambda$. The combined and expanded uncertainties of the measurement setup can also be seen.

### 7.2.4.2 Acoustic Properties

As an inherent uncertainty is related to the measurement of a material’s acoustic properties, the speed of sound $c$, attenuation coefficient $\alpha$, and the density $\rho$ of each material involved were varied and their impact was investigated. This pertains to the following materials:

- **Water:** Even though the acoustic properties of water are well defined in literature, it was considered important to not exclude it from this analysis as water constitutes the primary medium of propagation and a $\pm1\%$ variation was considered for all its properties.
• **Plexiglass**: As discussed in Section 7.2.3, the acoustic properties of plexiglass were set to those of PMMA [505]. Due to this uncertainty and in order to concretely assess the impact of its properties, a ±10% variation was considered for its $c$ and $\alpha$ properties, while $\rho$ was varied by ±20%.

• **Focus distorting sample materials**: Per Section 7.2.1.3, the different materials of the focus distorting samples were acoustically characterized by their manufacturer (CIRS Inc., Norfolk, VA, USA). The different acoustic properties can be seen in Table 7.4. However, the manufacturer reported an estimated accuracy of ±5% for the $c$ and $\alpha$ measurements, and ±1% for the $\rho$ measurements. Therefore, these reported variations were applied to the different materials and their impact on the simulation results was ascertained.

The acoustic properties varied for the different materials, their variation percentages, as well as the reference and evaluation values of these properties are summarized in Table 7.6.

### 7.2.4.3 Numerical Aspects

Per Section 5.1.3, the accuracy and stability of the FDTD method is dependent on various numerical parameters related to the computational grid characteristics, the simulation duration, and the absorbing boundary conditions. Thus the following parameters were examined:

• **Simulation resolution**: The impact of the spatial discretization, i.e., the grid-step, which in the reference-simulation (see Section 7.2.3) defaults to 0.25 mm or ca. $\lambda/11$, was investigated. This was performed by performing several simulations with increased or decreased grid-step and ascertaining the impact of this variation. The simulated modifications of the grid-step, relative to the default grid-step of 0.25 mm were: $-30\%$, $-25\%$, $\pm 20\%$, $\pm 15\%$, $\pm 10\%$. Note that while a decrease of the default grid-step by 25% and 30% was simulated and included in the analysis, no matching increase in the grid-step was considered. The reason for this is that such an increase in grid-step, and therefore decrease in resolution, would result in an overly under-discretized simulation, which would yield very large cumulative numerical errors, and invalidate the results of the simulation.

• **Number of simulated periods**: The measurement setup was configured so as to only generate acoustic wave for 40 periods, which was reproduced in the reference-simulation setup (see Sections 7.2.2.3 and 7.2.3). However, it was deemed necessary to vary the number of simulated periods and assess the influence of this parameter. Variations of ±10%, ±15%, and ±20% were considered.
<table>
<thead>
<tr>
<th>Material</th>
<th>Parameter</th>
<th>Unit</th>
<th>Variation (%)</th>
<th>Ref.</th>
<th>Eval.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>$c \uparrow$</td>
<td>m/s</td>
<td>+1</td>
<td>1500</td>
<td>1515</td>
</tr>
<tr>
<td></td>
<td>$c \downarrow$</td>
<td>m/s</td>
<td>-1</td>
<td>1500</td>
<td>1485</td>
</tr>
<tr>
<td></td>
<td>$\alpha \uparrow$</td>
<td>Np/m</td>
<td>+1</td>
<td>0.0076</td>
<td>0.007676</td>
</tr>
<tr>
<td></td>
<td>$\alpha \downarrow$</td>
<td>Np/m</td>
<td>-1</td>
<td>0.0076</td>
<td>0.007524</td>
</tr>
<tr>
<td></td>
<td>$\rho \uparrow$</td>
<td>kg/m$^3$</td>
<td>+1</td>
<td>1000</td>
<td>1010</td>
</tr>
<tr>
<td></td>
<td>$\rho \downarrow$</td>
<td>kg/m$^3$</td>
<td>-1</td>
<td>1000</td>
<td>990</td>
</tr>
<tr>
<td>Plexiglass</td>
<td>$c \uparrow$</td>
<td>m/s</td>
<td>+10</td>
<td>2750</td>
<td>3025</td>
</tr>
<tr>
<td></td>
<td>$c \downarrow$</td>
<td>m/s</td>
<td>-10</td>
<td>2750</td>
<td>2475</td>
</tr>
<tr>
<td></td>
<td>$\alpha \uparrow$</td>
<td>Np/m</td>
<td>+10</td>
<td>6.875</td>
<td>7.5625</td>
</tr>
<tr>
<td></td>
<td>$\alpha \downarrow$</td>
<td>Np/m</td>
<td>-10</td>
<td>6.875</td>
<td>6.1875</td>
</tr>
<tr>
<td></td>
<td>$\rho \uparrow$</td>
<td>kg/m$^3$</td>
<td>+20</td>
<td>1192</td>
<td>1430.3</td>
</tr>
<tr>
<td></td>
<td>$\rho \downarrow$</td>
<td>kg/m$^3$</td>
<td>-20</td>
<td>1192</td>
<td>953.6</td>
</tr>
<tr>
<td>Delrin</td>
<td>$c \uparrow$</td>
<td>m/s</td>
<td>+5</td>
<td>2430</td>
<td>2551.5</td>
</tr>
<tr>
<td></td>
<td>$c \downarrow$</td>
<td>m/s</td>
<td>-5</td>
<td>2430</td>
<td>2308.5</td>
</tr>
<tr>
<td></td>
<td>$\alpha \uparrow$</td>
<td>Np/m</td>
<td>+5</td>
<td>18.975</td>
<td>19.92375</td>
</tr>
<tr>
<td></td>
<td>$\alpha \downarrow$</td>
<td>Np/m</td>
<td>-5</td>
<td>18.975</td>
<td>18.02625</td>
</tr>
<tr>
<td></td>
<td>$\rho \uparrow$</td>
<td>kg/m$^3$</td>
<td>+1</td>
<td>1430</td>
<td>1444.3</td>
</tr>
<tr>
<td></td>
<td>$\rho \downarrow$</td>
<td>kg/m$^3$</td>
<td>-1</td>
<td>1430</td>
<td>1415.7</td>
</tr>
<tr>
<td>Polyurethane</td>
<td>$c \uparrow$</td>
<td>m/s</td>
<td>+5</td>
<td>1700</td>
<td>1785</td>
</tr>
<tr>
<td></td>
<td>$c \downarrow$</td>
<td>m/s</td>
<td>-5</td>
<td>1700</td>
<td>1615</td>
</tr>
<tr>
<td></td>
<td>$\alpha \uparrow$</td>
<td>Np/m</td>
<td>+5</td>
<td>37.95</td>
<td>39.8475</td>
</tr>
<tr>
<td></td>
<td>$\alpha \downarrow$</td>
<td>Np/m</td>
<td>-5</td>
<td>37.95</td>
<td>36.0525</td>
</tr>
<tr>
<td></td>
<td>$\rho \uparrow$</td>
<td>kg/m$^3$</td>
<td>+1</td>
<td>1130</td>
<td>1141.3</td>
</tr>
<tr>
<td></td>
<td>$\rho \downarrow$</td>
<td>kg/m$^3$</td>
<td>-1</td>
<td>1130</td>
<td>1118.7</td>
</tr>
<tr>
<td>RTV Silicone</td>
<td>$c \uparrow$</td>
<td>m/s</td>
<td>+5</td>
<td>1000</td>
<td>1050</td>
</tr>
<tr>
<td></td>
<td>$c \downarrow$</td>
<td>m/s</td>
<td>-5</td>
<td>1000</td>
<td>950</td>
</tr>
<tr>
<td></td>
<td>$\alpha \uparrow$</td>
<td>Np/m</td>
<td>+5</td>
<td>12.65</td>
<td>13.2825</td>
</tr>
<tr>
<td></td>
<td>$\alpha \downarrow$</td>
<td>Np/m</td>
<td>-5</td>
<td>12.65</td>
<td>12.0175</td>
</tr>
<tr>
<td></td>
<td>$\rho \uparrow$</td>
<td>kg/m$^3$</td>
<td>+1</td>
<td>1080</td>
<td>1090.8</td>
</tr>
<tr>
<td></td>
<td>$\rho \downarrow$</td>
<td>kg/m$^3$</td>
<td>-1</td>
<td>1080</td>
<td>1069.2</td>
</tr>
</tbody>
</table>

Table 7.6: Acoustic properties investigated during the uncertainty assessment for the materials involved in the different measurement setups.
• **Number of PML layers**: As detailed in Section 7.2.3, the behavior of the acoustic absorbers lining the water-tank (see Section 7.2.1.1), was numerically modeled through 16 PML layers, a model extensively discussed in Section 5.3.2, at the computational domain boundaries. This number of layers was varied by ±25% to determine the influence of this approximation on the simulation results.

• **Grid Rotation**: In order to ascertain the impact of numerical dispersion, a phenomenon inherent to the FDTD method which was discussed in Section 5.1.3, the entire setup was rotated by 45°. Thusly, the impact of wave propagation along oblique directions, relative to the cartesian axes, could be ascertained.

The numerical aspects described above, their variation percentages, as well as the reference and evaluation values of these parameters are summarized in Table 7.7.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Variation (%)</th>
<th>Ref.</th>
<th>Eval.</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. PML Layers ↑</td>
<td>-</td>
<td>+25</td>
<td>16</td>
<td>20</td>
</tr>
<tr>
<td>No. PML Layers ↓</td>
<td>-</td>
<td>-25</td>
<td>16</td>
<td>12</td>
</tr>
<tr>
<td>Grid Step ↑</td>
<td>mm</td>
<td>+20</td>
<td>0.25</td>
<td>0.30</td>
</tr>
<tr>
<td>Grid Step ↑</td>
<td>mm</td>
<td>+15</td>
<td>0.25</td>
<td>0.2875</td>
</tr>
<tr>
<td>Grid Step ↑</td>
<td>mm</td>
<td>+10</td>
<td>0.25</td>
<td>0.275</td>
</tr>
<tr>
<td>Grid Step ↓</td>
<td>mm</td>
<td>-10</td>
<td>0.25</td>
<td>0.225</td>
</tr>
<tr>
<td>Grid Step ↓</td>
<td>mm</td>
<td>-15</td>
<td>0.25</td>
<td>0.2125</td>
</tr>
<tr>
<td>Grid Step ↓</td>
<td>mm</td>
<td>-20</td>
<td>0.25</td>
<td>0.20</td>
</tr>
<tr>
<td>Grid Step ↓</td>
<td>mm</td>
<td>-25</td>
<td>0.25</td>
<td>0.1875</td>
</tr>
<tr>
<td>Grid Step ↓</td>
<td>mm</td>
<td>-30</td>
<td>0.25</td>
<td>0.175</td>
</tr>
<tr>
<td>No. Periods ↑</td>
<td>-</td>
<td>+20</td>
<td>40</td>
<td>48</td>
</tr>
<tr>
<td>No. Periods ↑</td>
<td>-</td>
<td>+15</td>
<td>40</td>
<td>46</td>
</tr>
<tr>
<td>No. Periods ↑</td>
<td>-</td>
<td>+10</td>
<td>40</td>
<td>44</td>
</tr>
<tr>
<td>No. Periods ↓</td>
<td>-</td>
<td>-10</td>
<td>40</td>
<td>36</td>
</tr>
<tr>
<td>No. Periods ↓</td>
<td>-</td>
<td>-15</td>
<td>40</td>
<td>34</td>
</tr>
<tr>
<td>No. Periods ↓</td>
<td>-</td>
<td>-20</td>
<td>40</td>
<td>32</td>
</tr>
<tr>
<td>Grid Rotation</td>
<td>°</td>
<td>-</td>
<td>0</td>
<td>45</td>
</tr>
</tbody>
</table>

*Table 7.7: Numerical aspects that were investigated during the uncertainty assessment.*

### 7.2.4.4 Geometric Parameters

It can be expected that variations in the geometric characteristics of the entire simulated geometry would greatly affect the simulation results. Therefore, the following parameters were examined:
• **Sample translation and rotation along the suspension rods:** Even though the utmost care was taken and high precision drills were employed while forming the holes in the focus distortion samples, that would house the suspension rods, this process was very challenging, particularly for the cylindrical and spherical samples. Should these holes not be perfectly centered and perpendicular to each other, the sample would be suspended at a shifted position and angle relative to the transducer and the geometric focus. This would result in the sample not being symmetrically positioned around the propagation axis and yielding a different interference pattern to the expected one. Therefore, evaluation simulations were performed where the sample was translated/rotated along/around each of the two suspension rods. Furthermore, additional evaluation simulation were performed where the sample was translated along the propagation axis.

• **Sample dimensions:** As discussed in Section 7.2.1.3 and shown in Table 7.3, the sample dimensions were measured with a ±0.1 mm accuracy. However, this variation cannot be taken into account as the minimum grid-step in the computational grid was set to 0.25 mm (see Section 7.2.3). Nevertheless, for an acoustic wavelength of ca. 2.73 mm, potential inaccuracies of this order are smaller than $\lambda/27$ and can be safely dismissed. Thus, this uncertainty was not included into the analysis.

• **Transducer curvature radius and aperture width:** Per the specifications of the transducer’s manufacturer (Imasonic, France), the transducer’s curvature radius and aperture width cannot be defined with absolute precision and an uncertainty is given for these dimensions. However, as discussed in Section 2.2.2.2, these characteristics define the focal depth of the transducer (and therefore the location of the geometric focus) and the size of the focal region. As these quantities are pivotal to the characteristics of the acoustic pressure distribution, they were varied within the uncertainty limits defined by the manufacturer.

The geometrical aspects described above and the reference and evaluation values of these parameters are summarized in Table 7.8.

### 7.2.5 Comparison in Homogeneous Setup

Initial comparisons were performed with a homogeneous setup, i.e., in the absence of a focus distorting sample and the plexiglass suspension rods detailed in Section 7.2.1.1. Two studies in setups involving the focus distorting samples discussed in Section 7.2.1.3, namely the smaller Delrin cylinder and Polyurethane block, are presented in Sections 7.2.6 and 7.2.7 respectively.
Table 7.8: Geometrical parameters that were investigated during the uncertainty assessment for the geometries involved in the measurement setups.

A full uncertainty analysis, as described in Section 7.2.4, was performed for this case and is presented in Section 7.2.5.1. The comparison between the measured and simulated pressure distributions was performed with the gamma method, which is presented in Section 7.2.5.2. Finally, the comparison results for this case are outlined in Section 7.2.5.3.

7.2.5.1 Uncertainty Analysis

In addition to the connected-component analysis described in Section 7.2.4, an automated local-maxima analysis was performed for the case of the homogeneous setup in order to ascertain the local distortion of the focal region as a result of the varying parameters in each reference-evaluation simulation pair.

In this secondary analysis, the peak absolute pressure was identified and the distributions were thresholded between 25% and 50% of that peak pressure thus removing the primary focal region that was analyzed in the connected-component analysis (see Section 7.2.4). Subsequently, all local maxima were extracted within this thresholded distribution, and, based on their intensity and relative location, 5 maxima denoting secondary focal regions were automatically identified. These maxima, named SS, SW, SE, NW, and NE can be seen in Figure 7.10.
7.2. Experimental Validation

Figure 7.10: Cross-section of absolute pressure amplitude through the location of the peak for the reference simulation of the homogeneous setup case (a). The local maxima named SS, SW, SE, NW, and NE, extracted in order to ascertain the local distortion effects of the focal region, are marked as white points (b), while the center of the focal region as extracted in the connected-component analysis (see Section 7.2.4), is marked as a black point.

The coordinates of these local maxima were identified for each reference-evaluation simulation pair. The shift of the primary focal region’s connected component center (see Section 7.2.4) was used to ‘correct’ the absolute shifts of these local maxima in order to obtain the local shifts and ascertain the focal region distortion. These corrected shifts were calculated for each reference-evaluation simulation pair and were included in the uncertainty analysis for the homogeneous setup case.

The results of the uncertainty analysis for the different material, numerical, and geometrical parameters detailed in Section 7.2.4, were grouped and summarized in Tables 7.9, 7.10, and 7.11 respectively.

As can be seen in Table 7.9, the only material parameter with a notable influence on the simulation results was the sound speed $c$ of water, while the attenuation coefficient $\alpha$ and density $\rho$ had little to no effect. This behavior can be attributed to the fact that the acoustic wavelength in a medium is directly dependent on the acoustic frequency and the medium’s...
Table 7.9: Results of the uncertainty analysis for the material parameters (see Table 7.6) investigated in the homogeneous setup. The value of each parameter for both the reference (Ref.) and evaluation (Eval.) simulations as well as the variation between the two (Δ) can be seen. The impact of this parameter variation on the focal region's peak absolute pressure (P), and absolute focal shift (SS, SW, SE, NW, NE), volume (V), and focal region distortion (f_P, f_SS, f_SW, f_SE, f_NW, f_NE, f_V, f_D) can also be seen. Lastly, the sensitivity factors (f_P, f_SS, f_SW, f_SE, f_NW, f_NE, f_V, f_D) resulting from the uncertainty analysis can be seen for all investigated variables.

<table>
<thead>
<tr>
<th>Material Param.</th>
<th>Unit</th>
<th>Ref.</th>
<th>Eval.</th>
<th>Δ</th>
<th>f_P</th>
<th>f_SS</th>
<th>f_SW</th>
<th>f_SE</th>
<th>f_NW</th>
<th>f_NE</th>
<th>f_V</th>
<th>f_D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>m/s</td>
<td>1500</td>
<td>1515</td>
<td>1%</td>
<td>-0.09</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.20</td>
<td>0.20</td>
<td>0.21</td>
<td>0.00</td>
</tr>
<tr>
<td>Np/m</td>
<td>-</td>
<td>0.0076</td>
<td>0.007676</td>
<td>1%</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>kg/m³</td>
<td>-</td>
<td>1000</td>
<td>1010</td>
<td>1%</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
7.2. Experimental Validation

<table>
<thead>
<tr>
<th>Param.</th>
<th>Unit</th>
<th>Ref</th>
<th>Eval</th>
<th>$\Delta_P$ [dB]</th>
<th>$\Delta_{SS}$ [\lambda]</th>
<th>$\Delta_{SW}$ [\lambda]</th>
<th>$\Delta_{SE}$ [\lambda]</th>
<th>$\Delta_{NW}$ [\lambda]</th>
<th>$\Delta_{NE}$ [\lambda]</th>
<th>$\Delta_V$ [dB]</th>
<th>$\Delta_D$ [\lambda]</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. PML Layers ↑</td>
<td>-</td>
<td>16</td>
<td>20</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>No. PML Layers ↓</td>
<td>-</td>
<td>16</td>
<td>12</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Grid Step ↑</td>
<td>mm</td>
<td>0.25</td>
<td>0.3</td>
<td>-0.24</td>
<td>0.14</td>
<td>0.26</td>
<td>0.26</td>
<td>0.05</td>
<td>0.10</td>
<td>-0.74</td>
<td>0.44</td>
</tr>
<tr>
<td>Grid Step ↑</td>
<td>mm</td>
<td>0.25</td>
<td>0.2875</td>
<td>-0.24</td>
<td>0.13</td>
<td>0.19</td>
<td>0.19</td>
<td>0.07</td>
<td>0.05</td>
<td>-0.18</td>
<td>0.32</td>
</tr>
<tr>
<td>Grid Step ↑</td>
<td>mm</td>
<td>0.25</td>
<td>0.275</td>
<td>-0.19</td>
<td>0.03</td>
<td>0.06</td>
<td>0.07</td>
<td>0.15</td>
<td>0.14</td>
<td>-0.08</td>
<td>0.18</td>
</tr>
<tr>
<td>Grid Step ↓</td>
<td>mm</td>
<td>0.25</td>
<td>0.225</td>
<td>-0.08</td>
<td>0.11</td>
<td>0.09</td>
<td>0.05</td>
<td>0.12</td>
<td>0.13</td>
<td>0.15</td>
<td>0.13</td>
</tr>
<tr>
<td>Grid Step ↓</td>
<td>mm</td>
<td>0.25</td>
<td>0.2125</td>
<td>-0.17</td>
<td>0.15</td>
<td>0.16</td>
<td>0.16</td>
<td>0.19</td>
<td>0.19</td>
<td>0.32</td>
<td>0.23</td>
</tr>
<tr>
<td>Grid Step ↓</td>
<td>mm</td>
<td>0.25</td>
<td>0.1875</td>
<td>-0.09</td>
<td>0.19</td>
<td>0.13</td>
<td>0.13</td>
<td>0.35</td>
<td>0.36</td>
<td>0.14</td>
<td>0.32</td>
</tr>
<tr>
<td>Grid Step ↓</td>
<td>mm</td>
<td>0.25</td>
<td>0.175</td>
<td>-0.10</td>
<td>0.18</td>
<td>0.12</td>
<td>0.12</td>
<td>0.32</td>
<td>0.32</td>
<td>0.21</td>
<td>0.39</td>
</tr>
<tr>
<td>No. Periods ↑</td>
<td>-</td>
<td>40</td>
<td>48</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>No. Periods ↑</td>
<td>-</td>
<td>40</td>
<td>46</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>No. Periods ↓</td>
<td>-</td>
<td>40</td>
<td>44</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>-0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>No. Periods ↓</td>
<td>-</td>
<td>40</td>
<td>36</td>
<td>0.00</td>
<td>0.09</td>
<td>0.18</td>
<td>0.18</td>
<td>0.18</td>
<td>0.18</td>
<td>0.00</td>
<td>0.09</td>
</tr>
<tr>
<td>No. Periods ↓</td>
<td>-</td>
<td>40</td>
<td>34</td>
<td>0.00</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.29</td>
<td>0.29</td>
<td>0.00</td>
<td>0.09</td>
</tr>
<tr>
<td>No. Periods ↓</td>
<td>-</td>
<td>40</td>
<td>32</td>
<td>0.00</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.29</td>
<td>0.29</td>
<td>0.00</td>
<td>0.09</td>
</tr>
<tr>
<td>Grid Rotation</td>
<td>°</td>
<td>0</td>
<td>45</td>
<td>-0.79</td>
<td>0.40</td>
<td>0.27</td>
<td>0.27</td>
<td>1.60</td>
<td>1.60</td>
<td>1.58</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Table 7.10: Results of the uncertainty analysis for the numerical parameters (see Table 7.7) investigated in the homogeneous setup. The value of each parameter for both the reference (Ref.) and evaluation (Eval.) simulations can be seen. The impact of this parameter variation on the focal region’s peak absolute pressure ($\Delta_P$), focal region distortion ($\Delta_{SS}$, $\Delta_{SW}$, $\Delta_{SE}$, $\Delta_{NW}$, $\Delta_{NE}$), volume ($\Delta_V$), and absolute focal shift ($\Delta_D$) can also be seen. It should be noted that given the nature of these parameters, the calculation of sensitivity factors and uncertainty was not applicable and was therefore omitted.

speed of sound (see Equation 1.1). Such changes in the the acoustic wavelength may alter the interference patterns between the different wavefronts, a phenomenon detailed in Section 1.1.3.5, and result in significantly different acoustic pressure distributions.

In terms of the uncertainties pertaining to the numerical aspects of the homogeneous setup simulations (see Table 7.10), it can be seen that the uncertainty analysis was dominated by the case of the grid-rotation were the entire setup was rotated by 45° (see Section 7.2.4.3). These large uncertainties can be attributed to numerical dispersion effects, described in Section 5.1.3, which become prominent when the setup is positioned at oblique angles to the cartesian axes. Amelioration of such effects would require higher grid resolutions, i.e., discretization, of the simulated setup.

Similarly, a noticeable impact was observed when varying the grid-step, and thus the resolution of the computational domain. It should, however, be noted that decreasing the grid-step, thus increasing resolution, yielded a more modest impact on the simulation results than was observed with a decrease in resolution. In particular, the observed deviations (see Table 7.10), appear to converge with increasing resolution to values similar
Table 7.11: Results of the uncertainty analysis for the geometrical parameters (see Table 7.8) investigated in the homogeneous setup. The value of each parameter for both the reference (Ref.) and evaluation (Eval.) simulations as well as the variation between the two can be seen. The impact of this parameter variation had on the focal region's peak absolute pressure ($P$), focal region distortion ($SS$, $SW$, $SE$, $NW$, $NE$), volume ($V$), and absolute focal shift ($D$) can also be seen. Lastly, the sensitivity factors ($f_P$, $f_{SS}$, $f_{SW}$, $f_{SE}$, $f_{NW}$, $f_{NE}$) resulting from the uncertainty analysis can be seen for all investigated variables.

<table>
<thead>
<tr>
<th>Curvature Radius</th>
<th>$\text{mm}$</th>
<th>64</th>
<th>66</th>
<th>2</th>
<th>0.3</th>
<th>0.18</th>
<th>0.18</th>
<th>0.29</th>
<th>0.29</th>
<th>1.09</th>
<th>0.64</th>
<th>-0.15</th>
<th>0.14</th>
<th>0.09</th>
<th>0.09</th>
<th>0.14</th>
<th>0.14</th>
<th>0.55</th>
<th>0.32</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aperture Width</td>
<td>$\text{mm}$</td>
<td>80</td>
<td>80.2</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Curvature Radius</td>
<td>$\text{mm}$</td>
<td>64</td>
<td>62</td>
<td>-2</td>
<td>0.22</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.18</td>
<td>0.18</td>
<td>-1.02</td>
<td>0.64</td>
<td>-0.11</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.09</td>
<td>0.09</td>
<td>0.51</td>
</tr>
</tbody>
</table>
to those observed for the reference simulation. Thus in order to calculate the uncertainty contribution for this particular case a nonlinear fit was performed on the observed deviations and given that this uncertainty was an offset rather than a symmetrical errors, the calculated value was multiplied by 2 to account for either an increase or decrease in the investigated variables.

Lastly, in regards to the investigated geometrical parameters, it can be seen that variations in the geometrical characteristics of the transducer can yield a significant uncertainty in the simulation results. Of course, that can be attributed to the fact that the curvature radius and aperture width of a spherically-focused single element transducer directly affect the characteristics of the focal region as was detailed in Sections 2.2.2.2 and 2.3. The fact that these large deviations were observed when varying these parameters within the transducer’s manufacturing uncertainty, as was discussed in Section 7.2.4.4, suggests that precise characterization of the measurement setup is pivotal to the accuracy of the results.

Uncertainty budgets were compiled from the findings in Tables 7.9, 7.10, and 7.11 in order to calculate the final uncertainty contribution of each parameter in the homogeneous setup. The uncertainty budgets for the investigated material, numerical, and geometrical parameters can be seen in Tables 7.12, 7.13, and 7.14 respectively.

It should be noted that for the majority of examined parameters these tables were compiled by selecting the absolute maximum uncertainty contribution for each of the investigated variables, i.e., focal region peak pressure, local maxima shifts, volume, and focal shift that resulted from the decrease or increase of each investigated parameter. In the case of the focal distortion uncertainty, the maximum uncertainty contribution of the local-maxima shift evaluations was considered. Lastly, in the case of parameters like the number of simulated periods and grid-step (see Section 7.2.4.3), as the values of the examined variables appear to converge with increasing number of periods and resolution respectively, the deviation between the case with the greatest number of periods/resolution and the reference simulation was selected instead.

The combined and expanded (k=2) uncertainties for the simulation and measurement setup are presented in Tables 7.15 and 7.16, while Table 7.17 shows the total combined uncertainty resulting from the uncertainties in both the simulated and measurement setups.

Given the precise nature of the simulated setup in regards to geometrical and material parameters, the uncertainty contribution of those parameters was considered to be part of the measurement uncertainty budget. The reason for this was that while the precise material properties and geometrical attributes of the water medium, the plexiglass rods, and the material samples could be precisely defined in the simulated setups, this precision would not be feasible in the measurement setups. Thus, the simulation uncertainty budget presented in Table 7.15 contained only the uncertainty contributions of the numerical parameters presented in Table 7.10. However, the uncertainty budget of the measurement
setup presented in Table 7.16 comprised the uncertainty contributions of the measurement components (Table 7.5), the material parameters (Table 7.9), as well as geometrical parameters (Table 7.11).

It should also be noted that the total simulation uncertainty only included the focal region peak pressure uncertainty, the maximum absolute positional uncertainty, and the maximum uncertainty of the local maxima shifts which was considered as the focal distortion uncertainty.

7.2.5.2 Gamma Method

In order to compare the 3D absolute pressure distributions between measurements and the corresponding simulations, the gamma dose distribution comparison method [508, 509], from here on referred to simply as the ‘gamma method’, was employed. Since its introduction by Low et al. [508], this method has been extensively employed in the explicit verification of radiotherapy plans [510–513].

This method performs a comparison between 3D distributions for each point in the reference distribution, which in this case is the measured absolute pressure distribution, against an evaluated distribution, i.e., the simulation results. Comparison is performed in both the ‘dose’ and spatial domain by combining a distance-to-agreement (DTA), and a dose-difference (DD) criterium calculating a $\gamma$ index for each reference point. A $\gamma$ index below 1.0 signifies agreement between the two distributions at a particular reference point for the given DTA and DD criteria, while larger values indicate disagreement. A detailed description of this method can be found in [508, 509, 514].

The gamma method is akin to the classic uncertainty analysis [515], which determines whether a certain simulation point agrees with the corresponding measurement point within the (expanded) combined uncertainty. The two differences are:

- Instead of always comparing the simulation and measurement points at the same location while considering the position uncertainty as a value uncertainty based on the local gradient, the gamma method gives more freedom in finding corresponding points and penalizes the distance disagreement based on the positioning uncertainty. These two uncertainties are finally combined in a root-sum-square manner making the local gamma agreement value very comparable to a normalized combined uncertainty based agreement analysis.

- The gamma method provides a natural way of visualizing the spatial variation of the measurement-simulation agreement, while a simple absolute or relative difference has a tendency of automatically highlighting regions with high gradients.
### Table 7.12: Uncertainty budget for the material parameters (see Table 7.6) investigated in the homogeneous setup. The variation ($\Delta$), standard deviation ($\sigma$), and distribution shape (Normal/Rectangular - N/R) of each parameter can be seen. In addition, the sensitivity factors ($f_P, f_{SS}, f_{SW}, f_{SE}, f_{NW}, f_{NE}, f_V, f_D$), and the calculated uncertainties ($U_P, U_{SS}, U_{SW}, U_{SE}, U_{NW}, U_{NE}, U_V, U_D$) can be seen for all investigated variables.

<table>
<thead>
<tr>
<th>Material</th>
<th>Param.</th>
<th>$\Delta$</th>
<th>$\sigma$</th>
<th>N/R</th>
<th>$f_P$ [dB/%]</th>
<th>$f_{SS}$ [%]</th>
<th>$f_{SW}$ [%]</th>
<th>$f_{SE}$ [%]</th>
<th>$f_{NW}$ [%]</th>
<th>$f_{NE}$ [%]</th>
<th>$f_{V}$ [dB]</th>
<th>$U_P$ [dB]</th>
<th>$U_{SS}$ [\lambda]</th>
<th>$U_{SW}$ [\lambda]</th>
<th>$U_{SE}$ [\lambda]</th>
<th>$U_{NW}$ [\lambda]</th>
<th>$U_{NE}$ [\lambda]</th>
<th>$U_V$ [dB]</th>
<th>$U_D$ [\lambda]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>$c$</td>
<td>1%</td>
<td>15</td>
<td>N</td>
<td>-0.09</td>
<td>0.09</td>
<td>0.18</td>
<td>0.18</td>
<td>0.20</td>
<td>0.20</td>
<td>0.27</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.18</td>
<td>0.18</td>
<td>0.20</td>
<td>0.20</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>$\alpha$</td>
<td>1%</td>
<td>7.6e-5</td>
<td>N</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>$\rho$</td>
<td>1%</td>
<td>10</td>
<td>N</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Combined Uncertainty</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Expanded Uncertainty (k=2)</td>
<td></td>
<td></td>
<td></td>
<td>0.09</td>
<td>0.09</td>
<td>0.18</td>
<td>0.18</td>
<td>0.20</td>
<td>0.20</td>
<td>0.27</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.18</td>
<td>0.18</td>
<td>0.20</td>
<td>0.20</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.18</td>
<td>0.18</td>
<td>0.37</td>
<td>0.37</td>
<td>0.41</td>
<td>0.41</td>
<td>0.54</td>
<td>0.18</td>
<td>0.18</td>
<td>0.37</td>
<td>0.41</td>
<td>0.41</td>
<td>0.54</td>
<td>0.18</td>
<td>0.54</td>
</tr>
</tbody>
</table>
7. Validation

Table 7.13: Uncertainty budget for the numerical parameters (see Table 7.7) investigated in the homogeneous setup. The calculated uncertainties ($U_P$, $U_{SS}$, $U_{SW}$, $U_{SE}$, $U_{NW}$, $U_{NE}$, $U_V$, $U_D$) can be seen for all investigated variables. It should be noted that given the nature of these parameters, the calculation of sensitivity factors was not applicable and was therefore omitted.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>No. PML Layers</td>
<td>N</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Grid Step</td>
<td>R</td>
<td>0.11</td>
<td>0.21</td>
<td>0.14</td>
<td>0.14</td>
<td>0.37</td>
<td>0.37</td>
<td>0.24</td>
<td>0.64</td>
</tr>
<tr>
<td>No. Periods</td>
<td>N</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.07</td>
<td>0.07</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Grid Rotation</td>
<td>R</td>
<td>0.46</td>
<td>0.23</td>
<td>0.16</td>
<td>0.16</td>
<td>0.92</td>
<td>0.92</td>
<td>0.91</td>
<td>0.53</td>
</tr>
<tr>
<td>Combined Uncertainty</td>
<td></td>
<td>0.47</td>
<td>0.31</td>
<td>0.21</td>
<td>0.21</td>
<td>1.00</td>
<td>1.00</td>
<td>0.94</td>
<td>0.83</td>
</tr>
<tr>
<td>Expanded Uncertainty (k=2)</td>
<td></td>
<td>0.78</td>
<td>0.51</td>
<td>0.35</td>
<td>0.35</td>
<td>1.65</td>
<td>1.65</td>
<td>1.55</td>
<td>1.36</td>
</tr>
</tbody>
</table>

7.2.5.3 Results

In the interest of defining the DD and DTA tolerances for use in the gamma method comparison described above, the expanded (k=2) total uncertainty in focal region peak pressure $U_P$ and focal distortion $U_\Delta$ were used. As can be seen in Table 7.17, a $k = 2$ uncertainty would result in a DD tolerance of 1.04 dB or 12.72%, while the DTA tolerance was calculated at 1.88λ with λ being the acoustic wavelength in water for the given setup.

Prior to comparing the measured and simulated pressure distributions, the latter was normalized in order to account for the lack of absolute pressure measurements. Following registration of the two datafields, as described in Section 7.2.4.1, the deposited acoustic energy was calculated within the measurement volume based on Equation 1.16. Subsequently, the same quantity was calculated in a matching volume in the simulated datafield. Normalization was then performed by multiplying the simulated pressure field by a factor $f$ calculated as shown below:

$$f = \frac{P_{\text{measurement}}}{P_{\text{simulation}}}$$  \hspace{1cm} (7.3)

where $P_{\text{measurement}}$ is the integrated deposited acoustic energy within the measured volume and $P_{\text{simulation}}$ is the same quantity calculated in a matching volume on the simulated distribution.

The gamma method comparison results can be seen in Figure 7.11. Perfect agreement can be seen for these tolerances as all $\gamma$ indices lie below a value of 1.0. The minor disagreements, within the uncertainty, observed between the two pressure distributions can
### Table 7.14: Uncertainty budget for the geometrical parameters (see Table 7.8) investigated in the homogeneous setup. The variation ($\Delta$), standard deviation ($\sigma$), and distribution shape (Normal/Rectangular - N/R) of each parameter can be seen. In addition, the sensitivity factors ($f_P$, $f_{SS}$, $f_{SW}$, $f_{SE}$, $f_{NW}$, $f_{NE}$, $f_V$, $f_D$), and the calculated uncertainties ($U_P$, $U_{SS}$, $U_{SW}$, $U_{SE}$, $U_{NW}$, $U_{NE}$, $U_V$, $U_D$) can be seen for all investigated variables.

<table>
<thead>
<tr>
<th>Param.</th>
<th>$\Delta$</th>
<th>$\sigma$</th>
<th>N/R</th>
<th>$f_P$ [dB/mm]</th>
<th>$f_{SS}$ [(/\lambda/mm)]</th>
<th>$f_{SW}$ [(/\lambda/mm)]</th>
<th>$f_{SE}$ [(/\lambda/mm)]</th>
<th>$f_{NW}$ [(/\lambda/mm)]</th>
<th>$f_{NE}$ [(/\lambda/mm)]</th>
<th>$f_V$ [dB]</th>
<th>$f_D$ [dB]</th>
<th>$U_P$ [(/\lambda)]</th>
<th>$U_{SS}$ [(/\lambda)]</th>
<th>$U_{SW}$ [(/\lambda)]</th>
<th>$U_{SE}$ [(/\lambda)]</th>
<th>$U_{NW}$ [(/\lambda)]</th>
<th>$U_{NE}$ [(/\lambda)]</th>
<th>$U_V$ [(/\lambda)]</th>
<th>$U_D$ [(/\lambda)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Curvature Radius</td>
<td>2 mm</td>
<td>0.15</td>
<td>R</td>
<td>-0.15</td>
<td>0.14</td>
<td>0.10</td>
<td>0.14</td>
<td>0.14</td>
<td>0.55</td>
<td>0.32</td>
<td>0.18</td>
<td>0.16</td>
<td>0.12</td>
<td>0.12</td>
<td>0.17</td>
<td>0.17</td>
<td>0.63</td>
<td>0.37</td>
<td></td>
</tr>
<tr>
<td>Aperture Width</td>
<td>0.2 mm</td>
<td>0.2</td>
<td>R</td>
<td>0.78</td>
<td>0.46</td>
<td>0.00</td>
<td>0.00</td>
<td>0.65</td>
<td>0.65</td>
<td>-1.11</td>
<td>0.09</td>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
<td>0.07</td>
<td>0.07</td>
<td>0.13</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Combined Uncertainty</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.20</td>
<td>0.17</td>
<td>0.12</td>
<td>0.12</td>
<td>0.18</td>
<td>0.18</td>
<td>0.64</td>
<td>0.37</td>
<td></td>
</tr>
<tr>
<td>Expanded Uncertainty (k=2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.33</td>
<td>0.28</td>
<td>0.20</td>
<td>0.20</td>
<td>0.30</td>
<td>0.30</td>
<td>1.07</td>
<td>0.61</td>
<td></td>
</tr>
</tbody>
</table>
### Table 7.15: Combined and expanded (k=2) simulation uncertainty budget for the homogeneous setup.

<table>
<thead>
<tr>
<th></th>
<th>( U_P ) [dB]</th>
<th>( U_{SS} ) [( \lambda )]</th>
<th>( U_{SW} ) [( \lambda )]</th>
<th>( U_{SE} ) [( \lambda )]</th>
<th>( U_{NW} ) [( \lambda )]</th>
<th>( U_{NE} ) [( \lambda )]</th>
<th>( U_V ) [dB]</th>
<th>( U_D ) [( \lambda )]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comb. Num. Uncert. (Table 7.13)</td>
<td>0.47</td>
<td>0.31</td>
<td>0.21</td>
<td>0.21</td>
<td>1.00</td>
<td>1.00</td>
<td>0.94</td>
<td>0.83</td>
</tr>
<tr>
<td>Comb. Sim. Uncert.</td>
<td>0.47</td>
<td>0.31</td>
<td>0.21</td>
<td>0.21</td>
<td>1.00</td>
<td>1.00</td>
<td>0.94</td>
<td>0.83</td>
</tr>
<tr>
<td>Exp. Sim. Uncert. (k=2)</td>
<td>0.78</td>
<td>0.51</td>
<td>0.35</td>
<td>0.35</td>
<td>1.65</td>
<td>1.65</td>
<td>1.55</td>
<td>1.36</td>
</tr>
</tbody>
</table>

### Table 7.16: Combined and expanded (k=2) measurement uncertainty budget for the homogeneous setup.

<table>
<thead>
<tr>
<th></th>
<th>( U_P ) [dB]</th>
<th>( U_{max}^{\text{shift}} ) [( \lambda )]</th>
<th>( U_\Delta ) [( \lambda )]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comb. Mat. Uncert. (Table 7.12)</td>
<td>0.09</td>
<td>0.09</td>
<td>0.20</td>
</tr>
<tr>
<td>Comb. Geom. Uncert. (Table 7.14)</td>
<td>0.20</td>
<td>0.37</td>
<td>0.18</td>
</tr>
<tr>
<td>Comb. Meas. Setup Uncert. (Table 7.5)</td>
<td>0.29</td>
<td>0.37</td>
<td>0.37</td>
</tr>
<tr>
<td>Comb. Meas. Uncert.</td>
<td>0.36</td>
<td>0.53</td>
<td>0.46</td>
</tr>
<tr>
<td>Exp. Meas. Uncert. (k=2)</td>
<td>0.69</td>
<td>0.98</td>
<td>0.90</td>
</tr>
</tbody>
</table>

### Table 7.17: Combined and expanded (k=2) total uncertainty budget for the homogeneous setup.

<table>
<thead>
<tr>
<th></th>
<th>( U_P ) [dB]</th>
<th>( U_{max}^{\text{shift}} ) [( \lambda )]</th>
<th>( U_\Delta ) [( \lambda )]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comb. Sim. Uncert.</td>
<td>0.47</td>
<td>0.83</td>
<td>1.00</td>
</tr>
<tr>
<td>Comb. Meas. Uncert.</td>
<td>0.36</td>
<td>0.53</td>
<td>0.46</td>
</tr>
<tr>
<td>Comb. Total Uncert.</td>
<td>0.60</td>
<td>0.98</td>
<td>1.10</td>
</tr>
<tr>
<td>Exp. Total Uncert. (k=2)</td>
<td>1.04</td>
<td>1.68</td>
<td>1.88</td>
</tr>
</tbody>
</table>

**Note:** The tables summarize the uncertainty budget for various components of the simulation and measurement processes, with specific values for each uncertainty component. The results are presented in dB and \( \lambda \), indicating the magnitude of the uncertainty in power and wavelength, respectively.
be attributed to the coarse resolution employed in the measurements as well as manufac-
turing deviations in the measurement equipment.

7.2.5.4 Conclusions

The detailed validation between measurements in a homogeneous experimental setup and
matching simulations using the solver detailed in this work was presented in this sec-
tion. An extensive uncertainty analysis was performed where the sensitivity and impact
of each parameter pertaining to the measurement setup were quantified. The results of the
uncertainty analysis were then used to perform a comparison between the measured and
simulated pressure fields using the Gamma method where perfect agreement, within the
defined tolerances, was accrued.
Figure 7.11: Gamma method comparison results for the homogeneous measurement setup, a DTA tolerance of 1.88λ, and a DD tolerance of 1.04 dB or 12.72% (as calculated during the uncertainty analysis, see Table 7.17). The normalized pressure resulting from the measurements (a) and the simulation (b) can be seen plotted on a plane through the maximum, while (c) shows the corresponding γ indices. Perfect agreement can be seen for these tolerances as all γ indices lie below a value of 1.0.
7.2.6 Comparison in Delrin Setup

In the cases involving focus distorting samples, a qualitative comparison between measurements and simulations was performed. The reason for this was the large topological changes in the pressure distributions, induced by small variations in the relevant parameters, which precluded the usage of the gamma method.

The impact of the investigated parameters on the pressure distributions will be detailed in the next section.

Figure 7.12 shows the measured and simulated normalized pressure distributions on a plane through the location of the maximum measured pressure and the matching simulated cross-section. As can be seen, the major features of the interference pattern are well reproduced between measurements and simulations. These include the peak pressure in the focal region, the concentric rings around it, as well as the influence of the suspension rods on the distribution which appear as ‘breaks’ in the outer concentric rings.

The blur in the measured pressure fields can be attributed to the relatively coarse measurement resolution of $\lambda/5$ as opposed to a simulation grid-step of $\lambda/11$. Other differences between measurements and simulations, such as slightly different focal shifts, deviation in the concentric ring locations, and changes in the secondary lobe widths, can be elucidated when considering the results of the uncertainty analysis which is presented in the next section.

7.2.6.1 Uncertainty Analysis

The aforementioned large topological changes in the pressure distributions precluded the secondary uncertainty analysis involving local-maxima that was performed for the case of the homogeneous setup (see Section 7.2.5.1). Therefore, the uncertainty analysis was limited to the connected-component approach described in Section 7.2.4.

The results of the uncertainty analysis for the material, numerical, and geometrical parameters (see Section 7.2.4), were appropriately grouped and summarized in Tables 7.18, 7.19, and 7.20 respectively.

Similarly to the case of the homogeneous setup discussed in Section 7.2.5.3, the material parameter uncertainties presented in Table 7.18 are dominated by changes in the sound speed $c$ of the different media, most notably that of water and delrin. As was outlined in the aforementioned section, such variations can be attributed to the alteration of the interference pattern due to changes in the acoustic wavelength. This effect can be seen in Figure 7.13, where the absolute pressure distribution is compared between the reference simulation of the delrin setup and the evaluation simulation where the sound speed of the delrin sample was decreased by 5%. As can be seen, very significant distortion of the focal region can be seen which justifies the resulting uncertainties.
Figure 7.12: Qualitative comparison of the measured (a) and simulated (b) normalized pressure distributions in the setup with the smaller Delrin cylinder. The distributions are shown plotted on a plane through the location of the maximum measured pressure and the matching simulated cross-section. Good agreement in the major features of the interference pattern can be seen.
Figure 7.13: Visual comparison of the absolute pressure distributions between the Delrin setup reference simulation (a) and the evaluation simulation where the sound-speed \( c \) of the Delrin sample was increased by 5\% (b). The notable distortion of the pressure field can be attributed to the fact that the acoustic wavelength in a medium is directly dependent on the acoustic frequency and the medium’s speed of sound (see Equation 1.1). Such changes in the acoustic wavelength may alter the interference patterns between the different wavefronts and result in significantly different distributions of acoustic pressure (see Section 1.1.3.5).
Table 7.18: Results of the uncertainty analysis for the material parameters (see Table 7.6) investigated in the Delrin setup. The value of each parameter for both the reference (Ref.) and evaluation (Eval.) simulations as well as the variation between the two ($\Delta$) can be seen. The impact of this parameter variation had on the focal region’s peak absolute pressure ($P$), focal shift ($D$), volume ($V$) can also be seen. Lastly, the sensitivity factors ($f_P$, $f_D$, and $f_V$) resulting from the uncertainty analysis can be seen for all three investigated variables.

As can be seen in Table 7.19, the primary numerical uncertainties were observed due to the decrease of the computational domain’s resolution and the grid-rotation which is in accordance to the findings in the homogeneous setup (see Section 7.2.5). A visual comparison of the pressure distributions between the reference simulation and the evaluation simulation where the grid-step was increased by 10% can be seen in Figure 7.14 where a narrowing of the focal region and a decrease in its peak pressure can be seen.

In terms of the geometrical uncertainties shown in Table 7.20, it can be seen that the majority of the investigated parameters have a severe impact on the resulting pressure distribution. It can be seen that geometric changes in the piezoelectric element of the transducer can adversely affect the location, size, and intensity of the focal region as can be expected. As discussed prior, amelioration of these effects would require more precise characterization of the transducer by the manufacturer.

Translation of the focus distorting sample along the rods around was also shown to significantly impact the distributions. However, the uncertainty is dominated by translation.
7.2. Experimental Validation

### Table 7.19: Results of the uncertainty analysis for the numerical parameters investigated in the Delrin setup. The value of each parameter for both the reference (Ref.) and evaluation (Eval.) simulations as well as the variation between the two (Δ) can be seen. The impact of this parameter variation had on the focal region’s peak absolute pressure (Δ_P), focal shift (Δ_D), volume (Δ_V) can also be seen. It should be noted that given the nature of these parameters, the calculation of sensitivity factors and uncertainty was not applicable and was therefore omitted.

<table>
<thead>
<tr>
<th>Param.</th>
<th>Unit</th>
<th>Ref</th>
<th>Eval</th>
<th>Δ_P [dB]</th>
<th>Δ_D [λ]</th>
<th>Δ_V [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. PML Layers ↑</td>
<td>-</td>
<td>16</td>
<td>20</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>No. PML Layers ↓</td>
<td>-</td>
<td>16</td>
<td>12</td>
<td>0.00</td>
<td>0.00</td>
<td>-0.01</td>
</tr>
<tr>
<td>Grid Step ↑</td>
<td>mm</td>
<td>0.25</td>
<td>0.275</td>
<td>-1.02</td>
<td>0.08</td>
<td>1.48</td>
</tr>
<tr>
<td>Grid Step ↓</td>
<td>mm</td>
<td>0.25</td>
<td>0.225</td>
<td>0.21</td>
<td>0.03</td>
<td>-0.72</td>
</tr>
<tr>
<td>No. Periods ↑</td>
<td>-</td>
<td>40</td>
<td>44</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>No. Periods ↓</td>
<td>-</td>
<td>40</td>
<td>36</td>
<td>0.01</td>
<td>0.00</td>
<td>0.27</td>
</tr>
<tr>
<td>Grid Rotation</td>
<td>°</td>
<td>0</td>
<td>45</td>
<td>0.61</td>
<td>0.48</td>
<td>-0.45</td>
</tr>
</tbody>
</table>

### Table 7.20: Results of the uncertainty analysis for the geometrical parameters investigated in the Delrin setup. The value of each parameter for both the reference (Ref.) and evaluation (Eval.) simulations as well as the variation between the two (Δ) can be seen. The impact of this parameter variation had on the focal region’s peak absolute pressure (Δ_P), focal shift (Δ_D), volume (Δ_V) can also be seen. Lastly, the sensitivity factors (f_P, f_D, and f_V) resulting from the uncertainty analysis can be seen for all three investigated variables.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Transducer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Curvature Radius ↑</td>
<td>mm</td>
<td>64</td>
<td>66</td>
<td>2</td>
<td>1.09</td>
<td>-2.12</td>
<td>0.54</td>
<td>0.14</td>
<td>-1.06</td>
</tr>
<tr>
<td>Curvature Radius ↓</td>
<td>mm</td>
<td>64</td>
<td>62</td>
<td>-2</td>
<td>-0.89</td>
<td>-0.32</td>
<td>1.87</td>
<td>0.45</td>
<td>-0.93</td>
</tr>
<tr>
<td>Aperture Width ↑</td>
<td>mm</td>
<td>80</td>
<td>80.2</td>
<td>0.2</td>
<td>0.00</td>
<td>0.00</td>
<td>-0.01</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Aperture Width ↓</td>
<td>mm</td>
<td>80</td>
<td>79.8</td>
<td>-0.2</td>
<td>-0.58</td>
<td>0.00</td>
<td>2.89</td>
<td>0.00</td>
<td>-2.81</td>
</tr>
<tr>
<td>Sample Translation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Along Upper Rod ↑</td>
<td>mm</td>
<td>0</td>
<td>2.5</td>
<td>2.5</td>
<td>0.91</td>
<td>-0.59</td>
<td>-1.08</td>
<td>0.36</td>
<td>-0.24</td>
</tr>
<tr>
<td>Along Upper Rod ↓</td>
<td>mm</td>
<td>0</td>
<td>2.5</td>
<td>-2.5</td>
<td>0.91</td>
<td>-0.59</td>
<td>1.11</td>
<td>-0.36</td>
<td>0.24</td>
</tr>
<tr>
<td>Along Propagation Axis ↑</td>
<td>mm</td>
<td>0</td>
<td>2.5</td>
<td>2.5</td>
<td>1.53</td>
<td>-3.02</td>
<td>-9.26</td>
<td>0.61</td>
<td>-1.21</td>
</tr>
<tr>
<td>Along Propagation Axis ↓</td>
<td>mm</td>
<td>0</td>
<td>2.5</td>
<td>-2.5</td>
<td>3.04</td>
<td>-0.60</td>
<td>4.36</td>
<td>1.21</td>
<td>0.24</td>
</tr>
<tr>
<td>Along Lower Rod ↑</td>
<td>mm</td>
<td>0</td>
<td>2.5</td>
<td>2.5</td>
<td>0.91</td>
<td>-0.63</td>
<td>-0.83</td>
<td>0.36</td>
<td>-0.25</td>
</tr>
<tr>
<td>Along Lower Rod ↓</td>
<td>mm</td>
<td>0</td>
<td>2.5</td>
<td>-2.5</td>
<td>0.90</td>
<td>-0.63</td>
<td>-0.85</td>
<td>-0.36</td>
<td>0.25</td>
</tr>
</tbody>
</table>

### Sample Rotation

<table>
<thead>
<tr>
<th>Point</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
</table>
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<th>Value</th>
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<th>Value</th>
<th>Value</th>
<th>Value</th>
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<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
</tr>
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</table>
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<tr>
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<th>Point</th>
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### Transducer Curvature Radius

<table>
<thead>
<tr>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
</table>

### Transducer Aperture Width

<table>
<thead>
<tr>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
</table>

### Transducer Sample Translation

<table>
<thead>
<tr>
<th>Value</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
</table>

### Transducer Sample Rotation

<table>
<thead>
<tr>
<th>Value</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
</table>

Table 7.19: Results of the uncertainty analysis for the numerical parameters (see Table 7.7) investigated in the Delrin setup. The value of each parameter for both the reference (Ref.) and evaluation (Eval.) simulations as well as the variation between the two (Δ) can be seen. The impact of this parameter variation had on the focal region’s peak absolute pressure (Δ_P), focal shift (Δ_D), volume (Δ_V) can also be seen. It should be noted that given the nature of these parameters, the calculation of sensitivity factors and uncertainty was not applicable and was therefore omitted.

Table 7.20: Results of the uncertainty analysis for the geometrical parameters (see Table 7.8) investigated in the Delrin setup. The value of each parameter for both the reference (Ref.) and evaluation (Eval.) simulations as well as the variation between the two (Δ) can be seen. The impact of this parameter variation had on the focal region’s peak absolute pressure (Δ_P), focal shift (Δ_D), volume (Δ_V) can also be seen. Lastly, the sensitivity factors (f_P, f_D, and f_V) resulting from the uncertainty analysis can be seen for all three investigated variables.
Figure 7.14: Visual comparison of the absolute pressure distributions between the Delrin setup reference simulation (a) and the evaluation simulation where the grid-step was increased by 10% (b). Due to numerical dispersion effects (see Section 5.1.3), a narrowing can be observed in the proximal end of the focal region, accompanied by decreased pressure values.
along the propagation axis. This effect can be seen in Figures 7.15 and 7.16, where the absolute pressure distribution is compared between the reference simulation of the delrin setup and the evaluation simulation where the sample was translated along the propagation axis by $-2.5\, \text{mm}$. A prominent enhancement of the focal region can be seen, accompanied by prevalent changes in the entire interference pattern. Figure 7.16 shows the case of sample translation along the lower suspension rod by 2.5 mm, where obvious asymmetries can be observed in the interference pattern.

Uncertainty budgets were compiled from the findings in Tables 7.18, 7.19, and 7.20. The uncertainty budgets for the investigated material, numerical, and geometrical parameters can be seen in Tables 7.21, 7.22, and 7.23 respectively. It should be noted that these tables were compiled by selecting the absolute maximum uncertainty for each of the three investigated variables, i.e., focal region peak pressure, focal shift, and volume, that resulted from the decrease or increase of each investigated parameter. The combined and expanded ($k=2$) uncertainties for the simulation and measurement setup are presented in Tables 7.24 and 7.25, while Table 7.26 shows the total combined uncertainty resulting from the uncertainties in both the simulated and measurement setups.

As can be seen, very large uncertainties are inherent to the measurement setup when a focus distorting sample is involved. Disagreements between the measurements and simulations can be attributed to small deviations in the measurement setup, such as the geometrical characteristics of the transducer and the absolute location of the focus distorting sample. However, these parameters could not be characterized with absolute precision in the presented measurement setup and taking into account the large related uncertainties, the agreement between measurements and simulations was deemed satisfactory.

### 7.2.7 Comparison in Polyurethane Setup

Due to the same type of topological changes observed in the Delrin cylinder case (see Section 7.2.6), the comparison in the case involving the polyurethane block sample was performed qualitatively.

Figure 7.17 shows the measured and simulated normalized pressure distributions on a plane through the location of the maximum measured pressure and the matching simulated cross-section. As can be seen, the major features of the interference pattern are well reproduced between measurements and simulations. These include the location and peak pressure in the four prominent side-lobes as well as the influence of the suspension rods on the distribution which appears as tertiary lobes with higher pressure values for the upper suspension rod than the lower.

The blur in the measured pressure fields and the failure to replicate the complex interference pattern can once more be attributed to the relatively coarse measurement resolution while other differences between measurements and simulations, such as the intensity of
Figure 7.15: Visual comparison of the absolute pressure distributions between the Delrin setup reference simulation (a) and the evaluation simulation where the Delrin sample was translated along the propagation axis by $-2.5$ mm (b). Significant pressure increase can be observed in the proximal end of the focal region along with prevalent changes in the entire interference pattern.
Figure 7.16: Visual comparison of the absolute pressure distributions between the Delrin setup reference simulation (a) and the evaluation simulation where the Delrin sample was translated along the lower suspension rod by 2.5 mm (b). Obvious asymmetries can be observed in the interference pattern.
Table 7.21: Uncertainty budget for the material parameters (see Table 7.6) investigated in the Delrin setup. The variation (Δ), standard deviation (σ), and distribution shape \((\text{Normal/Rectangular - N/R})\) of each parameter can be seen. In addition, the sensitivity factors \((f_P, f_D, \text{and } f_V)\), and the calculated uncertainties \((U_P, U_D, \text{and } U_V)\) can be seen for all three investigated variables.

<table>
<thead>
<tr>
<th>Material</th>
<th>Param.</th>
<th>Δ</th>
<th>σ</th>
<th>N/R</th>
<th>(f_P) ([\text{dB/%}])</th>
<th>(f_D) ([\text{%}])</th>
<th>(f_V) ([\text{dB/%}])</th>
<th>(U_P) ([\text{dB}])</th>
<th>(U_D) ([\text{%}])</th>
<th>(U_V) ([\text{dB}])</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>(c)</td>
<td>1%</td>
<td>15</td>
<td>N</td>
<td>-0.30</td>
<td>-0.27</td>
<td>2.05</td>
<td>0.30</td>
<td>0.27</td>
<td>2.05</td>
</tr>
<tr>
<td></td>
<td>(\alpha)</td>
<td>1%</td>
<td>0.000076</td>
<td>N</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>(\rho)</td>
<td>1%</td>
<td>10</td>
<td>N</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Plexiglass</td>
<td>(c)</td>
<td>10%</td>
<td>275</td>
<td>N</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.05</td>
<td>0.00</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>(\alpha)</td>
<td>10%</td>
<td>0.6875</td>
<td>N</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>(\rho)</td>
<td>20%</td>
<td>238.4</td>
<td>N</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.00</td>
<td>0.03</td>
</tr>
<tr>
<td>Delrin</td>
<td>(c)</td>
<td>5%</td>
<td>121.5</td>
<td>N</td>
<td>-0.20</td>
<td>0.19</td>
<td>-0.80</td>
<td>0.99</td>
<td>0.96</td>
<td>3.99</td>
</tr>
<tr>
<td></td>
<td>(\alpha)</td>
<td>5%</td>
<td>0.94875</td>
<td>N</td>
<td>-0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.05</td>
<td>0.00</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>(\rho)</td>
<td>1%</td>
<td>14.3</td>
<td>N</td>
<td>-0.01</td>
<td>0.00</td>
<td>-0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.03</td>
<td>1.00</td>
<td>4.49</td>
<td>2.07</td>
<td>2.00</td>
<td>8.97</td>
</tr>
</tbody>
</table>

Table 7.22: Uncertainty budget for the numerical parameters (see Table 7.7) investigated in the Delrin setup. The calculated uncertainties \((U_P, U_D, \text{and } U_V)\) can be seen for all three investigated variables. It should be noted that given the nature of these parameters, the calculation of sensitivity factors and uncertainty was not applicable and was therefore omitted. Instead, uncertainty was considered to be the variation in the investigated variables.

<table>
<thead>
<tr>
<th>Param.</th>
<th>N/R</th>
<th>(U_P) ([\text{dB}])</th>
<th>(U_D) ([\text{%}])</th>
<th>(U_V) ([\text{dB}])</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. PML Layers</td>
<td>N</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Grid Step</td>
<td>R</td>
<td>0.59</td>
<td>0.05</td>
<td>0.85</td>
</tr>
<tr>
<td>No. Periods</td>
<td>N</td>
<td>0.01</td>
<td>0.00</td>
<td>0.27</td>
</tr>
<tr>
<td>Grid Rotation</td>
<td>R</td>
<td>0.35</td>
<td>0.28</td>
<td>0.26</td>
</tr>
<tr>
<td>Combined Uncertainty</td>
<td>0.68</td>
<td>0.28</td>
<td>0.93</td>
<td></td>
</tr>
<tr>
<td>Expanded Uncertainty ((k=2))</td>
<td>1.13</td>
<td>0.46</td>
<td>1.57</td>
<td></td>
</tr>
</tbody>
</table>
Table 7.23: Uncertainty budget for the geometrical parameters (see Table 7.8) investigated in the Delrin setup. The variation (Δ), standard deviation (σ), and distribution shape (Normal/Rectangular - N/R) of each parameter can be seen. In addition, the sensitivity factors (\(f_P\), \(f_D\), and \(f_V\)), and the calculated uncertainties (\(U_P\), \(U_D\), and \(U_V\)) can be seen for all three investigated variables.

Table 7.24: Combined and expanded (k=2) simulation uncertainty budget for the Delrin setup.

Table 7.25: Combined and expanded (k=2) measurement uncertainty budget for the Delrin setup.
Table 7.26: Combined and expanded (k=2) total uncertainty budget for the Delrin setup.

<table>
<thead>
<tr>
<th></th>
<th>$U_P$ [dB]</th>
<th>$U_D$ [λ]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combined Simulation Uncertainty</td>
<td>0.68</td>
<td>0.28</td>
</tr>
<tr>
<td>Combined Measurement Uncertainty</td>
<td>2.35</td>
<td>2.11</td>
</tr>
<tr>
<td>Combined Total Uncertainty</td>
<td>2.44</td>
<td>2.13</td>
</tr>
<tr>
<td>Expanded Total Uncertainty (k=2)</td>
<td>4.22</td>
<td>3.72</td>
</tr>
</tbody>
</table>

the tertiary lobes can be elucidated when considering the results of the uncertainty analysis which is presented in the next section.

7.2.7.1 Uncertainty Analysis

The results of the uncertainty analysis for the material, numerical, and geometrical parameters (see Section 7.2.4), were appropriately grouped and summarized in Tables 7.27, 7.28, and 7.29 respectively.

Similarly to the previous cases, the material parameter uncertainties presented in Table 7.27 are dominated by changes in the sound speed $c$ of the focus distorting sample. This effect can be seen in Figure 7.18, where the absolute pressure distribution is compared between the reference simulation of the polyurethane setup and the evaluation simulation where the sound speed of the polyurethane sample was decreased by 5%. As can be seen, a severe distortion and enhancement of the focal region can be seen which justifies the resulting uncertainties.

In regards to the geometrical uncertainties shown in Table 7.29, prominent deviations can be observed for the majority of the investigated parameters. The most prevalent such case occurs during the translation of the focus distorting sample along the lower suspension rod. This case is shown in Figure 7.19, where obvious asymmetries and strong secondary focal regions can be observed in the interference pattern.

Uncertainty budgets were compiled from the findings in Tables 7.27, 7.28, and 7.29. The uncertainty budgets for the investigated material, numerical, and geometrical parameters can be seen in Tables 7.30, 7.31, and 7.32 respectively. It should be noted that these tables were compiled by selecting the absolute maximum uncertainty for each of the three investigated variables, i.e., focal region peak pressure, focal shift, and volume, that resulted from the decrease or increase of each investigated parameter. The combined and expanded (k=2) uncertainties for the simulation and measurement setup are presented in Tables 7.33 and 7.34, while Table 7.35 shows the total combined uncertainty resulting from the uncertainties in both the simulated and measurement setups.
Figure 7.17: Qualitative comparison of the measured (a) and simulated (b) normalized pressure distributions in the setup with the Polyurethane block. The distributions are shown plotted on a plane through the location of the maximum measured pressure and the matching simulated cross-section. Good agreement in the major features of the interference pattern can be seen.
Figure 7.18: Visual comparison of the absolute pressure distributions between the Polyurethane setup reference simulation (a) and the evaluation simulation where the sound-speed $c$ of the Polyurethane sample was increased by 5% (b). The severe distortion of the pressure field can be attributed to the fact that the acoustic wavelength in a medium is directly dependent on the acoustic frequency and the medium’s speed of sound (see Equation 1.1). Such changes in the acoustic wavelength may alter the interference patterns between the different wavefronts and result in significantly different distributions of acoustic pressure (see Section 1.1.3.5).
Figure 7.19: Visual comparison of the absolute pressure distributions between the Polyurethane setup reference simulation (a) and the evaluation simulation where the Polyurethane sample was translated along the propagation axis by $-2.5\,\text{mm}$ (b). Obvious asymmetries and strong secondary focal regions can be observed in the interference pattern.
Table 7.27: Results of the uncertainty analysis for the material parameters (see Table 7.6) investigated in the Polyurethane setup. The value of each parameter for both the reference (Ref.) and evaluation (Eval.) simulations as well as the variation between the two ($\Delta$) can be seen. The impact of this parameter variation had on the focal region’s peak absolute pressure ($P$), focal shift ($D$), volume ($V$) can also be seen. Lastly, the sensitivity factors ($f_P$, $f_D$, and $f_V$) resulting from the uncertainty analysis can be seen for all three investigated variables.

Similarly to the case of the Delrin focus distorting sample, the very large uncertainties inherent to these setups can the small deviations seen in the comparison results. Lacking, however, a very precise characterization of each measurement setup, the current degree of agreement between measurements and simulations was considered to be satisfactory.

7.2.8 Conclusions

The analytical, numerical, and experimental validations performed to ensure the sound operation of the acoustic solvers developed during this work, were presented in this chapter. Excellent agreement was achieved in both analytical and numerical validation, while the detailed validation between measurements in experimental setups and matching simulations yielded satisfactory agreement within the uncertainty tolerances which resulted from a comprehensive uncertainty analysis.
7.2. Experimental Validation

Table 7.28: Results of the uncertainty analysis for the numerical parameters (see Table 7.7) investigated in the Polyurethane setup. The value of each parameter for both the reference (Ref.) and evaluation (Eval.) simulations as well as the variation between the two ($\Delta$) can be seen. The impact of this parameter variation had on the focal region’s peak absolute pressure ($\Delta P$), focal shift ($\Delta D$), volume ($\Delta V$) can also be seen. It should be noted that given the nature of these parameters, the calculation of sensitivity factors and uncertainty was not applicable and was therefore omitted.

<table>
<thead>
<tr>
<th>Param.</th>
<th>Unit</th>
<th>Ref</th>
<th>Eval</th>
<th>$\Delta P$ [dB]</th>
<th>$\Delta D$ [\lambda]</th>
<th>$\Delta V$ [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. PML Layers ↑</td>
<td>-</td>
<td>16</td>
<td>20</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>No. PML Layers ↓</td>
<td>-</td>
<td>16</td>
<td>12</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Grid Step ↑</td>
<td>mm</td>
<td>0.25</td>
<td>0.275</td>
<td>-0.15</td>
<td>0.14</td>
<td>0.28</td>
</tr>
<tr>
<td>Grid Step ↓</td>
<td>mm</td>
<td>0.25</td>
<td>0.225</td>
<td>-0.12</td>
<td>-0.10</td>
<td>0.46</td>
</tr>
<tr>
<td>No. Periods ↑</td>
<td>-</td>
<td>40</td>
<td>44</td>
<td>0.01</td>
<td>0.00</td>
<td>-0.05</td>
</tr>
<tr>
<td>No. Periods ↓</td>
<td>-</td>
<td>40</td>
<td>36</td>
<td>-0.02</td>
<td>-0.07</td>
<td>0.04</td>
</tr>
<tr>
<td>Grid Rotation</td>
<td>°</td>
<td>0</td>
<td>45</td>
<td>1.22</td>
<td>0.68</td>
<td>-15.74</td>
</tr>
</tbody>
</table>

Table 7.29: Results of the uncertainty analysis for the geometrical parameters (see Table 7.8) investigated in the Polyurethane setup. The value of each parameter for both the reference (Ref.) and evaluation (Eval.) simulations as well as the variation between the two ($\Delta$) can be seen. The impact of this parameter variation had on the focal region’s peak absolute pressure ($\Delta P$), focal shift ($\Delta D$), volume ($\Delta V$) can also be seen. Lastly, the sensitivity factors ($f_P$, $f_D$, and $f_V$) resulting from the uncertainty analysis can be seen for all three investigated variables.

<table>
<thead>
<tr>
<th>Param.</th>
<th>Unit</th>
<th>Ref.</th>
<th>Eval.</th>
<th>$\Delta$</th>
<th>$\Delta P$ [dB]</th>
<th>$\Delta D$ [\lambda]</th>
<th>$\Delta V$ [dB]</th>
<th>$f_P$ [dB/mm]</th>
<th>$f_D$ [\lambda/mm]</th>
<th>$f_V$ [dB/mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Curvature Radius ↑</td>
<td>mm</td>
<td>64</td>
<td>66</td>
<td>2</td>
<td>-0.10</td>
<td>-0.95</td>
<td>2.28</td>
<td>-0.05</td>
<td>-0.48</td>
<td>1.14</td>
</tr>
<tr>
<td>Curvature Radius ↓</td>
<td>mm</td>
<td>64</td>
<td>62</td>
<td>-2</td>
<td>-0.07</td>
<td>0.00</td>
<td>-1.00</td>
<td>0.04</td>
<td>0.00</td>
<td>0.50</td>
</tr>
<tr>
<td>Aperture Width ↑</td>
<td>mm</td>
<td>80</td>
<td>80.2</td>
<td>0.2</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>-0.01</td>
<td>-0.01</td>
</tr>
<tr>
<td>Aperture Width ↓</td>
<td>mm</td>
<td>80</td>
<td>79.8</td>
<td>-0.2</td>
<td>-0.19</td>
<td>0.06</td>
<td>0.46</td>
<td>0.96</td>
<td>-0.32</td>
<td>-2.30</td>
</tr>
<tr>
<td>Along Upper Rod ↑</td>
<td>mm</td>
<td>0</td>
<td>2.5</td>
<td>0.04</td>
<td>-0.51</td>
<td>0.74</td>
<td>0.04</td>
<td>0.11</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Along Upper Rod ↓</td>
<td>mm</td>
<td>0</td>
<td>-2.5</td>
<td>-0.04</td>
<td>-0.51</td>
<td>0.74</td>
<td>0.04</td>
<td>0.11</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Sample Translation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Along Propagation Axis ↑</td>
<td>mm</td>
<td>0</td>
<td>2.5</td>
<td>0.19</td>
<td>0.13</td>
<td>-0.14</td>
<td>-0.08</td>
<td>-0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Along Propagation Axis ↓</td>
<td>mm</td>
<td>0</td>
<td>-2.5</td>
<td>0.19</td>
<td>0.13</td>
<td>-0.14</td>
<td>-0.08</td>
<td>-0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Around Upper Rod ↑</td>
<td>°</td>
<td>0</td>
<td>2.5</td>
<td>0.19</td>
<td>0.13</td>
<td>-0.14</td>
<td>-0.08</td>
<td>-0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Around Upper Rod ↓</td>
<td>°</td>
<td>0</td>
<td>-2.5</td>
<td>0.19</td>
<td>0.13</td>
<td>-0.14</td>
<td>-0.08</td>
<td>-0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Sample Rotation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Around Upper Rod ↑</td>
<td>°</td>
<td>0</td>
<td>2.5</td>
<td>0.32</td>
<td>-1.80</td>
<td>0.86</td>
<td>0.13</td>
<td>-0.72</td>
<td>0.35</td>
<td>-0.34</td>
</tr>
<tr>
<td>Around Upper Rod ↓</td>
<td>°</td>
<td>0</td>
<td>-2.5</td>
<td>0.32</td>
<td>-1.80</td>
<td>0.86</td>
<td>0.13</td>
<td>-0.72</td>
<td>0.35</td>
<td>-0.34</td>
</tr>
<tr>
<td>Around Lower Rod ↑</td>
<td>°</td>
<td>0</td>
<td>2.5</td>
<td>0.04</td>
<td>-0.50</td>
<td>0.17</td>
<td>0.01</td>
<td>-0.20</td>
<td>0.07</td>
<td>-0.07</td>
</tr>
<tr>
<td>Around Lower Rod ↓</td>
<td>°</td>
<td>0</td>
<td>-2.5</td>
<td>0.04</td>
<td>-0.50</td>
<td>0.17</td>
<td>0.01</td>
<td>-0.20</td>
<td>0.07</td>
<td>-0.07</td>
</tr>
</tbody>
</table>
Table 7.30: Uncertainty budget for the material parameters (see Table 7.6) investigated in the Polyurethane setup. The variation (Δ), standard deviation (σ), and distribution shape (Normal/Rectangular - N/R) of each parameter can be seen. In addition, the sensitivity factors (f_P, f_D, and f_V), and the calculated uncertainties (U_P, U_D, and U_V) can be seen for all three investigated variables.

Table 7.31: Uncertainty budget for the numerical parameters (see Table 7.7) investigated in the Polyurethane setup. The calculated uncertainties (U_P, U_D, and U_V) can be seen for all three investigated variables. It should be noted that given the nature of these parameters, the calculation of sensitivity factors and uncertainty was not applicable and was therefore omitted. Instead, uncertainty was considered to be the variation in the investigated variables.
### Table 7.32: Uncertainty budget for the geometrical parameters (see Table 7.8) investigated in the Polyurethane setup. The variation (Δ), standard deviation (σ), and distribution shape (Normal/Rectangular - N/R) of each parameter can be seen. In addition, the sensitivity factors (f_P, f_D, and f_V), and the calculated uncertainties (U_P, U_D, and U_V) can be seen for all three investigated variables.

<table>
<thead>
<tr>
<th>Param.</th>
<th>Δ</th>
<th>σ</th>
<th>N/R</th>
<th>f_P [dB/%]</th>
<th>f_D [dB/%]</th>
<th>f_V [dB/%]</th>
<th>U_P [dB]</th>
<th>U_D [λ]</th>
<th>U_V [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transducer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Curvature Radius</td>
<td>2 mm</td>
<td>2</td>
<td>R</td>
<td>-0.05</td>
<td>-0.48</td>
<td>1.14</td>
<td>0.06</td>
<td>0.55</td>
<td>1.32</td>
</tr>
<tr>
<td>Aperture Width</td>
<td>0.2 mm</td>
<td>0.2</td>
<td>R</td>
<td>0.96</td>
<td>-0.32</td>
<td>-2.30</td>
<td>0.11</td>
<td>0.04</td>
<td>0.27</td>
</tr>
<tr>
<td>Sample Translation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Along Upper Rod</td>
<td>2.5 mm</td>
<td>2.5</td>
<td>R</td>
<td>0.02</td>
<td>0.20</td>
<td>0.30</td>
<td>0.03</td>
<td>0.29</td>
<td>0.43</td>
</tr>
<tr>
<td>Along Propagation Axis</td>
<td>2.5 mm</td>
<td>2.5</td>
<td>R</td>
<td>-0.15</td>
<td>-0.05</td>
<td>0.09</td>
<td>0.21</td>
<td>0.07</td>
<td>0.12</td>
</tr>
<tr>
<td>Along Lower Rod</td>
<td>2.5 mm</td>
<td>2.5</td>
<td>R</td>
<td>0.30</td>
<td>-0.80</td>
<td>0.32</td>
<td>0.43</td>
<td>1.16</td>
<td>0.46</td>
</tr>
<tr>
<td>Sample Rotation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Around Upper Rod</td>
<td>2.5°</td>
<td>2.5</td>
<td>R</td>
<td>-0.13</td>
<td>-0.72</td>
<td>0.35</td>
<td>0.19</td>
<td>1.04</td>
<td>0.50</td>
</tr>
<tr>
<td>Around Lower Rod</td>
<td>2.5°</td>
<td>2.5</td>
<td>R</td>
<td>-0.01</td>
<td>0.20</td>
<td>-0.07</td>
<td>0.02</td>
<td>0.29</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Combined Uncertainty: 0.53 dB, 1.71 λ, 1.57 dB
Expanded Uncertainty (k=2): 0.88 dB, 2.82 λ, 2.60 dB

### Table 7.33: Combined and expanded (k=2) simulation uncertainty budget for the Polyurethane setup.

<table>
<thead>
<tr>
<th></th>
<th>U_P [dB]</th>
<th>U_D [λ]</th>
<th>U_V [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combined Uncertainty</td>
<td>0.71</td>
<td>0.40</td>
<td>9.09</td>
</tr>
<tr>
<td>Combined Simulation Uncertainty</td>
<td>0.71</td>
<td>0.40</td>
<td>9.09</td>
</tr>
<tr>
<td>Expanded Simulation Uncertainty (k=2)</td>
<td>1.18</td>
<td>0.67</td>
<td>15.03</td>
</tr>
</tbody>
</table>

### Table 7.34: Combined and expanded (k=2) measurement uncertainty budget for the Polyurethane setup.

<table>
<thead>
<tr>
<th></th>
<th>U_P [dB]</th>
<th>U_D [λ]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comb. Mat. Uncert. (Table 7.30)</td>
<td>4.50</td>
<td>6.71</td>
</tr>
<tr>
<td>Comb. Geom. Uncert. (Table 7.32)</td>
<td>0.53</td>
<td>1.71</td>
</tr>
<tr>
<td>Comb. Meas. Setup Uncert. (Table 7.5)</td>
<td>0.29</td>
<td>0.37</td>
</tr>
<tr>
<td>Comb. Meas. Uncert.</td>
<td>4.54</td>
<td>6.93</td>
</tr>
<tr>
<td>Exp. Meas. Uncert. (k=2)</td>
<td>9.06</td>
<td>13.73</td>
</tr>
<tr>
<td></td>
<td>$U_P$</td>
<td>$U_D$</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>Combined Simulation Uncertainty</td>
<td>0.71</td>
<td>0.40</td>
</tr>
<tr>
<td>Combined Measurement Uncertainty</td>
<td>4.54</td>
<td>6.93</td>
</tr>
<tr>
<td>Combined Total Uncertainty</td>
<td>4.60</td>
<td>6.94</td>
</tr>
<tr>
<td>Expanded Total Uncertainty (k=2)</td>
<td>9.14</td>
<td>13.74</td>
</tr>
</tbody>
</table>

**Table 7.35**: Combined and expanded (k=2) total uncertainty budget for the Polyurethane setup.
Part III

Applications
Modeling of Transcranial Focused Ultrasound in Neurosurgical Applications

As discussed in Section 3.3.2.2, the foremost challenge encountered when employing transcranial FUS (tcFUS) for neurosurgical applications and cerebral tumor treatment, is the presence of the skull and the phase-aberrations it induces. These aberrations induce significant distortion of the acoustic energy deposition, shifting of the focus, and thermal gain decrease. Phased-array transducers featuring hundreds of elements allow for the partial compensation of skull-induced aberrations by calculation and application of appropriate phase and amplitude corrections. Precise focusing however, remains a necessity, especially at high acoustic frequencies.

This chapter will begin by providing an extensive review of the large number of different techniques that have been investigated to compensate for these skull-induced aberrations, which range from entirely experimental methods to analytical and simulation-based techniques (Section 8.1).

The remainder of this chapter is dedicated to the presentation of a numerical study on the transcranial sonication of a detailed anatomical head model by a CAD model of the InSightec ExAblate® 4000. Four different approaches, ranging from (semi-)analytical to simulation-based, were employed to calculate aberration corrections for 22 targets in the brain, and their impact on the resulting pressure and temperature distributions was ascertained.

8.1 Preface: tcFUS Aberration Correction Techniques

This section will provide a comprehensive overview of over 20 years of in-vitro, ex-vivo, in-vivo, and in-silico approaches to the calculation of skull-induced aberration correc-
8.1.1 Time-reversal techniques

The phase conjugate mirror (PCM) approach for phase aberration correction, which involves insonation of an acoustically reflective target and the use of the transducer elements as receivers to measure relative time delays in the different elements, was first proposed for transcranial ultrasonic imaging by Phillips et al. [516]. After inversion, the appropriate phase-shifts are computed to achieve in-phase superposition [517]. The time-reversal approach was initially presented as a wave mirroring method by Fink [518]. Instead of merely detecting and inverting the phases of reflected waves, the entire temporal pressure waveform is stored, reversed, and re-emitted to focus on a reflective target (convergent waves) that behaves as a source when insonated (divergent waves), providing both phase and amplitude corrections. The main advantage of the time-reversal over the PCM approach is that it can be applied to broadband acoustic signals and is not limited to harmonic waves. This method was first applied to lithotripsy, where such reflective sources, e.g., kidney stones, occur naturally in the body [518]. Later, for application of this approach to brain therapy involving transcranial sonication, it was proposed that the lack of such a reflector in the brain could be compensated for by implanting an artificial source or sensor in the targeted area, e.g., a monoelement transducer or a hydrophone in a tumor [519, 520]. This method saw further improvement, e.g., amplitude compensation [521], in the following years, although a detailed historical overview is outside the scope of this article. Fink et al. [520] published a review of time-reversal techniques and their applications in acoustics in general, ranging from imaging to lithotripsy and brain therapy. Another brief review of the time-reversal approaches can be found in [522]. Three types of approaches employing time-reversal, are presented below.

8.1.1.1 Implanted hydrophone

Hynynen and Jolesz [523] presented an ‘implanted’ hydrophone approach, where in ex-vivo skull studies, a hydrophone was placed at the location of the desired focus. After placement, every element of the transducer array was powered separately, and this procedure was followed sequentially for all involved elements. With the hydrophone, the phase shifts induced by the presence of the skull were measured, inverted, and applied to
all elements in the array thus correcting for the phase shifts and making the waves converge at the focal spot in phase, resulting in maximum deposited acoustic energy through constructive interference. A schematic diagram of this approach is shown in Figure 8.1.

While this approach is believed to provide the best possible aberration correction – and therefore, maximum energy deposition compared to any other focusing approach – it exhibits two substantial limitations. First, the approach is invasive, requiring the insertion of a receiver hydrophone in the brain when applied in-vivo. Second, to produce a new focal point in another location, e.g., when overlapping multiple smaller lesions for the treatment of a large tumor volume, the receiver would need to be moved and the procedure repeated, which would increase both the treatment time and the risk of complications.

In a later study, Clement and Hynynen [524] from the same group, expanded upon this method to overcome the latter of the two restrictions by introducing a beam-steering approach. The method still depends on the use of a small catheter-inserted hydrophone at the location of the intended focus and measurement of the phase shifts for all array elements, as described above. However, when the initial pressure measurements are performed at locations remote from the focus, in the absence of the ex-vivo skull, it was possible to analytically calculate new phase corrections for those remote locations and reconstruct the focus after the skull was re-introduced. Thus, this study demonstrated the ability to steer the focus without repositioning the implanted hydrophone within the skull. This approach produced clinically viable acoustic intensity values and temperature increases within a 25 mm radius of the catheter location as determined by a ca. 50% drop in acoustic intensity.

It should be mentioned that the ‘refocusing’ strategy in [524] was previously introduced by Seip et al. [525], where similar dynamic refocusing approaches and resulting ranges were reported, but only in soft tissue. Clement and Hynynen [524] verified this approach in the presence of an ex-vivo skull and in-vivo in [526]. This hydrophone approach is still considered the ‘gold standard’ in experimental studies. It has also been used in recent ex-vivo studies [226]. The study by Pernot et al. [527] demonstrated in-vivo the ability to produce thermal lesions deep inside the brains of 10 sheep with implanted hydrophones by means of time-reversal techniques.

8.1.1.2 ‘Acoustic Stars’

In an attempt to compensate for the absence of passive or active sources in the brain with a non-invasive technique, Pernot et al. [528] suggested the use of two ultrasonic arrays: first, a high-power array to generate a short, intense ultrasonic pulse focused in one area of the brain to create a cavitation bubble, the collapse of which generates a shock wave that is detected by a second ultrasonic imaging array. With this application of a time-reversal approach, the authors reported successful refocusing in an in-vitro study involving an artificial rubber aberrator placed in front of a tissue phantom, and claim that,
as this approach generates only a single cavitation bubble, it should be possible to prevent the occurrence of any tissue damage.

This method was improved and applied to focusing in a tissue-mimicking phantom contained in an ex-vivo half skull in a later study \[529\]. Instead of two transducer arrays, a single cylindrical array was employed to induce cavitation, record the generated shock wave, and focus on the target through time-reversal. The presence of the skull, however, caused strong wave aberrations and did not initially allow the pressure amplitudes to rise high enough and induce cavitation at the target. To compensate, initial aberration corrections were computed through a 3D finite-difference time-domain (FDTD) simulation based on CT image data (first presented in \[313\]) with a ‘virtual’ point source at the location of the desired focus as described below. This initial focusing allowed for the induction of cavitation and application of the focusing approach presented in the first study, whereby 97% of the implanted hydrophone-based reference pressure amplitude was restored at the focal location.

To avoid the high pressures required to induce cavitation, a technique was developed by Haworth et al. \[530\] that involves injection of liquid droplets into the target volume that are consequently vaporized with a high-frequency, high-power ultrasonic array to
create cavitation bubbles before time-reversal based aberration correction is performed as described in [528].

8.1.1.3 ‘Virtual Source’

The recent increase in computational power has allowed for efficient simulations of acoustic wave propagation, which has yielded a ‘virtual’ version of the time-reversal approach, first applied to transcranial sonication by Marquet et al. [422]. In this study, CT image data from an ex-vivo primate and human skulls were segmented and used as input in a 3D FDTD code to solve a linear acoustic wave equation. In a simulation of this setup with a ‘virtual’ point source placed at the desired focus location, the temporal pressure waveforms at the level of the transducer elements were recorded and transmitted experimentally with a 300-element spherical array transducer system after time-reversal: precise focusing, with a positioning error of 0.7 mm at 90% of the peak pressure amplitude recorded with an implanted hydrophone, was reported.

A similar approach was recently reported in [226], involving the sonication of an ex-vivo skull with the ExAblate® 4000 system operating at 230 kHz. In this study, linear acoustic equations for propagation in soft tissues and elastic wave equations for propagation within the bone were used in an attempt to investigate standing wave effects during transcranial sonication; a point source was used at each of four desired focal locations to record the waves at the transducer element level, with only the phase of the impinging waves inverted and without amplitude correction.

Many recent studies have employed this approach to correct for skull aberrations, e.g., the numerical studies on tcFUS by Pinton et al. [531], in which a 3D FDTD linear acoustic solver was used to explore cavitation effects, and Pinton et al. [532], where a non-linear 3D FDTD solver was utilized to investigate the impact of acoustic non-linearity. Alternative numerical approaches have recently been investigated, and demonstrated a significant reduction in computational time. These include the work by Pinton et al. [533], which demonstrated the use of a hybrid finite-different and phase-projection algorithm, and the study by Jing et al. [534], where a k-space numerical propagation model was used instead. In another recent article by Leduc et al. [535], the authors employed the ‘Virtual Source’ approach with a 3D FDTD linear acoustic solver, not only to achieve refocusing at the intended target location, but also to eliminate secondary foci by iteratively placing additional point sources at those locations, and inducing destructive interference in subsequent simulations. A schematic diagram of the ‘Virtual Source’ approach is shown in Figure 8.2.
Figure 8.2: Schematic diagram showing the concept of the ‘Virtual Source’ correction technique. A point source is placed at the intended target location, here, in the right thalamic ventral intermediate nucleus (VIM). The elements of the phased array transducer are used as receivers, and an ‘inverse propagation’ simulation allows the elements to record the pressure waves as either the entire waveform or the complex pressure phasors. These recorded pressure waves are inverted – either reversed in time for waveforms or conjugated for complex pressure phasors – and a forward propagation simulation or experiment yields refocusing at the intended target.

8.1.2 CT-based techniques

8.1.2.1 Analytical techniques

Clement and Hynynen [536] employed computed tomography (CT) scans of ex-vivo human skulls segmented to either a single bone layer or three distinct outer cortical, central trabecular, and inner cortical layers. The segmented models were assumed to exhibit either homogeneous speed of sound across a layer or an averaged ‘effective’ speed of sound based on CT-derived density variation information. Phase corrections – analytically calculated based on the thickness of the different skull layers, the wave frequency, and the speed of sound, either homogeneous or effective, in bone – were applied to each of the four skull segmentation types in 10 ex-vivo skulls, and hydrophone-based measurements at the focal location yielded 63% and 76% (with and without density variation corrections) of the focal peak of the non-aberrated case in the absence of the skull.

A slightly modified version of this approach is commonly employed today by modern tcFUS systems. CT scans and hydrophone measurements of multiple ex-vivo skulls were used to derive a statistical model, which establishes a linear relation between an ‘effective’ speed of sound in bone and the Hounsfield units (HU). For every patient, a new CT scan is performed and the image data is used as input for the tcFUS system’s planning software. The skull is segmented as a single bone layer, and the software performs ray-tracing analysis on the ray cast from the element center towards the intended target for each of
the array elements to calculate the average HU along each ray’s path. The data is entered into the statistical model, from which an effective speed of sound is obtained and used to analytically calculate the phase correction for each element. This procedure is graphically depicted in Figure 8.3.

8.1.2.2 Simulation techniques

Clement and Hynynen [537] used CT images of the skull to derive thickness, density, and geometry information, which was entered into a planar propagation numerical model. The model involves splitting the transducer into groups of elements, the acoustic fields of which are projected onto a plane directly above the skull, and an approach similar to the FFT-based angular spectrum method (ASM) employed in the FOCUS software [381] is used to propagate those fields through the focus. The quality of this focusing approach was evaluated by comparing the acoustic focus created by the simulation-based corrections against an ideal case of hydrophone-based corrections, where the phase-shift of each transducer segment is measured at the intended focal location and applied to achieve focusing. The algorithm was applied to 10 ex-vivo skulls to yield an average peak value of 45% compared to the ideal case. In a later study [538], the same authors used the above approach with deliberately induced shear waves at the skull to enhance their propagation algorithm with longitudinal-shear wave conversion at the skull, to evaluate whether the transmission of focused ultrasound beams purely as shear waves is possible and advantageous. Results showed that the peak amplitude due to shear-wave propagation was $35 - 55\%$ smaller than the peak achieved with longitudinal waves. However, they reported that, due to the similar shear wave speed in water, soft tissues, and bone, these waves suffer less distortion. Thus, this shear wave transmission method could be used as an additional delivery strategy, especially for focusing at high incident angles, e.g., when focusing close to the skull surface where shear waves are prominent. The approach presented in [537], when applied to sonication of rabbit thigh muscle and brain tissue with an ex-vivo human skull between the tissue and a 500-element hemispherical transducer, yielded consistent results [526].

8.1.3 MR-ARFI techniques

MR acoustic radiation force imaging (MR-ARFI) [74] is a recently developed technique that utilizes MRI through motion-sensitive encoding MR gradients, similar to those used in MR-elastography [75, 76], to measure the micron-scale static tissue displacement induced by FUS waves as phase shifts in the resulting MR image [77, 78]. Since this tissue displacement is proportional to the local acoustic intensity, i.e., the square of the acoustic pressure, MR-ARFI allows non-invasive pressure measurements anywhere in the insonated anatomy.
Figure 8.3: Schematic diagram of a CT-based phase correction approach concept commonly employed in modern tcFUS systems. The patient’s CT scan is entered into the system’s planning software, which segments the skull as a single layer of bone and performs a ray-tracing analysis to calculate the average Hounsfield units (HU) values along the path of the ray for each array element. These HU values are entered into an existing statistical model, based on measurements of ex-vivo skulls, to yield an effective speed of sound, which can be used to calculate phase corrections and achieve re-focusing.

Larrat et al. [31] proposed a method called ‘energy-based adaptive focusing’ in which MR-ARFI measurements are used to estimate the local tissue displacement induced by the acoustic radiation force of the beams at the location of the desired focus. With one of the transducer elements as a reference, four such acquisitions are performed for each of the other elements of the transducer to estimate the phase shift between that element and the chosen focal spot. Those calculated phase shifts are then inverted and applied to the transducer elements to achieve a strong focus. This approach was successfully applied on a simple phantom setup in [31], in which a fivefold increase in intensity was reported. In a previous study [78], the same research group applied this theoretical model to speckle-tracking obtained from pulse-echo ultrasound sequences to define tissue displacement in simplified phantoms containing reflective targets/scatterers. However, despite the success of this technique in a proof-of-concept experiment, the authors reported in [31] that ultrasound imaging cannot be accurately used in the presence of a medium which causes
strong aberrations, e.g., the skull, which prompted the use of MR-ARFI. The same group recently published a study [539] where this MR-ARFI approach, applied to a 512-element transcranial sonication system with human cadaver heads, resulted in a factor of 2.2 higher intensity at the focal spot compared to the non-phase-corrected sonication, and a factor of 1.5 compared to the focusing pattern achieved through CT-based aberration corrections. However, this case required over 10,000 sonications and MR-ARFI acquisitions, which amount to ca. 2 hours of measurements, to define the phase corrections for a single focal spot. This implies that the method, although promising, may not yet be appropriate for the clinical environment, especially for treatment of large volumes with multiple overlapping focal spots.

In an attempt to decrease the number of MR-ARFI acquisitions, Hertzberg et al. [540] employed a similar approach – instead of calculating the phase correction for each element in reference to another, they grouped the transducer array elements and assigned a total of 26 random phases to each group. Subsequently, they performed MR-ARFI acquisitions for sonications with different phase shifts for each group to identify the optimal phases, i.e., the phases that produce the maximal displacement at the focal location. This approach was applied in-vivo with the ExAblate® 4000 system to sonicate a porcine brain exposed by craniotomy, with a human skull between the animal tissue and the transducer to mimic human treatments. The maximum tissue displacements induced at the intended focus by the employed method were compared to those found with CT-based and hydrophone correction approaches and against the displacement in the absence of aberrations. The presented MR-ARFI approach yielded a 27% maximum displacement compared to the non-aberrated case, better than the 8–12% obtained with CT-image based corrections, and was deemed comparable to the hydrophone approach, which yielded a 40% displacement.

Grissom et al. [541] and Vyas et al. [542] proposed the use of MR-ARFI measurements to improve the numerically calculated phase corrections obtained through unfocused simulations, i.e., random phases that disregard actual patient anatomy, using the Field II [286] and the hybrid angular spectrum methods [280], respectively. The proposed method allowed for successful refocusing when applied to a simple phantom setup with a significantly smaller number of MR-ARFI acquisitions (4 and 1 respectively) when compared to the ‘energy-based adaptive focusing’ approach presented above.

The study by Kaye et al. [77] is built on the method presented in [31], which requires four MR-ARFI acquisitions for each transducer element to measure the acoustic intensity at given locations in the brain. However, an alternative ultrasonic wave encoding, based on Zernike polynomials instead of Hadamard matrices, allowed to achieve 90% of the non-aberrated focal intensity with less than 20% of the MR-ARFI acquisitions. The same study proposed the utilization of a phase correction ‘database’ based on CT datasets of other patients, similar to the approach presented in [536], to extract an initial approximate phase correction set, which is then improved based on the MR-ARFI measurements.
8.1.4 Critical Assessment

The techniques presented above range from purely analytical or numerical calculations of the required aberration corrections, to entirely experimental approaches with a varying degree of invasiveness, usability, and success. A qualitative comparison of the presented approaches can be seen in Table 8.1.

Highly effective time-reversal techniques, like the ‘Implanted Hydrophone’ (see Section 8.1.1.1) and the ‘Acoustic Stars’ (see Section 8.1.1.2), undoubtedly provide the highest refocusing quality achievable. In the case of the former, the only viable solution that would allow the clinical use of this technique would involve a catheter-inserted microscopic hydrophone, that can be introduced in the vicinity of the intended focal region through the cerebral vascular network. However, this approach would be invasive and could even result in undesirable tissue damage, i.e., brain hemorrhage. Moreover, even when complemented with semi-analytical steering capabilities, as proposed in [524], the resulting steering range is limited to a couple centimeters around the implanted hydrophone, after which the focusing quality deteriorates with distance. The ‘Acoustic Stars’ technique is a non-invasive alternative, and could theoretically be employed to achieve refocusing anywhere in the insonated soft tissue of the anatomy. However, as it depends on the administration of sonications exhibiting HIFU level pressure amplitudes, and acoustically induced micro-bubble cavitation, this approach may entail safety risks. It has been theorized that by focusing acoustic energy only in the intended target location, and with sonications gradually increasing in power, the technique should avoid uncontrolled cavitation outside that region. However, there exists no indication as to whether it may induce any of the tissue damage or disruption effects that have been associated with acoustic cavitation [15, 16]. The aforementioned concerns and the absence of literature on the in-vivo application of these techniques, suggest that these approaches are unlikely to be utilized in the clinical environment. Nonetheless, they remain an invaluable tool for in-vitro and ex-vivo experiments, feasibility studies, and the development of tcFUS systems.

Approaches based entirely on analytical calculations or simulations to derive phase and, optionally, amplitude corrections (see Section 8.1.1.3 and 8.1.2) are entirely non-invasive, do not require the presence of the patient, and are already being employed on modern tcFUS systems. However, despite their speed and ease-of-use, the purely analytical methods are inherently limited as they do not account for the entire range of wave propagation phenomena, unlike full-wave simulation-based techniques. Thus, these methods are not entirely effective for estimating the corrections required, resulting in a limited treatment envelope and focusing quality. Moreover, the existing statistical models utilized for these analytical approaches, are based on measurements of a limited number of adult ex-vivo skulls, which limits the applicability of the models, e.g., excluding pediatric patients.

Simulation-based techniques have shown great promise and will undoubtedly replace their analytical counterparts, since they allow modeling of the complex patient anatomy, most notably the skull, in far higher detail than analytical approaches, potentially even in a
patient-specific manner. Full-wave simulations can also account for most of the physical phenomena, e.g., reflections, refractions, and attenuation, that occur during wave-propagation, while some models can even account for non-linear wave propagation, cavitation and shear waves. Simulation-based techniques are inherently amenable to permitting treatment planning and optimization, e.g., through multiple simulations or even genetic optimization techniques. They offer the possibility to predict and avoid secondary effects of the treatment, e.g., skull heating, the formation of secondary foci and unwanted cavitation. The complexity of acoustic wave-propagation, however, in highly complex, heterogeneous anatomical structures, is a computationally intensive problem that requires huge amounts of computational resources to allow such simulations to run in viable time frames. The required resources and computational time increase even further at higher acoustic frequencies (e.g., 1 MHz), or when accounting for effects such as non-linearity and shear waves. The choice of the simulation technique typically involves a trade-off between physical accuracy, simulation time and computational resources, and requires validation of the chosen method. But the employment of high-end hardware and state-of-the-art parallelization techniques is a promising track, and such simulations are now becoming feasible; multiple optimization simulations that can be run overnight will soon be achievable with affordable hardware.

The MR-ARFI techniques (see Section 8.1.3) also show promise and could prove invaluable for estimating required corrections. These techniques are entirely non-invasive and have demonstrated the ability to produce high quality focusing. In addition, they exhibit the unique characteristic of directly monitoring the quantity of interest, i.e., acoustic pressure, and offer the possibility of closed-loop control of transcranial sonication. Nonetheless, MR-ARFI techniques are still in an experimental stage and, in their current form, require hours of measurements in the presence of the patient and the careful management of the transducer element grouping and activation. Despite this, the promise of MR-ARFI aberration correction approaches captures the interest of many researchers, and may well prove to be a valuable clinical solution if technical advances are made that help overcome the aforementioned challenges.

8.1.5 Conclusions and outlook

Despite the inherent limitations of therapeutic ultrasound, and, in the case of tCFUS, the major problems caused by skull-induced aberrations, this modality has shown great promise in a number of neurosurgical interventions, including cancer treatment, motor disorders such as essential tremor and Parkinson’s disease, and improved drug delivery for treatment of conditions such as Alzheimer’s disease and multiple sclerosis. Consequently, medical centers throughout the world are establishing clinical trials to explore the capabilities of this technology.
Many different approaches to compensate for skull-induced aberrations have been reported over the years. Each has its own set of advantages and limitations which are discussed in this section. As the aberrations constitute the main obstacle to the efficacious employment of this technology, significant progress has been noted towards resolving this issue over the past decade, but further research is clearly required to establish an effective, efficient, and non-invasive procedure for tcFUS to be accepted by the clinical community.

In view of their non-invasive nature, flexibility, and the wealth of information offered by 3D simulations, their use will likely become increasingly common and they will be available for online treatment delivery adaptation and correction, e.g., by leveraging pre-computed solutions.

### 8.2 Acoustic and Thermal Modeling of tcFUS Neurosurgical Applications

The purpose of this study was to investigate the impact of skull-induced aberrations, compare different phase and amplitude correction approaches used to compensate for these aberrations and achieve refocusing, extend the treatment envelope of tcFUS therapy, as well as to explore acoustic and thermal secondary effects of the treatment.

The simulated setup consists of an idealized model of the commercial tcMRgFUS system, ExAblate® 4000 (InSightec, Haifa, Israel) and the detailed anatomical head model of a 34-year old, healthy male; 22 targets, in various locations in the brain of the head model, were defined and examined. Phase and amplitude corrections for each of these targets
were calculated according to 4 different approaches, and the impacts on the acoustic focus and the induced temperature increase were investigated. In addition, the impact of acoustic nonlinearity on the pressure distribution and temperature increase and the effect of temperature-dependent perfusion on the temperature distribution were also explored.

8.3 Materials & Methods

8.3.1 Simulation Setup

8.3.1.1 Applicator Model

The applicator model used in these simulations was based on the ExAblate® 4000 (InSightec, Haifa, Israel), which was described in Section 2.5.2.2. As was outlined in the aforementioned section, the ExAblate® 4000 consists of a 30 cm diameter hemispherical phased-array transducer with 1024 elements operating at either 230 kHz or 650 kHz. This device is coupled with a 1024-channel amplifier, which allows phase and amplitude control of each individual transducer element in the phased array.

A model applicator, shown in Figure 8.4, was generated to mimic the actual applicator, with the same number of transducer elements in similar groupings. All elements were modeled identically, with a surface area of 1 cm².

8.3.1.2 Head Model

The head model used in these simulations is an improved version of the ‘Duke’ model described in Section 6.3.3. This improved version of the model, shown in Figures 8.4 and 8.5, was developed as part of the Virtual Population project [543], where the original MRI dataset was re-sampled with a resolution of 0.5 × 0.5 × 0.5 mm and re-segmented, yielding over 50 individual tissues and anatomical structures in the region of the head.

8.3.1.3 Patient Positioning and Target Definition

To replicate clinically relevant setups, the head model was placed so that the right thalamic ventral intermediate (VIM) nucleus was located at the geometric center of the transducer, i.e., where the acoustic waves of all the elements, driven in phase with no source of phase aberrations – e.g., the presence of the skull – would converge according to the arrangement of the elements in the array, as shown in Figure 8.4.

To evaluate the different refocusing approaches that are described in the next section, and the ability of each to focus the acoustic waves at a given location further away from the
transducer’s geometric focus than is currently considered feasible, two types of targets, ‘structure targets’ and ‘cortex targets’, were defined in the anatomical model. Structure targets, regions of the human brain that have been associated with different neuropathic conditions, are very desirable targets for tCFUS neurosurgery; 14 such targets were defined and are shown in Figure 8.5(b). In addition, 8 cortex targets in different cortices of the brain were defined, as shown in Figure 8.5(a), which, because of close proximity to the skull, are thought by the FUS community to be untreatable. A summary of all targets and their distance from the transducer’s geometric focus can be seen in Table 8.2.

Figure 8.4: The ‘Duke’ anatomical head model and the ExAblate® 4000 transducer array used in this study. The positioning of the head model within the transducer as well as the location of the geometric focus in the right thalamic ventral intermediate (VIM) nucleus can be seen.

8.3.2 Acoustic Simulations

Linear acoustic simulations were performed at 230 kHz, with the LAPWE solver described in Section 5.2.1.4. The simulation domain was discretized with a 0.65 mm grid-step, truncated to approximately 308 × 308 × 240 mm, and terminated with 16 layers of PML on all domain boundaries to inhibit the manifestation of spurious reflections. All acoustic simulations were performed for 1000 W of acoustic power (see Section 8.3.2.3) and their duration was set to 230 periods which correspond to a propagation distance of approximately 1.5 m. The acoustic properties of the different tissues were set according to the values presented in Table 1.2, while the material density $\rho$ values were based on the IT’IS Foundation Tissue Properties Database [8]. Given that the anatomical model
Figure 8.5: The targets defined in the head model: (a) ‘cortex targets’, which all lie above the transducer level, and (b) ‘structure targets’, where the red dashed line shows the transducer level in relation to the targets, which heavily influences the achievable focusing. The initials L, R, A, M, and P stand for left, right, anterior, medial, and posterior, respectively, and the numbers in parentheses are the target distances in mm from the geometric focus of the transducer.
### Table 8.2: The different targets that were defined in the head model and evaluated with the different aberration-correction approaches, as well as their distance in mm from the geometric focus of the transducer.

<table>
<thead>
<tr>
<th>Target Name</th>
<th>Distance [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Structure Targets</strong></td>
<td></td>
</tr>
<tr>
<td>Amygdala (Left/Right)</td>
<td>47.2 / 28.1</td>
</tr>
<tr>
<td>Cerebellum (Left/Medial/Right)</td>
<td>79.5 / 43.7 / 65.6</td>
</tr>
<tr>
<td>Corpus Callosum (Anterior/Medial/Posterior)</td>
<td>48.4 / 23.4 / 28.3</td>
</tr>
<tr>
<td>Hypophysis</td>
<td>39.2</td>
</tr>
<tr>
<td>Hypothalamus</td>
<td>26.7</td>
</tr>
<tr>
<td>Medulla Oblongata</td>
<td>64.6</td>
</tr>
<tr>
<td>Pons</td>
<td>44.3</td>
</tr>
<tr>
<td>Thalamic VIM (Left/Right)</td>
<td>28.0 / 0.0</td>
</tr>
<tr>
<td><strong>Cortex Targets</strong></td>
<td></td>
</tr>
<tr>
<td>Auditory Cortex (Left/Right)</td>
<td>68.0 / 42.0</td>
</tr>
<tr>
<td>Motor Cortex (Left/Right)</td>
<td>58.8 / 54.3</td>
</tr>
<tr>
<td>Prefrontal Lobe (Left/Right)</td>
<td>75.1 / 71.0</td>
</tr>
<tr>
<td>Visual Cortex (Left/Right)</td>
<td>79.5 / 75.2</td>
</tr>
</tbody>
</table>

The used was based on MRI data, it wasn’t possible to acquire voxel-specific bone properties through Hounsfield units, thus, constant acoustic properties were assigned per tissue.

### 8.3.2.1 Target Focusing and Aberration Correction

To correct both amplitudes and phases for every element of the array, the LAPWE-based linear acoustic solver (see Equation 4.9) was applied to each of the defined targets according to the following procedure: Initially, a point source, driven with an arbitrary amplitude, was placed at the intended target location. Afterwards, an inverse-propagation acoustic simulation of the entire head and applicator in which the waves from the point source were allowed to propagate for 1.0 ms, i.e., 230 periods at 230 kHz resulting in a propagation distance of ca. 1.5 m, was performed. During the simulation, the transducer elements were used as receivers to record the complex pressure values, i.e., amplitude and phase, at the surface center of every element. Subsequently four distinct focusing strategies were applied and evaluated.

**Distance-based Phase Corrections (DPC):** Analytical phase corrections for every element were calculated based on the distance between each element’s surface center and the desired target, assuming that the transducer is in a homogeneous water medium, thus without wave distortion taken into account. The calculated distance-based phase correc-
tions are applied to each element, the amplitudes of which are fixed to the appropriate pressure level for a given acoustic input power (see Section 8.3.2.3).

Ray-Tracing-based Phase Corrections (RTPC): As an extension of the DPC approach, a ray-tracing algorithm that takes the skull properties into account and allows calculation of improved effective distance-based phase corrections was devised. The algorithm calculates the skull entry/exit, i.e., intersection, points of the rays between each element’s surface center and the desired target and uses that information to calculate the thickness of the skull through which the waves from a given element propagate on the way to the target. Similarly to the DPC approach, the improved phase-corrections and fixed pressure amplitudes are applied to each element.

Simulation-based Phase Corrections (SPC): The phases of the pressure phasors recorded during the inverse-propagation simulation are conjugated and the amplitudes are fixed to the appropriate constant pressure level for a given acoustic input power.

Simulation-based Phase and Amplitude Corrections (SPAC): The phases of the pressure phasors recorded during the inverse-propagation simulation are conjugated and the recorded amplitudes, normalized to a given acoustic input power, are used (see Section 8.3.2.4).

Finally, for each of the 4 focusing strategies, the calculated phase – and in the case of the SPAC approach, amplitude – corrections were applied to their respective elements and a forward-propagation acoustic simulation was performed to investigate the acoustic and thermal impact of those corrections.

8.3.2.2 Non-Linear Acoustic Simulations

To investigate the effects of non-linear acoustic propagation on the pressure distribution and resulting temperature increase, the WLE (see Section 5.2.2.3) was used. To facilitate these simulations, the computational domain described prior was re-gridded with a 0.3 mm grid-step. The phase corrections of the SPC approach were used to repeat the forward-propagation simulations (see Section 8.3.2.1) for the ‘Thalamic VIM (Left)’ and ‘Thalamic VIM (Right)’ targets (see Figure 8.5) to account for the generation of the first (230 kHz), i.e., fundamental, and second harmonic (460 kHz) frequencies. Consequently, these results were compared to those of the linear simulations, both acoustically and thermally.

8.3.2.3 Pressure Levels

The definition of the actual pressure amplitude level(s) for the array elements for a given acoustic input power is crucial for obtaining realistic pressure values at the focus location, for accurate modeling of non-linearity effects, and to calculate the induced temperature
increase. The following formula was used to calculate the average element surface pressure for a given acoustic input power:

\[ p_{\text{element}} = \sqrt{\frac{P_{\text{total}} \cdot Z_{\text{water}}}{N_{\text{elements}} \cdot A_{\text{element}}}} \]  

(8.1)

where \( p_{\text{element}} \) is the pressure at the surface of an array element in Pa, \( P_{\text{total}} \) is the total acoustic input power in W, \( Z_{\text{water}} \) is the characteristic impedance of water in kg/m\(^2\)/s, \( N_{\text{elements}} \) is the number of active elements in the array, and \( A_{\text{element}} \) is the area of the element surface in m\(^2\).

Assuming that water has a sound propagation speed of 1482.3 m/s (see Table 1.1) and a density of 1000 kg/m\(^3\), the resulting characteristic impedance \( Z_{\text{water}} \) is \( 1.4823 \cdot 10^6 \) kg/m\(^2\)/s. Therefore, when all 1024 elements are active, sonicating at the same pressure and have a surface area \( A_{\text{element}} \) of 1.0 cm\(^2\), the pressure \( p_{\text{element},1000\text{W}} \) at the surface of every element for 1000 W of acoustic input power is ca. 120.31 kPa.

### 8.3.2.4 Amplitude Normalization

In the inverse-propagation approach, a point source with an arbitrary amplitude is used to capture the complex pressure waves, the pressure amplitudes of which must be normalized to realistic pressure values as discussed above. The factor \( f \) used for normalization of the captured complex pressure values is defined as:

\[ f = \sqrt[2]{\frac{N_{\text{elements}} \cdot p_{\text{element}}^2}{\sum_{i=1}^{N_{\text{elements}}} p_{\text{captured}}^2_i}} \]  

(8.2)

where \( N_{\text{elements}} \) is the number of active elements in the array, \( p_{\text{element}} \) is the pressure amplitude calculated above and \( p_{\text{captured}}_i \) is the pressure recorded at the \( i^{th} \) element of the array in the inverse-propagation simulation.

### 8.3.3 Thermal Simulations

Following the acoustic simulations, the deposited acoustic energy was calculated for every voxel of the computational domain, and used as input in the thermal solver (see Section 6.3.2).

To realistically model the entire treatment setup, convective thermal boundary conditions (see Section 6.3.2) were applied at the interfaces between tissues and the water-bolus surrounding the head as well as at tissue-air interfaces, both for the internal air in head cavities and the air surrounding the head. The water temperature was fixed to 16 °C.
and a heat-transfer coefficient $h$ of 70 W/m$^2$/K was applied [500, p. 77]. Similarly, both internal and external air were fixed to 25 °C with an $h$ of 6 W/m$^2$/K.

To properly account for the cooling effect of the water-bolus on the scalp, thermal simulations were performed for 30 min in the absence of sonication to allow the different tissues to reach thermal equilibrium, generally achieved after ca. 10 min. This was then followed by 20 s of sonication to calculate the temperature increase induced by the deposited acoustic energy during treatment. During these simulations, the effects of perfusion were taken into account, and the thermal properties for all tissues were based on the IT’IS Foundation Tissue Properties Database [8].

These thermal simulations were repeated for every target in the head in order to calculate the induced temperature increase.

### 8.3.3.1 Vascular Shutdown and Temperature-Dependent Tissue Perfusion

The above thermal simulations were performed with the assumption that thermal tissue properties are not temperature dependent. However, it is known that during thermal ablation, the high temperatures induce vascular shutdown, thus eliminating perfusion in those locations and causing the temperature to increase more rapidly [544, 545]. To assess the importance of this effect, additional thermal simulations were performed for a few select targets where perfusion was assumed to start decreasing linearly when the tissue temperature exceeded 50 °C and cease entirely above 51 °C. Vascular dilation, which would cause an exponential increase in blood perfusion as a function of temperature, is not taken into account, as this effect manifests itself only after several minutes of exposure to increased local temperature [546–548].

### 8.4 Results

The four aberration correction approaches described under Section 8.3.2.1 were applied to all targets shown in Figure 8.5. The resulting pressure distributions were used to calculate the temperature increase as described under Section 8.3.3.

Due to the target location diversity, the targets were loosely categorized as cortex targets, structure targets at or above the transducer level, and structure targets below the transducer level.

To analyze the acoustic and thermal performance of the different approaches for each target in a consistent manner, an automatized local maxima and connected-component analysis was performed on all calculated 3D pressure and temperature distributions. Firstly, the distributions were filtered to detect all local maxima which were subsequently analyzed to detect the highest local maximum nearest to the intended target. Once that maximum and
the peak absolute pressure or temperature increase were identified, the original fields were thresholded at 50% of the peak pressure or temperature level, and the different connected components were analyzed. This yielded the full-width half-maximum (FWHM) size of the focal region or thermal lesion along the X, Y and Z axes, the distance between that region and the intended target, as well as the volume of the region, calculated as the sum of the voxel volumes belonging to the particular component. The results of the analyses are summarized in Table 8.3 for the acoustic pressure distributions and in Table 8.4 for the temperature increase distributions.

A plot of the peak absolute pressure in these detected foci for all targets and approaches is shown in Figure 8.6. The absolute pressure distribution obtained with the four approaches, in the case of the ‘Thalamic VIM (Right)’ target – which coincides with the geometric focus of the transducer — can be seen in Figure 8.7. In addition, the absolute pressure distributions resulting from the use of the SPC approach in the case of four selected targets can be seen in Figure 8.8.

A plot of the peak FUS-induced temperature increase achieved in each of the defined targets for all focusing approaches after 20 seconds of sonication is shown in Figure 8.9.
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**Figure 8.6:** The peak absolute pressure (in MPa) achieved near each of the defined targets for all focusing approaches. It can be clearly seen that the SPC and SPAC approaches yield far stronger foci than the DPC and RTPC approaches.
Figure 8.7: Absolute pressure distribution in MPa resulting from the use of the four approaches with the ‘Thalamic VIM (Right)’ target. Each distribution is plotted on the sagittal plane through the target, accompanied by the respective color map and scaled to the respective maximum absolute pressure. The distribution resulting from the DPC approach (a) shows a heavily distorted focal region and relatively low pressure amplitude at the target. Delineation of the focal region and amplitude improve slightly with the RTPC approach (b), while a significant improvement is seen in the case of the SPC (c) and SPAC (d) approaches.
Figure 8.8: Absolute pressure distribution in MPa resulting from the use of the SPC approach with four selected targets. Each distribution is plotted on a plane through the target, accompanied by the respective color map and scaled to the respective maximum absolute pressure. Distributions (a) – (c) are plotted on the sagittal plane, while distribution (d) is plotted on the coronal plane. The two structure targets above the transducer level, ‘Thalamic VIM (Left)’ (a) and ‘Corpus Callosum (Medial)’ (b), show sharply delineated focal regions with very high pressure amplitudes. The resulting distribution for ‘Amygdala (Left)’ (c), a structure target below the transducer level shows successful refocusing but significantly lower pressure amplitude. In the case of the cortex target ‘Auditory Cortex (Left)’ (d), a focus is visible at the target location but significant energy deposition in the patient’s scalp and skull is observed.
Table 8.3: The results, mean (standard deviation), of the connected-component analysis on the absolute acoustic pressure distributions for the four focusing approaches for the different target categories. $D$ is the distance between the intended target and the nearest focal region, $p$ is the peak absolute pressure in that region, $F_{shape}$ is the shape-factor, i.e., the ratio of the maximum to minimum dimensions of the focal region, and $V$ is the volume of that region. Abbreviations used: structure targets (ST), cortex targets (CT), and transducer level (TL).

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Approach</th>
<th>ST above TL</th>
<th>ST below TL</th>
<th>CT</th>
<th>All Targets</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$[mm]</td>
<td>DPC</td>
<td>2.2 (0.6)</td>
<td>2.5 (1.0)</td>
<td>5.9 (6.4)</td>
<td>3.7 (4.3)</td>
</tr>
<tr>
<td></td>
<td>RTPC</td>
<td>0.8 (0.1)</td>
<td>2.6 (1.7)</td>
<td>6.5 (8.3)</td>
<td>3.7 (5.6)</td>
</tr>
<tr>
<td></td>
<td>SPC</td>
<td>0.5 (0.1)</td>
<td>0.7 (0.2)</td>
<td>0.7 (0.2)</td>
<td>0.6 (0.2)</td>
</tr>
<tr>
<td></td>
<td>SPAC</td>
<td>0.6 (0.0)</td>
<td>0.6 (0.2)</td>
<td>0.6 (0.2)</td>
<td>0.6 (0.2)</td>
</tr>
<tr>
<td>$p$[MPa]</td>
<td>DPC</td>
<td>2.6 (0.5)</td>
<td>1.6 (0.5)</td>
<td>0.9 (0.3)</td>
<td>1.5 (0.7)</td>
</tr>
<tr>
<td></td>
<td>RTPC</td>
<td>3.2 (0.3)</td>
<td>1.6 (0.6)</td>
<td>1.0 (0.3)</td>
<td>1.7 (0.9)</td>
</tr>
<tr>
<td></td>
<td>SPC</td>
<td>4.6 (0.2)</td>
<td>3.2 (0.6)</td>
<td>2.5 (0.3)</td>
<td>3.2 (0.9)</td>
</tr>
<tr>
<td></td>
<td>SPAC</td>
<td>5.1 (0.2)</td>
<td>3.8 (0.7)</td>
<td>3.2 (0.3)</td>
<td>3.8 (0.8)</td>
</tr>
<tr>
<td>$F_{shape}$</td>
<td>DPC</td>
<td>1.8 (0.6)</td>
<td>1.7 (0.5)</td>
<td>4.2 (2.9)</td>
<td>2.6 (2.2)</td>
</tr>
<tr>
<td></td>
<td>RTPC</td>
<td>2.1 (0.2)</td>
<td>1.9 (0.6)</td>
<td>1.0 (0.3)</td>
<td>1.7 (0.9)</td>
</tr>
<tr>
<td></td>
<td>SPC</td>
<td>1.6 (0.2)</td>
<td>1.4 (0.3)</td>
<td>1.3 (0.1)</td>
<td>1.4 (0.2)</td>
</tr>
<tr>
<td></td>
<td>SPAC</td>
<td>1.5 (0.1)</td>
<td>1.5 (0.4)</td>
<td>1.4 (0.1)</td>
<td>1.5 (0.3)</td>
</tr>
<tr>
<td>$V$[mm$^3$]</td>
<td>DPC</td>
<td>185.7 (52.4)</td>
<td>303.4 (386.4)</td>
<td>225.1 (256.6)</td>
<td>253.5 (310.3)</td>
</tr>
<tr>
<td></td>
<td>RTPC</td>
<td>78.5 (2.8)</td>
<td>250.3 (543.8)</td>
<td>196.3 (238.1)</td>
<td>244.9 (407.4)</td>
</tr>
<tr>
<td></td>
<td>SPC</td>
<td>51.6 (3.5)</td>
<td>50.3 (11.8)</td>
<td>38.3 (1.3)</td>
<td>46.2 (10.1)</td>
</tr>
<tr>
<td></td>
<td>SPAC</td>
<td>50.8 (3.5)</td>
<td>51.2 (19.8)</td>
<td>48.1 (7.7)</td>
<td>50.0 (14.3)</td>
</tr>
</tbody>
</table>

8.5 Discussion

8.5.1 Acoustic Distributions

As can be seen from Table 8.3, the acoustic pressure achieved in the focal regions nearest to the targets is lowest for the DPC approach — which neglects the impact of the skull — slightly higher for the RTPC approach (+10% in average), and much higher for the SPC and SPAC approaches (+107% and +148% respectively). In terms of target location, structure targets above the transducer level exhibited higher pressures than those below, while the achievable pressure in the cortex targets was the lowest.

The pressure level dependence on the focusing strategy can be mostly understood when the volume $V$ of the different focal regions is considered. The phase corrections calculated
Figure 8.9: The peak FUS-induced temperature increase, not absolute temperature, achieved with each of the defined targets for all focusing approaches after 20 seconds of sonication. The red dashed line shows the 50 °C threshold, assumed to be the ablation threshold for a base tissue temperature of 37 °C.

through the DPC and RTPC approaches resulted in focal regions much larger, by a factor of 5.2 on average, than those obtained with simulation-based methods (see Figure 8.7).

While the SPC and SPAC approaches yielded a nearly constant region size and shape for the different targets, focusing sharpness drastically decreased in the case of the DPC and RTPC approaches for structure targets below the transducer level and even further for cortex targets, where dramatic size variations were observed. In general terms and regardless of the correction approach, focusing quality decreases as the distance between the intended target and the geometric focus of the array increases (see Figure 8.8). As described by $F_{shape}$ in Table 8.3, the focal regions were more spherical for the simulation-based approaches than for the DPC and RTPC approaches, which yielded more elongated regions with substantial shape variations.

In terms of focal shift, precisions on the order of the discretization resolution were typically achieved with simulation-based approaches, as can be seen from $D$ in Table 8.3, while the DPC and RTPC approaches showed an average shift of 3.7 mm, which was even more pronounced for cortex targets.
Table 8.4: The results, mean (standard deviation), of the connected-component analysis on the temperature increase distributions for the four focusing approaches for the different target categories. $D$ is the distance between the intended target and the nearest lesion, $T$ is the peak temperature increase, and $V$ is the volume of the region. Abbreviations used: structure targets (ST), cortex targets (CT), and transducer level (TL).

8.5.2 Thermal Distributions

When considering the temperature increase results after 20 s of sonication (see Figure 8.9 and Table 8.4), the DPC and RTPC approaches achieved ablative temperatures only in the case of structure targets above the transducer level. As observed with the acoustic results, temperature rise was highest for structure targets above the transducer level.

The SPAC was clearly superior to the other approaches, and achieved ablative temperatures in all investigated targets. Utilization of the SPC approach attained ablation in all structures targets above the transducer level, and the majority of targets below. In the case of cortical targets, even though focusing was achievable with these this approach, the limited number of elements that could contribute to the focusing (due to the absence of a line-of-sight between many of the elements and the intended target) resulted in high energy deposition on the skull and scalp, while the temperature rise at the targets showed inverse proportionality to the distance between them and the transducer’s geometric focus. Effective thermal treatment of those targets would require the patient to be repositioned so that the desired targets would lie above the transducer level.

The thermal lesion and acoustic focus volumes exhibited similar behaviors, with the simulation-based approaches being clearly superior to the DPC and RTPC, especially for the cortex and structure targets below the transducer line where these approaches were unable to produce sharply demarcated lesions.
8.5.3 Skull Heating

With the SPC approach, high acoustic energy deposition and subsequent thermal hotspots were observed near the skull surface for the majority of targets, which would result in significant heating of the patient’s scalp and skull. This phenomenon was partly alleviated for targets near the geometric focus with the use of RTPC, where improvements in thermal and focal gain were seen. This would suggest that, even though the RTPC approach did not achieve ablative temperatures within 20 s of sonication in any but the structure targets above the transducer level, it could be employed with longer sonication durations, or, for non-thermal therapy modalities such as targeted drug delivery.

In the case of the simulation-based approaches, these adverse effects were mostly observed for cortex targets and structure targets below the transducer level, where only a small number of elements could contribute to the focus, thus resulting in significant energy deposition on the scalp and skull bone (see Figure 8.8). This trend was visible for both approaches, which leads us to conclude that these targets would benefit from further optimization of the steering parameters, e.g., de-activation of the nearby elements.

8.5.4 Impact of Acoustic Non-Linearity and Vascular Shutdown

Non-linear acoustic simulations were performed for the ‘Thalamic VIM (Left)’ and ‘Thalamic VIM (Right)’ targets, with the phase corrections of the SPC approach and with the generation of the second harmonics taken into account. The impact of the second harmonic was negligible both acoustically and thermally. In terms of absolute pressure amplitude, the second harmonic was approximately 30 dB lower than the first. Consequently, the thermal impact was similarly insignificant, on the order of 0.01 – 0.02 °C additional temperature increase. This can be explained by the low base frequency (230 kHz) and the resulting low attenuation coefficient (see Table 1.2). The impact of non-linearity is expected to be much more pronounced at higher acoustic frequencies, e.g., in the case of the 650 kHz system, since the tissue absorption coefficients are proportionally higher.

Furthermore, as discussed under 8.3.3.1, additional thermal simulations were performed where the impact of vascular shutdown was considered. As in the case of the non-linear acoustic simulations, the phase corrections of the SPC approach were used in vascular shutdown simulations for the 'Thalamic VIM (Left)' and 'Thalamic VIM (Right)' targets. The impact of vascular shutdown was visible but minimal. Thermal simulations, where the perfusion was assumed to decrease linearly after the tissue temperature exceeded 50 °C and cease entirely after 51 °C, showed a steeper temperature increase, but, after 20 s of sonication, only 1 °C of total additional temperature increase was observed in tissues where vascular shutdown occurred.
8.6 Conclusions

A well known limitation of tcFUS therapy are the skull-induced aberrations, which can induce focal shift and distortion as well as significant energy deposition on the patient’s skull and scalp, resulting in a significant decrease in the treatment’s focal and thermal gain. A numerical study was performed here to investigate the efficacy of four compensation techniques, ranging from (semi-)analytical to simulation-based, that aim to provide phase – and optionally amplitude – corrections to achieve refocusing, counter the aforementioned effects, and increase the treatment envelope of tcFUS therapy. To that end, acoustic and thermal simulations of a detailed anatomical head model sonicated with a model of the ExAblate® 4000 applicator, were performed. The acoustic and thermal results of these correction approaches were ascertained for 22 distinct targets in various locations of the brain, while the impacts of acoustic nonlinearity and vascular shutdown were also evaluated.

Evaluation of the acoustic pressure, location, and size of the focal regions as well as the FUS-induced temperature increase and lesion volume/size suggest that simulation-based approaches provide far superior corrections than the analytical and semi-analytical ones. While the latter could be employed in thermal therapies for targets in the vicinity of the transducer’s geometric focus, their efficiency decreased dramatically when targeting more remote brain regions. Simulation-based approaches, on the other hand, could be employed clinically to extend the treatment envelope of tcFUS treatments as well as predict, and therefore, avoid, possible secondary effects of these procedures, such as standing waves and skull heating. Utilization of modern but affordable computer hardware, combined with state-of-the-art high-performance computing techniques, enable realistic acoustic and thermal simulations in complicated setups to be performed within minutes. Thus, due to their increased refocusing efficiency and their ability to predict the acoustic and thermal effects of FUS therapies, simulation-based correction approaches may soon replace their analytical counterparts.

In a next step it will be investigated, how many of the large number of tissues distinguished in the head model are actually required. The impact of inhomogeneity, particularly skull inhomogeneity which can be estimated from CT data, needs to be considered, and the analysis should be repeated for higher frequencies.
HIFU Hepatic Tumor Ablation: Modeling of Focusing and Motion Tracking Approaches

9.1 Introduction

As outlined in Sections 3.1.4.3, 3.3.2.3, and 3.3.3, despite the encouraging results reported in clinical trials [59, 79, 140, 141], FUS treatments of hepatocellular carcinomas are hampered by two significant impediments. These are the partial obstruction introduced by the thoracic cage, i.e., the ribs, and the respiration-induced organ motion and displacement. The former limits the treatable volume, introduces the risk of collateral tissue damage, and degrades the overall focus quality. Respiratory motion leads to inaccurate MR thermometry and compromises the targeting accuracy. This may result in insufficient energy deposition in the targeted tissue, unsuccessful ablation, or even damage to the surrounding healthy tissue.

Significant amounts of research have been dedicated to countering the aforementioned effects. As was discussed in Section 3.3.2.3, obstruction by the thoracic cage is clinically circumvented through partial resection of the obstructing ribs [242, 246], which however, increases both the invasiveness and risk of the treatment. Alternative approaches involve dynamic element activation [238, 247–249], and treatment planning through time-reversal techniques [236–238, 250, 251]. Respiratory-induced organ motion necessitates the employment of techniques based on controlled apnea [258], or respiratory gating [259, 260], which nevertheless often prove unsuccessful [139, 261]. These findings suggest that continuous ablation, in combination with motion tracking and compensation may be necessary. Several indirect [252, 253, 260, 262–265] and direct [266–270] motion tracking and compensation techniques have been investigated (see Section 3.3.3). However, the majority of the aforementioned studies are ordinarily carried out on in-vitro and ex-vivo setups, involving only a thoracic cage, usually extracted from animals, which is embedded in a water-tank. Furthermore, numerical studies are typically performed on strongly
simplified depictions of the human anatomy, in most cases lacking a realistic model of respiratory motion. Therefore, further investigations applied on representative setups are warranted, and the feasibility of these approaches needs to be ascertained before they can be adopted into the clinical environment.

In this study, a transient anatomical model with 14 temporal snapshots, was generated by deforming a static model, based on the 4D-MRI images of a volunteer’s respiratory cycle. The model of a randomized phased array transducer with 256 circular elements was then employed to perform acoustic and thermal simulations of hepatic tumor ablation, and ascertain the importance of motion-tracking, as well as intercostal targeting approaches. Acoustic simulations were performed for each step of the respiratory cycle with both analytical and simulation-based (time-reversal) steering and compensation. The deposited acoustic energy was calculated, and transient thermal simulations of gated and continuous ablation procedures, with and without motion compensation, were performed.

9.2 Materials & Methods

9.2.1 Simulation Setup

9.2.1.1 Transducer Model

The model of a randomized phased array transducer (RPAT) was designed based on the prototype presented by Hand et al. [549]. Such arrays have been shown to reduce grating lobes and secondary maxima [550], and their use in transcostal hepatic tumor treatment with HIFU has been ascertained by several research teams [236, 238, 549].

The RPAT model used in this study (see Figure 9.1), featured 256 circular elements operating at 0.5 MHz, which were randomly distributed on a spherical surface with a curvature radius of 130 mm, and a diameter of 170 mm. The model was automatically designed by a Python script where the boundary conditions were set such that each element was 7 mm in diameter, while the minimum inter-element (center-to-center) distance was set to 7.5 mm. According to Hand et al. [549], this array could deliver a maximum acoustic power of 2.3 W per element, amounting to a total of 588.8 W, at which all acoustic and thermal simulations were performed.

9.2.1.2 Transient Anatomical Model

The static anatomical model utilized in this study was an improved version of the ‘Duke’ model described in Section 6.3.3. This improved version of the model was developed as part of the Virtual Population project [543], where the original MR image dataset was re-sampled with a resolution of $0.5 \times 0.5 \times 0.5$ mm, and then re-segmented, yielding over
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Figure 9.1: Randomized phased array transducer (RPAT) designed for the purposes of this study. The array features 256 circular elements operating at 0.5 MHz.

96 tissues and anatomical structures in the region of the torso. The model of a tumor was artificially implanted in the right posterior hepatic lobe. The dimensions of the tumor were approximately $32 \times 28 \times 22$ mm, and the tumor was placed behind the 10th rib, at an approximate distance of 70 mm from the dorsal end of the model's skin. This static version of the model, which represents the full exhalation stage in the respiratory cycle, can be seen in Figure 9.2.

This model was registered to the 4D-MRI images of a volunteer's respiratory cycle, and warped to generate a transient model comprising 14 steps, i.e., temporal snapshots throughout the cycle. The 4D-MRI images were acquired at intervals of 390 ms, resulting in a respiratory cycle with a total duration of 5.46 s. A reference exhalation image was registered to each 3D MR image in order to obtain the displacement vector field of the abdomen at each time step. Because of discontinuities between abdominal organs and the chest wall, this was initially performed on a masked region containing only abdominal organs, and subsequently on the inverted mask containing the chest wall. The resulting displacement fields were combined using a Gaussian kernel at the mask interfaces. The full inhalation and full exhalation 4D-MRI images and the corresponding steps of this transient model can be seen in Figure 9.3.

9.2.1.3 Transducer Positioning and Target Definition

The RPAT (see Section 9.2.1.1) was positioned behind the model’s back, so that the geometric focus of the array would coincide with the center of the implanted tumor in the static version of the model. This configuration allowed for the replication of clinically
relevant setups, as well as to ascertain the impact of the thoracic cage and organ motion on the targeting accuracy, focusing quality, and target tracking capabilities of the array. The 3D simulation setup and a sagittal voxel slice through the center of the tumor, can be seen in Figure 9.4.

9.2.2 Acoustic Simulations

Linear acoustic simulations were performed at 0.5 MHz with the LAPWE solver described in Section 5.2.1.4. The simulation domain was discretized with a 0.3 mm grid-step, truncated to approximately \(207 \times 230 \times 210\) mm – resulting in ca. 370 million cells, and terminated with 16 layers of PML on all domain boundaries to inhibit the manifestation of spurious reflections. All acoustic simulations were performed for 588 W of acoustic power and their duration was set to 300 periods, which corresponds to a propagation distance of ca. 900 mm. The acoustic properties of the different tissues were set
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9.2.2.1 Static Model Simulations

Initial acoustic simulations were performed with the static anatomical model in the setup described in the previous section, i.e., with the geometric focus of the RPAT coinciding with the tumor center. This setup permitted the investigation of the impact of intercostal targeting and compensation within a single sonication, and these acoustic simulations served as a baseline for the corresponding transient model simulations.

Three approaches were employed to steer the acoustic beams and compensate for the presence of aberration sources, most notably the skin, thoracic cage, and lungs. These were the distance-based phase correction (DPC), the simulation-based phase correction
Figure 9.4: 3D view of the simulation setup showing the location of the RPAT relative to the anatomical model (a), and a sagittal voxel slice through the center of the tumor marking the most prominent tissues (b).

(SPC), and the simulation-based phase and amplitude correction (SPAC), which were detailed in Section 8.3.2.1.

As outlined in the aforementioned section, the DPC approach does not account for the presence of inhomogeneities, i.e., the anatomy, and merely calculates the appropriate phases that would steer the focal region to a particular location if the transducer was embedded in a homogeneous medium. Unlike the DPC, the SPC and SPAC approaches employ time-reversal techniques to calculate phase and, in the case of the SPAC, amplitude corrections, thus attempting to both steer the focal region and compensate for aberration effects. Therefore, utilizing these approaches required the placement of a point source at the intended location of the focal region, i.e., the tumor center, and an inverse propagation simulation which provided the required phase and amplitude corrections (see Section 8.3.2.1).

9.2.2.2 Transient Model Simulations

The acoustic simulations described above were repeated for every step of the transient model described in Section 9.2.1.2, using the DPC, SPC, and SPAC approaches. This facilitated the assessment of respiratory motion effects, and the evaluation of the aforementioned steering/compensation techniques. In addition, these simulations permitted
for the importance of motion tracking, and the transient effects associated with respiratory movement to be ascertained. The sonication target for each step was relocated based on the same deformation field used to warp the anatomical model, and used to steer the acoustic beams using the three aforementioned approaches. These targets can be seen in Figure 9.5.

**Figure 9.5:** Sonication target points (tumor center) for the different steps of the transient model. These points are displayed over the static liver but in relation to the body, as organs deform and translate throughout the respiratory cycle. The target marked with ‘0’ depicts the tumor center of the transient model during the first step.

These targets and their distance from the initial target, i.e., the tumor center in the static model, were used to define the displacement profile throughout the respiratory cycle. This profile, which can be seen in Figure 9.6, was used to define the duration of the full inhalation stage and thus the respiratory gating window which amounted to 1.95 s, a value in accordance to the published literature [139, 259].

Lastly, in order to quantify the importance of motion tracking, the corrections calculated through the three steering/compensation approaches when applied to the static model (see Section 9.2.2.1) were used without further modifications across all acoustic simulations of transient model’s different steps. This resulted in simulations where only initial targeting and compensation were employed, i.e., only for the non-displaced target in the tumor center of the static model, while no motion tracking was applied, i.e., the phase/amplitude corrections were not updated for the subsequent targets.
Figure 9.6: Respiratory displacement profile. The duration of each step (shown as blue rectangles) in the acquired 4D-MRI data was 390 ms, amounting to a respiratory cycle with a total duration of 5.46 s. The duration of the full-inhalation stage, and thus the gating window (shown as a red rectangle), was thus defined to be equal to 1.95 s.

9.2.3 Thermal Simulations

The deposited acoustic energy was calculated for each of the aforementioned acoustic simulations, and used to perform thermal simulations of the ablation procedure as described in Section 6.3.2. The patient’s skin was assumed to be in contact with circulating water at a temperature of 16 °C [101]. This thermal behavior was modeled through application of a convective boundary condition (see Section 6.3.2), with a heat transfer coefficient $h$ of 200 W/m$^2$/K [551–553]. Prior to the administration of sonications, all thermal simulations were performed for 30 min, in order to allow for the different tissues to reach thermal equilibrium. During these simulations, the effects of perfusion were taken into account, but vascular shutdown and tissue evaporation were not considered. Thermal properties for all tissues were based on the IT’IS Foundation Tissue Properties Database [8], while the properties of the tumor were set to those of liver. The cumulative equivalent minutes at 43 °C (CEM43) [499], was calculated for all tissues during these simulations to evaluate the administered thermal dose, and ascertain whether a given tissue has been ablated as a result of the sonications. A CEM43 threshold value of 240 min was assumed to signify ablation [554, 555].
Two ablation scenarios were investigated and evaluated using the deposited energy distributions resulting from the acoustic simulations performed with the DPC, SPC, and SPAC approaches described in Section 9.2.2. These were continuous and gated ablation, and were performed on both the static and transient model acoustic simulations outlined in Sections 9.2.2.1 and 9.2.2.2 respectively. The different cases simulated within these scenarios are further discussed below and summarized in Table 9.1.

### 9.2.3.1 Static Model Simulations

The static model ablation simulations, mimic an idealized scenario where motion is absent, and served as a frame of reference to evaluate the performance of the transient model ablation approaches (see Section 9.2.3.2). The acoustic simulations performed on this model with the different steering/compensation techniques (see Section 9.2.2.1), were used to perform thermal simulations where continuous sonication aimed at the center of the tumor was administered for a total of 11 respiratory cycles, amounting to a treatment duration of ca. 60.06 s. Depending on the steering/compensation approach employed, these ablation cases will from now on be referred to as $\text{DPC}_\text{cont. static}$, $\text{SPC}_\text{cont. static}$, and $\text{SPAC}_\text{cont. static}$ respectively.

The gated ablation simulations were identical to the ones described above, with the exception that respiratory gating was considered in order to reproduce a clinically relevant scenario with a suboptimal technique. The sonications resulting from the acoustic simulations on the static model (see Section 9.2.2.1), were administered only during the gating window, i.e., the full-inhalation stage, as defined in Section 9.2.2.2, which amounts to ca. 35.7% (1.95 s) of the full respiratory cycle (5.46 s). Similarly to the previous scenario, the total treatment time was set to 11 respiratory cycles and 60.06 s. Depending on the steering/compensation approach employed, these ablation cases will from now on be referred to as $\text{DPC}_\text{gated static}$, $\text{SPC}_\text{gated static}$, and $\text{SPAC}_\text{gated static}$ respectively.

### 9.2.3.2 Transient Model Simulations

In the context of continuous ablation under respiratory motion, the acoustic simulations performed with the DPC, SPC, and SPAC steering/compensation approaches on the transient model (see Section 9.2.2.2) were used. The deposited acoustic energy distributions resulting from the simulations of each step of the transient model, were inversely warped and projected back to the static model in order to perform transient thermal simulations of the entire ablation procedure, while accounting for respiratory motion. The overall duration of the treatment was identical to that of the previous scenarios (11 respiratory cycles, 60.06 s). Depending on the steering/compensation approach employed, these ablation cases will from now on be referred to as $\text{DPC}_\text{tracked transient}$, $\text{SPC}_\text{tracked transient}$, and $\text{SPAC}_\text{tracked transient}$ respectively.
Furthermore, in order to investigate a realistic gated ablation scenario, the inversely warped distributions corresponding to the steps within the gating window (see Section 9.2.2.2 and Figure 9.6), resulting from all three approaches mentioned above, were applied during only this window. This yielded three cases referred to as DPC\textsubscript{gated transient}, SPC\textsubscript{gated transient}, and SPAC\textsubscript{gated transient} respectively.

Lastly, as described in Section 9.2.2.2, in order to quantify the importance of motion tracking, three additional cases were simulated where only initial steering/compensation was applied (for the target marked with ‘0’ in Figure 9.5) using the different approaches, but without tracking the subsequent targets throughout the respiratory cycle. These cases will be referred to as DPC\textsubscript{transient untracked}, SPC\textsubscript{transient untracked}, and SPAC\textsubscript{transient untracked} respectively.

<table>
<thead>
<tr>
<th>Name</th>
<th>Anatomical Model</th>
<th>Scenario</th>
<th>Compensation</th>
<th>Tracking</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPC\textsubscript{cont. static}</td>
<td>Static</td>
<td>Continuous</td>
<td>No</td>
<td>-</td>
</tr>
<tr>
<td>SPC\textsubscript{cont. static}</td>
<td>Static</td>
<td>Continuous</td>
<td>Yes</td>
<td>-</td>
</tr>
<tr>
<td>SPAC\textsubscript{cont. static}</td>
<td>Static</td>
<td>Continuous</td>
<td>Yes</td>
<td>-</td>
</tr>
<tr>
<td>DPC\textsubscript{gated static}</td>
<td>Static</td>
<td>Gated</td>
<td>No</td>
<td>-</td>
</tr>
<tr>
<td>SPC\textsubscript{gated static}</td>
<td>Static</td>
<td>Gated</td>
<td>Yes</td>
<td>-</td>
</tr>
<tr>
<td>SPAC\textsubscript{gated static}</td>
<td>Static</td>
<td>Gated</td>
<td>Yes</td>
<td>-</td>
</tr>
<tr>
<td>DPC\textsubscript{transient untracked}</td>
<td>Transient</td>
<td>Continuous</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>SPC\textsubscript{transient untracked}</td>
<td>Transient</td>
<td>Continuous</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>SPAC\textsubscript{transient untracked}</td>
<td>Transient</td>
<td>Continuous</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>DPC\textsubscript{transient tracked}</td>
<td>Transient</td>
<td>Continuous</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>SPC\textsubscript{transient tracked}</td>
<td>Transient</td>
<td>Continuous</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>SPAC\textsubscript{transient tracked}</td>
<td>Transient</td>
<td>Continuous</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>DPC\textsubscript{gated transient}</td>
<td>Transient</td>
<td>Gated</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>SPC\textsubscript{gated transient}</td>
<td>Transient</td>
<td>Gated</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>SPAC\textsubscript{gated transient}</td>
<td>Transient</td>
<td>Gated</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 9.1: Summary of the ablation cases examined in this study. For each case the type of the anatomical model, the ablation scenario, as well as whether the approach employs targeting compensation and tracking can be seen.

9.3 Results

The absolute pressure distributions resulting from the acoustic simulations of the static model with the DPC and SPC approaches, i.e., with and without the application of phase aberration correction as described in Section 9.2.2.1, can be seen in Figure 9.7. Pressure is plotted on sagittal planes through the geometric focus, which coincides with the center of the tumor, and shows the impact of phase aberrations introduced by inhomogeneities, most notably the skin, the thoracic cage, and the lungs.
The temperature increase resulting from continuous administration of these sonications for a total of 11 respiratory cycles, i.e., ablation cases DPC\textsuperscript{cont.} static and SPC\textsuperscript{cont.} static (see Section 9.2.3.1 and Table 9.1), are plotted on the same planes in Figure 9.8. Moreover, Figure 9.9 shows the temperature increase resulting from ablation cases SPAC\textsuperscript{tracked} transient and SPAC\textsuperscript{untracked} transient (see Section 9.2.3.2 and Table 9.1), where the importance of motion tracking becomes evident. Lastly, Figure 9.10 shows selected CEM43 isosurfaces, thresholded at 240 min signifying the ablated tissue volumes. These isosurfaces are shown for the DPC\textsuperscript{tracked} transient, SPC\textsuperscript{untracked} transient, and SPC\textsuperscript{tracked} transient ablation cases, highlighting the importance of intercostal targeting with aberration corrections and continuous motion tracking.
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**Figure 9.7:** Absolute pressure distributions resulting from the simulations of the static model with the DPC (a) and SPC (b) approaches. Each pressure distribution is plotted, with its distinct colormap, on the sagittal plane through the geometric focus which coincides with the center of the tumor. The voxelized outlines of the skin, ribs, lung, liver, and tumor as shown in Figure 9.4(b), can be seen.

In order to separate the focal shift from focal distortion effects, an automatized local maxima and connected-component analyses were performed on each temporal snapshot of the temperature increase distributions. Firstly, the distributions were filtered to detect all local maxima, which were subsequently analyzed to detect the highest local maximum nearest to the intended target (through evaluation of a value to distance ratio). Once that maximum and the peak temperature increase were identified, the original fields were thresholded at 50\% of that value, and the different connected-components were analyzed. This yielded the full-width half-maximum (FWHM) size of the thermal hotspot along the X, Y and Z axes, the distance between that hotspot and the intended target, as well as the volume of the hotspot, calculated as the sum of the voxel volumes belonging to the particular component.
Figure 9.8: Temperature increase distributions after continuous sonication of the static model for 60.06 s with the DPC (a) and SPC (b) approaches, i.e., ablation cases $\text{DPC}_\text{static}^{\text{cont.}}$ and $\text{SPC}_\text{static}^{\text{cont.}}$ (see Section 9.2.3.1 and Table 9.1). Each temperature increase is plotted, with its distinct colormap, on the sagittal plane through the geometric focus which coincides with the center of the tumor. The voxelized outlines of the skin, ribs, lung, liver, and tumor as shown in Figure 9.4(b), can be seen.

These calculated focal shifts, the component volumes, as well as the average temperatures within each component, are plotted over time for the last three simulated respiratory cycles in Figures 9.11, 9.12, and 9.13 respectively. In addition, the average and standard-deviation values of the results plotted in the aforementioned figures are summarized in Table 9.2.

Lastly, in order to quantify the overall targeting performance and focusing quality yielded by each of the ablation cases listed in Table 9.1, a spatiotemporal analysis of their respective temperature increase distributions was performed. Firstly, each time-dependent temperature increase distribution, resulting from the respective ablation case, was temporally averaged over the final respiratory cycle. Subsequently, these temporally averaged distributions were spatially averaged within cubical volumes centered around the intended target, i.e., the tumor center as defined in the static model. These averaging cubes exhibited edge lengths ranging from 0, i.e., non-averaged temperature, to 50 mm. These spatiotemporal temperature increase averages were divided by the corresponding values resulting from thermal simulations in the static model with continuous sonication, i.e., the reference ablation cases $\text{DPC}_\text{static}^{\text{cont.}}$, $\text{SPC}_\text{static}^{\text{cont.}}$, and $\text{SPAC}_\text{static}^{\text{cont.}}$ (see Section 9.2.3.1).
9.3. Results

Figure 9.9: Temperature increase distributions after continuous sonication of the transient model for \(60.06\) s, with the SPAC approach and with (b) and without (a) target tracking, i.e., ablation cases \(\text{SPAC}_{\text{tracked transient}}^{\text{transient}}\) and \(\text{SPAC}_{\text{untracked transient}}^{\text{transient}}\) (see Section 9.2.3.2 and Table 9.1). Each temperature increase is plotted, with its distinct colormap, on the sagittal plane through the geometric focus which coincides with the center of the tumor. The voxel outlines of the skin, ribs, lung, liver, and tumor as shown in Figure 9.4,b, can be seen.

Figure 9.10: CEM43 isosurfaces thresholded at \(240\) min for the the DPC\(^{\text{tracked transient}}\), SPC\(^{\text{tracked transient}}\) and SPC\(^{\text{untracked transient}}\) ablation cases (see Table 9.1). The importance of accurate steering and compensation, as well as continuous motion tracking are evident.
Figure 9.11: Thermal hotspot focal shifts (in mm) over time, as calculated by the connected-component analyses of each temporal snapshot of the thermal simulations. The focal shifts are calculated as the distance between the intended target and the center of each detected connected-component, and are plotted here over the last three simulated respiratory cycles, for the different continuous ablation cases in the transient model.

<table>
<thead>
<tr>
<th>Ablation Case</th>
<th>$D$ [mm]</th>
<th>$V$ [mm$^3$]</th>
<th>$T_{avg}$ [$^\circ$C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPC$^{untracked}$ transient</td>
<td>15.0 (0.4)</td>
<td>1138 (116)</td>
<td>30.4 (1.2)</td>
</tr>
<tr>
<td>SPC$^{untracked}$ transient</td>
<td>7.6 (2.2)</td>
<td>626 (153)</td>
<td>27.0 (1.8)</td>
</tr>
<tr>
<td>SPAC$^{untracked}$ transient</td>
<td>8.9 (1.4)</td>
<td>770 (180)</td>
<td>35.4 (2.2)</td>
</tr>
<tr>
<td>DPC$^{tracked}$ transient</td>
<td>10.4 (0.2)</td>
<td>477 (34)</td>
<td>45.3 (1.3)</td>
</tr>
<tr>
<td>SPC$^{tracked}$ transient</td>
<td>1.3 (0.1)</td>
<td>235 (29)</td>
<td>52.1 (1.8)</td>
</tr>
<tr>
<td>SPAC$^{tracked}$ transient</td>
<td>1.1 (0.3)</td>
<td>254 (29)</td>
<td>68.4 (2.2)</td>
</tr>
</tbody>
</table>

Table 9.2: The results, mean (standard deviation), of the connected-component analysis on the temperature increase distributions for the ‘untracked’ and ‘tracked’ ablation cases simulated on the transient model, with the three steering/compensation approaches (see Table 9.1). $D$ is the calculated focal shift, $V$ is the full-width half-maximum (FWHM) volume of the component, and $T_{avg}$ is its average temperature increase.
**Figure 9.12:** Full-width half-maximum (FWHM) volumes (in mm$^3$) of the thermal hotspots over time, as calculated by the connected-component analyses of each temporal snapshot of the thermal simulations. The hotspot volumes are calculated as the sum of the voxel volumes belonging to the particular component, and are plotted here over the last three simulated respiratory cycles, for the different continuous ablation cases in the transient model.

Figure 9.14, shows the spatiotemporal average temperature increase ratios for every ablation case listed in Table 9.1, over the respective continuous static case, e.g., all cases based on the SPC approach were divided by the average values resulting from the SPC$^{cont. \text{static}}$ etc. Figures 9.15 and 9.16, show the ratios of all ablation cases over the DPC$^{cont. \text{static}}$ which is considered to be the least favorable reference ablation case (as defined in Section 9.2.3.1), and SPAC$^{cont. \text{static}}$ which is considered to be the best reference ablation case respectively.

### 9.4 Discussion

#### 9.4.1 Intercostal Targeting and Aberration Corrections

As is suggested by Figures 9.7-9.10, accurate aberration corrections and precise intercostal targeting are both pivotal to effective hepatic tumor ablation. Simulations performed on the static anatomical model, show that the application of analytical steering methods, i.e., the DPC approach, yields prominent focal shifts and distortions, resulting
Figure 9.13: Average temperatures of the full-width half-maximum (FWHM) connected-components. These averages are calculated over all voxels belonging to the respective components, and are plotted here over the last three simulated respiratory cycles, for the different continuous ablation cases in the transient model.

in significant exposure of the pericostal tissue in the form of secondary hotspots (see Figures 9.7(a), 9.8(a), and 9.10(a)). Furthermore, as shown in the aforementioned figures, high energy deposition in the form of streaks, is observed in large areas of healthy tissue between the RPAT and the tumor, inducing collateral tissue damage in the intercostal regions.

Utilization of time-reversal simulation techniques, as is the case in SPC/SPAC-based approaches, results in a significant improvement in targeting accuracy. As can be seen in Figures 9.7(b) and 9.8(b), these techniques result in highly concentrated energy deposited entirely within the tumor, and sharply demarcated focal regions and thermal lesions. Furthermore, an obvious improvement of the treatment’s focal and thermal gains can be observed, since there is a significant increase of the targeted tissue exposure, accompanied by a simultaneous decrease of the healthy tissue exposure.

These findings are equally applicable to the transient model simulations, where the exposure of healthy tissue exhibits the same dependency on the chosen steering/compensation approach.
Figure 9.14: Spatiotemporal average temperature increase ratios over the corresponding continuous static ablation case. The ratios of each continuous (a) and gated (b) ablation case listed in Table 9.1, are plotted in respect to the length of the averaging cube edge.
Figure 9.15: Spatiotemporal average temperature increase ratios over the DPC\textsubscript{cont. static}, which is considered to be the least favorable reference ablation case (as defined in Section 9.2.3.1). The ratios of each continuous (a) and gated (b) ablation case listed in Table 9.1, are plotted in respect to the length of the averaging cube edge.
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Figure 9.16: Spatiotemporal average temperature increase ratios over the $SPAC_{cont.}^{static}$, which is considered to be the best reference ablation case (as defined in Section 9.2.3.1). The ratios of each continuous (a) and gated (b) ablation case listed in Table 9.1, are plotted in respect to the length of the averaging cube edge.
9.4.2 Motion Tracking

As was discussed in Section 9.2.2.2, the target points for every step of the transient model throughout the respiratory cycle were defined as the center of the tumor which was accordingly warped along with the rest of the static model. These different targets tend to form two clusters temporally and spatially arranged in the full-exhalation and full-inhalation stages of the respiratory cycle (see Figure 9.5). As can be derived from Figure 9.6, the exhalation stage targets are located in the vicinity of the initial sonication target (marked with a ‘0’) and exhibit a displacement, i.e., distance from the initial target, of ca. 2.4 ± 1.8 mm. The inhalation stage targets, however, show a much larger displacement of ca. 13.8 ± 1.2 mm.

Therefore, it becomes obvious that application of only initial steering/compensation, i.e., steering the focal beams to target ‘0’ throughout the entire respiratory cycle without employment of motion tracking, as was the case for the DPC\textsubscript{untracked} transient, SPC\textsubscript{untracked} transient, and SPAC\textsubscript{untracked} transient simulations, will result in large focal shifts and distorted distributions. In order to elucidate the phenomena stemming from the spatiotemporal distribution of the sonication targets, a magnified version of Figure 9.9(a), can be seen in Figure 9.17.

![Figure 9.17: Formation of secondary focal region, and therefore thermal hotspot, in the absence of motion tracking. This figure is a magnified version of Figure 9.9(a).](image)

The focal regions observed in the static model simulations with the SPC/SPAC approaches were approximately 5.2 mm in diameter and 14.5 mm in length. The corresponding dimensions in the case of DPC-based approaches were 8.2 mm and 20.9 mm respectively,
due to focal distortion effects. Therefore, during the exhalation stage the displacement observed at the sonication targets is smaller than the focal region diameter. Thus, in the absence of motion tracking the focal regions generated during this stage tend to overlap and yield a larger, distorted region. However, during the inhalation stage the target displacement is much larger, and as a result a second distorted region manifests (see Figure 9.17). This phenomenon is exhibited as a pulsating oscillation of the deposited acoustic energy between the two aforementioned foci.

Temperature in this secondary region increases rapidly throughout inhalation, but during exhalation it decreases as a result of perfusion, and drops below the FWHM threshold of the primary region. Consequently, during the connected-component analysis outlined in Section 9.3, within a given temporal window in the respiratory cycle the two regions are treated as one. This affects the values of the focal shift, the lesion volume, and the average temperatures which are plotted in Figures 9.11-9.13.

9.4.2.1 Focal Shifts

As can be seen in Table 9.2 and Figure 9.11, DPC-based ablation cases exhibited a large focal shift of $10.4 \pm 0.2$ mm when motion tracking is employed ($\text{DPC_{tracked transient}}$), and $15 \pm 0.4$ mm when respiratory motion is not taken into account ($\text{DPC_{untracked transient}}$). Amelioration of these effects can be achieved with the employment of the SPC and SPAC approaches. Shifts in the order of $1.3 \pm 0.1$ mm and $1.1 \pm 0.3$ mm are observed for cases $\text{SPC_{tracked transient}}$ and $\text{SPAC_{tracked transient}}$, respectively, where motion tracking was employed. The ‘untracked’ counterparts of the aforementioned cases however, show significantly higher shifts of $7.6 \pm 2.2$ mm and $8.9 \pm 1.4$ mm for SPC and SPAC respectively.

9.4.2.2 Lesion Volumes

As previously discussed, simulation-based aberration correction techniques like the SPC and SPAC yield small, sharply delimited regions. This becomes evident when considering the thermal hotspot volumes, plotted over time in Figure 9.12, for the different ablation cases in the transient model.

The application of motion tracking in conjunction with time-reversal compensation techniques ($\text{SPC_{tracked transient}}$ and $\text{SPAC_{tracked transient}}$), ensures that the acoustic energy is concentrated at the intended target, resulting in sharp thermal hotspots approximately 50% in size when compared to those observed in the $\text{DPC_{tracked transient}}$ case.

9.4.2.3 Amplitude Normalization

The highly precise steering/compensation capabilities achievable with time-reversal simulation techniques ensure significant acoustic and thermal gain increases when compared
to the analytical alternative per the discussion in the previous sections. However, complementing these techniques with amplitude corrections yields further improvement of the focusing quality. According to the findings presented in Table 9.2, an average enhancement of ca. 30% can be seen in the target temperature increases observed with the SPAC-based approaches (see Figure 9.13).

Given the fact that amplitude normalization mostly ‘re-routes’ the total sonicated acoustic power through the transducer elements with an unimpeded line-of-sight to the target, the aforementioned enhancement suggests that the SPAC approach could also be employed to diminish the exposure of healthy tissue. In addition, this method may permit a decrease in the total treatment time as ablative temperatures can be reached in the targeted tissue within shorter sonication durations.

### 9.4.3 Overall Performance

In accordance to the discussion in Section 9.2.3.1, the continuous ablation thermal simulations performed on the static model, i.e., DPC\textsubscript{cont, static}, SPC\textsubscript{cont, static}, and SPAC\textsubscript{cont, static} (see Table 9.1), were idealized ablation cases where the maximum performance achievable with each steering/compensation was observed. These cases were mostly meant as a frame of reference to evaluate the performance of the subsequent ablation cases performed on the transient model.

Figure 9.14, shows the ratios of each ablation case over its continuous static counterpart, thus offering a relative quality metric for each case, independent of the corresponding steering/compensation approach employed. This figure however, does not provide an unbiased comparison between these different approaches. Such a comparison can be seen in Figures 9.15 and 9.16, where all examined ablation cases are compared to a single continuous static reference (DPC\textsubscript{cont, static} and SPAC\textsubscript{cont, static} respectively).

#### 9.4.3.1 Continuous Ablation Cases

Considering Figure 9.14(a), it can be seen that ‘untracked’ continuous ablation cases, i.e., DPC\textsuperscript{untracked, transient}, SPC\textsuperscript{untracked, transient}, and SPAC\textsuperscript{untracked, transient}, show a considerable quality drop compared to their corresponding continuous static counterpart. Ratios for these cases, however, increase with the averaging cube volume, which can be attributed to the focal shift/distortion effects and secondary region formation described in Section 9.4.2. This fact can be verified when considering that for averaging cube lengths larger than 15 mm, which lies in the upper range of the average focal shifts observed in untracked cases (see Table 9.2), the trends exhibited by the tracked and untracked counterparts become similar.

On the other hand, the comparable trend observed (see Figure 9.14(a)) for the ‘tracked’ equivalents of the aforementioned cases stems from a different effect. As can be seen,
the ratios for these cases improve rapidly with the increasing averaging volume and quickly reach a plateau. This behavior suggests that even with the application of steering/compensation, and continuous motion tracking, small focal shifts and distortions (which can also be seen in Figures 9.11 and 9.12), are still present in the presence of respiratory motion. Nevertheless, utilization of sophisticated steering, compensation, and tracking with the SPC/SPAC approaches was shown to achieve to 80 — 90% of the performance observed in the static simulation where respiratory motion was not taken into account.

9.4.3.2 Gated Ablation Cases

The gated ablation cases performed on the static model, i.e., cases \( \text{DPC}^{\text{gated static}}, \text{SPC}^{\text{gated static}}, \) and \( \text{SPAC}^{\text{gated static}} \), exhibit a nearly constant ratio of ca. 0.36 (see Figure 9.14(b)). This is in agreement to the ratio of the gating window duration to that of the entire respiratory cycle (ca. 35.7%, see Section 9.2.3.1).

Decreased performance, however, was observed for the gated transient simulations (\( \text{DPC}^{\text{gated transient}}, \text{SPC}^{\text{gated transient}}, \) and \( \text{SPAC}^{\text{gated transient}} \)). This behavior stems from imperfect focusing as outlined in the above section. It can be seen that the calculated ratios for these cases are approximately equal to the product of the ratios observed for the continuous, tracked cases in the transient model, and the ratios observed for the static gated simulations.

9.5 Conclusions

Despite the encouraging results reported by many clinical trials, partial obstruction by the thoracic cage and respiration-induced organ motion hinders the extended use of FUS in the field of hepatic tumor ablation, and deters its recognition as a viable alternative to the well established and clinically accepted (minimally) invasive options, e.g., percutaneous radio-frequency, microwave and laser ablation, as well as cryotherapy which have been shown to successfully treat liver malignancies.

A numerical study was performed, where a transient anatomical model, deformed throughout a respiratory cycle based on 4D-MRI images, and the model of a randomized phased array transducer were used to perform acoustic and thermal simulations of hepatic ablation. The impact of motion tracking, as well as intercostal targeting and compensation, were investigated with three analytical and simulation-based approaches. Connected-component and spatiotemporal averaging analyses revealed that employment of simulation-based time-reversal techniques offered significant diminution of the pericostal tissue exposure, and acoustic shadowing effects induced by the thoracic cage, when compared to their analytical counterparts. Furthermore, such approaches yielded a visible increase of
the deposited acoustic energy in the targeted volume, improved targeting accuracy, augmented demarcation of the generated lesions, and higher temperature increases.

Application of such modeling techniques on a patient-specific basis may be utilized to understand and optimize HIFU energy deposition for hepatic tumor ablation, allowing for secondary effects of these procedures to be predicted and possibly avoided. Further benefits may include decrease of the total treatment time, and elimination of the need for invasive procedures, such as partial rib resection or utilization of controlled apnea.

In a next step, a population-based parametric liver motion and drift model that has been developed [263, 264], will be used to assess deformation in real-time based on sparse MRI measurements, and allow to overcome motion as well as focus distortion issues.
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Numerical Investigation of Scanning Approaches, Vasculature Impact and Standing-Wave Effects in HIFU Tumor Ablation with a Novel Transducer ‘SonoKnife’

10.1 Introduction

As was extensively discussed in Section 3.3.1, therapeutic FUS modalities, most notably HIFU ablation, exhibit long treatment times, often in excess of several hours. This stems from the small focal regions, and therefore thermal lesions, produced by typical therapeutic FUS systems, with volumes on the order of \( \text{mm}^3 \), and the relatively large target volumes to be treated, e.g. tumors, which are in the order of several \( \text{cm}^3 \). In an attempt to alleviate this restriction, approaches such as volumetric ablation and microbubble-enhanced sonication, which were also discussed in the aforementioned section, are being actively developed and evaluated. The former, however, is in an experimental stage, while enhanced sonication is difficult to control and potentially harmful to healthy tissue.

An alternative technique to ameliorate this issue lies in the use of cylindrically-shaped transducers (see Section 2.2.2.2), which produce a continuous line of focal regions instead of a single ellipsoidal one, thus yielding larger lesions and potentially decreasing the treatment time. Such a line-focused transducer, which produces a ‘blade’-like focal region, was introduced by Chen et al. [556] under the name ‘SonoKnife’.

The SonoKnife was tailored to the HIFU ablation of superficial tumors, and in particular head and neck squamous cell carcinomas (HNSCCs), since patients suffering from such tumors are a challenging group and face a poor prognosis [557, 558]. The SonoKnife aims at the ablation of tumors which are not located deeper than 5 cm from the skin, and
are not larger than 3 cm in diameter [556]. The transducer prototypes operate at either 1 or 3.5 MHz, exhibit a radius of curvature (R) of 60 mm, a width (r) of 60 mm, and a length (L) of 30 mm. A conceptual sketch of the SonoKnife depicting the aforementioned parameters can be seen in Figure 10.1(b), while Figure 10.1(a) shows a photo of a prototype.

These prototypes have been evaluated both numerically and experimentally in in-vitro, ex-vivo, and in-vivo setups involving live piglets, wherein highly precise ablation was successfully demonstrated [556, 559–561]. In the recent study by Chen et al. [561] where the aforementioned prototypes were evaluated, the authors concluded that operating at 3.5 MHz leads to unavoidable skin-burns due to the high absorption of the skin, despite the utilization of continuous and efficient skin cooling. Thus, even though the utilization of lower acoustic frequencies imposes limitations on the ablation targeting precision, the authors recommended the use of the 1 MHz transducer with continuous application of skin cooling.

However, optimal treatment parameters, e.g., sonication duration, acoustic input power, the choice of an acoustic window, and volume-scanning approaches (i.e., the number and order of overlapping sonications needed to fully ablate a tumor), were not extensively investigated. The purpose of this study was to numerically evaluate the effect of these parameters by performing relevant acoustic and transient thermal simulations of the ablation of an HNSCC implanted into an anatomical model. Different phase-steering and aberration compensation techniques were applied to perform scans of the entire tumor volume, and their effect on the treatment outcome was ascertained by means of thermal dose evaluation. A challenging setup was defined, where the tumor was located in the immediate vicinity of large vessels and bone structures. This allowed for the impact of vasculature cooling and standing-wave effects on the efficacy of the treatment to be investigated.

10.2 Materials & Methods

10.2.1 Simulation Setup

10.2.1.1 SonoKnife Model

While the original SonoKnife prototypes comprised a single piezoelectric element for evaluation and manufacturing purposes, per the authors recommendation the transducer was modeled as an array of $2 \times 2$ mm rectangular piezoelectric elements [556, 561]. Given the dimensions of the transducer defined in the previous section, the modeled array consisted of $15 \times 30$ such elements, as shown in Figure 10.1(c), amounting to a total of 450 elements. This design allowed for phase-steering and aberration correction techniques to be applied without requiring the transducer to be repositioned.
According to Chen et al. [561], the SonoKnife exhibits an electro-acoustic efficiency of 65% and has been tested with up to 120 W of electric input power, in continuous sonication mode for 60 s. This yields a maximum acoustic input power of 78 W, at which all acoustic simulations were performed. The acoustic pressure amplitude at the surface of each piezoelectric element was thus calculated using Equation 8.1, and resulted in 253.4 kPa.

**Figure 10.1:** A photo (a), a sketch (b), and the simulated model (c) of the SonoKnife cylindrically-focused transducer. While (a) and (b) depict the SonoKnife as a single-element transducer, the simulated model was that of a phased array comprising 15 × 30 rectangular piezoelectric elements with dimensions of 2 × 2 mm.

### 10.2.1.2 Anatomical Model

A model of an HNSCC segmented from CT data, was provided by our collaborators Chen et al. [560], and artificially implanted into the ‘Duke’ anatomical model, depicting a 34yr old male, from the ‘Virtual Population’ anatomical model collection (see Section 6.3.3). The tumor was placed approximately 8 mm from the skin surface, and its dimensions were approximately 22.6 × 20.6 × 30 mm. The tumor was located in the immediate vicinity of the vertebral column and the mandible, in order to investigate the impact of reflections caused by the presence of bone structures in the acoustic beam path. Furthermore, the tumor was assumed to surround the jugular vein and lie in close proximity to the carotid artery, allowing for the investigation of the impact of the large vessel cooling effect on thermal ablation. The SonoKnife transducer was placed such that its geometric focus coincided with the center of the tumor. The simulated anatomical model and voxel slices through the center of the tumor can be seen in Figure 10.2.
Figure 10.2: 3D view of the ‘Duke’ anatomical model with an implanted HNSCC tumor (a). A transverse (b) and coronal (c) voxel slice through the center of the tumor, marking the location of the SonoKnife and the most prominent tissue types.

10.2.2 Acoustic Simulations

Linear acoustic simulations of the SonoKnife were performed at 1 MHz, with the LAPWE solver described in Section 5.2.1.4. The simulation domain was discretized with a 0.14 mm grid-step, truncated to approximately 100 × 80 × 40 mm, and terminated with 16 layers of PML on all domain boundaries to inhibit the manifestation of spurious reflection. This simulation was performed for 78 W of acoustic power, and its duration was set to 150 periods which correspond to a propagation distance of approximately 225 mm. Each of these simulations was performed in approximately 15 min with the GPU-accelerated variant of the LAPWE solver (see Section 6.2.2).
10.2.2.1 Single-Sonication Simulations

Simulations were initially performed in a homogeneous and infinitely extending water medium in order to validate the model, compare the size of the generated focal region against the reported dimensions [556], and investigate its steering capabilities. The acoustic properties of water were set according to the values presented in Table 1.1. The simulation was performed without the application of any phase steering or compensation, i.e., the ultrasonic waves converged at the geometric focus of the array, at a 60 mm distance from the transducer surface.

The simulation described above was repeated in the presence of the anatomical model described in Section 10.2.1.2, where the geometric focus of the SonoKnife coincided with the center of the tumor. The acoustic properties of the different tissues were set according to the values presented in Table 1.2, while the properties of the HNSCC tumor were set to those of muscle.

In order to ascertain the impact of focal shift and distortion induced by the intervening tissues, most notably skin and subcutaneous fat, and investigate the possibility of compensating for these aberrations, two simulations in the presence of the anatomical model were performed. In a first simulation, the elements of the array were driven in phase without applying any aberration correction. In a second simulation, the simulation-based phase correction (SPC) time-reversal approach described in Section 8.3.2.1, was used instead to calculate phase corrections for each element, attempt to compensate for the presence of the intervening tissues, and minimize focal shift and distortion. As the SonoKnife generates a continuous line of focal regions, the virtual source used in the SPC simulation was modeled as a 28 mm line of such point sources instead of a single point, thus allowing for the recreation of the intended blade-like focal region.

10.2.2.2 Tumor Ablation Simulations

Subsequently, acoustic and thermal simulations of HIFU ablation of the HNSCC tumor implanted in the anatomical model were performed. A total of 63 acoustic simulations with the settings outlined in Section 10.2.2.1 were performed, where in each simulation the steering settings of the transducer array’s elements were set so as to steer the focus to a different region of the tumor. These steering settings were calculated both analytically through the distance-based phase correction (DPC) approach presented in Section 8.3.2.1, and through the SPC time-reversal approach mentioned above, in order to compare the two steering/correction techniques and their effect on the treatment outcome. Based on the focal region dimensions as calculated during the simulation of the SonoKnife in water (see below), a 50% overlap of the focal region size in a homogeneous medium was considered between the different focal regions. The target point for each of these sonications, their relative overlap, as well as an idealized depiction of the resulting focal regions can be seen in Figure 10.3.
10.2.3 Thermal Simulations

The deposited acoustic energy was calculated for each of the aforementioned acoustic simulations, and used to perform thermal simulations of the ablation procedure as described in Section 6.3.2. In accordance to the treatment scenario proposed by Chen et al. [561], the patient’s skin was assumed to be in contact with circulating water at a temperature of 8 °C. This was modeled through application of a convective boundary condition (see Section 6.3.2), with a heat transfer coefficient $h$ of 200 W/m$^2$/K [551–553]. Prior to the administration of sonications, all thermal simulations were performed for 30 min to allow for the different tissues to reach thermal equilibrium. During these simulations, the effects of perfusion were taken into account, and the thermal properties for all tissues were based on the IT’IS Foundation Tissue Properties Database [8], while the properties of the HNSCC tumor were set to those of muscle. The cumulative equivalent minutes at 43 °C (CEM43) [499] was calculated for all tissues during these simulations to evaluate the administered thermal dose and ascertain whether a given tissue has been ablated as a result of the sonications. A CEM43 threshold value of 240 min was assumed to signify ablation [554, 555].

Two distinct ablation strategies were simulated, namely point-to-point (sequential) volume-scanning (Section 3.1.3) and volumetric ablation (Section 3.3.1). In the case of the former, each sonication was administered for 30 or 60 s, and followed by 30 sec in the absence of sonication in order to allow for the intervening tissues, e.g., skin, to cool. Two orders of sonication administration, starting from the region of the tumor closest to the SonoKnife to the region furthest away, and vice-versa, were simulated. This volume-scanning ab-
10.3. Results

The absolute pressure distributions resulting from the simulation of the SonoKnife in water are plotted on planes through the geometric focus in Figure 10.4. The dimensions of the \(-3\) dB focal region, i.e., the region extending up to a 50% absolute pressure drop relative to the peak, were measured and compared to the dimensions reported by Chen et al. [556] who performed simulations using FOCUS (see Section 4.3.2) and validated them against in-vitro measurements. The focal region dimensions observed in this simulation were approximately \(12 \times 2 \times 28\) mm along the X, Y and Z axes respectively. These are in agreement to the reported dimensions for a sonication frequency of 1 MHz (exact measurements were not given in the cited publication but were presented in a graph).

<table>
<thead>
<tr>
<th>Case</th>
<th>Order</th>
<th>(T_{\text{sonication}}) [s]</th>
<th>(T_{\text{pause}}) [s]</th>
<th>(T_{\text{treatment}}) [min]</th>
</tr>
</thead>
<tbody>
<tr>
<td>P2P-30-30-F</td>
<td>Forward</td>
<td>30</td>
<td>30</td>
<td>63</td>
</tr>
<tr>
<td>P2P-30-30-R</td>
<td>Reverse</td>
<td>30</td>
<td>30</td>
<td>63</td>
</tr>
<tr>
<td>P2P-60-30-F</td>
<td>Forward</td>
<td>60</td>
<td>30</td>
<td>94.5</td>
</tr>
<tr>
<td>P2P-60-30-R</td>
<td>Reverse</td>
<td>60</td>
<td>30</td>
<td>94.5</td>
</tr>
</tbody>
</table>

Table 10.1: Summary of the point-to-point volume-scanning ablation cases examined in this study. The order of sonication (forward or reverse), the duration of each sonication \(T_{\text{sonication}}\), the pause duration between sonications \(T_{\text{pause}}\), and the total treatment time \(T_{\text{treatment}}\) for each case can be seen.

<table>
<thead>
<tr>
<th>Case</th>
<th>(T_{\text{sonication}}) [s]</th>
<th>(T_{\text{pause}}) [s]</th>
<th>(T_{\text{treatment}}) [min]</th>
</tr>
</thead>
<tbody>
<tr>
<td>VOL-30-30</td>
<td>30</td>
<td>30</td>
<td>63</td>
</tr>
<tr>
<td>VOL-30-0</td>
<td>30</td>
<td>0</td>
<td>31.5</td>
</tr>
<tr>
<td>VOL-60-30</td>
<td>60</td>
<td>30</td>
<td>94.5</td>
</tr>
<tr>
<td>VOL-60-0</td>
<td>60</td>
<td>0</td>
<td>63</td>
</tr>
</tbody>
</table>

Table 10.2: Summary of the volumetric ablation cases examined in this study. The duration of each sonication \(T_{\text{sonication}}\), the pause duration between sonications \(T_{\text{pause}}\), and the total treatment time \(T_{\text{treatment}}\) for each case can be seen.

The absolute pressure distributions resulting from the simulation of the SonoKnife in water are plotted on planes through the geometric focus in Figure 10.4. The dimensions of the \(-3\) dB focal region, i.e., the region extending up to a 50% absolute pressure drop relative to the peak, were measured and compared to the dimensions reported by Chen et al. [556] who performed simulations using FOCUS (see Section 4.3.2) and validated them against in-vitro measurements. The focal region dimensions observed in this simulation were approximately \(12 \times 2 \times 28\) mm along the X, Y and Z axes respectively. These are in agreement to the reported dimensions for a sonication frequency of 1 MHz (exact measurements were not given in the cited publication but were presented in a graph).
Figure 10.4: Absolute pressure distributions resulting from the simulation of the SonoKnife in water on a Z (a) and Y (b) plane through the geometric focus.

The pressure distributions resulting from the simulations in the presence of the anatomical model, with and without the application of phase aberration correction, are plotted on a coronal plane through the geometric focus which coincides with the center of the tumor, in Figure 10.5.

CEM43 isosurfaces thresholded at 240 min can be seen in Figures 10.6 and 10.7 for selected ablation cases with the SPC and DPC steering/correction approaches. In addition, the percentage of tissue volume within the region of interest (i.e., the computational domain), with a calculated CEM43 value exceeding 240 min, are summarized in Table 10.3 for all ablation cases described in the previous section.

10.4 Discussion

As can be seen in Figure 10.5(a), the presence of the anatomical model induces distortion and shift of the focal region in relation to the intended target, while the impact of
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Figure 10.5: Absolute pressure distributions resulting from the simulation of the SonoKnife in the presence of the anatomical model with (b) and without (a) the application of aberration correction. The pressure is plotted on the coronal plane through the geometric focus which coincides with the center of the tumor. The presence of the anatomical model induces distortion and shift of the focal region, while the effects of the intervening and surrounding tissues, most notably the tissue-bone interfaces, are evident. Application of aberration correction through the SPC approach, however, visibly diminishes these effects.
Figure 10.6: CEM43 isosurfaces thresholded at 240 min for the P2P-30-30-F ablation case, with the DPC (a) and the SPC (b) approaches (see Table 10.1). The figures on the left show the jugular vein and carotid artery which lie in close proximity to the tumor, while the figures on the left only show the tumor and the CEM43 isosurface. The regions of the tumor that failed to receive ablative thermal doses due to the presence of the vasculature are clearly visible.
Figure 10.7: CEM43 isosurfaces thresholded at 240 min for the VOL-30-0 ablation case, with the DPC (a) and the SPC (b) approaches (see Table 10.2). The figures on the left show the jugular vein and carotid artery which lie in close proximity to the tumor, while the figures on the left only show the tumor and the CEM43 isosurface. The regions of the tumor that failed to receive ablative thermal doses due to the presence of the vasculature are clearly visible.
Table 10.3: The percentages of the different tissue volumes within the region of interest that are considered to be ablated, i.e., exhibiting a calculated CEM43 value exceeding 240 min. The values for all ablation cases examined in this study with both the DPC and SPC approaches can be seen. ‘SAT’ stands for ‘subcutaneous adipose tissue’.

<table>
<thead>
<tr>
<th>Case</th>
<th>Tissue volume % exceeding CEM43 of 240min</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tumor</td>
</tr>
<tr>
<td></td>
<td>DPC</td>
</tr>
<tr>
<td>P2P-30-30-F</td>
<td>85</td>
</tr>
<tr>
<td>P2P-30-30-R</td>
<td>84</td>
</tr>
<tr>
<td>P2P-60-30-F</td>
<td>93</td>
</tr>
<tr>
<td>P2P-60-30-R</td>
<td>93</td>
</tr>
<tr>
<td>VOL-30-30</td>
<td>66</td>
</tr>
<tr>
<td>VOL-30-0</td>
<td>88</td>
</tr>
<tr>
<td>VOL-60-30</td>
<td>82</td>
</tr>
<tr>
<td>VOL-60-0</td>
<td>91</td>
</tr>
</tbody>
</table>

As can be seen from Table 10.3, as well as Figures 10.6 and 10.7, treatment of the HNSCC with the SonoKnife can result in ablation of nearly the entire tumor within treatment times of approximately 30 – 90 min. Thus, this novel transducer may significantly decrease patient table-time in comparison to treatments employing spherically focused transducers (see Section 3.3.1). However, in this particular case significant regions of the tumor fail to receive an adequate thermal dose to achieve ablation, resulting in viable tumor cells surviving the procedure. This stems from the presence of the jugular vein through the tumor and the carotid artery in its vicinity (see Figure 10.2(b)), which act as very effective heat-sinks and cool the surrounding tissue.

Moreover, significant heating, and thus ablation of the healthy tissue behind the tumor can be seen, which can be attributed to the prominent standing waves induced by the presence of bone structures in the acoustic beam path. In terms of treatment quality, the
order of sonication administration in point-to-point volume scanning, i.e., forward and reverse, appears to have negligible effects and does not improve tumor coverage. Furthermore, the point-to-point volume scanning approaches appear to yield superior tumor coverage in comparison to volumetric approaches for the same switching settings, i.e., the same sonication and pause durations, due to the nonlinearity of CEM43. However, it can be seen that continuous volumetric ablation approaches, i.e., cases where no pause was considered between sonications, can achieve therapeutic effects of comparable quality to volume-scanning approaches in half of the total treatment time. In addition, volumetric techniques offer a more homogenized energy distribution which can be deduced by the smoothness of the CEM43 isosurfaces shown in Figure 10.7.

Lastly, in the context of the steering/compensation approach, there was no significant improvement of the tumor coverage between the DPC and SPC methods (see Table 10.3). Nevertheless, a notable consequence of employing the SPC approach to steer the focal region and compensate for the intervening tissues, instead of its analytical counterpart, is the significant exposure reduction of the skin and subcutaneous fat which lie between the SonoKnife and the tumor. While no decrease in the exposure of other tissues, e.g., muscle and fat, is observed, these results suggest that utilizing sophisticated time-reversal approaches may allow for adequate tumor coverage with decreased acoustic intensities, thus allowing for successful treatment and minimal collateral tissue damage.

10.5 Conclusions and Outlook

The small size of the generated focal regions in relation to the extents of the targeted tissue region, and the necessity for long pauses between sonications, result in HIFU ablation of tumors to exhibit long treatment times, often extending up to 6 h. Furthermore, while novel transducers and alternative volume scanning techniques have been introduced in an attempt to counter this issue, their efficacy has not been tested on realistic setups, while the published literature on the optimal treatment parameters is sparse.

A numerical study was presented where a line-focused transducer array was used to investigate various potentially complicating factors involved in the ablation process, particularly when targeting larger tumors. Acoustic and transient thermal simulations were performed to investigate a realistic but challenging setup, involving a head and neck squamous cell carcinoma implanted into an anatomical model. Beam steering was applied to the array, with both analytical and simulated time-reversal approaches, to overlap multiple focal regions and ensure coverage of the entire tumor. Multiple ablation approaches, namely sequential volume-scanning and volumetric ablation were investigated. In addition, the treatment parameters, i.e., sonication duration and intensity, pause duration between sonications, scanning scheme etc., were varied and their impact on the treatment outcome was quantified by calculating CEM43 and applying thresholds to delimit damaged/ablated regions.
This study showed that high-resolution acoustic and thermal simulations allow for entire HIFU ablation procedures to be modeled in detail. Parameters pivotal to the treatment can be easily evaluated and optimized, while full-wave modeling permits for secondary effects to be predicted and possibly compensated for.

The reported findings suggest that in challenging ablation scenarios where the targeted volume lies in the vicinity of strongly reflecting structures and large vessels, such as the one presented here, a simplified lesion overlap approach is not sufficient. Furthermore, in order to maximize tumor exposure while sparing healthy tissue, optimization of the input power, sonication duration, scanning scheme, and potentially frequency may be necessary on an individual sonication basis. Therefore, the formulation of a more sophisticated treatment plan would be warranted. Actively cooled regions of the target would require increased input power, sonication duration, or denser region overlap. On the contrary, the boundaries of the target should be less exposed to minimize collateral tissue damage.

Lastly, sophisticated steering and correction techniques, such as the SPC approach presented here, can compensate for the presence of intervening tissues, significantly reducing focal shift and distortion effects. However, such approaches fail to ameliorate strong reflections and standing wave effects from bone structures, diminution of which would require alternative acoustic windows to be defined prior to the treatment.
Part IV

Epilogue
Summary & Conclusions

As was shown in Chapter 3 of this thesis, focused ultrasound (FUS) technology offers a highly effective and non-invasive therapeutic modality that has already been successfully employed in neurosurgical operations and ablative oncology. Furthermore, utilization of FUS for alternative therapies of pathological conditions that were previously thought to be untreatable, is being fervently investigated by research institutions and medical centers throughout the world.

Despite its promise, however, FUS has not been widely accepted by the clinical community as a viable alternative to the mainstream interventional therapies. These inhibitions exhibited by medical and clinical professionals, are predominantly stemming from the sheer complexity of this modality, as well as the different inherent and technical challenges faced during its employment, which were detailed in Section 3.3.

This thesis presented a newly developed computational multi-physics framework, capable of realistically modeling the complex medical scenarios involving therapeutic FUS procedures. The framework comprised dedicated full 3D wave acoustic solvers, which were experimentally validated and augmented with state-of-the-art high-performance computing techniques in order to allow for complex setups involving detailed anatomical models to be accurately simulated within minutes. Complemented by powerful image segmentation, visualization, and post-processing tools, this framework can be used to perform patient-specific treatment planning and optimization of such therapies and their outcomes, permit prediction and avoidance of adverse secondary effects, as well as provide in-depth understanding of the underlying mechanisms that define them.

This framework was applied to several modern therapeutic FUS treatment scenarios particularly transcranial FUS treatments for neurosurgical applications, hepatic tumor ablation under respiratory organ motion, and the evaluation of a novel ultrasonic transducer tailored to the treatment of superficial tumors. The presented framework did not only permit for these complex treatment scenarios to be accurately modeled and simulated within viable time-frames, but further allowed for the specific challenges afflicting these therapies to be investigated and compensated for, by assessing different ameliorative approaches.
The presented framework exhibits the following competitive advantages when compared to other available solutions:

- **Extended Modeling Scale:** The efficiently developed acoustic solvers, in conjunction with high-end parallelization techniques, allowed for therapeutic FUS treatment scenarios to be simulated on a scale previously unachievable. Setups comprising large anatomical models and realistic transducer arrays were possible to simulate within minutes, significantly extending the range of investigable applications.

- **Accuracy & Realism:** The majority of available solutions, and therefore studies, on therapeutic FUS, is typically performed on simplified depictions of the human anatomy and employs fundamental models of acoustic wave propagation, resulting in limited realism and applicability. Contrary to this, the presented framework allows for the simulation of detailed inhomogeneous anatomical models, generated from medical image data, and utilizes accurate propagation models, thus accounting for the full complexity of FUS therapy.

- **Multi-Physics Modeling:** A significant advantage of the presented framework lies in the possibility to extend its computational modeling capabilities to include multiple physics and processes. By coupling the developed acoustic solvers to Bioheat equation solvers, it was possible to model the thermal effects of each respective therapy, accurately ascertain its efficacy, as well as to predict the manifestation of adverse secondary effects.

- **Flexibility & Ease-of-Use:** Being complemented by powerful geometrical modeling, image segmentation, visualization, and post-processing tools allows for the automatic design and evaluation of any therapeutic transducer or array as was demonstrated during this work. In addition, the versatile Python scripting interface permits for the quick prototyping of novel evaluation tools for the analysis of the simulation results, e.g., hotspot detection and analysis, treatment optimization, etc., as shown in the featured applications.
Next Steps

The following points should be addressed next:

- **Multi-GPU Parallelization**: Despite the high performance gains offered by the variants of the developed acoustic solvers parallelized on graphics processing units (GPUs), the foremost caveat of this technology lies in the limited amounts of memory available on such devices. Applicable to even the highest-end devices of this type, modern GPUs cannot accommodate extremely large computational domains, thus limiting their usability to the simulation of smaller setups, or to those involving lower acoustic frequencies. In order to enable the modeling of larger setups, the developed solvers would need to be extended with support for the concurrent utilization of multiple GPUs, thus permitting for any therapeutic FUS scenario to be simulated within viable time-frames.

- **Additional Experimental Validation**: While the different solvers developed and employed in the context of this thesis were meticulously validated, both analytically and experimentally, further validation is clearly required. Replication of clinical ex-vivo and in-vivo setups would in addition validate the representation of the utilized transducer arrays and the steering/compensation techniques utilized to optimize the treatment outcomes.

- **Optimization**: The steering/compensation simulation techniques that were extensively employed throughout this thesis, were predominantly based on time-reversal approaches. While such methods were shown to be significantly superior to the semi-analytical techniques employed currently, these approaches require a-priori knowledge of the intended target region and would not be amenable to real-time optimization of the treatment. Additional interference matrix-based optimization approaches, akin to the techniques utilized in hyperthermic oncology, would need to be devised. Such techniques would utilize precomputed solutions and fast genetic-optimization algorithms, in order to permit the real-time re-evaluation of the transducer arrays steering parameters, and allow the operator to consider patient-feedback or monitoring information during the treatment.
• **Multi-modal Anatomical Models:** The anatomical models utilized in this study resulted from the segmentation of MR image data, thus requiring the assignment of a single set of acoustic tissue properties per tissue type. However, the inhomogeneous nature of bone structures has been shown to affect the treatment planning significantly. By combining MR and CT image datasets of the same patients, multi-modal anatomical models should be created, leveraging the superior soft-tissue contrast offered by MRI, and the density-variation information available in CT data.

• **Alternative Model Implementations:** While full-wave models offer the most accurate depiction of acoustic wave propagation, their computational and time resource requirements far outweigh those of the more fundamental beam models. Furthermore, as simpler setups, e.g., transducer evaluation in homogeneous setups, do not require such degrees of accuracy, additional acoustic solvers combining the fast nearfield method (FNM) and the hybrid angular spectrum method (hASM) are being developed.
Part V

Appendix
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D</td>
<td>One-dimensional</td>
</tr>
<tr>
<td>2D</td>
<td>Two-dimensional</td>
</tr>
<tr>
<td>3D</td>
<td>Three-dimensional</td>
</tr>
<tr>
<td>4D</td>
<td>Four-Dimensional</td>
</tr>
<tr>
<td>ABC</td>
<td>Absorbing Boundary Conditions</td>
</tr>
<tr>
<td>AC</td>
<td>Alternating Current</td>
</tr>
<tr>
<td>ASM</td>
<td>Angular Spectrum Method</td>
</tr>
<tr>
<td>BBB</td>
<td>Blood-Brain Barrier</td>
</tr>
<tr>
<td>BBBD</td>
<td>Blood-Brain Barrier Disruption</td>
</tr>
<tr>
<td>BNC</td>
<td>Bayonet Neill-Concelman</td>
</tr>
<tr>
<td>CAD</td>
<td>Computer Aided Design</td>
</tr>
<tr>
<td>CEM43</td>
<td>Cumulative Equivalent Minutes at 43 °C</td>
</tr>
<tr>
<td>CFL</td>
<td>Courant-Friedrichs-Lewy</td>
</tr>
<tr>
<td>CNS</td>
<td>Central Nervous System</td>
</tr>
<tr>
<td>CO-ME</td>
<td>Computer-Aided and Image-Guided Medical Interventions</td>
</tr>
<tr>
<td>CPU</td>
<td>Central Processing Unit</td>
</tr>
<tr>
<td>CSF</td>
<td>Cerebrospinal Fluid</td>
</tr>
<tr>
<td>CT</td>
<td>Computed Tomography</td>
</tr>
<tr>
<td>CUDA</td>
<td>Compute Unified Device Architecture</td>
</tr>
<tr>
<td>DASY</td>
<td>Dosimetric Assessment System</td>
</tr>
<tr>
<td>DBS</td>
<td>Deep Brain Stimulation</td>
</tr>
<tr>
<td>DC</td>
<td>Direct Current</td>
</tr>
<tr>
<td>DD</td>
<td>Dose Difference</td>
</tr>
<tr>
<td>DFT</td>
<td>Discrete Fourier Transform</td>
</tr>
<tr>
<td>DIVA</td>
<td>Discrete Vasculature</td>
</tr>
<tr>
<td>DPC</td>
<td>Distance-based Phase Correction</td>
</tr>
<tr>
<td>DREAM</td>
<td>Discrete Representation Array Modeling</td>
</tr>
<tr>
<td>DTA</td>
<td>Distance to Agreement</td>
</tr>
<tr>
<td>EM</td>
<td>Electro-Magnetic</td>
</tr>
<tr>
<td>ESHO</td>
<td>European Society for Hyperthermic Oncology</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>------------</td>
</tr>
<tr>
<td>ETH</td>
<td>Eidgenössische Technische Hochschule</td>
</tr>
<tr>
<td>FD</td>
<td>Finite Difference(s)</td>
</tr>
<tr>
<td>FDA</td>
<td>Food and Drug Administration</td>
</tr>
<tr>
<td>FDTD</td>
<td>Finite-Difference Time-Domain</td>
</tr>
<tr>
<td>FEM</td>
<td>Finite-Element Method</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>FNM</td>
<td>Fast Nearfield Method</td>
</tr>
<tr>
<td>FOCUS</td>
<td>Fast Object-Oriented C++ Ultrasound Simulator</td>
</tr>
<tr>
<td>FOV</td>
<td>Field of View</td>
</tr>
<tr>
<td>FUS</td>
<td>Focused Ultrasound</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full-Width Half-Maximum</td>
</tr>
<tr>
<td>GPU</td>
<td>Graphics Processing Unit</td>
</tr>
<tr>
<td>hASM</td>
<td>Hybrid Angular Spectrum Method</td>
</tr>
<tr>
<td>HIFU</td>
<td>High Intensity Focused Ultrasound</td>
</tr>
<tr>
<td>HIV</td>
<td>Human Immunodeficiency Virus</td>
</tr>
<tr>
<td>HNSCC</td>
<td>Head and Neck Squamous Cell Carcinoma</td>
</tr>
<tr>
<td>HU</td>
<td>Hounsfield Units</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>IT’IS</td>
<td>Foundation for Research on Information Technologies in Society</td>
</tr>
<tr>
<td>KTI/CTI</td>
<td>Kommission für Technologie und Innovation</td>
</tr>
<tr>
<td>KZK</td>
<td>Khokhlov-Zabolotskaya-Kuznetsov</td>
</tr>
<tr>
<td>LAPWE</td>
<td>Linear Acoustic Pressure Wave Equation</td>
</tr>
<tr>
<td>LEWE</td>
<td>Linear Elastic Wave Equation</td>
</tr>
<tr>
<td>LIFU</td>
<td>Low Intensity Focused Ultrasound</td>
</tr>
<tr>
<td>MATLAB</td>
<td>Matrix Laboratory</td>
</tr>
<tr>
<td>MP</td>
<td>Multi Processor</td>
</tr>
<tr>
<td>MR-ARFI</td>
<td>Magnetic Resonance Acoustic Radiation Force Imaging</td>
</tr>
<tr>
<td>MRgFUS</td>
<td>Magnetic Resonance guided Focused Ultrasound</td>
</tr>
<tr>
<td>MRgHIFU</td>
<td>Magnetic Resonance guided High Intensity Focused Ultrasound</td>
</tr>
<tr>
<td>MRI</td>
<td>Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>MRT</td>
<td>Magnetic Resonance Thermometry</td>
</tr>
<tr>
<td>MW</td>
<td>Microwave</td>
</tr>
<tr>
<td>NDE</td>
<td>Non-Destructive Evaluation</td>
</tr>
<tr>
<td>NDT</td>
<td>Non-Destructive Testing</td>
</tr>
<tr>
<td>OCD</td>
<td>Obsessive Compulsive Disorder</td>
</tr>
<tr>
<td>PBE</td>
<td>Pennes Bioheat Equation</td>
</tr>
<tr>
<td>PCM</td>
<td>Phase Conjugate Mirror</td>
</tr>
<tr>
<td>PDE</td>
<td>Partial Differential Equation</td>
</tr>
<tr>
<td>PET</td>
<td>Positron Emission Tomography</td>
</tr>
<tr>
<td>PML</td>
<td>Perfectly Matched Layers</td>
</tr>
<tr>
<td>PMMA</td>
<td>Polymethylmethacrylate</td>
</tr>
<tr>
<td>POM-C</td>
<td>Acetal Polymer</td>
</tr>
</tbody>
</table>
PPF  Phase Propagation Factor
PS  Pseudo-Spectral
PyVISA  Python Virtual Instrument Software Architecture
PZT  Lead Zirconate Titanate
RAB  Reflective Acoustic Boundary
RAM  Random Access Memory
RF  Radio-Frequency
RMS  Root Mean Square
RPAT  Randomized Phased Array Transducer
RS  Rayleigh-Sommerfeld
RTPC  Ray Tracing-based Phase Correction
RTV  Room Temperature Vulcanizing
SAR  Specific Absorption Rate
SAT  Subcutaneous Adipose Tissue
SEMCAD  Simulation Platform for Electromagnetic Compatibility, Antenna Design, and Dosimetry
SIMT  Single Instruction Multiple Data
SMEM  Shared Memory
SP  Stream Processor
SPAC  Simulation-based Phase and Amplitude Correction
SPC  Simulation-based Phase Correction
SPEAG  Schmid and Partner Engineering AG
tcFUS  Transcranial Focused Ultrasound
tcMRgFUS  Transcranial Magnetic Resonance guided Focused Ultrasound
tdCS  Transcranial Direct Current Stimulation
TMS  Transcranial Magnetic Stimulation
UCA  Ultrasound Contrast Agent
US  Ultrasound
USgFUS  Ultrasound guided Focused Ultrasound
VIM  Ventral Intermediate Nucleus
ViP  Virtual Population
VISA  Virtual Instrument Software Architecture
VNS  Vagus Nerve Stimulation
VTK  Visualization Toolkit
WJ  Weinbaum-Jiji
WLE  Westervelt-Lighthill Equation
ZMT  Zurich MedTech
# List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Quantity</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Absorption Coefficient</td>
<td>Np/m or dB/m</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Compressibility</td>
<td>Pa$^{-1}$</td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>Nonlinearity Coefficient</td>
<td>Pa$^{-1}$</td>
</tr>
<tr>
<td>$B$</td>
<td>Elastic Bulk Modulus</td>
<td>Pa</td>
</tr>
<tr>
<td>$B/A$</td>
<td>Nonlinearity Parameter</td>
<td>—</td>
</tr>
<tr>
<td>$c$</td>
<td>Speed of Sound</td>
<td>m/s</td>
</tr>
<tr>
<td>$C$</td>
<td>Specific Heat Capacity</td>
<td>J/kg/K</td>
</tr>
<tr>
<td>$c_0$</td>
<td>Equilibrium Speed of Sound</td>
<td>m/s</td>
</tr>
<tr>
<td>$d$</td>
<td>Aperture Diameter</td>
<td>m</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Diffusivity</td>
<td>—</td>
</tr>
<tr>
<td>$\Delta x$</td>
<td>Voxel/Grid Size along X axis</td>
<td>m</td>
</tr>
<tr>
<td>$\Delta y$</td>
<td>Voxel/Grid Size along Y axis</td>
<td>m</td>
</tr>
<tr>
<td>$\Delta z$</td>
<td>Voxel/Grid Size along Z axis</td>
<td>m</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>Time Step</td>
<td>s</td>
</tr>
<tr>
<td>$f$</td>
<td>Wave Frequency</td>
<td>Hz</td>
</tr>
<tr>
<td>$F$</td>
<td>F-number</td>
<td>—</td>
</tr>
<tr>
<td>$F_{rad}$</td>
<td>Acoustic Radiation Force</td>
<td>N/m$^3$</td>
</tr>
<tr>
<td>$h$</td>
<td>Heat Transfer Coefficient</td>
<td>W/m$^2$/K</td>
</tr>
<tr>
<td>$I$</td>
<td>Acoustic Intensity</td>
<td>W/m$^2$</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Acoustic Wavenumber</td>
<td>—</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Thermal Conductivity</td>
<td>W/m/K</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Acoustic Wavelength</td>
<td>m</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Angular Frequency</td>
<td>radians</td>
</tr>
<tr>
<td>$p$</td>
<td>Perfusion</td>
<td>mL/min/kg</td>
</tr>
<tr>
<td>$p$</td>
<td>Acoustic Pressure</td>
<td>Pa</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Acoustic Velocity Potential</td>
<td>—</td>
</tr>
<tr>
<td>$q_v$</td>
<td>Acoustic Energy Density</td>
<td>W/m$^3$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Unit</td>
</tr>
<tr>
<td>--------</td>
<td>------------------------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>$\rho_0$</td>
<td>Equilibrium Density</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>$R$</td>
<td>Reflection Coefficient</td>
<td>—</td>
</tr>
<tr>
<td>$R$</td>
<td>Aperture Radius</td>
<td>m</td>
</tr>
<tr>
<td>$T$</td>
<td>Wave Period</td>
<td>s</td>
</tr>
<tr>
<td></td>
<td>Transmission Coefficient</td>
<td>—</td>
</tr>
<tr>
<td>$T$</td>
<td>Wave Period</td>
<td>s</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
<td>s</td>
</tr>
<tr>
<td>$u$</td>
<td>Displacement Amplitude</td>
<td>m</td>
</tr>
<tr>
<td>$v$</td>
<td>Particle Velocity</td>
<td>m/s</td>
</tr>
<tr>
<td>$Z$</td>
<td>Characteristic Acoustic Impedance</td>
<td>Rayl or kg/m$^2$/s</td>
</tr>
</tbody>
</table>
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