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Abstract

This cumulative thesis investigates how liquidity creation within the financial system can lead to financial crises.

In the first article, we develop a conceptual asset-based framework of credit creation based on three leading variables: (i) the amount of assets acceptable as collateral, (ii) the level of leverage and (iii) the level of trust and confidence. As credit expands along these dimensions in a non-linear dynamic, the financial system becomes more liquid. At the same time, it becomes more prone to endogenous feedbacks and vulnerable to internally generated instabilities manifested as booms and busts. Applying this framework to the global financial crisis, we show that the subprime crisis was both a signature and only one possible trigger in an increasingly unstable financial system. Using historical data, we demonstrate a significant shift in the components of US bank balance sheets and a decoupling of bank assets from deposits since the mid-1980s, marking the rise of “securitized-fractional reserve banking”. The subsequent decades were a period of growing leverage, with debt-securities assuming money-like functions and serving as collateral for further credit creation. As trust began to recede, so did leverage and the amount of assets acceptable as collateral, leading to a contraction in credit and to liquidity spirals. Finally, we discuss the potential general applicability of this framework of credit creation and define extensions for future research.

In the second article, we extend the concept of a “hierarchy of money” to our current monetary and financial system based on fiat money, with monetary policy that is conducted through the sale and purchase of securities and credit intermediation by non-bank financial intermediaries. This exposes a feedback loop between the upper and lower level of the hierarchy, which allows for more than full use of otherwise dormant capital but that also increases inherent instabilities manifested in asset booms and busts. We find that, from the perspective of hierarchical money, the call to ban banks from creating money neglects the significant role of securities-based financing in the global financial market at the lower level as well as the money creation capacity of central banks at the higher level of the hierarchy. Moreover, the inherently expansive nature of the hierarchy of money contradicts the long-term feasibility of full-reserve banking.
The third article presents a partial review of the potential for bubbles and crashes associated with high frequency trading (HFT). Our analysis complements still inconclusive academic literature on this topic by drawing upon both conceptual frameworks and indicative evidence observed in the markets. A generic classification in terms of Barenblatt’s theory of similarity is proposed which suggests, given the available empirical evidence, that HFT has profound consequences for the organization and time dynamics of market prices. Provided one accepts the evidence that financial stock returns exhibit multifractal properties, it is likely that HFT time scales and the associated structures and dynamics do significantly affect the overall organization of markets. A significant scenario in Barenblatt’s classification is called “non-renormalizable”, which corresponds to HFT functioning essentially as an accelerator to previous market dynamics such as bubbles and crashes. New features can also be expected to occur, truly innovative properties that were not present before. This scenario is particularly important to investigate for risk management purposes. This report thus suggests a largely positive answer to the question: “Can high frequency trading lead to crashes?”
Kurzfassung

Mit der vorliegenden Sammldissertation wird untersucht, wie die Schaffung von Liquidität im Finanzsystem zu Finanzkrisen führen kann.


Im zweiten Artikel wird das Konzept der „Hierarchie des Geldes“ auf unser derzeitiges Geld- und Finanzsystem ausgedehnt, welches auf Fiatgeld beruht und dessen Geldpolitik durch Veräußerung und Erwerb von Wertpapieren betrieben wird. Hier ergibt sich eine Rückkopplungsschleife zwischen der oberen und der unteren Stufe der Hierarchie, welche die mehr als vollständige Ausnutzung sonst toter Kapitalien erlaubt, jedoch ebenso die inhärente Instabilität vergrößert, was sich als Auf- und Abschwung
am Vermögensmarkt zeigt. Es zeigt sich, dass aus Sicht des hierarchisch aufgefassten Geldes die Forderung, Geschäftsbanken von der Geldschöpfung auszuschließen, die sowohl auf der unteren Stufe also auch auf der oberen Stufe bedeutsame Rolle der auf Wertpapieren beruhenden Geld- und Kreditschöpfung ausblendet. Zudem steht das inhärent expansive Wesen der Hierarchie des Geldes der langfristigen Machbarkeit eines Vollreservesystems entgegen.
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1. Introduction

This thesis was motivated by the desire to better understand two extraordinary events: the global financial crisis that started with the US subprime crisis in 2007 and the “Flash Crash” that occurred on May 6th, 2010. The global financial crisis led to the “Great Recession”, with large repercussions for the real economy and monetary policy responses that in their scale are unprecedented in the history of central banking. The Flash Crash led US equity indices to fall by 10 percent in just a few minutes and saw individual shares suddenly trading at multiples or fractions of their previous price. On the one hand, my interest in these events is simple intellectual curiosity, particularly because the familiar models of efficient markets, rational agents, and equilibrium states did not leave much room for explanations. On the other hand, this quest has a personal dimension. How was it possible that some of the bonds that I sold during my time at Lehman Brothers were apparently worth close to nothing? How could a reputable investment bank suddenly go bankrupt? And was it really feasible that high frequency algorithmic trading could have caused the flash crash?

What both these events have in common is that they have been described as a “liquidity crisis” (Brunnermeier 2009; Easley, Lopez de Prado and O’Hara 2011). The general concern with liquidity crises is a contraction or sudden “evaporation” of liquidity. This is interesting, because it neglects the fact that prior to financial crises, liquidity is often particularly high. Trading volume, which is often mistaken as an indictor of market liquidity, was exceptionally high just before the Flash Crash. Moreover, several studies identify credit as a key driver of financial crises (e.g. Reinhart and Rogoff 2009; Mendoza and Terrones 2012; Schularick and Taylor 2012) and its growth as one of the best predictors of financial crises (Berger and Bouwman 2012; Jorda et. al. 2011). Only a few economists have suggested that, rather than a lack of liquidity, the problem of our current financial system is in fact its excess liquidity (e.g. Biondi 2013; Fantacci 2013; Borio 2014).

Liquidity is created through financial intermediaries. Market liquidity generally refers to the ease with which an asset can be exchanged for cash without impacting its price. Funding liquidity has been defined as the ease of obtaining financing in order to
settle obligations with immediacy (Drehmann and Nikolaou 2010). Brunnermeier and Pedersen (2009) showed that market and funding liquidity are essentially intertwined: traders provide market liquidity, which depends on their ability to obtain funding. At the same time, their ability to obtain funding is influenced by the market liquidity of their assets. As a consequence, borrowers can be caught in liquidity spirals, where an initial liquidity problem can swiftly turn into a matter of solvency. Traditionally, central banks could alleviate such liquidity crises by acting as a lender of last resort to banks. Within an increasingly market-based financial system, however, this has become ineffective and has led central banks to become essentially “dealers of last resort” (Mehrling 2011).

Financial intermediaries have been absent in the macroeconomic models, which influenced policy makers’ decisions prior to the global financial crisis. Recently, there have been a number of attempts to rectify this and to include financial frictions in dynamic stochastic equilibrium models. Beck, Colciago, and Pfajfar (2014) provide a recent literature survey and discussion of theoretical and empirical findings on the role of financial intermediaries in the transmission of monetary policy. One strand of the literature models credit constraints faced by households and firms due to information asymmetries and collateral constraints, largely building on Bernanke and Gertler (1989) and Kiyotaki and More (1997). These models only consider market-based credit transactions and ignore bank-based funding. Another strand of the literature includes banks and models the macroeconomic impact of liquidity constraints within the financial sector. Interestingly, both strands of literature generally apply shocks to the financial system, which then amplify through mechanisms similar to the “financial accelerator” (Bernanke, Gertler, and Gilchrist 1999). The shock is an exogenous event that appears to be happening to the financial system, rather than being a result of its own behavior. This stands in contrast to Hyman Minsky (1986, 1992) and others who emphasized the inherent instability of the financial system. Moreover, it views the financial system primarily as a transmission mechanism of monetary policy. This neglects the fact that monetary policy itself is a direct response to the current and expected state of the economy and financial markets (Zhou and Sornette 2004).

In this context, the aim of this thesis is to connect different strands of literature in order to clarify and link important threads that can explain the underlying
mechanisms linking liquidity and financial instability. Methodologically, this thesis draws on theoretical and empirical findings within complex systems, finance and economics.

The remainder of this thesis is structured as follows. The first part of the thesis contains two articles concerned with the creation of funding liquidity. In our first article we develop “An asset-based framework of credit creation”, which is consequently applied to the global financial crisis. This provides an alternative perspective to credit creation, which has been argued to arise either through the transfer of “prior deposits” or “out of nothing”. Using historical flow of funds data, we analyze the components of US bank balance sheets and describe the rise of what we term “securitized-fractional reserve banking”. We subsequently discuss the potential broader applicability of this asset-based understanding of credit creation.

In our second article, we apply a hierarchical perspective of money to our current financial and monetary system and use it as basis for answering the question: “Should banks be banned from creating money?”. This question goes back at least as far as the 1930’s, when Irving Fisher (1936) and other economists proposed a monetary reform that envisioned to remove all private money creation by banks. The global financial crisis has reopened this debate and stimulated new advocates seeking to prohibit banks from creating money (e.g. Benes and Kumhof 2012; Chamley, Kotlikoff, and Polemarchakis 2012; Wolf 2014).

In our third article, we turn to the creation of market liquidity. In the presence of increasingly electronic and fragmented markets, high frequency traders have been described as the “new market makers” (Menkveld 2013). The paper “Crashes and high frequency trading” analyzes whether high-speed algorithmic trading could lead to market crashes. At the time of its publication, just over one year after the Flash Crash, academic literature using high frequency data was quite limited. We hence provide an “Afterthought on HFT, liquidity and instability”, which gives an overview of the current state of the literature and specifically addresses the role of high frequency traders as market makers.

Finally, we summarize our main findings and conclusion and provide supplementary material in the annex. Our asset-based-framework of credit creation is
partially the result of an initial contrasting of contradictory theories of credit creation among different schools of economic thought. We provide this as a background under the section “Demystifying credit creation out of nothing”. The annex also contains “A comment on complexity”, which was published in Nature as a response to Haldane and May (2011) and others who argued that in order to understand the complex dynamics of the financial and economic system, one should invest in sophisticated models, combining system theory, various branches of the natural sciences, network analysis, and out-of-equilibrium agent-based models with traditional economics.
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Abstract: We develop a conceptual asset-based framework of credit creation based on three leading variables: (i) the amount of assets acceptable as collateral, (ii) the level of leverage and (iii) the level of trust and confidence. As credit expands along these dimensions in a non-linear dynamic, the financial system becomes more liquid. At the same time, it becomes more prone to endogenous feedbacks and vulnerable to internally generated instabilities manifested as booms and busts. Applying this framework to the global financial crisis, we show that the subprime crisis was both a signature and only one possible trigger in an increasingly unstable financial system. Using historical data, we demonstrate a significant shift in the components of US bank balance sheets and a decoupling of bank assets from deposits since the mid-1980s, marking the rise of “securitized-fractional reserve banking”. The subsequent decades were a period of growing leverage, with debt-securities assuming money-like functions and serving as collateral for further credit creation. As trust began to recede, so did leverage and the amount of assets acceptable as collateral, leading to a contraction in credit and to liquidity spirals. We discuss the potential general applicability of this framework of credit creation and define extensions in future research.

Keywords: Credit creation, Financial crises, Leverage, Liquidity, Confidence

JEL: B53, E12, E13, E51, G01

* Corresponding author.
2.1 Introduction

“It’s obvious that many commenters don’t get the distinction between the proposition that banks create money — which every economics textbook, mine included, says they do (that’s what the money multiplier is all about) — and the proposition that their ability to create money is not constrained by the monetary base. Sigh. .... Bank loan officers can’t just issue checks out of thin air; like employees of any financial intermediary, they must buy assets with funds they have on hand.”

Paul Krugman, March 30, 2012

“Based on how monetary policy has been conducted for several decades, banks have always had the ability to expand credit whenever they like. They don’t need a pile of “dry tinder” in the form of excess reserves to do so.”

William C. Dudley, July 29, 2009

Although credit existed prior to money (Graeber, 2011) and research identifies it as a key driver in the history of financial crises (Reinhart & Rogoff 2009; Schularick & Taylor 2012), contradicting explanations persist on how credit is created, how it can be influenced and how it impacts the economy. In mainstream economics textbooks, credit creation by banks is generally understood to arise from their function as intermediaries between savers and borrowers within the fractional reserve banking system. As banks lend fractions of the money that savers deposit with the bank, they create loans and multiply the amount of money available to the economy. It follows that the amount of multiplication and lending is constrained by the availability of deposits and reserves. This view is contradicted by scholars and practitioners arguing that banks do not need prior deposits but can create credit and money ex nihilo. The idea can be traced back at least as far as Schumpeter, who emphasized that banks’ ability to create credit arises not from the transfer of existing purchasing power but through “the creation of new purchasing power out of nothing” ([1912] 1934, p. 73).

1 http://krugman.blogs.nytimes.com/2012/03/30/banking-mysticism-continued/.
3 The classic textbook example demonstrates how an initial deposit of 1,000 dollars can multiply to create 9,000 dollars in loans, consequently creating a total of 10,000 deposits and 1,000 dollars in reserves (Krugman & Wells, 2009, p. 393).
The role of money and credit in determining economic growth differs within various economic schools and with it its emphasis throughout the history of economic thought. For Fisher (1936), the chief cause of the Great Depression was a one-third reduction in the stock of bank money between 1929 and 1939. Like Schumpeter, he stressed that banks create money by “pen and ink” (p. 16). In his view, booms and depressions could be greatly reduced through a banking reform that would require banks to hold 100 percent in reserves and that would consequentially mitigate inflations and deflations. Since then, the mainstream consensus is that of long run neutrality of money and short-term non-neutrality (for a review and reconciliation of the mainstream consensus since Fisher and Wicksell, see Blanchard, 2000). Credit in relation to its impact on the economy has received attention mainly as a transmission mechanism of monetary policy either through interest rates or bank lending (e.g., Bernanke & Gertler, 1995). Credit is perceived from a monetary perspective: somebody’s liability is someone else’s asset and even though exchange may take place on credit, final settlement must be in money, hence only money matters. Consistent with the view of intermediation, banks as such have been absent in the dynamic stochastic general equilibrium (DSGE) models that were used by central banks to inform their monetary policy in the run up to the global financial crisis that started in 2007. Since the crisis, there have been several research efforts to incorporate the financial sector into DSGE models (e.g., Gerali et al., 2010; Gertler & Kiyotaki, 2011). Financial crises have generally been treated as exogenous shocks to the demand or supply side, albeit with some exceptions that incorporate endogenous feedbacks through credit and leverage (Kiyotaki & Moore, 1997; Bernanke, Gertler, & Gilchrist, 1999; Battiston et al., 2012b; Fostel & Geanakoplos, 2008).

At the same time, credit and financial intermediaries have always played a role in some schools of thought. For example, credit creation was at the heart of the Austrian business cycle theory (von Mises, [1912] 1953; von Hayek, 1933 and others). It viewed business fluctuations as a result of monetary imbalance due to credit creation within fractional reserve banking and/or expansionary central bank policy, a theme that remains central to contemporary Austrian economics (Horwitz, 2000; Huerta de Soto, 2009; Boettke, 2010; Holcombe, 2014). Credit creation within the banking system also plays a principal role in Post-Keynesian economics. From its
perspective, the money “supply” is demand driven and created not from prior savings but endogenously through the demand for credit (e.g. Lavoie, 1984; 2009; Godley 1999; Rochon & Rossi 2013). Minsky (1986; 1992) demonstrated the inherently unstable nature of credit due to the pro-cyclical behavior of financial intermediaries and borrowers.

A study by Bezemer (2011) shows that economists who anticipated the recent financial crisis had the following in common: a focus on credit flows and the differentiation between financial wealth and real assets. Interestingly, these economists came from a variety of schools of thought and only two out of twelve relied on mathematical models (Keen, 2013). Given the clear evidence of the importance of credit to understanding financial crises, and the contradictory views on how credit is created, this paper aims to discuss an alternative complementary perspective of credit creation. We propose an asset-based framework of credit creation according to which credit creation expands and contracts along three variables: (i) the amount of assets acceptable as collateral, (ii) the level of leverage, and (iii) the level of trust and confidence.

The remaining article is structured in three parts. The first part introduces the framework, its three key variables and the associated dynamics. In the second part, we apply the framework to the recent global financial crisis. Using historical flow-of-funds data, we document the rise of “securitized fractional reserve banking”. We contrast traditional and securitized fractional reserve banking and argue that credit creation took place increasingly not through traditional banks but within this market-based system. Finally, we discuss the potential broader applicability of an asset-based framework, its challenges and avenues for future research.

2.2 An asset-based model of credit creation

2.2.1 The dynamics: non-linear positive feedbacks

We propose an asset-based framework of credit creation based on three fundamental variables: (i) the amount of acceptable collateral assets, (ii) the level of leverage and (iii) the level of trust and confidence. These three variables of credit creation are not,
in general, independent. In the dynamics of a given economic and credit expansion, they interact and often mutually self-reinforce each other. We suggest that as credit expands along these variables, the financial system becomes more liquid and the money supply increases.

The key mechanisms of expansion and contraction are positive feedbacks (related to “procyclicality”), which result from the interaction between agents within the financial and economic system. This interaction is driven, for example, by our human tendency for cognitive biases, imitation and herding. In economics, these behavioral tendencies are perhaps best known as “animal spirits” (Keynes, 1936; Akerlof & Shiller, 2009). Positive feedbacks create instabilities that arise endogenously within the system and manifest in boom-bust dynamics, as previously described by Minsky (1986; 1992) and others. Indeed, laboratory experiments have demonstrated that bubbles can form in the absence of credit creation and asymmetric information and just on the basis of interactions between agents (Heemeijer et al., 2009; Hüsler, Sornette, & Hommes, 2012). The interaction of agents eventually leads to a critical stage, a bifurcation, at which the behavior or the system no longer follows its past trajectory but changes into a different state. At this “critical point”, there are multiple possible triggers (often small in amplitude compared with their consequences), which can prompt the system to change regime. The eventual trigger is not the cause of instability but the result of endogenous processes leading to a build-up of instability (Scheffer, 2009). While risk transformations make the financial system more liquid and more complete, they can develop endogenous instabilities due to feedback between asset prices and trading strategies. What seems to be more

4 Following Kyle’s (1985) model of the feedback of trading practices on market prices, several recent empirical and theoretical results show that such feedback effects can cause dynamic instabilities because of portfolio optimization, which increases cross-correlations between assets (Marsili, Raffaelli, & Ponsot, 2009) or can increase volatility because of heterogeneous beliefs (Zapatero 1998) or options trading (Bhamra & Uppal, 2009; Ni, Person, & Poteshman, 2005; Sircar & Papanicolaou, 1998). Brock, Hommes and Wagener (2009) demonstrate a mechanism in which the proliferation of financial instruments, in a model with heterogeneous agents, is found to lead to market instability. They show that the introduction of hedging instruments – which is supposed to make the market more complete and hence more stable – may destabilize it in the presence of traders who have heterogeneous expectations and adapt their behavior according to experience-based reinforcement learning. Caccioli and Marsili (2010), Caccioli, Marsili, and Vivo (2009) and Marsili, Raffaelli, and Ponsot, (2009) show that the market becomes more unstable, as additional Arrow securities are introduced, and approaches the ideal situation of completeness. The intuition is that as the market becomes more complete, the
efficient on an individual level can increase the risk for the system as a whole. For example, in an analysis of credit networks, Battiston et al. (2012a; 2012b) find that while increased connectivity reduces individual risk because of risk sharing, it increases the fragility of the system and systemic risk as a whole. Consequently, we suggest that as credit creation expands, financial markets approach a point of “criticality” at which even tiny perturbations can trigger a significant change in regime (Sornette, 2003).5

2.2.2. First variable: the amount of acceptable collateral assets

We stipulate that potential credit creation depends on the availability of assets qualifying as collaterals for loans. From a finance perspective, an asset can be defined as “anything having a commercial or exchange value that is owned by a business, institution, or individual” (Downes & Goodman, 2003). What makes an asset valuable is the expectation or confidence that this asset can be converted into cash at some point in the future. From a legal perspective, it has been defined as “real or personal property, whether tangible or intangible, that has financial value and can be used for the payment of its owner’s debts” (Lehman, 2004). This definition exposes a direct link between assets and credit. Within our framework, any loan is given explicitly or implicitly against an asset posted as collateral. These can be tangible, such as property, or intangible, such as the talent (human capital) of an entrepreneur, or of the future professional income resulting from the investment in education in the context of a student loan. The asset-backed view is obvious when considering secured loans. However, it also applies to so-called “unsecured” loans: in consumer financing, for example, credit is given to people only with a high credit score. Their ability to generate future income from a job and their history of meeting previous credit

---

5 We like to give the example of balancing a pen on top of one’s fingertip. We will manage to balance it for a while until the pen falls perhaps because we jerked our hand or perhaps the wind blew it over. The immediate trigger is irrelevant; the ultimate cause was the fundamentally unstable position in the first place.
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Obligations serve as implicit collateral to the loan\(^6\). In the most extreme and too often trodden examples of history, borrowers themselves, or members of their family, have served as collaterals for a loan by serving as slaves (Graeber, 2011). An asset, defined in this broad sense, is hence dependent on the creditor’s risk perception of the debtor’s ability to fulfill his side of the exchange in the future (e.g., in goods, services or money). From this perspective, credit is never created “out of nothing” but always takes place in the presence of existing assets and confidence in future cash flows. The expression of “out of nothing” just reflects a lack of accounting for the not directly observable assets that are in reality present as collateral in one form or another.

2.2.3 Second variable: the level of leverage

On the one hand, the level of leverage refers to the level of debt obtained against some kind of asset. For example, how much a retail customer can borrow against his or her house, how much an entrepreneur can borrow against his or her shares or how much a financial intermediary can borrow against its securities. To the extent that securities can be borrowed and rehypothecated, the same set of securities (collateral assets) can be leveraged multiple times. We have defined assets as deriving their value from the creditor’s risk perception of the debtor’s ability to fulfill his or her side of the exchange in the future. Consequently, on the other hand, the level of leverage must also measure the ability to meet cash flow obligations with the income that is generated from various assets. This was key to Minsky’s (1992) inherent instability hypothesis, which defined different stages of leverage as either hedged, speculative, or Ponzi finance.\(^7\) From this income-debt perspective, entities without

---

\(^6\) Note that the infamous subprime NINJA (“no income, no job and no assets”) loans, extended in the build-up of the subprime crisis, were possible precisely because of the over-confidence placed in the future worth of the underlying collateral (the property). Other mechanisms also contributed, such as the lowering of the professional standards and the securitization-distribution model that relieved the issuers from default risks leading to moral hazard. Explicitly posted collateral reduces the necessity of confidence in the borrower as a counterparty and transfers the confidence to the expected worth of the collateral.

\(^7\) Hedge financing being defined as economic units that can fulfill all their contractual payment obligations (principal and interest) through its cash flows. In contrast, speculative finance units are only able to meet their ongoing interest payment obligations and must roll over the debt in order to meet principal payments. Finally, Ponzi units are unable to cover their payment obligations from their
any equity constraints, such as for example a mutual fund or a national government, can become insolvent simply through liquidity shortfalls and in the absence of changing asset values. Minsky defined his three stages of finance as a progression towards increasing instability, fuelled by ever lower perceptions of risk (our third variable discussed below) during boom phases. This neglects the fact that it may be natural and necessary for economic units to be in either speculative or Ponzi state at some point in time. Biondi (2013) hence suggested that Minsky’s stages of finance should not be understood in a normative sense but rather as morphological conditions that expose the factual interdependent states between the economy and finance. Moreover, he argued that, in this interdependent context, Minsky’s analysis may be better served by an entity rather than by an ownership approach. The perspective would shift from that of ownership of capital to that of creditor-debtor relationships. It would consequently require a dynamic rather than a static view of accounting. A dynamic understanding of leverage, which takes into consideration its development over time and space from the perspective of economic entities, is therefore consistent with our dynamic framework of credit creation.

2.2.4 Third variable: the level of trust and confidence

In this asset-based framework, trust and confidence are where the expansion and contraction of credit creation start. They are prerequisites for the expansion of assets accepted as collaterals (first variable) and the leveraging of assets (second variable). Financial prices and economic values are based fundamentally on trust (Bachmann & Zaheer, 2006). They are not based on fancy mathematical formulas or on subtle, self-consistent, efficient economic equilibriums. Rather, they are built on operating cash flows and must hence rely on the sale of assets even to meet its interest payments (1992, p. 7).

Trust and confidence have many similarities, involving both positive expectations about future events. However, trust is broader, whereas confidence is more specific (Adams, 2005). Trust involves a general measure of positive belief concerning the entire pattern of the behavior of the counterparty. By contrast, the term “confidence” is more appropriate for a belief in the competence in some dimensions of the other. As a consequence, a failure of confidence may be cured more easily and quickly than a failure of trust. Because the economic and financial literature uses both terms almost interchangeably, we also refer to these terms equally.
trust in the future, trust in economic growth, trust in the ability of debtors to face their liabilities, trust in financial institutions to play their role as multipliers of economic growth and trust that your money in a bank account can be redeemed at any time you choose. Akerlof and Shiller (2009) argued that confidence cannot be predicted rationally and is “the first and most crucial” of animal spirits (p.14). Spikes in risk perception can take place in the absence of significant changes in fundamentals and can lead to “self-fulfilling shifts in risk” due to feedbacks between the current asset price and risk about the future asset price (Bacchetta, Tille, & Wincoop, 2010). Bansal and Shaliastovich (2010) showed that uncertainty about expected economic growth affects investor beliefs and consequently influences asset prices and risk premiums. They found that the “confidence risk channel” is able to explain large negative price moves in the absence of fundamental changes in macroeconomic variables. In a similar spirit, Borio and Zhu (2012) highlighted the mutually reinforcing perception and value of risk and the increasing importance of the “risk taking channel” in the transmission of monetary policy.  

Financial stability, in general, and credit creation, in particular, requires trust and confidence. This is evident in our history of monetary regimes, which have shifted between commodity money and credit money. The former was associated with periods of war and low levels of trust, as it could be more easily used to settle with strangers and pay travelling soldiers. The latter generally involved repeating interactions within a community, and therefore required higher levels of trust and was present primarily in peaceful times (Graeber, 2011). Trust and confidence can be facilitated by transparency or by guarantees from trusted institutions perceived to have the necessary resources. One example is the effective elimination of traditional bank-runs through the introduction of deposit insurance. Another example is evidence that suggests that repo margins in the tri-party market, i.e., using a clearing bank,

---

“The measurement, management and pricing of risk have moved from the periphery to the core of financial activity. The link between valuations and risk perceptions has tightened. The mutually reinforcing feedback between perceptions of value and risk, on the one hand, and financing constraints and “liquidity”, on the other, has arguably become more prominent. Under some circumstances, it may therefore also contribute to amplifying business fluctuations more than in the past” (Borio & Zhu, 2012, p. 248).
were much more stable than those in the bilateral market (Copeland, Martin, & Walker, 2014).

2.3 Application to the global financial crisis

2.3.1 The Great Leveraging: a maturation towards instability

The decades preceding the global financial crisis were characterized by an increasingly large and more connected banking sector and by a build-up in debt in most advanced economies. The extent of this build-up is unprecedented in the history of more than a century and has thus been coined “The Great Leveraging” (Taylor, 2012).

Historical data show that the number of US banks steadily increased under the free banking and national banking era (from under 800 banks to over 25,000 between 1834 and 1913) and plateaued at around 15,000 banks after the introduction of deposit insurance. Since the mid-1980s, the number of US banks has been declining steadily.

Figure 1: Number of US Banks from 1934 to 2011.
The number of US banks increased steadily and peaked in 1921 with over 30,800 banks. Between the founding of the Federal Reserve in 1913 and the Federal Deposit Insurance Corporation in 1933, the number of banks dropped by more than 50 percent. In the decades associated with the “The Great Leveraging” (mid-1980s to ?), the number of banks declined to levels last seen at the end of the nineteenth century.
Data: United States Census Bureau.
This decline in the number of banks, however, has been accompanied by a strong increase in bank assets. For example, a study by the Federal Reserve of St Louis shows that between 1984 and 2011, the number of US commercial banks halved, while average inflation-adjusted assets held increased from US$ 167 million to US$ 839 million. The concentration is even more evident at the top, as in 2011 “the five largest banks held 48 percent of total system assets. Four banks had total assets in excess of $1 trillion each, and the largest commercial bank—JPMorgan Chase Bank—had $1.8 trillion of assets, equal to 14 percent of the total assets of all U.S. commercial banks” (Wheelock, 2012). Commercial banks in the United States and Britain held about 5 percent equity against their assets. Interestingly, these levels have persisted since post-WWII, reaching this level at the end of a steady downward trend developing in the nineteenth century prior to the rise of securitized banking (the US asset-to-equity ratio around 1870 was 35 percent and this has steadily declined since).10

Moreover, the decades preceding the financial crisis of 2008 were characterized by globally increasing debt levels in the private and public sectors, which grew fastest in the advanced economies. For example, in the United Kingdom, the compounded annual growth rate of debt to GDP was 3.3 percent between 1990 and 2000, accelerating to 5.2 percent between 2000 and 2008, a total increase of 157 percent over the entire period. In the US, the percentage of household debt to disposable income has been steadily rising and grew particularly fast after 2000, from a level of approximately 90 percent to 130 percent before 2008 (Roxburgh et al., 2010; Roxburgh et al., 2012). In the run up to the financial crisis, private sector nonfinancial debt in Western countries rose by an average of 43 percent between the beginning of 2004 and the beginning of 2009.11 Considering these figures, credit evidently financed much of the economic growth over recent decades.

It is important to stress that the same decades were accompanied by lower variability in prices and output, low unemployment and low inflation, generally referred to as “The Great Moderation”. This calm period gave policymakers

---

confidence in their ability to steer the economy; risk perception was low and financial crises thought to be a thing of the past. The rise in leverage described above was hence also accompanied by an increase in confidence and trust. It shows that during the process of expansion, we tend to be oblivious to the internal risks building up, especially if credit and banks are excluded from our macroeconomic thinking. It is consequently not surprising that policymakers initially failed to grasp the wider global implications of what started as a relatively small local subprime crisis.\textsuperscript{12}

Finally, these decades have also been characterized by an increasing financialization of assets. In the United States, the growth in financial assets grew approximately at the same rate as GDP until the 1980s, when it accelerated at a much faster rate. According to some estimates, global financial stock increased from 54 to 212 trillion US$ between 1990 and 2010. This corresponds to a financial depth (global financial stock over GDP) of 263 percent and 356 percent, respectively.\textsuperscript{13} Another study estimates the value of global financial assets in 2010 at about US$ 600 trillion (including those on financial intermediaries’ balance sheets) compared with US$ 210 trillion of nonfinancial assets.\textsuperscript{14} Of course, not all of these financial assets are by far eligible as collateral. However, the availability of assets has increased substantially with deeper financialization and wealth held in liquid financial assets, such as in debt instruments and derivatives thereof, which have become acceptable collateral for credit creation.

In summary, prior to the financial crisis, we could observe (1) an increase in eligible collateral for credit creation through the financialization of assets, (2) increasingly leveraged economies in most advanced countries, and (3) a sustained

\textsuperscript{12} “All that said, given the fundamental factors in place that should support the demand for housing, we believe the effect of the troubles in the subprime sector on the broader housing market will likely be limited, and we do not expect significant spillovers from the subprime market to the rest of the economy or to the financial system. The vast majority of mortgages, including even subprime mortgages, continue to perform well. Past gains in house prices have left most homeowners with significant amounts of home equity, and growth in jobs and incomes should help keep the financial obligations of most households manageable” (Bernanke, 2007).

\textsuperscript{13} Figures from the McKinsey Global Institute (Roxburgh et al., 2011).

\textsuperscript{14} Figures from “A World Awash in Money” by Bain & Company (2012). “Financial assets” include the financial holdings of direct owners (e.g., households, corporations, governments) as well as financial assets controlled by and held on the balance sheets of banks and financial intermediaries. “Nonfinancial assets” include everything that might appear as a nonfinancial asset on a balance sheet, such as factories, farms, infrastructure and intellectual property.
period of trust seemingly validated by “The Great Moderation”. These trends, which have been mostly present since the mid-1980s, have been accompanied by an unprecedentedly large and globally connected financial sector. Borio (2006) found that financial liberalization has “greatly facilitated the access to credit. It has therefore also increased the scope for perceptions of wealth and risk to drive the economy, more easily supported by external funding. More than just metaphorically, we have shifted from a cash flow-constrained to an *asset-backed global economy*” (p. 4, emphasis original). Instrumental to this development has been the rise of what we call “securitized fractional reserve banking”.

### 2.3.2 The rise of Securitized Fractional Reserve Banking

With “securitized fractional reserve banking”, we refer to market-based credit creation, where credit is financed not from bank deposits but from short-term loans among primarily institutional investors, including non-bank financial intermediaries. Our terminology builds on the work of Gorton and Metrick (2010; 2012) who likened the financial crisis of 2007/2008 to a bank run not on deposits in the traditional banking sector but to a “run on repo” in “securitized banking”. Whereas traditional banks create money (deposits) through granting loans, the securitized banking system creates securities that can function like money (for example, they can be used as a means of payment in mergers or they may be held as a substitute for bank deposits). Both systems are inherently fractional and consequently prone to bank runs. In traditional banking, deposits can be converted into currency, and there are always more deposits outstanding than there is currency. In securitized fractional reserve banking, dealers convert deposits into securities, and there are always more money-like securities outstanding than there are deposits. The system is consequently prone to runs in times of crisis, when investors convert their securities back into deposits.

---

15 Borio’s emphasis is a reference to Calverley (2004), who may have first used the term “asset-backed economy”.
16 In this sense, we use the term “securitized” not just as a description of the bundling and tranching of loans, i.e. asset-backed securities, but as the financialization of assets through the creation of securities.
Consistent with the increasing financialization of assets since the 1980s, we can observe significant shifts in commercial banks’ balance sheets. For example, bank assets and deposits had historically moved together, but data show a decoupling from the mid-1980s onwards as assets grew more than deposits. Comparing the liability side of US commercial banks in 1950 and 2007 demonstrates the decreasing importance of deposits for funding investments; in 1950, deposits made up 97 percent of liabilities compared with 66 percent in 2007. Most notable is the decrease in checkable deposits (against which reserve requirements are imposed) from 70 percent to 7 percent and the appearance of short-term financing including repos from almost nil to 13 percent. (After the crisis of 2007/2008, short-term financing decreased to 5 percent four years later.) Between 1945 and 2010, the asset composition of commercial banks changed markedly, from mostly treasuries to mortgages and consumer credit, both used extensively in securitizations and key instruments for bank funding.

Figure 2: Assets and Deposits of US Commercial Banks from 1945 to 2011.
Assets and deposits move together until the mid-1980s, suggesting deposits mostly funded assets. Assets consecutively decouple, coinciding with the rise of shadow banking and increasing credit creation within the securitized fractional reserve banking system. Data: Federal Reserve Flow of Funds.
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Figure 4: Composition of US Commercial Banks’ assets from 1945 to 2011. The changing asset structure demonstrates a transition from mostly US government securities toward mortgages and consumer credit as well as the decreasing percentage holdings of reserves until the Federal Reserve’s balance sheet expansion in response to the crisis of 2007/2008. Data: Federal Reserve Flow of Funds.
Repos and other short-term loans give financial institutions access to “deposit”-like funding, where they pledge securities to the lender, generally institutional investors, such as asset managers and nonfinancial corporates. King (2008) estimated that, by September 2008, just before the collapse of Lehman Brothers, about 50 percent of brokers’ assets were financed by repos. The securitization of loans (e.g., mortgages, credit card receivables, student loans) increased the amount of assets against which banks could obtain funding. Additionally, “rehypothecation” and “securities lending” enable banks to obtain and provide funding from borrowed securities. Hedge funds, for example, often allow brokers to use their securities in return for funding and lower brokerage fees. The securities are not part of the bank’s assets as they belong to the hedge fund, but they can be used by the bank as collateral to acquire funding. In the UK, the amount of customer securities that can be rehypothecated is unlimited and may even be used for proprietary trading by the prime broker. The US restricts this use and limits rehypothecation to 140 percent of the client’s indebtedness to the broker (Singh & Aitken, 2010; FSB, 2012). In securities lending, institutions with custodial responsibility for asset managers lend their clients’ securities against cash (or other securities), thereby increasing the amount of securities available against which credit can be granted.

---

17 Note that banks’ balance sheets do not reflect the full extent of short-term financing, as instruments can be both an asset and a liability and are netted across multiple assets and counterparties. It is possible to follow the use of gross repo financing in the footnotes from the 10-Q forms required of listed companies by the Securities and Exchange Commission (see King, 2008).

18 Interestingly, repos and securitizations per se are not “new” innovations. In the US, repos have been used since 1918 as the main tool of the Federal Reserve, and they only started being used more broadly by investment banks from the mid-1980s onwards (Choudry, 2010). Similarly, the use of mortgage-backed securities goes as far back as the 18th century but it also became more widely used during the 1980s. Milne (2009) attributed the shift from “retail” toward “whole sale” funding of banks to international capital flows (p. 39). The countries that rely least on wholesale funding are major exporters of goods and natural resources with current account surpluses such as Germany, Japan, and Canada.

19 The three largest custodians are Bank of New York Mellon with US$ 26 trillion in assets under custody (as of June 2013), and JPMorgan and State Street each with about US$ 18 trillion US in assets under custody (as of December 2012). From http://www.globalcustody.net/us/custody_assets_worldwide/.
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While credit creation in securitized fractional reserve banking takes place in what is considered to be the shadow banking system, it is important to stress the tight and re-enforcing links between shadow banking and traditional banking. For example, commercial banks were the largest group of sponsors of off-balance sheet SIVs and conduits that issued asset-backed commercial paper and invested in longer-term AAA asset-backed securities (Acharya et al., 2013). Moreover, with the advent of universal banking, large financial firms can be commercial in addition to investment banks and prime brokers and asset managers, all under one group. The size of the US shadow banking system grew from approximately US$ 3 trillion in 1990 to its peak of US$ 21 trillion of gross liabilities by mid-2008 and since the crisis it has retracted to approximately the same size as the traditional US banking sector with US$ 15 trillion in liabilities in 2011 (Pozsar et al., 2012). The size of the repo market is difficult to estimate because of the lack of official statistics and issues of double counting. Gorton and Metrick (2012) estimated it to be around US$ 10 trillion (p. 433), although Copeland, Martin, and Walker (2014), in another recent report, put the figure much lower at around US$ 3 trillion.

Under traditional banking, banks transform illiquid assets into liquid liabilities (Diamond & Dybvig 1983) and perform a crucial role in the lubrication of the real economy. Today, liquidity is increasingly created outside the traditional banking sector. For example, Singh & Stella (2012) emphasized the importance of “leverage-like elements” that stem from the pledged collateral market to the overall financial lubrication of the monetary world (p.14). “Ultimate liquidity” should include “money-like assets”, which are defined as central bank deposits (reserves) plus good

20 Described as financial credit intermediation outside the light of regulators and without “public enhancement” such as liquidity from the Federal Reserve or deposit insurance. Pozsar et al. (2012) separated shadow banking into three subsystems: “The government-sponsored shadow banking sub-system refers to credit intermediation activities funded through the sale of Agency debt and MBS [mortgage-backed securities], which mainly includes conforming residential and commercial mortgages. The “internal” shadow banking subsystem refers to the credit intermediation process of a global network of banks, finance companies, broker-dealers and asset managers and their on- and off-balance sheet activities—all under the umbrella of financial holding companies. Finally, the “external” shadow banking sub-system refers to the credit intermediation process of diversified broker-dealers (DBDs), and a global network of independent, non-bank financial specialists that include captive and standalone finance companies, limited purpose finance companies and asset managers” (p. 26).

21 Although US holding companies are forbidden from transferring cash from a sister company to the prime-broker arm, a “left-over” from the Glass–Steagall Act (King 2008).
collateral that can be converted into central bank deposits at no haircut. Their calculations show that, in the United States, the “ultimate liquidity leverage”, defined as the ratio of “total financial intermediaries’ liabilities” to “ultimate liquidity”, rose exponentially prior to the subprime crisis (from 4 at the end of 1951 to 673 at the end of 2006). Adrian and Shin (2010) find that broker-dealers increase (decrease) leverage in line with larger balance sheets given higher (lower) mark-to-market valuations of their assets and increased net worth (in contrast to households, where leverage tends to be high when balance sheets are small). The authors argued that, in the context of secured lending, “liquidity” is best understood as the growth of intermediaries’ balance sheets. “When liquidity dries up, it disappears altogether rather than being allocated elsewhere. When haircuts rise, all balance sheets shrink in unison, resulting in a generalized decline in the willingness to lend” (Adrian & Shin, 2009, p. 603). Consistent with the rise of securitized fractional reserve banking, they argue that monetary aggregates such as M2 are good indicators of the aggregate size of leveraged institutions “in a hypothetical world where deposit-taking banks are the only intermediaries.” Instead, they suggested “market-based liabilities such as repos and commercial paper as better indicators of credit conditions that influence the economy” (2009, p. 604). In this market-based system, financial intermediaries engage in maturity transformations as well as “reverse” maturity transformations (Pozsar & Singh, 2011).

It is generally accepted that highly liquid financial markets benefit the real economy by reducing transaction costs and improving access to credit. Credit creation is essential for entrepreneurs and growth, as perhaps most famously argued by Schumpeter (1934). Following Schumpeter, Biondi (2013) argued that Minsky’s “hedge finance” can be attributed to a stationary circular flow economy, which prevents entrepreneurial activity and economic development from arising. He concludes that fractional reserve banking (or currency issuance) is required in order to “introduce a dynamic leverage on that hedged flow bound to ownership and wealth” (p. 157). Consequently, traditional fractional reserve banking is a leveraging of existing assets (ownership and wealth). Banks create liquidity through maturity

22 This leverage ratio has since fallen back to levels last seen at the beginning of the 1980s (around 30).
transformation and the issuance of deposits by granting loans. This benefit is perceived to outweigh the risk of a bank run, which can be mitigated by deposit insurance and a “lender of last resort”. In the present context of credit creation in securitized fractional reserve banking, the Federal Reserve has additionally assumed the function of “dealer of last resort” (Mehrling, 2011), providing market liquidity by bidding for risky assets that serve as collateral. The central bank thereby insures “not the payments that the debtor had promised to make but rather the market value of the promise itself” (Mehrling, 2011, p. 134). The caveat is that this can support the value of collateral securities, but it also reduces their availability.

Table 1: Stylized features of traditional and securitized fractional reserve banking.

<table>
<thead>
<tr>
<th></th>
<th>Traditional Banking</th>
<th>Securitized Banking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entity</td>
<td>Commercial Banks</td>
<td>Investment Banks, Broker-Dealers, Asset Managers, Custodians, Other Financial Intermediaries</td>
</tr>
<tr>
<td>Allocation mechanism</td>
<td>Bank-based</td>
<td>Market-based</td>
</tr>
<tr>
<td>Money creation</td>
<td>Deposits</td>
<td>Short-term debt securities (e.g., repurchase agreements, commercial paper, Treasury bills)</td>
</tr>
<tr>
<td>Credit creation</td>
<td>Loans</td>
<td>Debt securities</td>
</tr>
<tr>
<td>Liquidity creation</td>
<td>Maturity transformation</td>
<td>Maturity and reverse maturity transformation</td>
</tr>
<tr>
<td>Type of liquidity</td>
<td>Funding liquidity</td>
<td>Funding liquidity and market liquidity</td>
</tr>
<tr>
<td>Source of bank runs</td>
<td>Deposits &gt; Currency</td>
<td>Securities &gt; Deposits</td>
</tr>
<tr>
<td>Function of central bank</td>
<td>Lender of last resort</td>
<td>Dealer of last resort</td>
</tr>
</tbody>
</table>

Mehrling (2012b) argued that, in a market-based credit system, monetary policy must focus on asset markets rather than on banking institutions and on market liquidity rather than funding liquidity and that the central bank must become the “dealer of last resort” rather than the lender of last resort. Bagehot’s (1906) rule to “lend freely but at a high price” during a crisis should be adapted to buy and sell securities freely, albeit at a wide spread. Rather than supporting a subset of too-big-to-fail banks, the central bank should focus on the liquidity support of a subset of good securities, honoring Bagehot’s principle to lend only “against all good banking securities.”
If, as argued above, credit creation in traditional banking allows for the introduction of dynamic leverage of wealth, securitized banking allows for an even higher degree of leverage. Dealers provide market liquidity, which in turn facilitates funding liquidity as the most liquid securities qualify, in general, as collateral for credit creation. The securitization of assets, and more generally the ability to create tradable instruments from otherwise illiquid assets, has been key in developing deep and liquid financial markets. Although it appeared to merely distribute risk throughout the financial system, securitization effectively transformed the nature of risk from credit risk to liquidity risk (Amato & Fantacci, 2012). Echoing our description of securitized fractional reserve banking, Fantacci (2013) argued that the current structure of monetary and financial institutions has made money and credit tradable through ever more liquid financial markets (p. 344). Moreover, rehypothecation increases liquidity by allowing for the multiple uses of collateral assets. Securitized fractional reserve banking thus increases credit creation and liquidity by (i) increasing the amount of collateral through the creation of financial assets, (ii) leveraging those assets multiple times through rehypothecation and securities lending, and (iii) shifting trust from the ability to repay to the ability to refinance.

Table 2: The three variables within traditional and securitized banking.

<table>
<thead>
<tr>
<th>Key variable</th>
<th>Traditional Banking</th>
<th>Securitized Banking</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Availability of acceptable collateral assets</td>
<td>Depends on the creation and perceived value/risk of primarily real assets</td>
<td>Depends on the creation and perceived value/risk of primarily financial assets</td>
</tr>
</tbody>
</table>
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2.3.3 A local perturbation with global repercussions

When Lehman Brothers collapsed in 2008, it triggered a systemic banking crisis and significant drawdowns in stocks and other asset classes. What was originally perceived as just a local US subprime crisis, developed into a global financial crisis and the “Great Recession”. From the perspective of our asset-based framework, we can observe a contraction of the three variables both at the institutional as well as at the macro level.

For example, Lehman Brothers’ largest clearing agent JPMorgan required Lehman to post approximately USD 5 billion of securities in June 2008. When reports surfaced that negotiations with the Korea Development Bank failed on 9 September 2008, JPMorgan requested an additional USD 5 billion in collateral the same day. It also demanded an extension of its master agreements to include its relationships with all Lehman entities (not just LBI), significantly extending JPMorgan’s rights to request and retain collateral. On September 11, JPMorgan raised increasing concerns about the quality and valuation of the collateral posted by Lehman and requested another USD 5 billion in collateral (Valukas, 2010, pp. 1068–1071). On September 15, Lehman Brothers filed for bankruptcy and triggered the worst financial crisis in recent history. This sequence of events shows the unfolding of a crisis at the company level when credit contracts across the three variables reflected in decreasing assets accepted as collateral, higher margins (i.e. lower leverage), and deteriorating levels of trust and confidence. This is echoed in the conclusion that “Lehman failed because it was unable to retain the confidence of its lenders and counterparties and because it did not have sufficient liquidity to meet its current obligations” (Valukas, 2010, p. 16).

As the subprime crisis of 2007 unfolded, the demand for higher margins and a decrease in acceptable collateral assets was observable also in the markets. Haircuts on subprime-related collateral increased from previously zero to 100 percent by the end of 2008, meaning that subprime assets were no longer accepted as repo collateral. After an initially gradual increase in margins toward 20 percent by mid-2008, consecutive shifts occurred suddenly to over 50 percent and 100 percent (Gorton & Metrick, 2010, p. 513), resembling regime shifts in confidence. As counterparties
needed to raise cash to meet higher margins or to close repos, they were forced to deleverage and sell assets. The sell-off in assets decreased the value of the collateral, inducing further haircuts and more asset sales. Consequentially, funding liquidity and market liquidity became mutually reinforcing within a liquidity spiral (Brunnermeier & Pedersen, 2009). The subprime crisis subsequently spread across other asset classes despite sound collateral and to other financial institutions in a global system-wide contraction along the three variables of credit creation. The contagion took place primarily through liquidity and risk premium channels (Longstaff, 2010). The resulting flight to quality reduced the amount of eligible collateral for repo financing (asset-backed or corporate collateral was no longer accepted). Singh (2012) estimated the shortage of collateral to have reduced liquidity by US$ 4–5 trillion. Moreover, as trust receded, the availability of repo financing was reduced to ever-shorter maturities, such as days and weeks (Hördahl & King, 2008). As more financial firms started to have liquidity problems, they became caught in a spiral and were forced to sell assets in order to raise liquidity, which in turn decreased collateral prices and further increased selling pressure.

The fact that not only subprime-related securities but also asset-backed securities in general were affected by increased haircuts and lower prices suggests that a lack of trust rather than changing fundamentals was the driver of changes in those asset values. In a similar vein, Milne (2009) argued that the unfolding banking crisis was not so much a consequence of over-lending and bad assets, but one of a lack of trust and confidence, as the consequence of increasingly risky maturity transformation by banks borrowing short and lending long. The mechanisms he proposed to restore this trust are large-scale government insurance guarantees against credit losses and the unorthodox monetary policy of asset purchases. In fact, central banks and governments attempted to re-instill trust and confidence by increasing liquidity or by broadening insurances. Promises, such as Mario Draghi’s (the president of the European Central Bank) to do “whatever it takes” to support the euro

24 Rather than this being understood as a bailout of banks (giving them money), this should be understood as investment to obtain a return. “Governments should do this because private investors are scared and will not provide funds. But government should not hesitate because they, alone, have the deep pockets that will allow them to make good returns from these investments and stabilize the financial and economic system to boot” (Milne, 2009, p. 326).
and to buy sovereign debt in potentially unlimited amounts, were largely successful in calming the markets and reducing the interest rates of troubled European states. Another example is the almost unison extension of government guarantees of deposits in order to avoid the bank run on securitized banking to spread into the traditional retail banking sector.\(^{25}\)

In summary, prior to the burst of the subprime mortgage bubble, financial markets were “highly liquid” and “highly leveraged”. Liquid financial markets are generally seen as facilitating economic growth by efficiently directing capital to the real economy (e.g., Demirgüç-Kunt & Levine, 2001). However, Berger and Bouwman (2012) measured bank liquidity creation and found that high liquidity creation (relative to trend) helps predict future financial crises. Contrary to having been a liquidity crisis, it appears to have been a crisis caused by too much liquidity (Biondi, 2010; Fantacci, 2013). In similar spirit, Borio (2014) argued that the current international monetary and financial system amplifies the key weakness of national monetary and financial systems, namely to produce “excess financial elasticity”, which leads to credit and asset booms and busts, systemic banking crises and macroeconomic dislocations.\(^{26}\)

The presence of a highly liquid financial system is consistent with our asset-based framework of credit creation, where increasing liquidity leads to the build-up of internal instabilities, translating into a maturation of the whole system towards “criticality”. When the system reaches its critical point, a small perturbation is enough to initiate a regime change and a multitude of events can trigger a change of regime. The relatively local event of the US subprime crisis of 2007 and the much larger global financial crisis is an example of such an occurrence. The unfolding events suggest that at the heart of the contraction in credit (or liquidity) is diminishing

\(^{25}\) For example, the United States increased its deposit insurance from US$ 100,000 to US$ 250,000, effective October 2008; the states of the European Union extended their insurance to 50,000 euros in June 2009 and 100,000 in December 2010; in the UK, deposit insurance was raised from 35,000 to 50,000 pounds in October 2008. In several cases, these extended insurances were coupled with political (not legally binding) statements from government officials to provide unlimited support.

\(^{26}\) Nevertheless, the general response by central banks has been to provide whatever liquidity necessary to prevent the system from collapsing and to provide impulses for new credit creation for the real economy. Unprecedented large-scale asset purchases by the Federal Reserve, Bank of England, Bank of Japan and the Swiss National Bank illustrate their transition from “lenders of last resort” to “dealers of last resort”.
trust and confidence. This can be triggered by fundamental losses, but it can consequently be amplified through feedbacks between asset prices, fire sales and safety margins as described above. Consequently, we can observe a mutually reinforcing retraction along the suggested three key variables of credit creation, both observable at the individual institutional level and in the wider financial system. Credit creation in securitized fractional reserve banking is particularly prone to the build-up of endogenous instabilities because of the positive feedbacks between the value of collaterals and liquidity (Corsi & Sornette, 2014). In contrast to the equilibrium view of demand and supply, where demand for a good reduces as its price increases, demand for financial assets often increases as their prices rise, thus fueling the expectation that their prices will rise further. This makes the leveraging of financial assets particularly procyclical and financial markets prone to speculative bubbles.27

2.4 Toward a universal framework of credit creation

2.4.1 Centuries of credit-driven booms and busts

In his study of 5000 years of human societies, Graeber (2011) found that debt, as a key component of societies and a driving force of development, has everywhere and in all times grown to unstable proportions, the ends of the spiraling debt cycles being characterized by “jubilees”, i.e., some kind of global debt pardon occurring every one or two generations. Moreover, he found that credit systems existed prior to physical money. If credit has expanded and eventually collapsed throughout history, is it not necessary to derive an understanding of credit creation that is independent of the prevailing monetary and financial system? In their analysis of eight centuries of financial crises, Reinhart and Rogoff (2009) found that “we have been here before. The instruments of financial gain and loss have varied over the ages, as have the types of institutions that have expanded mightily only to fail massively. But financial

27 Yan, Woodard, and Sornette (2012) found that, preceding the market crash of 2008, the repo market exhibited all the features of bubble behavior preceding the burst.
crises follow a rhythm of boom and bust through the ages. Countries, institutions, and financial instruments change across time, but human nature does not” (xxvii, our emphasis).

We demonstrated above that securitized fractional reserve banking was a crucial development prior to the global financial crises and argued that it is particularly prone to positive feedbacks and consequentially to asset booms and busts. Moreover, we argued that, just like traditional banking creates deposits, this system creates money on the form of securities. Biondi (2010) argued that, in the current financial and economic system, money is best understood “as a socio-economic medium without intrinsic content” (p. 35) and that accounting should be dynamically capturing the economic and monetary process generated over time. “The ownership of invested money is irrelevant in the case of money interest, because the bank system's collective action creates money endogenously, without connection to an existing base of capital, money or gold” (p.48). We suggest that there is always an existing base, that of tangible and intangible asset serving explicitly or implicitly as collateral. Perhaps our current financial system is not as unique as we think. Some financial instruments, like credit default swaps and later synthetic collateralized debt obligations, were indeed new inventions developed during the rise of securitized banking. However, the use of financial innovation in order to facilitate credit is far from new. For example, Baptist (2012) found that financial innovation in the 1820s and 1830s, specifically the developments of new debt instruments and the securitization and mortgaging of slaves, was crucial to the development of the international boom in the cotton industry.28 Just as increasing speculation in real estate preceded the global financial crisis, speculation in slave labor fuelled the financial and economic boom of the 1830s, which ultimately led to the Panic of 1837 (Rothman, 2011). The ability to use private property (land, housing, slaves) as collateral for loans gave farmers access to credit. The general ability to use private

---

28 The importance of slavery in the US economy at that time is made clear in Piketty’s (2014) book in which he writes: “the total market value of slaves represented nearly a year and a half of US national income in the late eighteenth century and the first half of the nineteenth century, which is roughly equal to the total value of farmland” (pp. 143-144).
assets as collateral for credit creation has been attributed with explaining the extraordinary success of capitalism in modern Western economies (de Soto, 2001).

It is also not a new phenomenon that credit creation preceding a financial crisis was financed by nonbank lenders. For example, the mortgaging of slaves in the nineteenth century was financed primarily through informal credit networks, which operated alongside rather than through the emerging banking system (Martin, 2010). Another example is the seventeenth century tulip mania that, according to Kindleberger (1978), was fuelled by credits not from banks but from sellers of the bulbs (p.64). The point is that, throughout history, credit creation preceded asset booms, independent of whether credit was extended through merchants, commercial banks or shadow banks. From our perspective, an “asset-based” understanding of credit creation could capture the essential underlying dynamics, independent of the existing institutional frameworks. It presents an alternative complementary understanding to credit creation “from deposits” and credit creation “out of nothing”. To borrow an analogy from physics, credit (like matter) is not created out of nothing; assets (like energy) overwhelmingly pre-exist any transaction and process. From this perspective, the history of finance and money can be interpreted as a chain of innovations to make use of the enormous but otherwise dormant universe of assets that are held explicitly or implicitly as collaterals in lending and in all sorts of financial transactions.

However, this asset-based framework of credit creation is subject to several important limitations and criticisms. Below we provide a brief discussion of what we believe to be the most important challenges and present avenues for future research.

### 2.4.2 Challenges, limitations and further research

The first pressing challenge is the quantification of our framework within a dynamic and non-linear model. One can envision several metrics for the three variables, with the caveat that they are strongly intertwined: acceptable assets depend on the level of trust, which in turn also influences the level of leverage. The three variables are mutually re-enforcing, which is different from mere correlation.
The level of trust could be measured, for example, by a combination of consumer, business and investor confidence indices, spreads on credit default swaps, the VIX volatility index, and rating up- or downgrades. It may be useful to combine these metrics into an aggregate variable. The level of leverage could be captured by loan to value ratios, collateral margins, and debt-to-income ratios. Finally, the amount of assets acceptable as collateral could be estimated through the amount of highly rated and liquid securities outstanding, number of new businesses, new patents or new housing. It could be a function of turnover in those assets, a type of “velocity” through the selling, lending, and rehypothecating of existing assets. As argued before, the acceptability of assets is largely a function of the prevailing risk perception and expectations about the future.

Apart from issues related to the availability and quality of data, aggregation may pose a particularly difficult challenge. Total credit creation at the macro-level cannot simply be added across different entities as, of course, someone’s liability is always someone else’s asset. Consequently, it could be helpful to distinguish between different levels of credit creation through a hierarchical understanding of money and credit. According to this perspective, what is money at one institutional level is merely credit for the entities one level above (Foley, 1987; Bell, 2001; Mehrling, 2012a). Moreover, it may prove useful to distinguish between financial and real assets, the former being essentially derivatives of the latter. In practice, however, this distinction may be difficult because real assets can essentially become financial assets through speculation (consider for instance real estate or even tulips). As always, the challenge in developing a good model, conceptual or quantitative, is to find the right level of simplicity and abstraction within a system that is essentially complex and emergent in nature.

The second important challenge relates to the determination of “the right amount of credit creation”. Can we develop guidelines towards this end? The presented framework offers an alternative understanding to how credit is created and why it is inherently unstable. Determining the “right amount of credit” is difficult, not least because the growth of the economy is not a stable process because of exogenous factors as well as the endogenous fluctuations of innovations (Gabaix, 2011). Even if it were possible to establish the optimal level of credit within an economy, the choice
is more likely to be one of a range or a bandwidth of economic fluctuations between
booms and busts that society is willing to accept in return for a desired growth rate.
One option society may pursue is the design of controls such that financial bubbles
burst much earlier, just like regularly and intentionally conducted wood-fires
engineered in order to avoid much larger destruction (Minnich, 1983; Minnich &
Chou, 1997). The consequence may be that these much shorter boom periods result in
less aggregate wealth growth (Louzoun et al., 2003). Financial bubbles can also
constitute an important mechanism in the formation of innovation. This idea was
central to Keynes’ “animal spirits”, without which there would be insufficient
investment. He argued that animal spirits, rather than mathematical calculations, were
the key drivers of entrepreneurial action (Keynes, 1936). Janeway (2012) shows that
the innovation economy begins with discovery and culminates in speculation, with
continuous positive feedback loops between them. Over some 250 years, economic
growth has been driven by successive processes of trial and error, with upstream
explorations in research and inventions and downstream experiments in exploiting the
new economic space opened by innovation. In this context, asset bubbles can be
beneficial in the long-term by developing a social climate that pushes investors to
take risks that they would never have taken otherwise by using a rational cost-benefit
analysis (Gisler & Sornette, 2009; 2010). Examples abound, from the railway boom
of 1840 in the UK to the ICT bubble bursting in 2000.

Ultimately, to be sustainable, the economic surplus to pay for the cost of
credit (interest) has to be generated in the real economy. Profits from capital gains on
financial assets may increase GDP through a wealth effect but these are not
sustainable, as the positive feedback between demand and asset prices leads to asset
bubbles that can no longer be justified by the fundamental growth in the economy. In
this scenario, asset prices rise faster than real GDP. Sornette and Cauwels (2014)
documented a sequence of financial bubbles and an underlying trend away from
productivity-based growth toward gains based on debt and finance since the 1980s.
The belief that value can be extracted “out of nothing”, namely from financial profits
and debt rather than productivity and innovation, has been described as the “illusion
of the perpetual money machine” (Sornette & Cauwels, 2014). The use of credit may
be relevant with respect to financial stability and real economic growth. For example,
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Werner (2005) argued for the need to distinguish between “credit for production”, which increases GDP in the long-term, “credit for speculation”, which merely drives up asset prices, and “credit for consumption”, which increases GDP in the short-term and tends to drive inflation up. The difficulty is that these categories are not always easy to determine and nor to distinguish.

The final avenue for future research that we would like to address is the need to develop a deeper understanding of credit creation within different institutional frameworks. We have argued that market-based securitized fractional reserve banking is particularly prone to the development of assets. However, as mentioned before, asset bubbles can develop in the absence of credit, with bank-issued credit and with nonbank-issued credit. What exactly are the tradeoffs between credit creation in different banking regimes with respect to economic growth and financial stability?

Our analysis focused primarily on US data, where finance has historically been more market- than bank-based. Mettenheim (2013) correctly pointed out that banks in market-centered finance capitalism are paradoxically both paradigm and outliers. Even though much research has focused on market-based finance, most European banking systems are not only more bank-centered, they also continue to rely on savings and cooperative banks in addition to private banks. However, his praise for traditional deposit- and loan-based banking for better smoothing economic shocks may be premature. Although banks have been found to cushion business cycle fluctuations better than markets, a recent study suggests that, when recessions coincide with financial crises, the impact on GDP is three times as severe as in market-based economies (Gambacorta, Yang, & Tsatsaronis, 2014). Moreover, despite being more bank-based, the share of commercial banks in the aggregate total assets of the financial sector in the euro area has decreased from 58.1 percent in 1999 to 50.9 percent in 2013. In the meantime, the share of other financial intermediaries increased from 41.9 percent to 49.1 percent respectively. During the same period, total assets of all financial intermediaries grew in both the United States as well as the euro area relative to GDP. By 2013, US financial intermediaries held assets worth 423 percent of GDP compared to 565 percent of GDP in the euro area (Deutsche Bundesbank, 2014). One can thus ask the question: Is there a trend towards securitized fractional reserve banking, even in historically bank-centered economies?
2.5 Conclusion

This article introduced a conceptual framework of credit creation that depends on the amount of eligible collateral assets, the level of leverage and the level of trust and confidence in future cash flows. The associated dynamics are non-linear and subject to positive feedbacks, which give rise to endogenously generated instabilities. By building on the works of previous authors that underlined instabilities associated with credit, we proposed that, as credit expands along these variables, the financial system becomes more liquid and vulnerable to internally generated instabilities manifested as booms and busts.

Consequently, we applied this framework to the global financial crisis. We showed that the decades preceding the crisis were characterized by strong growth in financial assets, increasing leverage relative to GDP and a false sense of security as evident in the concept of a “Great Moderation”. Using US flow of funds data, we demonstrated a shift in the components of US banks’ balance sheets and a decoupling of bank assets from deposits since the mid-1980s. We described this as “the rise of securitized fractional reserve banking”, where credit creation takes place not within traditional commercial banking but within the global financial markets. Whereas traditional banks create deposit-money through granting loans, market-based securitized banking creates money-like securities. Both systems are fractional and subject to bank-runs. As a result, central banks transitioned from being lender of last resort to being dealers of last resort, as characterized by unprecedentedly large asset purchasing programs. We argued that, over the past century, collateral assets became increasingly financial in nature. As assets were increasingly leveraged, the financial system became more efficient and more liquid, performing maturity transformations across different asset classes and timescales. However, it also became increasingly pro-cyclical due to positive feedbacks between asset prices and their demand. We argued that, as financial markets become more complete through credit creation, inherent instabilities build up and even a small external perturbation can have large repercussions on financial stability, transmitting from the financial markets to the real economy. From this perspective, the subprime crisis was only one possible trigger in an increasingly unstable financial system. As trust receded, so did the amount of assets acceptable as collaterals as well as the level of leverage and liquidity.
Subsequent measures by policymakers can be interpreted as attempts to avoid further contraction along the three dimensions of acceptable assets, leverage and trust.

Finally, we discussed the possibility of a universal asset-based understanding of credit creation. Within this framework, credit is never “out of nothing” as it is implicitly or explicitly always backed by collateral assets. We suggested that this perspective may reconcile the fact that credit has been a key driver of booms and busts over centuries (independent of the prevailing financial and monetary system) and that credit existed before money. We pointed out challenges associated with this framework and proposed avenues for future research.
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3.1 Introduction

The magnitude of the global financial crisis and its economic consequences has renewed interest in the role of financial intermediaries as facilitators of money and credit. Their potential role in the amplification of asset booms and busts and their consequences for macroeconomic instability have been recently discussed, for example by Adrian, Moench, and Shin (2010) and Brunnermeier and Sannikov (2014). In particular, the debate on full-reserve banking, which has also reappeared, can be traced back at least as far as the early 1930s to economists supporting the Chicago Plan in 1933, such as Henry Simons and Frank Knight, to Frederick Soddy (1934), Irving Fisher (1936) and later Milton Friedman (1960). While the details of different proposals vary, full-reserve banking generally requires a separation of the deposit-taking and lending operations of banks. Moreover, full-reserve banking means that deposits have to be 100 percent backed by reserves. For Fisher (1936), the chief cause of the depression was a one third reduction in the stock of bank money between 1929 and 1939. He emphasized that banks create money by “pen and ink” when granting a loan. Full-reserve banking, or “100 percent money” as he called it, would greatly reduce booms and depressions because inflations and deflations would be mitigated. In his view, the total supply of money was to be controlled by an independent commission with the power to create debt-free money in line with the needs of the economy. Benes and Kumhof (2012) reconstruct Fisher’s proposal in a DSGE model of the US economy and find that it would significantly decrease public and private debt levels, eliminate bank runs and allow for the reduction of business cycle fluctuations. Using a theoretical four-sector model (firms, commercial banks, household and the central bank), Chiarella et al. (2012) compare the macroeconomic impact of the present broad banking system to a 100 percent reserve ratio narrow banking system. They find the latter system provides greater systemic stability through the elimination of bank runs while guaranteeing sufficient loan supply. Krainer (2013) reviews Milton Friedman’s “Proposal for Monetary Stability” in light of our present financial system and argues for the adoption of a 100 percent reserve banking system in order to moderate the amplifying effect of fractional banking on the real economy, i.e. to dampen expansions and recessions.

It is probably fair to state that advocates of full-reserve banking have failed in general to convince other scholars and political authorities for almost a century. We
argue that this could be because its proclaimed benefits rest on a limited and linear understanding of money and credit creation whereas reality is more complex. In this article, we apply the concept of “hierarchical money” to the question of whether banks should be banned from creating money. From the perspective of the hierarchy of money, what counts as merely money at one level of the hierarchy is credit for the institution above. We extend the concept to our current monetary and financial system, where base money is no longer backed by a commodity but by securities, and credit is created by commercial banks as well as other financial intermediaries in the global capital markets. Consequently, the hierarchy of money closes into a circle, thereby exposing a feedback loop between the upper and lower level of the hierarchy. Within this hierarchy, potentially any asset can be and is generally used as a form of money as well as the collateral for credit. The use of assets, securities, and even derivatives, to create credit and liquidity is the channel through which capital is used (rather than stored idle) for future innovations and growth.

Our article is structured as follows. We first apply the “inherent hierarchy of money” to the present financial and monetary context. This perspective can explain what we believe to be at the heart of much confusion between money and credit. Second, we explore the lower level of the hierarchy more deeply and find that it was crucial to the endogenous build-up of instabilities and the unfolding of the global financial crisis. Thirdly, we discuss the asset bubbles in relation to the hierarchy of money. Positive feedback is a key mechanism that gives rise to boom and bust dynamics and is present between different levels of the hierarchy of money as well as across them. A focus on just the money creation capabilities of commercial banks fails to understand money creation in its full hierarchical context and neglects the potential for instabilities, as well as opportunities, arising at the lower and higher level of the hierarchy. We conclude that the problems are not in the existence of credit creation “out of nothing” or the fact that money is created by bank loans. The problem is, as always, a question of measure and excesses: “The dose makes the poison” as first expressed by Paracelsus. When in excess, credit creation, which fuels innovation and entrepreneurship at the right dose, becomes the cause of bubbles and subsequent distress. Banning banks from creating money is not necessarily the right means to address this challenge, in the same way that banning bread is not the solution to obesity.
Finally, the inherently expansive nature of the hierarchy leads us to question the long-term feasibility of enforcing full-reserve banking even if it were a desirable policy.

3.2 Understanding money in terms of hierarchies

Commercial banks create money through the process of credit creation by issuing liabilities that are used as final means of settlement by deposit holders. The process of “loans creating deposits”, as recently explained by the Bank of England (McLeay, Radia, and Thomas 2014), has been treated as a vindication for those arguing against the loanable funds view of banks intermediating between savers and borrowers. By matter of accounting, the creation of a loan requires the creation of a deposit. Banks do not need prior deposits in order to lend as long as they can obtain financing later. However, this does not mean that banks can create money “out of nothing”. First, a loan is implicitly or explicitly always given against an asset (this could be as tangible as a house for a mortgage or as intangible as a university degree for a student loan). Second, it does not mean that individual banks can create their own financing indefinitely. The moment the proceeds of the loan are transferred to another bank, the loan needs to be funded by a new liability, ideally in the form of a new deposit or otherwise by borrowing in the money markets. But where is the cash in the money markets coming from if not from a prior deposit? Even though central banks have historically followed an accommodative policy on reserves (Goodfriend and Hargraves 1983; Gray 2011), this does not mean that individual banks can always get funding later.¹

The debate of whether “loans create deposits” or “deposits create loans” becomes irrelevant once we stop thinking about these flows of money and credit in a linear fashion, isolating a single operation. Credit creation and money creation takes place often simultaneously across a multitude of financial institutions, instruments and timescales. Commercial banks are special in their ability to issue liabilities that are “a final medium of settlement” for the general public. They cannot, however, create their own medium of settlement, which is reserves and not deposits. Understanding money

¹ This is most evident in the number of bank failures: see for example [http://www.fdic.gov/bank/individual/failed/banklist.html](http://www.fdic.gov/bank/individual/failed/banklist.html)
and banking in terms of hierarchies reveals that what is money at one level is merely credit for the level above (Foley 1987; Bell 2001; Mehrling 2012). At any timescale, the pyramid of money and credit is continuously expanding and contracting. The hierarchy is inherently fractional at all levels as money (the means of final settlement) is generally scarcer than credit (promises to pay money). It follows that bank runs can occur at each level of the hierarchy when funding is withdrawn and credit converted into money, i.e. when convertibility and liquidity of what was previously credit is required on short notice to demonstrate that it can act as money (means of payment and storage of value). During boom times, the pyramid flattens/widens and credit becomes more “money-like” until the qualitative difference between money and credit reasserts itself in times of crisis. The hierarchy of money is intertwined with a hierarchy of institutions, where institutions at the top of the hierarchy are generally able to create what is money for institutions below.

Building on Mehrling’s “Inherent Hierarchy of Money” (2012), let us explain what is at the heart of much of the confusion between money and credit:

1. At the first level, gold or other types of accepted storage of value is the basis of value for the creation of an IOU [“I owe you”] certificate in the form of “currency”. On the other hand, gold can be directly exchanged between partners against other goods thus functioning as money. This is most obvious under nineteenth-century banking. In current times, the IOU is no longer convertible into anything other than itself. From the balance sheet perspective of the central bank, it is backed by securities.

2. At the second level, the IOU certificate can be exchanged as money against goods, thus functioning in its standard role of facilitator of exchanges. But it is a credit with respect to the first level, in the sense that the holder of an IOU certificate is entitled to get, if he/she wishes, the equivalent value in gold or other storage of value associated with the certificate. Nowadays, the value of this IOU certificate/currency is no longer defined by its conversion into a pre-established quantity of gold but is relative to the value of conversion into other national currencies.

3. At the third level, deposits of IOU certificates in banks are liabilities of the banks to the depositors, i.e., they function as effective credit extended by depositors to
banks. But deposits are also a medium of exchange between accounts, banks and firms, functioning in that sense as money.

(4) Securities are storage of value, representing fractions of firms. They can be exchanged between partners, for instance in mergers and acquisitions. They thus act as money at this fourth level in the hierarchy. On the other hand, they are IOU certificates to their holders who own in principle the right for the corresponding asset of the firm. Securities are obtained in particular in exchange for deposits.

This fourth level creates a remarkable phenomenon, namely the closing of the hierarchy by the creation of a loop in which securities are both (i) part of the fourth level of money, (ii) are credit of the third level, but (iii) can also be used again for money creation at the first level by serving as collateral in the place of gold or of the other accepted storages of value of the first level. This combined process of money and credit creation can continue in principle many times, creating securities of securities. It is this ability to use private assets as collateral for credit creation that has been attributed with explaining the extraordinary success of capitalism in modern Western economies (de Soto 2001). Indeed, on the positive side, the use of securities as money of the first level provides the engine for full (and more than full) use of capital that would be otherwise unutilized. On the negative side, however, this loop creates intrinsically the recurrent danger of instabilities and excessive credit.
What is money at one level is credit at the previous level. Central banks manage the conversion of currency to gold or securities, banks manage the conversion of deposits to currency and dealers the conversion of securities into deposits. The Ouroboros-like shape stresses the fact that “securities” behaving as credit at the bottom of the hierarchy become the basis for money creation at the top of the hierarchy to account for the fact that the assets backing the currency are no longer gold but securities. This exposes the feedback loop between money and credit creation, and in a wider sense also the feedback loop between economic productivity and finance.

Mehrling (2012) notes that money is inherently hierarchical “to emphasize that the hierarchical character of the system, and its dynamic character over time, are both deep features of the system that emerge organically from the logic of its normal functioning. That is to say, the hierarchy is not something simply imposed from the outside, e.g. by the power of government, or the force of law. Rather, monetary systems are inevitably hierarchical, from the inside, by the logic of their internal operations” (9). The expansive nature of money seems to be supported even when it is tied to a more inelastic anchor like gold. The abandoning of the Gold Standard and the eventual breakup of Bretton Woods in 1971 are just two examples that show when push comes to shove conversion constraints will be abandoned. Even when currency was physically tied to gold, the money supply was never completely fixed but expanded due to imports from other countries or from reducing the gold content in coins. The real economy is non-stationary and its growth is driven endogenously by innovations (Romer 1994), which in turn are strongly catalyzed by access to credit and long-term investments in the various forms of productive capital, foremost human capital in modern societies. Consequently, there is an intrinsic tendency for credit to expand and contract, even if
money at the level above is fixed. “Near monies” are likely to develop and to expand the money supply until a conversion into money forces its contraction.
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3.3 The important role of market-based securitized finance

The call to prevent banks from creating money in order to prevent future financial crises neglects the increasingly important role of money and credit creation at the fourth level of the hierarchy. Debts to GDP ratios in most developed markets are presently at record levels. Much of this debt was not generated by deposit-creating bank loans but financed by transferred purchasing power in the global financial markets. The public debt of 16 trillion US$ owed by the U.S. Government was not financed by bank loans but the issuance of securities. Lehman Brothers, a non-deposit-taking investment bank, was one of the largest originators of subprime loans through its ownership of BNC Mortgages. Of the 13.3 trillion US$ in mortgage debts outstanding in Q3 2013, only 3.6 trillion US$ were held by commercial banks.²

The point is, commercial banks may be creators of deposit money but credit creation takes place in a much wider system of financial intermediaries, such as dealers and asset managers, including what has been described as the shadow banking system. Loans are converted into securities, which in turn can be used as collateral for further credit creation. Short-term securities have become money-like instruments, as large institutional investors prefer not to hold cash in bank deposits but rather instruments such as repurchase agreements or commercial paper. Liquidity is provided through maturity and reverse maturity transformations (Pozsar and Singh 2011) and short-term debt instruments have become much better indicators of liquidity and credit conditions than traditional measures based on reserves and deposits (Adrian and Shin 2009; Singh and Stella 2012). Money-like securities are being created, which serve as collateral for more credit creation through the hierarchical money loop. We can best summarize the situation by emphasizing that most money creation is done by apparent non-money

² [http://research.stlouisfed.org/fred2/graph/?g=EaU](http://research.stlouisfed.org/fred2/graph/?g=EaU)
issuance of securities of all types, which acts as money and as the basis for the next level of credit creation as explained above.

In a study of 14 developed countries, Schularick and Taylor (2012) finds that, between 1870 and 1939, money and credit “maintained a roughly stable relationship to each other, and to the size of the economy”, the only exception being the Great Depression, when money and credit aggregates collapsed. After its recovery post-1945, money and credit decoupled from the 1970s onwards, when credit grew rapidly “via a combination of increased leverage and augmented funding via the non-monetary liabilities of banks” (1031). Data from Roxburgh et al. (2009) shows that, for over a century, U.S. deposits have grown roughly in line with GDP (approximately 50 percent of U.S. GDP). What grew much faster, particularly over the last three decades, was “money” in the form of securities. The growth of debt and equity securities accelerated from the 1980s onwards, culminating in total U.S. financial assets worth 442 percent of U.S. GDP just before the crisis of 2008.

It is this hidden creation of money and credit that controls the dynamics of unsustainable bubble-like regimes leading to financial and economic instabilities. Just as the traditional banking system, this securitized market-based system is also inherently fractional, because there are more securities outstanding than there are deposits and because the same securities can collateralize multiple loans, as evident by the practice of re-hypothecation (Singh and Aitken 2010).

In times of crisis, institutional investors withdraw their funding and securities are converted back into cash, putting downward pressure on asset prices, which accelerates the positive feedback where funding liquidity and market liquidity become mutually reinforcing within a liquidity spiral (Brunnermeier and Pedersen 2009). The banking crisis of 2008 was not a traditional bank run on deposits, it was primarily a run on short-term securities (Gorton and Metrick 2012). Consequently, the role of the central banks has evolved from that of the traditional “lender of last resort” to that of “dealer of last resort”, providing market liquidity by bidding for risky assets that serve as collateral (Mehrling 2011).

Full-reserve banking would prevent bank runs on commercial banks but it would not be able to prevent a run on other financial intermediaries. It would also not prevent
the creation of other money-like liabilities.\footnote{Chamley, Kotlikoff and Polemarchakis (2012) address the issue and propose that all limited liability financial institutions, whether they are commercial banks, investment banks, insurance companies or hedge funds, should operate as mutual fund-holding companies and be 100 percent equity financed. However, they also state, “shadow banks will be those without limited liability. They will be permitted to take leverage.” (116). In this context, their definition of shadow banking is not entirely clear to us nor is the envisaged role of the central bank.} It should be noted, however, that the distinction between “traditional commercial banking” and “shadow banking” is rather academic. In practice, the two are very much intertwined, just one example being that traditional banks were major sponsors of bank conduits that invested in asset-backed securities, which eventually had to be taken back on balance sheet. Full-reserve banking could draw a clearer line between traditional and non-traditional banking but it would most likely shift even more lending to the latter. As traditional banks deleverage, financing solutions for households and for small and medium enterprises are already coming increasingly from shadow banks (Braithwaite, Arnold and Alloway 2014).
Figure 6: Bank credit creation vs. securitized credit creation.

Under traditional bank finance, banks create loans funded primarily by deposits. They act as market makers between deposits and currency and create liquidity by taking on conversion risk. Under securitized finance, financial intermediaries create loans that are funded by short-term debt, often collateralized with securities. Dealers act as market makers between securities and deposits and create liquidity by taking on inventory. Households and SMEs generally depend on access to bank finance although they increasingly receive credit also from other financial intermediaries. Large corporations and governments generally finance themselves in the global capital markets.

Source: own illustration

3.4 Money creation and asset bubbles

Credit creation is of vital importance for entrepreneurs and growth, as perhaps most famously argued by Schumpeter. However, it is also a liability on future growth and a key precursor to financial crises (e.g. Reinhart and Rogoff 2009; Schularick and Taylor 2012). Money creation matters because it affects the prices of assets (real or financial assets, depending on the type of money creation) and because it constrains and controls the creation of credit through the hierarchy of money explained above. We have stressed that credit is always backed implicitly or explicitly by some kind of asset. When financial assets serve as collateral, there is a positive feedback between credit creation and the value of the asset: a larger asset price equates to a larger collateral
value and thus allows for larger credit creation; a larger credit creation provides larger purchasing power of the pool of assets, therefore pushing their price higher; and so on. The larger the pool of money chasing one particular type of asset and the scarcer the asset, the stronger the positive feedback on its price. Paired with human herding behavior, this can give rise to asset bubbles (Corsi and Sornette 2014).

The rise of an increasingly securitized monetary and financial system has been accompanied by a succession of financial bubbles developing jointly and feeding on each other, as documented by Sornette and Cauwels (2014).  

A key mechanism that gives rise to financial booms and crashes is positive feedback, which arises from the interactions within the system (Sornette 2003; Sornette and Cauwels 2015). The inherent hierarchy of money exhibits both positive feedback between individual levels of the hierarchy and, as we have shown above, across the hierarchy through the extraordinary role of securities.

On the positive, financial bubbles can be catalysts of innovation, as witnessed in historical examples of “new technology” bubbles. They can encourage investments in areas that would otherwise not bring the technological advances if projects had been evaluated rationally using standard cost-benefit analyses (Gisler and Sornette 2010). Moreover, asset booms can change regime without having a large impact on the economy.

On the negative, they can also be indicators of an increasingly unstable system that, when stressed by a relatively small local perturbation (such as the US subprime crisis), can trigger a large response in the global system (the Global Financial Crisis). The current international monetary and financial system has been argued to amplify the key weakness of national monetary and financial systems as producing “excess financial elasticity”, which leads to credit and asset booms and busts and consequently systemic banking crises and macroeconomic dislocations (Borio 2014).

---

4 For example, the savings and loans crisis of the 1980s, the great crash of October 1987, the burst of Japanese real estate and stock market bubbles in 1991, the emerging markets bubbles and crashes in 1994 and 1997, the LTCM crisis of 1998, the dotcom bubble bursting in 2000, the subprime bubble bursting in 2007 and others (Sornette and Cauwels 2014).
It is possible that there are trade-offs between designing a financial system in which smaller bubbles develop that burst more frequently, with minor repercussions on the economy, and a system with a prolonged build-up of large bubbles, longer apparent calm periods (like the “Great Moderation”) but with potentially major repercussions on the real economy upon their burst. One indicator that we have been moving towards the latter system could be the lengthening of the “financial cycle”, as documented by Drehmann, Borio, and Tsatsaronis (2013).

Full-reserve banking would reduce liquidity creation at the banking level and could therefore theoretically reduce the build-up of financial bubbles. However, as we have clarified before, much liquidity creation is taking place in the global financial markets from institutions financed only indirectly by deposits through short-term debt liabilities. Moreover, outright money creation by central banks as well as indirect influence on bank credit creation through interest rates also has a strong influence on the development of financial bubbles. Several studies document the relationship between quantitative easing measures and rising asset prices (for example, Breedon, Chadha, and Waters 2012 for the UK and references therein for the U.S.). Ultra-low interest rates entice new borrowing and push investors towards more risky asset classes. Central bank’s large-scale purchases of securities (money creation) did not lead to inflation in the real economy but to a price inflation of financial assets and other assets assumed as reliable storage of value, such as real estate. These central bank actions have generally been credited with averting a major depression but at the cost of strong distortions of the price discovery in the financial markets and of serious underfunding of retirement liabilities, as pension funds are no more able to get the needed revenues on their capital. In this way, central banks have seriously augmented the intergenerational problem.

It is too early to conclude whether the overall consequences of such policies are positive on the medium and long-term. We are concerned by deep-rooted long-term

---

5 The term ‘financial cycle’ refers to the “self-reinforcing interactions between perceptions of value and risk, attitudes towards risk and financing constraints, which translate into booms followed by busts. These interactions can amplify economic fluctuations and possibly lead to serious financial distress and economic dislocations” (Borio 2013 183). It is hence closely related to the concept of positive feedback we described earlier.
pervasive adverse consequences, such as the intrinsic loss of creativity by the misallocation of resources and talents and possible innate build-up of novel systemic instabilities. The irony of our times is that we have forgotten how to grow even in the presence of almost an infinite amount of available credit. Despite record levels of debt in much of the Western world, we are trying to generate demand by encouraging even more debt with ultra-low interest rates and an unprecedented amount of asset purchases by central banks, forgetting that growth (above the population-driven level) is in the end generated by genuine innovations in technology. In principle, whether it is money creation by commercial banks, shadow banks or central banks, we must not fall prey to the illusion of the “perpetual money machine”, the belief of wealth creation from increasing financial assets rather than productive innovation in the real economy (Sornette and Cauwels 2014). Our concern is not that banks can create deposit money but that we must learn how to employ the enormous amounts of global financial capital in a productive and sustainable manner.

Figure 7: The globalization bubble.
The time series represent a proprietary index of emerging markets equities and currencies, freight prices, soft commodities, base and precious metals and energy. The smooth curves show the fit of the model, the vertical green line is the best estimate of the correction time. Only the black data was used to calibrate the model back in 2008.
3.5 Conclusion

The intrinsic existence of the loop in the hierarchy of money and credit explains one fundamental origin for the opacity of the discourses on money and credit. Not only is money at one level credit at the previous level, but credit can also become money at a distant, deeper level. This creates confusion in the understanding of the relationship between money and credit. But in fact, once this is understood, there is no complexity, only the fact that something that stores value can be exchanged for other things (it acts as money at all possible levels of the hierarchy) and can be used as a collateral for another form of accepted support of exchange (it acts as credit).

Advocating that banks be banned from creating money fails to understand bank money creation in this fundamental hierarchical context. Not only would such an initiative be unlikely to succeed due to money’s natural tendency towards expansion; banks or other financial institutions are likely to develop money-like assets to provide liquidity when demanded. It also neglects the importance of securities and global capital markets in the creation of money and credit.

Credit creation, whether bank financed or capital market financed, matters because it is an essential engine of innovations and use of capital, while it is also always a claim to the profits from future growth. It allows us a more efficient use of our assets but it also makes our balance sheets more vulnerable to liquidity mismatches and falling asset prices. The accelerated growth in securities since the 1980s coincided with an increase in debt to GDP levels and more frequent financial bubbles.

Money creation and global cross-border flows expand and contract the sea of liquidity and hence the potential for developing local asset booms and busts. Consequently, a loose monetary policy in the form of historically low interest rates and historically large purchases of securities by central banks has led to new asset booms. Because any financial instrument is just a derivative of the real economy, value can ultimately only be generated in the real economy. This is the foundation of the value of securities, which in turn is increasingly the foundation of money creation. The fundamental problem of our time seems to be the attempt to create future growth through more credit and more money creation rather than productive growth in the real economy. However, financial markets (and also governments) can be powerful
supporters of innovation. There is no need to restrict banks from creating money but rather we must learn to use credit and money more productively via carefully designed incentives.
3.6 References


Gisler, Monika, and Didier Sornette. “Bubbles Everywhere in Human Affairs.” In
3. Should banks be banned from creating money?


4. Crashes and liquidity at high frequency

4.1 Introduction

The following section introduces our article “Crashes and high frequency trading”, which was published by the UK Foresight Project in September 2011. It presents a partial review of the potential for bubbles and crashes associated with high frequency trading. Subsequently we provide an “Afterthought on liquidity and instability through HFT”, which presents an overview and discussion of the current state of academic empirical findings.
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Executive summary

We present a partial review of the potential for bubbles and crashes associated with high frequency trading (HFT). Our analysis intends to complement still inconclusive academic literature on this topic by drawing upon both conceptual frameworks and indicative evidence observed in the markets. A generic classification in terms of Barenblatt’s theory of similarity is proposed that suggests, given the available empirical evidence, that HFT has profound consequences for the organization and time dynamics of market prices. Provided one accepts the evidence that financial stock returns exhibit multifractal properties, it is likely that HFT time scales and the associated structures and dynamics do significantly affect the overall organization of markets. A significant scenario of Barenblatt’s classification is called “non-renormalizable”, which corresponds to HFT functioning essentially as an accelerator to previous market dynamics such as bubbles and crashes. New features can also be expected to occur, truly innovative properties that were not present before. This scenario is particularly important to investigate for risk management purposes. This report thus suggests a largely positive answer to the question: “Can high frequency trading lead to crashes?” We believe it has in the past, and it can be expected to do so more and more in the future. Flash crashes are not fundamentally a new phenomenon, in that they do exhibit strong similarities with previous crashes, albeit with different specifics and of course time scales. As a consequence of the increasing inter-dependences between various financial instruments and asset classes, one can expect in the future more flash crashes involving additional markets and instruments. The technological race is not expected to provide a stabilization effect, overall. This is mainly due to the crowding of adaptive strategies that are pro-cyclical, and no level of technology can change this basic fact, which is widely documented for instance in numerical simulations of agent-based models of financial markets. New “crash algorithms” will likely be developed to trade during periods of market stresses in order to profit from these periods. Finally, we argue that flash crashes could be partly mitigated if the central question of the economic gains (and losses) provided by HFT was considered seriously. We question in particular the argument that HFT provides liquidity and suggest that the welfare gains derived from HFT are minimal and perhaps even largely negative on a long-term investment horizon. This question at least warrants serious considerations especially on an empirical basis. As a consequence, regulations and tax incentives constitute the standard tools of policy makers at their disposal within an economic context to maximize global welfare (in contrast with private welfare of certain players who promote HFT for their private gains). We believe that a complex systems approach to future research can provide important and necessary insights for both academics and policy makers.
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Crashes and high frequency trading

Introduction

The way stocks are traded on stock exchanges has evolved enormously over time as a result of technological advancement and arguably changes in regulation\(^1\). Nowadays the majority of volume is traded electronically, based on systematic computer algorithms. The ultra-high-speed version of algorithmic trading, high frequency trading, is estimated to account for over 77% of transactions in the UK market according to Tabb Group\(^2\), but there are lower estimates of about 25% for futures in 2010\(^3\). The May 6 flash crash in 2010, which saw the Dow Jones lose about 1 trillion USD of market value and individual stocks trading at fractions or multiples within minutes, put increased focus on HFT. Even though high frequency traders were subsequently mostly cleared from having caused the crash, doubts remain as to whether this new form of trading bears potentially destabilizing risks for the market.

Being a fairly new phenomenon, academic research on this subject is still limited in numbers and to some extent inconclusive with respect to potential risks posed by HFT. Advocates often point to HFT’s role as liquidity providers, hence reducing transaction costs, lowering spreads and volatility. Several studies lend support to this view. Brogaard (2010) analyses the impact HFT has on US equities market and finds that high frequency traders add to price discovery, provide best bid offer quotes for most of the day and do not seem to increase volatility but may even reduce it. Studies on algorithmic trading (not necessarily at high frequency) also find it improves liquidity and price discovery (Hendershott and Riordan (2009); Hendershott, Jones and Menkveld, (2010)). Menkveld (2011) demonstrates that the success of a new equities market critically benefited from HFTs role as “new market makers”. Gsell (2008) simulates the impact of algorithmic trading on markets and finds indications that, for large trade volumes, algorithmic trading has a negative impact on market prices and that lower latency decreases market volatility. In contrast, Zhang (2010) finds a positive correlation between HFT and stock price volatility, which seems to be stronger in times of high market uncertainty. He finds that HFT hinders the incorporation of fundamental information into asset prices, causing stock prices to overreact to fundamental news. Smith (2010) finds that HFT have an increasingly large impact on the microstructure of equity trading and finds trades are showing significantly higher degrees of self-similarity.

An important point is that the focus on liquidity provision by HFT may be misguided. First, liquidity is not equal to volume. HFT arguably increases the volume of transactions. But volume is roughly the product of order sizes by their number per unit time (a kind of velocity). In the same way that the momentum of a body is the product of its mass by its velocity, volume can be large with just small order sizes contributing with a very large velocity or rate of transactions. Second, the hypothesis that HFT is a positive development is often based on the underlying assumption that more liquidity is necessarily good for investors and companies.

In the following section of this report, we will develop the above points and question the value of liquidity provided by HFT. We will develop the hypothesis that the utility of the real economy is likely to be an increasing function of liquidity, concave and asymptotically saturating to a plateau, and perhaps even decreasing when liquidity is many times the need of the real economy. It is conceivable that liquidity reaches a point beyond which the real economy does

---

\(^1\) Reg NMS in the US and MiFID in Europe have been argued to have changed the incentive structure of stock exchanges.
\(^3\) http://www.futuresmag.com/Issues/2011/May-2011/Pages/Highfrequency-trading-Good-bad-or-just-different.aspx
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not benefit anymore and where additional liquidity increases the risk of herding, of strong correlations, possibly leading to systemic instabilities and ultimately to crashes and their aftermath. Consequently, the third section of this article will examine risks posed by high-speed algorithmic trading. Preliminary evidence suggests the system of price formation to be indeed “non-renormalizable” which leads us to believe that HFT is likely to accelerate future market crashes. The systemic danger lays in the possibility of cross-excitations to other markets causing additional herding of low latency and/or fundamental traders. We believe that a complex systems approach to future research is crucial in the attempt to capture this inter-dependent and out-of-equilibrium nature of financial markets. Particularly relevant in assessing HFT risk is to understand their behaviour in conjunction with other market participants across various asset classes. Agent-based-modelling (ABM hereafter) offers a key method to improve our understanding of the systems’ dynamics. Section 4 of this report will discuss the complex systems approach (and often associated agent-based modelling) and identify possible avenues for future research. Finally in section 5, we develop considerations for policy makers and regulators drawing upon our current analysis of the system.

2 Rethinking the value of liquidity

As shown above, several academic papers suggest that HFT increases liquidity in the market and advocates of HFT point to this liquidity provision as a key contribution to the well-functioning of financial markets. What is consequently overlooked is firstly that high frequency traders can also be significant liquidity takers and, secondly, that there are indications that larger liquidity increases herding effects and crashes thereby potentially reducing the value the real economy derives from liquidity above a certain threshold.

Market makers vs. market breakers

HFT can play an important role as market makers, for example, generating trading volume on new electronic exchanges (King and Rime, 2010; Menkveld, 2011). Trade volume, however, is not liquidity but all too often mistaken for it. Liquidity means “there is a bid/offer on the other side when I need it, for the amount I need it (market depth) at a reasonable level (market breadth). Volume is not the same as liquidity, since volume is approximately like the product of liquidity x velocity, and a large volume does not necessarily imply a large liquidity. This is illustrated by the May 6 flash crash when a fundamental trader’s algorithm started selling based on previous trade volume, creating a positive feedback between its own selling and the trading activity of other market participants.

The same event also demonstrated that HF Traders can turn into significant liquidity takers⁴, while they are liquidity providers when it suits them (they have no obligation to make quotes⁵). This is also described as “flow toxicity”, when market makers provide liquidity at their own loss or when informed traders take liquidity from uninformed traders⁶. In fact it seems HFT provides liquidity in good times when it is perhaps least needed and takes liquidity away when it is most needed, thereby contributing rather than mitigating instability (a point that will be discussed in the following section).

⁴ “…it appears that the 17 HFT firms traded with the price trend on May 6 and, on both an absolute and net basis, removed significant buy liquidity from the public quoting markets during the downturn.” (CFTC-SEC report on May 6, 2010, p. 48).
⁵ We need to keep in mind, however, that even brokers with this obligation turn to sub quotes during the flash crash.
⁶ See D. Easley et al. “Measuring flow toxicity in a high frequency world” (2010) for a development of a volume based metric to measure flow toxicity.
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A recent report showed that the frantic development of HFT has slowed down in developed markets, and there is a transfer of activity to emerging markets such as Russia, Brazil and Mexico where exchanges are beginning to revamp their systems to attract such players. Low market volumes and stiff competition have led to a sharp fall in “high-frequency” (Grant, 2011). This illustrates the fact that, as HFT market participants flock into a given market, the opportunities shrink, dispelling the possibility for further growth.

It is also conceivable that HFT liquidity is provided at the expense of other market participants. Short term traders may be specifically prone to herd to the same information, driving the price further away from its fundamentals (Froot et al., 1992). The more momentum traders there are in a market and the higher the diversion from fundamentals, the fewer fundamental traders survive, further strengthening momentum traders. Various equilibria are possible between short and long-term investors\(^7\). The question is what is the right mix of investment strategies and horizons that best serves the well-functioning of financial markets and ultimately social welfare?

**Liquidity vs. volatility**

If the main argument for the benefits of HFT is liquidity, we need to ask whether liquidity is always “a good thing”, whether additional liquidity above a certain threshold becomes only marginally more useful or if too much liquidity can even be a “bad thing”. Finding answers to these questions is crucial for balancing potential benefits with potential risks associated with HFT.

Higher liquidity and higher trading volumes are generally associated with lower transaction costs, narrowing bid/ask spreads and thereby reducing volatility. Several studies have shown that HFT or algorithmic trading have improved market efficiency in this way. The real economy benefits from lower volatility as for example a company’s stock price is an indication of market confidence in the management of the company. In contrast, higher volatility is perceived as higher riskiness and may translate in higher funding costs, lower consumer, supplier and investor confidence. Investors will expect higher returns for higher volatility.

There is, however, evidence that there can be indeed too much so-called “liquidity” (actually trading volume). While volatility appears to be reduced at the level of individual stocks’ bid/ask prices, it may have amplified tail risk and increased volatility at the macro level. Dichev et al. (2011) analysed the effect of higher trading volumes and stock volatility and find that higher trading volumes can be destabilizing and produce “its own volatility above and beyond that based on fundamentals”. Interestingly, there appears to be an inflection point at which an increase in trading volume increases volatility to the extent that only a small circle of investors benefit and that “benefits to investors dominate at low to medium levels of trading”. In similar vein, Haldane recently pointed to the danger of normalising deviance at the micro level and concluded suggesting “thinner technological slices may make for fatter market tails. Flash Crashes, like car crashes, may be more severe the greater the velocity” (Haldane, 2011).

The flash crash of May 6, 2010 started in one of the most liquid markets, the E-Mini S&P 500 futures contracts. What is the role of liquidity or its scarcity in the occurrence of crashes? On the one hand, one can argue that deep markets should absorb new players more easily. On the other hand, it could be possible that deeper markets are more prone to pandemics as their

\(^7\) See A.G. Haldane “Patience and Finance” (2010) for a good discussion of this point.
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impact and connection to other markets is larger. It turns out that crashes occur in both types of markets. The fact that the flash crash started in one of the most liquid markets provides additional support for the hypothesis that flash crashes are not incompatible with large and deep markets. One reason is that the large number of participants can herd and therefore form large destabilizing crowds, whose size may be comparable to the global market size. In this perspective, it is important to distinguish this type of flash crash in the presence of large volume (herding effect) and the more localized ones occurring in single stocks with low volume (liquidity effect). Indeed, there is also evidence of crashes in not-liquidity stocks. It seems single stocks are equally prone to crash but have less pandemic like consequences. The linking of assets through derivative instruments amplifying correlations is an important factor which will be discussed in more detail later in this document.

This leads to the question of whether there is a relationship between “incidents”, large volatility events, market disruptions, flash crashes on the one hand and the volume of transactions on the other hand. We conjecture that there exist regimes in which larger so-called liquidity (actually volume) leads to larger extreme risks. We would like to see plotted some measures of extreme risks as a function of volume of transactions. This would give an important insight and is suggested as a line of future actions.

Summarizing, we formulate the hypothesis that the utility of the real economy could be an increasing function of liquidity with decreasing marginal gains, that is, with a concave shape and asymptotically saturating to a horizontal plateau for large liquidity. There could even be a decline in utility through possibly negative consequences for very large liquidity (or volume), such as the risks associated with e.g. increased volatility and crash risks. We suggest that testing this hypothesis has large priority in order to pose the problem in its core fundamentals.

Finally, the utility derived from liquidity provided by HFT could be argued to be lower than from other market participants. Why? Because HFT does not absorb risks. If a fundamental trader sells a position as on May 6, it can only be absorbed by counterparties wanting to be long. HFT books are flat by the end of the day. They carry no inventory; there is no transfer of risk apart for some milliseconds. HFT are opportunistic, they arbitrage what is referred to as “inefficiencies”, but may often result from differences in time scales and technology. It remains to be seen if liquidity is a real robust externality of the behaviour of HFT.

The “law of the few”

Another aspect in assessing the value of liquidity could be the concentration of liquidity providers. If from around 12,000 market participants, 30% of liquidity is provided by 15 participants, the liquidity is less reliable than if it was more evenly distributed. It is probable that Zipf’s law applies here. At least with a rough approximation, the number of participants contributing a liquidity of L or larger is roughly proportional to 1/L. This means in general that a few largest participants contribute a major fraction. In addition, there could be “dragon-kings” that correspond to even more concentration (Sornette, 2009). An important question is how does the concentration evolve as a function of time, by following secular trends versus short-term adaptive transients, or both? Obtaining data on trading volumes of individual players

---

8 See table “Summary statistics of E-mini traders” from the CFTC-SEC report on market events of May 6, 2010.
9 The evidence for concentration is fuzzy, and it is not clear that investment banks and the biggest funds are the major players. A possible clue is provided by the advertisement for HFT programmers by headhunting agencies, which are almost all for “a top investment bank” (http://www.wilmott.com/messageview.cfm?catid=5&threadid=83435 or http://www.wilmott.com/messageview.cfm?catid=5&threadid=85840).
would be very meaningful. Some sources suggest that HFTs make up 2% of approximately 20,000 trading firms in the U.S. and account for about 60-70% of equity trading volume. These are suggested to include a small number of investment banks, less than 100 hedge funds and hundreds of specialist prop shops. This suggests that Zipf's law applies (Saichev et al., 2009), as we can presume that the few investment banks are the largest players and the many prop shops the smallest ones with specific hedge funds in the middle. So far we cannot prove it. In the presence of the scarcity of data, we propose to use Zipf's law as a normative model, rather than an empirical question at this stage (which will be falsified as data becomes available). Indeed, Zipf's law is so well verified in many contexts that it can be used as a guide in the absence of sufficient data (Saichev et al., 2009).

3 Understanding the risks of HFT

3.1 Similarity classification of possible HFT regimes

In order to gain a better appreciation of the nature of the possible impact that HFT has on price dynamics, we can frame the question as follows: How do the different properties of price dynamics change as the rate of trading increases or, equivalently when the time \( \tau \) between trades shrinks to smaller and smaller values. In other words, is calendar time playing a role? It is well documented that financial time series exhibit self-similarity properties, to a first approximation (Mandelbrot and Hudson, 2006; Mantegna and Stanley, 2007; Calvet and Fisher, 2008). This means that time units are arbitrary and the properties are related at all time scales. In details, of course, this simple "fractal" or scale invariance view is naïve and needs updating, as for instance with the development of the most sophisticated multifractal models (see Filimonov and Sornette (2011) and references therein). In addition, with the development of HFT, the issue of how microstructure impacts large scale properties (at the time scale of minutes, hours, days, weeks, months and years) is of paramount importance and a priori not trivial.

To make the discussion more precise, let us consider some statistical property denoted \( P(\{r\}, t, \tau, \theta) \) of the price dynamics \( \{r\} \) at time scale \( t \), given a minimum time scale for trading \( \tau \) and the presence of other unspecified control parameters \( \theta \). The time scale \( \tau \) results from physical and regulatory limits that control the smallest time scale at which transactions can occur (we neglect for simplicity that in reality there will be a distribution of time scale; here \( \tau \) is the typical micro-time scale). It can be called the ultraviolet (UV) cut-off (using the physical analogy that a short period is the same as high frequency, and the UV spectrum is in the high frequency range above visible light). As \( \tau \) approaches zero (as with the development of HFT that reduces the waiting time between trades to milliseconds or lower), there are three possible impacts this could have on price dynamics.

As \( \tau \rightarrow 0 \), \( P(\{r\}, t, \tau, \theta) \) converges to a function \( P^*(\{r\}, t, \theta) \) that is independent of \( \tau \). This means that the UV cut-off is not important: the characteristic of price dynamics and other important properties are the same at the minute, hourly, daily time scales if the frequency of trades is per second or per millisecond. This is called "complete similarity of the first kind" in the classification of Barenblatt (1996). Concretely, suppose that, at some time \( T \), by innovation and

---

10 Rob Iati from TABB Group in "The real story of trading espionage":
http://advancedtrading.com/algorithms/showArticle.jhtml?articleID=218401501

11 In the UK, HFT make up 77% of transactions and 35% of turnover according to TABB group. They estimate that there are between 35 and 40 independent HFT firms http://www.advancedtrading.com/articles/229100205.
Crashes and high frequency trading via the introduction of new technologies, the UV cut-off is reduced from $t_1$ to $t_2$ that is much smaller than $t_1$, say by a factor of 10 or 100 or 1000. Then, the characteristics of the price dynamics at time scale $t > t_1$ are unchanged. This implies that HFT should not have any impact if "complete similarity of the first kind" holds. Only the properties at time scales between $t_2$ and $t_1$ may be novel. Concretely, suppose that $t_1 = 1$ second and $t_2 = 1$ millisecond. The above claim means that the properties of market price dynamics at scales above 1 second are unchanged by the introduction of HFT below the 1 second time scale. In the language of Barenblatt's (1996) classifications of similarity, such "complete similarity of the first kind" holds in this instance, which implies that HFT would have essentially no effect on the price dynamics. The microscopic time scale $\tau$ is irrelevant to the organization of the financial markets.

The second possible regime is called "complete similarity of the second kind", which holds if, as $\tau \rightarrow 0$, the properties embodied in $P(\{r\}, t, \tau, \theta)$ converge to the product $f(t/\tau) P^*(\{r\}, t, \theta)$. Note that the presence of the UV cut-off $\tau$ only appears via some function of the dimensionless ratio $t/\tau$. This means that, in absence of physical or regulatory constraints, the dynamics at a given time scale should consequently be similar to that of any other time scales and HFT should not have any significant impact, apart from a rescaling of the properties that can be absorbed into a suitable regulatory or risk management framework. In other words, as $\tau \rightarrow 0$, time accelerates and the movie of the price dynamics is just running faster. The implication is that one should observe more often bubbles and crashes, in proportion to an acceleration of the rate of trading captured by the function $f(t/\tau)$. This scenario suggests that HFT adds to market instability per unit of calendar time and increases significantly the probability of crashes and crises. Indeed, consider the limit where HFT accounts for all the volume of transactions. Then the whole market is moving at the HFT rate. Now, imagine a movie in which you slow down frame by frame. Then, HFT slows down and become low frequency trading, such as daily trading. If the correspondence is 1 second of HFT corresponds to 1 day of low frequency trading in 1962, say, then one crash per year in 1962 would corresponds to one crash every 4 minutes in HFT time!

In the third scenario, $P(\{r\}, t, \tau, \theta)$ does not converge as $\tau \rightarrow 0$. This means that the presence of a minimum time scale $\tau$ has profound consequences for the organization and time dynamics of market prices. This regime is called "non-renormalizable" in mathematics and physics and is for instance the case of hydrodynamic turbulence, for which the limit $\tau \rightarrow 0$ leads to multifractal properties. Given the significant evidence of the multifractal properties in financial stock prices (Calvet and Fisher, 2008), it is thus plausible that the HFT time scale and the associated structures and dynamics do cascade and affect profoundly the overall organization of markets. In this "non-renormalizable" regime, HFT can be expected to have significant impact on market price dynamics, essentially functioning as an accelerator to previous market dynamics such as bubbles and crashes. New features can also be expected to occur, truly innovative properties that were not present before. This scenario is particularly important to investigate for risk management purpose.

3.2 Destabilizing effects of HFT
The present section aims to present several observations that could provide clues as to what kind of regime we are faced with when analysing the risks of HFT. Are the underlying algorithms in fact stabilizing or the reverse?
Indications of herding during the May 6, 2010 flash crash

On May 6, 2010, HFT created a “hot potato effect”\(^\text{12}\). Paired with other sellers, this translated in a negative spiralling effect. This can give a hint to what can happen if HFTs start trading mainly among each other. Why did they keep buying? Minority agent-based games in the crowding phase provide examples of such behaviour, in which buys and sells alternate as a result of the anti-correlation between recent individual actions and aggregate behaviour (Challet et al., 2005; Coolen, 2005).

According to the CFTC-SEC report, it was the algorithm of a mutual fund and not HFT that created a negative feedback loop on “volume” during the May flash crash. As it sold at 9% of previous volume, this was to a large degree absorbed by HFT, who later needed to sell their net long position, thereby increasing volume and selling pressure. As mentioned previously, this is an example of when “volume” is mistaken for liquidity. However, in our view, the event as described in the report was indeed a problem created through an algorithm of a fundamental trader, but it was then amplified by the strategic behaviour of the HFT.

Nanex analysed the trade flows on May 6, 2010 and found that it was aggressive high frequency selling that “would often clear out the entire 10 levels of depth before the offer price could adjust downward. As time passed, the aggressiveness only increased, with these violent selling events occurring more often, until finally the e-Mini circuit breaker kicked in and paused trading for 5 seconds, ending the market slide”\(^\text{13}\). Nanex also reports that the algorithm from the mutual fund was mostly active after stocks had already fallen. This should not be misconstrued as removing the influence of the mutual fund, since its algorithm was targeting volume in its strategy to pass its larger order.

The second liquidity crisis on May 6, 2010, in stocks, seems to have been impacted more by fundamental and discretionary traders than by HFT. Trading of HFTs after 2.45pm was back to previous levels, nevertheless many stocks saw drawdowns of 60%. How does this fit in with the findings of the E-mini crash? This is an illustration of the interplay between an overall climate of uncertainty with the on-going Greek crisis developing since April 2010, and panic herding with pro-cyclical mutual excitations between HFT and the rest of the investor population. Preliminary unpublished calibrations of self-excited Hawkes processes performed in our group suggest that the self-excitation component (or viral epidemic) of trades was indeed abnormally large during May 6, 2010 compared to other trading days. This supports the hypothesis that HFT may have a destabilizing effect through its endogenous self-excitation nature within the (small) pool of participants.

On May 6, 2010, the fundamentals in the stock market were shaky (Greece, flight to quality, higher volatility) so we cannot claim that a purely technical issue caused the E-mini and later individual stocks to tank. Perhaps, there needs to be a general instability and increased volatility in the market, which is then pushed over the edge through HFT. This is in line with the understanding of the authors of this report concerning the causes of financial crashes: a proximate cause triggers the crash that is rooted fundamentally on the existence of an intrinsic

\(^{12}\) Between 2:45:13 and 2:45:27, HFTs traded over 27,000 contracts, which accounted for about 49 per cent of the total trading volume, while buying only about 200 additional contracts net. (CFTC-SEC report on May 6, 2010, p. 15).

\(^{13}\) Nanex Report on May 6th Flash Crash http://www.nanex.net/FlashCrash/FlashCrashAnalysis.html
instability that has matured progressively, preparing the field for major disruptions that are triggered by local or proximate causes (Sornette, 2003).

**General arguments for the existence of herding**

The Kauffman Report (Bradley and Litan, 2010) points out the unprecedented level of correlation in equity markets and identifies ETFs as a major destabilizing factor, more so than HFT. JP Morgan concludes that the high level of correlation can be explained by “macro-driven environment, record use of index derivatives such as futures and to a lesser extent ETFs, and high-frequency trading”. They point out that “the share of futures and ETFs steadily grew over the past five years, and is now ~140% of cash equity volume (i.e., futures and ETFs are roughly ~60% of all equity volumes – perhaps not a coincidence that realized stock correlation is ~60%). The growth in index volumes coincided with a rise in correlation over the past ten years. More importantly, the growth of index volumes is directly driving excess market correlation (levels of correlation above the levels implied by macro volatility)”.

The reason why J.P. Morgan gives relatively less weight to the impact of ETFs on correlation than Kauffman could be explained by the fact that J.P. Morgan differentiates between broad based ETFs and specialist ETFs.

When different instruments (equity ETFs/Futures) are connected to the same underlying (stocks), it seems logical that there would be mutual excitation and increased inter-dependencies (correlations). Our own (still unpublished) research at the Financial Crisis Observatory supports the hypothesis that bubbles and crashes are in general mutually excited, with interesting dynamics and fluxes in different sectors. This occurs not only at times of great crashes but also for events developing over 6 months characterized with loss amplitudes of 10 percent or so. This supports the notion that HFT in broader market indices may pose greater systemic risk.

As HFT use short-term information as well as adaptive algorithms, there is potential for herding as the strategies can crowd to the same signal, synchronize and lead to transient large instabilities. Froot et al. (1992) find that “if speculators have short horizons, they may herd on the same information, trying to learn what other informed traders also know. There can be multiple herding equilibria, and herding speculators may even choose to study information that is completely unrelated to fundamentals.”

Finally, we note that HFT generally has stop losses built in the algorithms plus human oversight that can withdraw trading in critical market circumstances altogether. This can be seen as a stabilising factor for the HFTs and a mechanism to mitigate the risk of herding.

---


15 J.P. Morgan „Why we have a correlation bubble“ (5 October 2010).

16 6 of the 12 HFTs scaled back their trading during some point after the broad indices hit their lows at about 2:45 p.m. Two HFTs largely stopped trading at about 2:47 p.m. and remained inactive through the rest of the day. Four other HFTs appear to have each significantly curtailed trading for a short period of time, ranging from as little as one minute (from 2:46 p.m. to 2:47 p.m.) to as long as 21 minutes (from 2:57 p.m. to 3:18 p.m.). (CFTC-SEC report on May 6th, 2010, p.45).
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Observations of mini-crashes

Mini-crash Flash crashes in single stocks seem to happen rather frequently. In the case of the mini crash of “Progress Energy” in September 2010, the company reported a “big ramp-up in trades, hundreds of trades a second” for an otherwise “sleepy stock”, a fact that points to HFT. Also an interesting account of events is the day when Apple saw a mini flash crash – followed by other tech stocks and even a sharp move in USD/Yen. The involvement of HFT is not evident. However, other mini flash crashes, for example April 28 or 27 September 2010 also seem to have been accompanied by increased frequency in quotes.

Most of HFT trading is currently taking place in stocks, futures and options. Even though the focus so far has been mostly on equity markets, there is no reason other markets will not become equally vulnerable to mini-crashes. It seems that we already see this happening. For example, on March 9, 2011 the price of Cocoa plummeted 12.5% in less than a minute. Raw sugar dropped 6% in 1 second on February 3 this year and trading in cotton was halted several times. Mini-crashes (or flash rises) have also been observed in the currencies markets although, as often, the link to HFT is not clear.

Nanex identifies “thousands” of mini-crashes over the last few years. We are not sure though how useful this is because in order “To qualify as a down-draft candidate, the stock had to tick down at least 10 times before ticking up – all within 1.5 seconds and the price change had to exceed 0.8%”. We are probably looking for more severe impacts. Moreover, the frequency of those occurrences has not increased over time. This makes it hard to link to HFT.

Our experience with other complex systems, including earthquakes and epileptic seizures, suggests that one should not discard the precursory information of such smaller events that can announce the “great ones” (Helmstetter and Sornette, 2003; Ouilllon and Sornette, 2004; Osorio et al., 2010; Sornette and Osorio, 2010). They may also be symptomatic of more structural changes, as argued in a recent work of our group concerned with nuclear risks (Sornette et al., 2011).

Evidence of operational risk

Another important risk dimension is associated with so-called operational risks, resulting from infrastructure disruptions, computer bugs, hacking and others, collectively known as “cyber-risks”. Such cyber-risks are now at the top of concerns of the 500 largest companies in the USA, according to a study by Swiss Re in 2006. Maillart and Sornette (2010) report the first quantitative analysis of cyber-risks, quantified by the number of identity thefts per event. They find a power law distribution with tail exponent equal to 0.7, implying that the variance and the mean of the losses do not exist mathematically, and that larger and larger risks are expected to surface in the future. This corresponds to the regime of “wild” risks, according to the
terminology of Mandelbrot, for which conventional methods are invalid. One should thus keep
in mind the possible collision and interplay between the endogenous dynamics of investors that
can lead to crashes and such operational risks. In the case of “Infinium Capital Management”,
HFT is blamed for a significant market disruption in the Oil Market and a $1 million loss within a
few seconds of trading. Some highlights from a Reuters report: “The algorithm was turned on at
2:26:28 p.m. (Eastern) on Feb. 3, less than four minutes before NYMEX closed floor trading
and settled oil prices. It immediately started uncontrollably buying oil futures… Infinium placed
2,000 to 3,000 orders per second before its flooded order router "choked" and was “dead in the
water” a few seconds later… Infinium’s burst of buying and selling represented about 4 percent
of average daily trading volume in the contract, and caused a brief 1.3 percent jump in oil
prices, from $76.60 to $77.60, before settling at $76.98, Reuters’ data show. Trading volume
spiked nearly eight-fold in less than a minute”25 Infinium blamed the mistake on a “broken
algo”, a flaw with the computer that did not properly record the order. This could be an example
of “operational risk” or an example of deliberate market manipulation such as “flash orders” or
“banging the close”, something HFT is frequently accused of.

This leads us naturally to the issue of “market manipulation”. A market can also be manipulated
through rumours, insider trading, etc. However, the algorithms seem to offer very specific new
ways of manipulation. Remember an ex Goldman Sachs employee being arrested by the FBI
because of fears that the stolen algorithm could be used to manipulate markets. Why do we
worry so much about 32MB of this specific code but not about all the codes that are still with
and in constant development at Goldman Sachs?

Synthesis and recommendations
Some defenders of HFT point to the fact that we already had a flash crash in May 1962, before
high speed trading was invented. There are indeed some parallels26. Even though this shows
flash crashes can occur without HFT, the question is whether HFT has increased the likelihood
of flash crashes occurring (either frequently in single stocks with minor market impact or less
frequently in large, connected markets (Futures/ETFs) with larger impact). The above
presented observations lead us to conclude that this is indeed the case.

If nothing else, HFT can be understood as accelerating time, so to speak. Indeed, take in
consideration that HFT accounts for most of the volume. Take the limit where it is all the
volume. Then the whole market is moving at the HFT rate. Now, imagine a movie in which you
slow down frame by frame. Then, HFT slows down and becomes low frequency trading, such
as daily trading. If the correspondence is 1 second of HFT corresponds to 1 day of low
frequency trading in 1962, say, then one crash per year in 1962 would corresponds to one
crash every 4 minutes in HFT time ! This reasoning is of course naïve and misses a lot of
ingredients, but it nevertheless captures what is a key aspect of the problem. By definition and
intrinsically by its time-acceleration nature when it dominates the trading volume, HFT will give
many more crashes per unit calendar time (not per unit transaction time or HFT time).

What is needed is a better understanding of the relationship between trade volume and
systemic risk. Is there a “right amount of liquidity”? What is the right mix of trading strategies
that maximises social welfare? We also need a better understanding of the interplay between
different trading methods (e.g. high frequency, low frequency, fundamental, technical) and

25 http://af.reuters.com/article/energyOilNews/idAFN2511929020100825
26 http://online.wsj.com/article/SB10001424052744703957604575272791511469272.html
investment instruments (e.g. stocks, ETFs, futures) and markets (e.g. equities, FX, commodities). In our view, current research does not make the distinction between these factors explicit enough. We believe that in the quest for answers to those questions, much is to be gained by a complex systems approach to future research as we will argue in the following section.

4 A complex systems approach to future research

4.1 Brief summary of main insights about crises from agent-based models

Key to understand financial market risk of various players is to gain a better understanding of the interactions of various market participants and the resulting patterns emerging in the markets. We propose that greater transparency allowing the identification and observation of market participants should be used to improve monitoring and early warning systems. These warning systems should be based on models that capture the complex evolutionary nature and the non-linearity of financial markets (Hommes and Wagener, 2009; Evstigneev, Hens and Schenk-Hoppe, 2009). Traditional macro-economic models such as the DSGE (dynamic stochastic general equilibrium) models, based on the assumption of rational agents that are drawn to equilibrium, have proven insufficient in forecasting or identifying large systemic financial risks. Agent-based models (ABM) can be used to group various market participants, assign behavioural preferences (for example short-term systematic vs. long-term fundamental trading) and simulate their behaviour over time. Harras and Sornette (2011) used ABM to study the emergence of bubbles and consequently crashes in financial markets. Their findings demonstrate how feedback mechanisms lead to the development of transient collective herding regimes resulting in unsustainable high prices that are then corrected by a crash. They state that “Paradoxically, it is the attempt for investors to adapt to the current market regime which leads to a dramatic amplification of the price volatility. A positive feedback loop is created by the two dominating mechanisms (adaptation and imitation) which, by reinforcing each other, result in bubbles and crashes”. These findings applied to HFT demonstrate how “learning algorithms” can indeed be expected to accelerate the formation of bubbles.

Chiarella, Dieci and He (2009) emphasise the importance of agent heterogeneity and the formation of expectations through economically intuitive rules of thumb. They find that bounded rational heterogeneous agent (BRHA) models are “able to accommodate market features that seem not easily reconcilable for the standard financial market paradigm, such as fat-tail behaviour, volatility clustering, large excursions from the fundamental, and bubbles”.

Minority games (Challet et al., 2005; Coolen, 2005), and more generally first-entry games, can be taken to be simplified models of investors trying to be first movers either to buy in or to sell out before their competitors. These ABM show clearly that agents who try to optimize their utility function tend to crowd in with similar strategies that have been recent winners. This leads in general to enhanced financial volatility and sometimes to big swings. It seems indeed that adaptive and learning algorithms interacting by buying and selling on the same market tend to develop collective dynamical modes that are prone to large moves.

One of the most pressing subjects is to come up with a realistic agent-based model where crisis and complexity arise from simple rules and interactions in a universal way, robust against specific assumptions. Indeed, current economic theories are inadequate and one of the most promising alternative of today is agent-based modelling. From there, we need to build policy making devices (a "policy wind tunnel", as Nigel Gilbert would call it, or an "economic flight
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simulator”). In the limit of large system sizes, universality classes may appear, and we need to identify and classify them for economic systems. But the high dimensionality of agent-based models makes them hard to calibrate and validate. There is an extreme sensitivity to control parameters, a single factor can matter (“butterfly effect”) and we need to pay careful attention to the calibration-overfitting-validation problem (Sornette et al., 2007; 2008; Satinover and Sornette, 2011).

4.2 Financial markets as truly “complex adaptive systems”
We argue that markets and economies in general are truly “complex systems” in a technical sense. As such, they are intrinsically characterized by periods of extremity and by abrupt state-transition and spend much time in a largely unpredictable state. The world of financial engineering has seen extraordinary growth in recent years and many extremely sophisticated methods have been developed to assess and distribute risk, largely by the development of new instruments derived from packaging and then re-dividing large number of underlying simpler instruments. In addition, technology innovations, such as HFT, have led to new markets and new opportunities. While many of these developments are quite sophisticated, they generally fail to incorporate the crucial insight that financial markets and economies have become very complex systems. Financial instruments are designed making a convenient and desirable assumption of independence. Complex systems typically contain many instances of hidden interdependences, tight couplings and other subtle (and inconvenient!) features (Satinover and Sornette, 2010).

i. Complex systems are usually open and dynamic - the underlying components of the system are in flux. Nonetheless, complex systems usually demonstrate stability of patterning, which lends itself to a mistaken presumption of equilibrium, as in classical economics and control theory.

ii. Most frequently the stability of patterning may be considered a “meta-stability” - it includes multiple quasi-stable states with dynamic, abrupt and difficult to predict transitions among states.

iii. Complex systems often have a memory. The future state depends not only on one or more preceding states but upon the dynamic sequence of preceding states - i.e., they demonstrate path dependency. This feature lends these systems the power of self-organization.

iv. Complex systems often consist of nested hierarchies of smaller-scale complex systems. This is most evident in the neurobiology of the brain where, e.g., cortical brain tissue forms a self-organizing complex systems “sheet,” but is itself at a lower level composed of cortical processing units which “compute” an output passed up to the higher level. The cortical units are themselves composed of individual units (neurons) whose computational capacity arises from the complex systems nature of their internal components. In the other direction, economies and markets may be thought of as composed of many individual brains, or agents (Satinover, 2002).

v. Complex systems often yield outputs that are emergent: the interactions among agents/individual units may be deterministic, but the global behaviour of the system as a whole conforms to rules that are only rarely deducible from knowledge of the interactions and topology of the system. Financial services systems are intractable, which means that it is impossible fully to specify them.
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vi. In complex systems, the relationship between input and output is typically non-linear so that a small perturbation may yield a very large overall disturbance while a large perturbation may be absorbed with little or no effect. Complex systems are typically exquisitely sensitive and at the same time resilient, in ways that are difficult to predict.

vii. Complex systems are also characterised by having both negative (damping) and positive (amplifying) feedback loops. The output of the system alters the nature of the (next) input.

4.3 Financial bubbles and crashes: implications of and for HFT

Let us come back to the simple picture according to which HFT corresponds approximately to an accelerated movie of the financial time series prior to its existence, as described above. Given that algorithms involved in HFT adapt and learn (and therefore imitate) somewhat similarly to human investors, we can draw on our previous research on financial market crashes to suggest that financial instabilities can be expected to flourish in a world dominated by HFT (Jiang et al., 2010; Johansen and Sornette, 2010; Sornette, 2003; Sornette and Johansen, 2001; Sornette and Zhou, 2006). Procyclicality mechanisms, also known as positive feedbacks, are numerous in a world in which automated hedging strategies are implemented. This leads to unsustainable regimes, ending in crashes and crises.

Specifically, our previous works support the proposition that (i) the presence of a bubble can be diagnosed quantitatively before its demise and (ii) the end of the bubble has a degree of predictability. We hypothesize that the same holds true, probably to an even larger degree, for instabilities occurring at the intraday HFT time scales. This opens the road for systematic studies and a large research program. Of course, these two claims are highly contentious and collide against a consensus both in the academic literature (Rosser, 2008) and among professionals. For instance, in his recent review of the financial economic literature on bubbles, Gurkaynak (2008) reports that “for each paper that finds evidence of bubbles, there is another one that fits the data equally well without allowing for a bubble. We are still unable to distinguish bubbles from time-varying or regime-switching fundamentals, while many small sample econometrics problems of bubble tests remain unresolved” (page 1). Similarly, the following statement by former Federal Reserve chairman Alan Greenspan (2002), at a summer conference in August 2002 organized by the Fed to try to understand the cause of the ITC bubble and its subsequent crash in 2000 and 2001, summarizes well the state of the art from the point of view of practitioners: “We, at the Federal Reserve recognized that, despite our suspicions, it was very difficult to definitively identify a bubble until after the fact, that is, when its bursting confirmed its existence. Moreover, it was far from obvious that bubbles, even if identified early, could be pre-empted short of the Central Bank inducing a substantial contraction in economic activity, the very outcome we would be seeking to avoid.”

To break this stalemate, Didier Sornette, together with Anders Johansen (from 1995 to 2002), with Wei-Xing Zhou (since 2002 (now Professor at ECUST in Shanghai)) and with the FCO group at ETH Zurich (since 2008, www.er.ethz.ch/fco) have developed a series of models and techniques at the boundaries between financial economics, behavioural finance and statistical physics. Our purpose here is not to summarize the corresponding papers, which explore many different options, including rational expectation bubble models with noise traders, agent-based models of herding traders with Bayesian updates of their beliefs, models with mixtures of nonlinear trend followers and nonlinear value investors, and so on (Sornette (2003) and references therein for the period 2002 and the two recent reviews in Kaizoji and Sornette (2010) and Sornette and Woodard (2010) and references therein). In a nutshell, bubbles are identified as “super-exponential” price processes, punctuated by bursts of negative feedback.
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spirals of crash expectations. These works have been translated into an operational methodology to calibrate price time series and diagnose bubbles as they develop. Many cases are reported in Chapter 9 of the book (Sornette, 2003) and more recently successful applications have been presented with ex-ante public announcements posted on the scientific international database arXiv.org and then published in the referred literature, which include the diagnostic and identification of the peak time of the bubble for the UK real-estate bubble in mid-2004 (Zhou and Sornette, 2003), the U.S. real-estate bubble in mid-2006 (Zhou and Sornette, 2006), and the oil price peak in July 2008 (Sornette et al., 2009).

Kindleberger (2000) and Sornette (2003) have identified the following generic scenario developing in five acts, which is common to all historical bubbles: displacement, take-off, exuberance, critical stage and crash. Applied to HFT, the development of unsustainable mispricing follows similar pro-cyclical mechanisms, in particular amplified by the tendency for algorithms and technical trading that dominates at short time scales to crowd.

In fine, let us conclude this subsection by mentioning that preliminary calibrations of intraday high-frequency price time series with the bubble-diagnostic model developed in our group (see for instance Jiang et al. (2009) and Filimonov and Sornette (2011)) do support the evidence for the presence of bubble-like behaviours at arbitrary short time scales, that are often followed by strong corrections and swings.

5 Considerations for regulators and policy makers

Potential consequence of increased market crashes

If the system is indeed “non-renormalizable” so that HFT leads to singular or non-convergent limiting behaviours, it is an almost certainty that HFT will lead to a higher frequency of crashes. Anecdotal evidence seems to confirm this statement as we pointed out earlier with respect to different mini-crashes that have been observed mostly but not only in equities related markets.

One may rightly ask why we should seek to prevent these crashes from occurring, especially as markets so far have demonstrated an equally fast recovery. Perhaps these volatility bursts are the price to pay for higher liquidity in the market (during normal market situations)? In this respect, there is an interesting paradox in the fact that HFT is justified by innovations that are thought to provide large liquidity and lower cost to investment and access to capital. But these innovations also create the risks of liquidity freezes. In a sense, “more on average” is associated with “much less” or zero at certain times. This phenomenon is well-illustrated by Louzoun et al. (2003), who use a simple auto-catalytic model of innovation and growth, with positive feedbacks and varying interaction range. Louzoun et al. (2003) show that, in such models, the total measure of welfare (wealth) is maximum when the dynamics is the most turbulent and risky, with huge spikes and collapses punctuating a very intermittent dynamics (as shown in the figure below). This is suggestive that more liquidity may similarly be associated with high turbulence, volatility and crashes.
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Figure: The time evolution of the total wealth for $R = 0$ (bottom smooth solid line), $R = \infty$ (spiky solid line), and intermediate $R$ (dashed line), where $R$ is the interaction range between agents. Note that the intermediate competition case $R = 40$ (dashed line) ensures the maximal average. Note also that the totally globalized case ($R = \text{system size} = 200$) is better even at the worst moments than the completely localized market case ($R = 0$). However, the dramatic crashes involve of course massive human suffering (loss). This is avoided for $R = 40$. Reproduced from Louzoun et al. (2003).

This higher turbulence in the form of an increasing number of crashes could raise overall market risk due to the possibility of excitation to other markets and possible herding, specifically when the market is already fragile (e.g. May 6, 2010; the Greece crisis). It is conceivable that, as a consequence, we could see much larger “system failures”, specifically if paired with general pessimism and a mistrust in the financial system. Those failures might result in losses in the real economy that take much longer to recover than the recovery after flash crashes so far.

Regulating complex systems

Two images arise in our mind when we think about the role of a governing agency with respect to financial markets: (1) a conductor in front of an orchestra, who coordinates very talented musicians – who can all play beautifully on their own, but need a coordinator to play a symphony in harmony or (2) a biologist in charge with the complex ecology of a forest.

The conductor does not need to know how to play each individual instrument but he needs to understand them and know when each instrument/musician should play its part. There are two problems with this image. Firstly, the conductor decides which piece to perform and the musicians are willing to follow him because their interests are aligned. This, in financial markets is not a given, as the individual players are generally only concerned with the sound of their own music (profits) and whether or not this goes in harmony with other instruments to create a symphony (growth in the real economy) has so far been of secondary concern (if at all). The second problem with this image of government agencies as conductors is that it is a very powerful position. This view undermines the general free market ideology underlying capitalism. Alternatively, the image of the agency as a biologist seems more appropriate. She plays an active role but lets nature and ecology complexity do its part. She understands the role of all the different species in the ecosystem and when necessary (for example, if excessive
growth of certain animals or plants threatens the balance of the system), steps in to help the system maintain or return to a balance. The difference to a conductor is an understanding for a constantly emerging and evolving system and the consciousness to never fully be in control. This view of regulation emphasises the need to add to current academic research on financial markets and HFT with out-of-equilibrium dynamical system theory.

It is always difficult to forbid something per se via regulations, as it will emerge in a different form somewhere else because professionals are rational in their quest to work at the limit of legality. This can even be transformed as a theorem: optimization of utility in the presence of many constraints is bound to occur somewhere on the boundary of the authorized simplex of possible states, hence at the limit of legality.

That banks serve their own interests on the one hand and play a key role in lubricating the economy, thus serving as public good entities, on the other hand has been widely recognized in recent debates. Many discussions, with different emphasis across the Atlantic, focus on what kind of regulations should therefore be imposed to align the private interests of banks with the public interests. The recent Dodd-Frank act (2010) can be seen as a rather timid step towards a working solution, if not just because many of the changes implied by its implementation are not expected to be fully enacted until 2015 (five years is really like eternity for financial markets!).

Consider in contrast that the fifty years following WWII have constituted arguably the most stable economic period in the history of the United States and of Europe. Most scholars attribute a key role for this stability to the Glass-Steagall Act of 1932, which successfully prevented the occurrence of "super-spreader" instabilities, by separating by law investment banking, commercial banking, retail banking and insurance. This disaggregation provided completely separated waterproof compartments to prevent any Titanic like event of crisis spreading. Only with deregulation that started taking place in the 1980s culminating in the repelling of the Glass-Steagall act by the Gramm–Leach–Bliley Act of 1999, banking mutated into a new highly interconnected form that recovered basically its pre-1929 role within the ecosystem. Much of the risks that we currently face both in Europe and in the US originate from too much leverage and uncontrolled indebtedness spreading across all networks that build on the incorrect belief that transfers of debts to bigger and bigger entities will solve the problem.

We cannot afford and do not need to wait another decade or more until new super high tech models are developed. Faster solutions are possible by revisiting policies that worked in the past and by relearning and expanding some of the old wisdom in economics, specifically related to the role of banks. These theories should be anchored on rigorous analyses of empirical evidence and enhanced by fertilization with various branches of the natural sciences, network analysis, and out-of-equilibrium agent-based models (Sornette and von der Becke, 2011).
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4.3 Afterthought: HFT, liquidity and instability

At the time of writing the above article, academic literature on high frequency trading (HFT) was scarce and inconclusive. Today, the picture that emerges is slightly more complete, as we will show below. However, the debate on how high frequency technology has changed the market microstructure, and with what consequences, is still subject to many differing viewpoints (Abergel et al. 2012). Advocates of HFT usually emphasize its role in providing liquidity and improving market efficiency. Skeptics generally point to accusations of “unfair” technology advantages that facilitate market manipulations, a view that recently received substantial public attention through Michael Lewis’ book “Flash Boys” (Lewis 2014). Policy makers have voiced concerns in particular over potential systemic risks associated with high frequency trading (Haldane 2011; Biais and Woolley 2012).

Given the current state of empirical evidence, we provide a brief discussion of how HFT impacts liquidity and financial stability. Table 3 summarizes the key findings of empirical academic studies.¹ The list includes published work as well as working papers and indicates whether the authors investigated HFT specifically or algorithmic trading (AT) generally.² Our aim is not to provide a general review of the literature, but to infer what conclusions may be drawn in light of the current state of empirical findings related to liquidity creation and financial stability. Biais and Faucault (2014) provide an excellent literature review, giving a more detailed overview of individual studies as well as discussing important limitations of empirical literature, mainly due to a lack of data availability and issues of endogeneity.

The overall picture that emerges from the studies summarized in table 3 is one of high frequency traders (HFTs) as facilitators of liquidity and price discovery. Of the 18 studies, only five report neutral or negative effects on market liquidity: Lee (2015) identifies HFTs as net buyers of liquidity and finds no evidence of narrowing spreads. Chaboud et al. (2014) find that depending on the trading strategy e.g., arbitrage versus

¹ This list should give a fairly complete overview. However omissions are possible due to rapidly advancing research and not all working papers available from a central database.

² For simplicity, we refer to HFT as a particularly fast version of AT. However, it should be noted that algorithmic trading can be automated (such as HFT) but it can also be discretionary, i.e. the final decision to trade being taken by a human rather than a computer.
market making, HFTs demand or supply liquidity. Boehmer, Fong and Wu (2014) find that algorithmic trading improves liquidity on average but that it reduces liquidity for the smallest stocks. Egginton, Van Ness and Van Ness (2014) investigate “quote stuffing” and find that intense quoting activity reduces liquidity. Finally, Gai, Yoa and Ye (2013) find no evidence for a reduction in spreads and a negative impact on market depth. In contrast, 10 studies find that HFT and AT improve liquidity as evidenced by the ratio of nonmarketable to marketable orders, decreases on spreads, and increases in market depth (Brogaard, Riordan, et al. 2014; Brogaard, Hendershott, and Riordan 2014; Brogaard, Hagstömer, et al. 2014; Frino, Mollica, and Webb 2013; Hagströmer and Nordén 2013; Hasbrouk and Saar 2013; Hendershott and Riordan 2013; Menkveld 2013; Riordan and Storkenmaier 2012; Hendershott, Jones, and Menkveld 2011). Two studies show that spreads are wider when HFTs provide liquidity and tighter when they take liquidity, suggesting that HFTs stabilize the liquidity supply by consuming when there is plenty and providing when it is scarce (Carrian 2013; Brogaard, Hendershott, and Riordan 2014). This is an interesting interpretation, as the finding serves equally well as a reminder that proprietary traders provide liquidity when it is profitable yet not when it is costly. Tighter spreads naturally decrease the profit margin.

With respect to price discovery, eight studies report an increase in efficiency through a reduction in arbitrage opportunities and the faster transmission of information, which leads to permanent price changes (Boehmer, Fong, and Wu 2014; Brogaard, Hendershott, and Riordan 2014; Brogaard, Riordan, et al. 2014; Chaboud et al. 2014; Gerig 2014; Carrian 2013; Riordan and Storkenmaier 2012; Hendershott, Jones, and Menkveld 2011). Two studies report a negative effect on price discovery (Lee 2015; Zhang 2010). However, Lee (2015) finds a negative impact on overall market quality only true for very short time intervals and finds a neutral impact in longer time intervals.

What then can we infer from these studies with respect to HFT and financial stability? Brogaard and Riordan (2014) find that HFT stabilizes markets by providing liquidity also during periods of extreme price movements. Their data covers the turbulent market times between 2008 and 2009, but their findings contradict reports of an “evaporation of liquidity” on the day of the Flash Crash of May 6th, 2010 (Easley, Lopez de Prado, and O'Hara 2011; CFTC-SEC 2010).
The evidence on volatility is mixed: four studies report an increase in short-term volatility (Boehmer, Fong, and Wu 2014; Egginton, Van Ness, and Van Ness 2014; Gai, Yao, and Ye 2013; Zhang 2010), one finds no change (Frino, Mollica, and Webb 2013), and two studies find that HFT reduces short-term volatility (Hagströmer and Nordén 2013; Hasbrouk and Saar 2013). At this point, it is not clear what causes these contradictory results and hence would be an interesting subject for future investigation. However, volatility is not necessarily a good indicator of financial stability. One example, at low frequency, is the low volatility experienced during the “Great Moderation”, which gave a false sense of security before the impending global financial crisis.

Moreover, it is possible that after a certain threshold, more speed does not translate into narrower spreads, as supported by the findings of Gai, Yao and Ye (2013) analyzing a transition from microseconds to nanoseconds. Similarly, Budish, Cramton and Shim (2013) show that market correlations break down at high frequency time horizons, thereby creating technical arbitrage opportunities that can be exploited by whoever is fastest. The result is a technical arms race that, according to their model, is socially wasteful and eventually leads to wider spreads and thinner markets.³

Finally, two studies report strong evidence of the synchronization of trading strategies (Chaboud et al. 2014; Gerig 2014). This type of automated herding is what we have argued to be at the core of positive feedbacks that can lead to market crashes (Sornette and von der Becke 2011). Moreover, the fact that ATs and HFTs process price relevant information faster, or that they trade in the direction of permanent price change, is not necessarily evidence of greater market efficiency. This interpretation is based on the assumption that markets are essentially efficient, incorporating externally generated news that is relevant to the fundamental value of the underlying stock. This neglects the fact that markets also exhibit features of “reflexivity” (Soros 1987). From this perspective, the price movement itself influences the fundamentals and is hence driven

³ Consequently, Budish, Cramton and Shim (2013; 2014) propose the introduction of uniform-price sealed-bid double auctions conducted at frequent but discrete time intervals.
endogenously. In this spirit, Filimonov and Sornette (2012) and subsequently Filimonov et al. (2014) develop a measure of endogeneity, which they apply to high frequency data on the E-mini S&P 500 futures. Their results show a significant increase in endogeneity from 1998 to 2012, with less than 30% of price changes in 2012 resulting from exogenous information, as compared to 70% in 1998.

Figure 8: Stock market endogeneity: E-mini S&P 500 futures 1998-2012
The top graph depicts the price development and volatility of the E-mini S&P 500 futures from 1998 to 2012. The bottom graph shows the “reflexivity index”, which measures price movements due to endogenous news rather than exogenous news using high frequency data. It shows a steady increase in reflexivity, with more than 70 percent of the price due to endogenous feedbacks by 2012, compared to about 30 percent in 1998.

Source: Filimonov et al. (2014)

Positive feedbacks are the mechanism through which complex systems approach phase transitions, a critical state that is followed by a change in regime (Sheffer 2009; Scheffer 2012; Sornette 2003). The systemic risk associated with HFT does not lie in its propensity to lead to high frequency booms and crashes. Instead it lies in the possibility of interaction with other computer-based or human-based trading strategies when fundamentals are already weak. In such an event, HFT could accelerate a crash in a

---

4 Evidence of endogeneity in financial markets can be found, for example in Shiller (1981), Cutler, Poterba and Summers (1987) and Joulin et al. (2008).
system that has matured towards instability, also at lower frequencies. The findings by Filimonov et al. (2014) show that stock market prices at high frequency intervals are increasingly driven by endogenous rather than exogenous factors and suggest the increasing decoupling of financial markets from fundamental news in the real economy. As mentioned in our previous articles on credit creation, we can observe a more frequent occurrence of financial bubbles using lower frequency data. HFT appears to be just the tip of the iceberg of a longer-term trend facilitating more liquidity and greater speed.

In this context, it is important to stress the fact that the new high frequency market microstructure is not just a result of enormous advances in technology; it is also the direct consequence of intentionally fragmented exchanges by regulators. According to a press release on the European Markets in Financial Instruments Directive (MiFID), the intention of new regulation was to “foster competition between traditional stock exchanges and alternative trading platforms in order to promote innovations that reduce the costs of trading, in turn to free up capital for investments and, therefore, ultimately increase economic growth” (European Commission 2002). The general assumption is that liquid financial markets can facilitate growth in the real economy, for example, by making their equity or debt readily tradable and reducing their funding costs. The question that remains unanswered is “how liquid do financial markets have to be, in order to best serve the real economy”?

---

5 Own translation from German into English.
Table 3: Empirical academic literature: HFT’s impact on liquidity and efficiency

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>HFT / AT</th>
<th>Asset class / Data</th>
<th>Findings liquidity provision</th>
<th>Findings price efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lee 2015</td>
<td>HFT</td>
<td>Korean Stock Futures, KOSPI 200</td>
<td>HFTs are net buyers, hence do not provide liquidity</td>
<td>HFT is detrimental to price discovery</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HFT activity is linked to lower market depth</td>
<td>Negative impact on market quality only within very short time intervals, neutral in longer intervals</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>No narrowing of spreads</td>
<td></td>
</tr>
<tr>
<td>Boehmer, Fong, and Wu 2014</td>
<td>AT</td>
<td>Global Stocks, 42 equity markets</td>
<td>AT improves liquidity on average</td>
<td>AT improves informational efficiency</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AT intensity reduces liquidity for the smallest stocks</td>
<td>AT increases volatility, especially for smaller stocks</td>
</tr>
<tr>
<td>Brogaard, Riordan, et al. 2014</td>
<td>HFT</td>
<td>U.S. Stocks, NASDAQ</td>
<td>HFTs act as net liquidity suppliers during extreme price movements</td>
<td>HFT increases efficiency, evidenced by being particularly active in providing liquidity that leads to permanent price change</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>HFT stabilizes markets</td>
</tr>
<tr>
<td>Brogaard et al. 2014</td>
<td>HFT</td>
<td>Swedish Stocks, NASDAQ OMX Stockholm</td>
<td>Optional co-location upgrade is taken up mainly by market makers</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Upgrade reduces adverse selection and inventory constraints</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Increasing the speed improves market liquidity for high and low latency traders</td>
<td></td>
</tr>
<tr>
<td>Brogaard, Hendershot, and Riordan 2014</td>
<td>HFT</td>
<td>U.S. stocks, NASDAQ</td>
<td>Efficiency enhancing trades demand liquidity (marketable orders)</td>
<td>HFT facilitates efficiency by trading in the direction of permanent price change and in the opposite direction with transitory prices</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Liquidity supplying orders (non-marketable) are adversely selected but compensated by bid-ask spreads and liquidity rebates</td>
<td></td>
</tr>
<tr>
<td>Chaboud et al. 2014</td>
<td>AT</td>
<td>FX market, euro-dollar, dollar-yen, euro-yen</td>
<td>Liquidity supply depends the trading strategy, arbitrage consumes liquidity</td>
<td>AT leads to a reduction in arbitrage opportunities</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AT leads to a reduction in autocorrelation of returns</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AT strategies are highly correlated</td>
</tr>
<tr>
<td>Egginton, Van Ness, and Van Ness 2014</td>
<td>HFT</td>
<td>U.S. Stocks, NYSE, NASDAQ</td>
<td>Liquidity decreases in periods of intense quoting activity (“quote stuffing”)</td>
<td>Intense quoting activity is associated with higher volatility</td>
</tr>
<tr>
<td>Gerig 2014</td>
<td>HFT</td>
<td>U.S. Stocks, NASDAQ</td>
<td>HFT reduces transaction costs</td>
<td>HFT synchronizes prices</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>HFT increase information efficiency during normal times but is likely to lead to instability in times of stress</td>
</tr>
<tr>
<td>Carrion 2013</td>
<td>HFT</td>
<td>U.S. Stocks, NASDAQ</td>
<td>Spreads are wider when HFTs provide liquidity and tighter when they take liquidity, suggesting that HFT provide liquidity when scarce and take liquidity when plenty</td>
<td>Prices incorporate information more efficiently when HFT participation is high</td>
</tr>
<tr>
<td>Frino, Mollica, and Webb 2013</td>
<td>HFT</td>
<td>Australian futures, ASX</td>
<td>Decrease in bid-ask spreads after introduction of co-location</td>
<td>No change in volatility after co-location</td>
</tr>
<tr>
<td>Authors</td>
<td>Year</td>
<td>Methodology</td>
<td>Findings</td>
<td></td>
</tr>
<tr>
<td>---------------------------------</td>
<td>------</td>
<td>-------------</td>
<td>-------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Gai, Yoa, and Ye 2013</td>
<td></td>
<td>HFT</td>
<td>US Stocks, NASDAQ, HFT = High Frequency Trading, AT = Algorithmic Trading</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>An increase in speed from microsecond to nanosecond does not decrease spreads and decreases depth. An increase in speed increases short-term volatility. An increase in speed increases order cancellations. HFT increases noise.</td>
<td></td>
</tr>
<tr>
<td>Hasbrouck and Saar 2013</td>
<td></td>
<td>HFT</td>
<td>US Stocks, NASDAQ, HFT increases liquidity in normal times and in times of falling prices/ anxiety. HFT reduces short-term volatility.</td>
<td></td>
</tr>
<tr>
<td>Hendershott and Riordan 2013</td>
<td></td>
<td>AT</td>
<td>German Stocks, Dax, ATs represent 52% of market order volume and 64% of nonmarketable limit order volume. AT consumes liquidity when cheap (bid-ask narrow) and provide liquidity when expensive (bid-ask wide). AT is likely to reduce volatility in liquidity supply.</td>
<td></td>
</tr>
<tr>
<td>Menkveld 2013</td>
<td></td>
<td>HFT</td>
<td>Dutch Stocks, Chi-X and Euronext, Observation of a single trader shows that four out five trades are passive, i.e. market making.</td>
<td></td>
</tr>
<tr>
<td>Riordan and Storkenmaier 2012</td>
<td></td>
<td>HFT</td>
<td>German Stocks, Xetra, Spreads decreased after a latency reduction. Latency reduction decreased competition among liquidity suppliers. Lower latency increased price efficiency, as measured by the contribution of quotes to price discovery.</td>
<td></td>
</tr>
<tr>
<td>Hendershott, Jones, and Menkvelt 2011</td>
<td></td>
<td>AT</td>
<td>U.S. Stocks, NYSE, For large stocks in particular, AT narrows spreads and reduces adverse selection. AT enhances informativeness of quotes and reduces trade related price discovery.</td>
<td></td>
</tr>
<tr>
<td>Zhang 2010</td>
<td></td>
<td>HFT</td>
<td>U.S. Stocks, CRSP and TRIH, HFT is negatively related to the market’s ability to process information on firm fundamentals, stock prices over-react when HFT is high. HFT increases volatility.</td>
<td></td>
</tr>
</tbody>
</table>

HFT = High Frequency Trading
AT = Algorithmic Trading
4.4 Conclusion

We have argued that high frequency trading can lead to booms and crashes at short time-scales, based on positive feedback dynamics similar to those observable at lower frequencies. This is supported by current empirical findings of the synchronization of algorithmic strategies. However, the current empirical literature is inconclusive with respect to HFT’s effect on volatility and provides little evidence of HFT contributing to financial instability.

The majority of studies find HFTs to be primarily liquidity providers, although some studies report either no net or a negative effect on liquidity. Most studies investigating HFT’s impact on price discovery find an increase in market efficiency. We have argued that these findings are based on the assumption that prices are driven exogenously and ignore the fact that markets exhibit features of reflexivity. Taking this into account, HFT facilitating permanent changes in price or processing information faster is not proof of increased efficiency. This view is supported by empirical evidence that measures increasing levels of endogeneity in the U.S. stock markets. These findings suggest increasing positive feedbacks in high frequency price formation and a growing decoupling from fundamental news in the real economy.

Finally, we stressed that HFT is not just the consequence of advances in technology; it is also a direct consequence of regulation that intentionally facilitates a competitive market structure for stock exchanges and trading platforms. In this new market environment, trading venues do rely on trade volumes provided by high frequency traders. In this context, HFT can be understood as the tip of the iceberg of a much longer-lasting global trend of more liquid and “efficient” financial markets. The systemic risk in HFT lies not in its propensity to foster booms and crashes within very short time scales, but in its potential coupling with other market players when fundamentals are weak and systemic risk at low frequency is high.
4.5 References


5. Final conclusion

Our first paper introduced a conceptual framework of credit creation based on three key variables: (i) the amount of eligible collateral assets, (ii) the level of leverage and (ii) the level of trust and confidence in future cash flows. The related dynamics are non-linear and subject to positive feedbacks, which give rise to endogenous instabilities. By building on the works of previous authors that underlined instabilities associated with credit, we proposed that, as credit expands along these variables, the financial system becomes more liquid and vulnerable to internally generated instabilities manifested as booms and busts.

We consequently applied the framework to analyze the global financial crisis. We showed that the decades preceding the crisis were characterized by strong growth in financial assets, increasing leverage relative to GDP and a false sense of security as evident in the concept of a “Great Moderation”. Using US flow of funds data, we demonstrated a shift in the components of US bank balance sheets and a decoupling of bank assets from deposits since the mid-1980s. We termed this “the rise of securitized fractional reserve banking”, where credit creation takes place not through traditional commercial banks but other financial intermediaries in the global financial markets. Whereas traditional banking creates deposit-money by granting loans, securitized banking creates money-like securities. Both systems are fractional and subject to bank runs. As a result, central banks transitioned from being lender of last resort to being dealers of last resort, as characterized by unprecedentedly large asset purchasing programs.

We argued that, as financial markets become more complete through credit creation, inherent instabilities build up and a small external perturbation can have large repercussions on financial stability, transmitting from the financial markets to the real economy. From this perspective, the subprime crisis was only one possible trigger in an increasingly unstable financial system. As trust receded, so did the amount of assets acceptable as collaterals as well as the level of leverage and liquidity. Subsequent measures by policymakers can be interpreted as attempts to avoid further contraction along the three dimensions of acceptable assets, leverage and trust.
Historical evidence suggests that credit existed before money and that it is a key driver of financial crises since centuries, independent of the prevailing financial and monetary system. We consequently discussed the potential broader applicability of an asset-based understanding of credit creation. From this perspective, credit is never created “out of nothing”, because it is implicitly or explicitly always backed by collateral assets. The implication of this is that we are not primarily reserve or capital constrained but asset constrained. Most importantly, it matters what type of assets we create and how we use existing assets.

In our second paper, we extended the concept of hierarchical money to our current monetary and financial system. This exposed a feedback loop between the upper and lower level of the hierarchy. What is money at one level is credit at the previous level. Moreover, credit can become money at a distant, deeper level as something that stores value and can be exchanged for other things (it acts as money at all possible levels of the hierarchy) and can be used as a collateral for another form of accepted support of exchange (it acts as credit). This structure allows a more efficient use of our assets but it also makes our balance sheets more vulnerable to liquidity mismatches and the booms and busts of asset prices.

We consequently argued that the call to ban banks from creating money fails to understand bank money creation in this fundamental hierarchical context. Not only would such an initiative be unlikely to succeed due to credits’ natural tendency towards expansion; banks or other financial institutions are likely to develop money-like assets and to provide liquidity when demanded. Moreover, it neglects the importance of market-based credit creation. The accelerated growth in securities since the 1980s coincided with an increase in debt-to-GDP levels in most advanced countries and more frequent financial bubbles. Independent of whether the credit was generated through deposit-creating bank loans or deposits transferred in the capital markets, credit creation is an essential engine of innovations and use of capital, while also always a claim to the profits from future economic growth.

In our third paper, we analyzed the potential of high frequency trading to facilitate market crashes. We argued that high frequency trading and, more specifically, algorithmic trading in general could facilitate market crashes due to herding behavior.
This behavior is not the result of emotionally driven “animal spirits”, but of adaptive learning, when in some circumstances herding is the most winning strategy to pursue. The dynamics are similar to those underlying the booms and busts observable at lower frequencies and over longer time horizons.

High frequency trading is the result of tremendous technological advancements over the past two decades as well as intentionally fragmented financial markets, encouraged by regulators to facilitate competition and efficiency. In this market environment, high frequency trading has become a significant source of trade volume in some of the most liquid electronic markets. By taking on inventory risk for relatively short periods of time, high frequency trading can create market liquidity. Indeed, empirical evidence shows a narrowing of bid-ask spreads in US equities markets. Conclusive evidence on the overall impact of high frequency trading continues to be difficult, considering the limited availability of data and the large computer powers necessary to dissect price movements at the levels of microseconds. However, the majority of studies suggest that high frequency trading has improved market liquidity and improved price efficiency. We have argued that although high frequency trading strategies can remove arbitrage possibilities at the level of microseconds, this does not necessarily improve the information content in the price. Subsequent research showed that high frequency price movements in US stock market indices exhibit a steady increase in reflexivity. This means that price movements can increasingly be attributed to prior price changes rather than new information affecting the fundamentals of the stock.

The overall conclusion from these articles can be summarized as follows. Financial markets have, particularly over the past three decades, become increasingly liquid due to our ability to create funding liquidity by using financial assets as collateral for credit creation and due to our ability to trade securities at very fast speeds. On the positive side, this uses otherwise dormant assets and can unleash innovations that form the basis of future economic growth. On the negative side, it can lead to financial instability with potentially detrimental effects on the real economy. The fundamental challenge of our time seems to be the attempt to create future growth through more credit, more money, higher trading volumes and faster execution. However, any financial instrument is just a derivative of the real economy and hence value can,
ultimately, only be created in the real economy. Therefore, we must use liquidity creation productively. More liquid financial markets do not necessarily translate into a productive lubrication of the real economy.
References

(Used in the introduction)


Mathias, Drehmann, and Kleopatra Nikolaou. 2010. “Funding Liquidity Risk:
Appendices

A. Demystifying credit creation our of nothing

This appendix is based on excerpts of an earlier version of our “asset-based framework of credit creation”. It was motivated by trying to understand exactly, what was meant by the expression that banks create credit, and hence money, “out of nothing”. For this purpose, we contrasted the explanations of money and credit creation by two different schools of thought: Austrian and Post Keynesian, which both claim that credit is created ex nihilo.

We found the contrasting of the opposing positions on money and credit creation within each school very helpful for our own learning process. However, the contrasting often relies on significant simplifications, highlighting some extreme positions and almost invariably does injustice to each school when looking at it in a more differentiated way. Nevertheless, we provide it for the interested reader as it may offer some clarifying background.

Of hard money, fractional reserves and boom-bust cycles

Mainstream economics textbooks generally describe money as an evolution from barter, a “medium of exchange” that is more efficient than the direct exchange of goods, surpassing the need for a “double coincidence of wants”\(^1\). Its two other functions are as a “unit of account”, providing the terms in which prices are quoted and debts recorded, as well as a “store of value”, by which one can transfer purchasing power from the present to the future. From the Mainstream perspective, the rise of fiat money was a natural development of and for decreasing transaction costs\(^2\). The first stage in this development was the minting of coins and certification

\(^1\) See, however, the historical evidence against this textbook representation by Graeber (2011).

\(^2\) In contrast, in a rather extreme position not common to all Austrian scholars, Rothbard (2008) argued that the transition to fiat money was not an evolutionary process of efficiency but an unlawful act by the government, establishing a monopoly currency in the place of a market currency. In order to
of their purity and weight, followed later by the issuance of gold certificates, which replaced burdensome transactions in actual gold. Finally, the gold backing of those certificates was no longer necessary, and fiat money evolved as the natural means for making transactions.

To Austrian scholars, money is a commodity and not a social construct. “It is the most marketable good which people acquire because they want to offer it in later acts of interpersonal exchange. Money is the thing, which serves as the generally accepted and commonly used medium of exchange. This is its only function” (von Mises 1964, 401). Historically, hard money in the form of metals, such as gold and silver, has been a “most marketable good”. Horwitz (2000, 3) explains that “rather than general equilibrium’s picture of what are essentially barter exchanges occurring only after equilibrium prices are found by the hypothetical auctioneer, the Austrian perspective argues that real market exchanges using money are the process through which existing (disequilibrium) prices are formed”. Money is hence fundamental to the price discovery process; “Excess supplies or demands for money undermine the coordinative ability of the market process” (Horwitz 2000, 4).

The key problems associated with fiat money are its propensity to foster inflation and its wealth distribution effects. Money is not neutral and an increase in money does not benefit all citizens equally. “The increase in the quantity of money does not mean an increase of income for all individuals. On the contrary, those sections of the community that are the last to be reached by the additional quantity of money have their incomes reduced, as a consequence of the decrease in the value of money called forth by the increase in its quantity” (von Mises 1953, 139). Consequently, a commodity currency, whose quantity is by and large constant, is preferable because its value will fluctuate less than under a fiat currency. The problem with inflation is not just the obvious one of wealth destruction at the expense of the creditors to the benefit of debtors but also the system’s continuous

---

3 “And since it is the creditors who are harmed and the debtors who benefit, most people do not particularly mind, at least until they realize that, in modern society, the most important and numerous
need for unexpected rises in prices to make profits. As described by Hayek: “I am not saying that once we embark on inflation we are bound to be drawn into a galloping hyper-inflation. I do not believe this is true. All I am saying is that if we wanted to perpetuate the peculiar prosperity-and-job creating effects of inflation we would have progressively to step it up and must never stop increasing its rate” (Mises et al. 1996, 89–99). In the United States, prior to moving to fiat money, deflations were indeed at least as common as inflations with several episodes of stable prices. Since the abandoning the gold standard, deflations have become rare and there is a clear bias toward inflation

In the United States, prior to moving to fiat money, deflations were indeed at least as common as inflations with several episodes of stable prices. Since the abandoning the gold standard, deflations have become rare and there is a clear bias toward inflation

Figure 1: Inflations and deflations in the United States 1800–2012.
Data: Our own compilation based on estimates from the Federal Reserve Minneapolis.

However, there are also examples of high inflation under a metallic standard. Throughout history, the supply of gold was not always constant and varied considerably across countries, for example through mercantilism or the depletion of gold reserves in occupied colonies. Philip II of Spain imported galleons of gold and silver, giving him enormous power to buy armies, cities and countries, eventually building “the empire on which the sun never sets” but that subsequently led to large inflation.
Just as governments can increase the supply of fiat money, credit creation increases money supply. Credit creation as a result of fractional reserve banking is regarded as the main driver of economic booms and busts and is central to the Austrian Trade Cycle Theory. Deposits created in excess of the actual reserves held are termed “fiduciary media” and, once in circulation, they are indistinguishable from fully backed money substitutes. By issuing fiduciary media, banks supply excess credit that lowers interest rates below the rate of the market. This low interest rate artificially stimulates the economy, leading to a boom in which projects, which otherwise would not have been deemed profitable are suddenly being financed. As economic activity accelerates, prices for raw materials, labor and ultimately consumption goods increase. The boom continues as long as credit expands. The collapse occurs when banks become skeptical of the accelerated boom and stop expanding credit. The result is what has been described in modern days as a “credit crunch” or “liquidity crisis”. The longer the credit expansions last, the larger are the economic “malinvestments” and longer the subsequent periods of depression. “There is no use in interfering by means of a new credit expansion with the process of readjustment. This would at best only interrupt, disturb, and prolong the curative process of the depression, if not bring about a new boom with all its inevitable consequences” (von Mises 1964, 578).

The actual process of credit creation is much the same as that described in Mainstream textbooks. For example, Huerta de Soto gives the following example in the case of a 10 percent reserve requirement. From an initial deposit of 1,000 “monetary units” with Bank A, a loan of 900 is created for customer Z. As Z withdraws 900 monetary units to pay Y at Bank B, Bank A is left with 100 in cash. Bank B consequently creates a loan of 810, and so on. Finally, a total of 9,000 in loans is created ex nihilo, resulting in 10,000 in demand deposits against 1,000 monetary units in cash (2009, 230).
Huerta de Soto adds that, in reality, new money enters the system not through a single bank but through many banks. As banks extend credit simultaneously and receive deposits from other banks’ loan creation, each bank is able to maintain its initial cash reserves of 1,000 and create \textit{ex nihilo} 9,000 monetary units in new loans backed by new fiduciary media (2009, 232–233). Consistent with the mainstream money multiplier view, deposits are a multiple of reserves, which under fiat money can be increased by the central bank “out of nothing”. However, why are these loans created \textit{ex nihilo}, when clearly they are created from initial deposits just as in the Mainstream textbook example? Because these loans were made without the transfer of purchasing power from prior savings. When “deposit taking” and “lending” are separated, deposits are similar to warehouse receipts and lending requires the transfer of purchasing power from the investor to the borrower. When banks can perform both functions, money redeemable on demand and deposited for safekeeping is used to fund loans, which creates new “fiduciary” deposits and consequently boom-bust cycles. Moreover, some authors stress the illegitimacy of fractional reserve banking: “Commercial banks—that is, fractional reserve banks—create money out of thin air. Essentially, they do it in the same way as counterfeiters. Counterfeiters, too, create money out of thin air by printing something masquerading as money or as a warehouse receipt for money” (Rothbard 2009, 98). This view was contradicted by Selgin and White (1996), who argued “in defense of fiduciary media”. They argued that fiduciary media was not the same as fiat money and that a monetary system based on a commodity standard and competitive banking would be “consistent with justice, efficiency, and economic stability” (Selgin and White 2000, 105).

<table>
<thead>
<tr>
<th></th>
<th>Money remaining in each bank’s vault</th>
<th>Credit expansion (Loans created \textit{ex nihilo})</th>
<th>Deposits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bank A</td>
<td>100</td>
<td>900</td>
<td>1000</td>
</tr>
<tr>
<td>Bank B</td>
<td>90</td>
<td>810</td>
<td>900</td>
</tr>
<tr>
<td>Bank C</td>
<td>81</td>
<td>729</td>
<td>810</td>
</tr>
<tr>
<td>Bank D</td>
<td>73</td>
<td>656</td>
<td>720</td>
</tr>
<tr>
<td>\ldots</td>
<td>\ldots</td>
<td>\ldots</td>
<td>\ldots</td>
</tr>
<tr>
<td>Total Banking System</td>
<td>1 000</td>
<td>9 000</td>
<td>10 000</td>
</tr>
</tbody>
</table>

\textbf{Figure 2}: Example of Austrian credit creation \textit{ex nihilo}.  
From Huerta de Soto (2009, 230). Figures have been altered for comparison.
The Austrian solution to the economic instability created by credit creation is “full reserve banking” or/and “free banking” under a fixed money supply, best accomplished under a gold standard (e.g., Huerta de Soto 2009). Under “free banking”, banks would be disciplined by market forces, without government guarantees, deposit insurances or central banks as lenders of last resort. Banks would hold 100 percent reserves against demand deposits, either enforced legally or through the threat of bankruptcy. By holding full reserves against deposits, banks could no longer add to money supply by issuing credit. Full reserve banking has recently received new attention from non-Austrian economists. Benes and Kumhof (2012) model, within a DSGE framework, the impact of full reserve banking as envisioned in the Chicago Plan and Irving Fisher’s 100 percent Money proposal (1936). Just as Austrian theory would predict, the authors indeed find that it would reduce business cycle volatility and eliminate bank runs (Benes and Kumhof 2012). However, full reserve banking as envisioned by the Chicago Plan does not conform to Austrian thinking because the money would have been “nationalized” and controlled by the government rather than privatized and controlled by the market. Although governments may be trusted to keep money supply (and hence inflation) steady in normal times, they are far less certain to do so during exceptional times, for example, to finance government spending in times of economic distress or war. To the best of our knowledge, full reserve banking has never been put into practice on a broader scale. Free banking, however, has been practiced in several countries (such as Scotland and the United States) and has shown that completely unregulated banking industries can be quite successful when banks voluntarily form large cooperative networks (Freixas and Rochet 2008, 307)\(^5\).

\(^5\) Freixas and Rochet refer to empirical studies of free banking. US banking panics during the national banking era (1863–1913) were less severe than the banking collapse of the 1930s. During the national banking era, few banks actually failed and panics were limited by the temporary suspension of the convertibility of bank notes (2008, 307).
Of monetary circuits, endogeneity and inherent instabilities

Like Austrian scholars, Post Keynesian economists claim that banks create credit “out of nothing” and that “loans drive deposits”. Yet, they have a different explanation of the process and even more different conclusions with respect to economic policy. Banks create credit “out of nothing” because they do not need prior deposits to do so. Let us start again with a numerical example to understand their reasoning. The following example is taken from Scott Fullwiler (2012): Bank A creates a loan of 1,000 dollars for a customer. For the bank, this results in a book entry of 1,000 dollars in assets (the loan) and 1,000 dollars in liabilities (the deposit). By the method of accounting, a loan entry requires a deposit entry; hence, a loan creates a deposit “out of nothing”. However, what if the customer wants to hold the proceeds from the loan at Bank B? Bank A transfers the funds by taking an overdraft from the central bank. The central bank, in its role to facilitate a smooth functioning of the payment system, must always provide this overdraft facility (at some interest). However, the overdraft must be cleared by the end of the day. Consequently, Bank A borrows the funds in the money market to pay off the overdraft. The resulting book entry for Bank A is a credit of 1,000 dollars in reserves and a debit on the liability side with 1,000 dollars borrowed from the money market. The net result on the balance sheet is the 1,000 dollars loan with a corresponding liability of 1,000 dollars in borrowings. The customer now holds the loan from Bank A as a liability and the deposit at Bank B as an asset. Bank B records the proceeds transferred from Bank A as a deposit from the customer on its liability side and holds the received cash under assets. Thus, Bank A made a loan holding neither prior reserves nor deposits.

6 Fullwiler advocates Modern Money Theory (MMT), which is a particular strand of Post Keynesianism. MMT shares the same “endogenous” understanding of credit creation but places particular emphasis on the role of the state in the creation of money (“Neo-Chartalism”). Money exists because the state has the power to impose taxes and declare what it will accept in their payment (e.g., Wray 1998; Bell 2001; Tcherneva 2007). Contrary to the common understanding of state financing, MMT argues that the purpose of taxation is not to finance government spending but to act as a means of cancelling out government debt, i.e., money created and circulated within the economy. Government deficits under these systems are the normal and necessary condition. MMT advocates that nations that issue their own currency do not face any operational financial constraints and hence should not be threatened by bankruptcy in light of large deficits. For a Post Keynesian critique of MMT, see Lavoie (2013).
It is argued that, in practice, banks extend loans first and search for reserves later. Because central banks set target interest rates, there is no quantity constraint to the amount of reserves they will provide. If the central bank were to restrain the quantity, banks would drive up the interbank market rates above the target. “Individual banks can always obtain additional reserves, at the market price, so long as lender confidence in their solvency (ability to repay) is preserved” (Moore 1991, 404). Hence, the banking system is not reserve-constrained. The amount of credit creation is endogenous to the banking system and the central bank has no control over the quantity of credit created, other than influencing its desirability by making it more or less expensive. Private banks are effectively “free to create as much credit as they wish” (Keen 2011, 314).

Whereas commodity money is a physical asset and not a financial claim, credit money is the set of financial claims making up the total liabilities of all institutions issuing transaction deposits (Moore 1988). In our current fiat system, money comes into existence through credit creation. If Mainstream economists hold a “monetary view of credit”, Post Keynesians are best described as holding a “credit view of money”. It is emphasized that in order to start producing something, and then pay wages, generate deposits and so on, firms need initial financing first. The circle of production closes as firms capture the savings of households through financial
intermediaries. “Investment requires neither prior saving nor a source of prior deposits. As long as the resources of a national economy are not fully utilized, the financing of economic activity depends only on the credibility of the borrower and on existing financial norms” (Lavoie 2009, 58). The consequence is that “loans drive deposits” and not vice versa. The quantity of high-powered money (reserves and currency) as well as that of bank deposits evolves “endogenously” according to the demand for credit rather than being controlled by the central bank. According to Moore, “the quantity theory paradigm once had some relevance and validity in very early chronological periods of commodity and fiat money. But it has absolutely no applicability for monetary analysis under current institutional conditions. In a world of sophisticated financial markets and complicated derivative instruments, quantity theory analysis is both wildly incorrect and directly misleading” (Moore, 2006, iixx). Rather than controlling the quantity of reserves, central banks control the price of reserves by setting the target interest rate, which in turn provides the benchmark for all other rates of financial assets and influences the “eligibility criteria” under which banks accommodate the demand for credit. The extent to which banks passively accommodate firms’ demand for credit, at a mark-up of the current interest rate, or to which they are driven to influence demand through financial innovations in the pursuit of profit maximization is subject to debate (Wray 2007). Credit rationing by banks is perceived to result from a “lack of confidence” rather than information asymmetry (Lavoie 2009, 56). It follows that because money supply is demand-driven, there cannot be “excess money supply”, and hence, inflation cannot be a monetary phenomenon. It is suggested that the causation is the reverse: inflation causes a growth in money supply. The causes of inflation can be manifold but are generally a result of conflicts over the distribution of income between different social classes and are not a given consequence of economic growth.

In contrast to the views of Austrian and Mainstream economics, free markets are regarded as “inherently unstable” and should therefore be harnessed by the government. Minsky’s instability hypothesis is also well known outside Post Keynesian circles. According to Minsky, economic cycles are strongly influenced by credit creation and speculative financial markets. During “stable” boom periods, households, firms and banks become less risk-averse, thereby sowing the seeds of
future instability. Lower lending standards and higher levels of debt lead to a transition from sustainable to unsustainable debt-income stages of the economy. First, from “hedge” (cash flow covers all payment obligations, including the principal) to “speculative” (cash flow meets interest payments only and hence depends on refinancing, the “rolling over” of debt) and finally to “ponzi” (insufficient cash flow, proceeds from new debt are used to meet obligations from older debt) (Minsky 1992). “In order to contain the destabilizing effect of banking, it is necessary to regulate the amount and the rate of increase of bank assets”, such as an asset-equity ratio (Minsky 1986, 356). Capturing these dynamics requires the use of nonlinear, out of equilibrium models that capture the stocks and flows between firms, households and banks (Keen 2013). According to Post Keynesians, this complex and dynamic nature of finance can and should be tamed by government intervention: “Without state intervention, capitalism generates business cycles, and on its own can guarantee neither the full employment of labour nor a sufficient level of aggregate demand” (Lavoie 2009, 131). In this endeavor, it has been advocated that governments and central banks should become less focused on inflation and instead maintain full employment, for example by governments becoming “employers of last resort”.

**Pieces of a Puzzle: Credit creation “out of something”**

Although the claim that banks create credit and with it money “out of nothing” gives the impression of “banking mysticism” (Krugman 2012) from the perspective of Mainstream economists, understanding the reasoning behind this claim provides pieces of a puzzle toward a broader perspective of credit creation. The difference between the Austrian and Mainstream views of how banks create credit is essentially normative. For Austrian economists, deposits should be fully backed and credit creation should involve the transfer, not the increase of purchasing power in order to limit harmful boom and bust cycles. Their emphasis that excess credit creation fuels financial bubbles sends an important and timely reminder. Even though Austrians and Post Keynesians are diametrically opposed in regard to policy, both stress the endogenous and inherently unstable nature of credit money. The Post Keynesian
claim that banks create credit out of nothing is not rooted in normative differences to the Mainstream proposition but rather in descriptive differences with respect to the process of credit creation, given interest rate targeting and reserve accommodating central banks in a fiat money regime. The ability of banks to acquire financing after making a loan by borrowing in the money markets could be argued to vindicate the Mainstream proposition that there must be cash somewhere from a prior deposit that another bank or institution is willing to lend. From our perspective, the debate over whether “loans drive deposits” (Austrian and Post Keynesian) or whether “deposits drive loans” (Mainstream) is as futile as the discussion about “the chicken and the egg”. In reality, it is neither lending nor deposits first but assets first. There must have been capital, in some form or another, for credit to develop. Before we explore this more deeply, let us briefly clarify our understanding of the current process of credit creation and our distinction between money creation and credit creation. To begin, it is helpful to distinguish between central banks, commercial banks and other financial intermediaries.

Central banks can indeed create money (final settlement media for all financial obligations) “out of nothing”. Unlike commercial banks, central banks do not face capital constraints and can purchase assets with purchasing power that is limited only by the continued trust in the countries’ currency. In a sense, what gives central banks this special status is that they represent the top of the hierarchy, the whole system. The central bank can create its own purchasing power to extend loans or to buy securities. When it adds to reserves by purchasing securities with money created “out of nothing”, it changes the liquidity profile of its member banks and affects their asset sides. In contrast, when it extends credit, it does so generally against collateral (eligible securities) and creates a liability for the borrowing bank in the process. In normal times, central banks do accommodate increased demand for reserves. Clearly, if banks were always and under every circumstance able to

7 Stella analyzes various cases of central banks incurring chronic losses. He finds that they can operate “perfectly well” with negative equity and that “central bank capital as conventionally defined is not strictly necessary”. However, weak central bank balance sheets can lead to the abandonment of price stability, financial repression and the loss of independence (1997).

8 Goodfriend and Hargrave analyze the rationales and functions of reserve requirements imposed by the Federal Reserve from an historical perspective and find that even though the role of reserve
receive funding, they could not go bankrupt, as many of them did particularly during 2008 and the following years\textsuperscript{9}. Lending to illiquid or insolvent institutions is a blurry line. The ability of reserve requirements to control credit creation is quite similar to that of controlling credit creation through interest rates – both mechanisms alter the cost and profitability of credit creation. Minimum reserves are no longer a direct constraint, but they can affect credit creation indirectly by altering the relative opportunity costs between different funding methods as well as by affecting the profitability and riskiness of potential investments. Monetary policy is often implemented without significant changes to the central bank’s balance sheet, in which case the size of the balance sheet is generally determined by slowly changing external factors such as the demand for reserves, government deposits and demand for currency\textsuperscript{10}. The central bank can, however, use its balance sheet as an additional policy tool, such as under the Federal Reserve’s “quantitative easing” policy. In this case, the level of reserves is controlled by the central bank. Consider, for example, the unprecedented level of excess reserves currently held at the Federal Reserve as a consequence of its monetary policy. It is important to understand that banks cannot just “draw down” these reserves and “lend them out”\textsuperscript{11}. The level of reserves is determined by the amount of assets the central bank holds on its balance sheet and can only be reduced if the Federal Reserve were to sell back its assets to the banks or if customers of commercial banks were to withdraw their deposits in currency. Excess reserves could be eliminated by raising the reserve requirement or if banks extended so many new loans that the new required level of reserves were equal to the current amount of reserves. Banks can lend reserves to each other, but they cannot

requirements has varied over time, the Federal Reserve has always followed an accommodative policy on reserves (1983). A recent IMF study based on a survey of 121 central banks also finds reserve requirements for “prudential” (liquidity) management and “monetary control” to be rather outdated and only effective under particular circumstances. The study suggests that central banks are right to manage reserves in an accommodating manner in order to avoid unwanted surpluses or shortages of reserve balances, and that reserve averaging can be an effective tool for reducing the short-term interest rate volatility induced by liquidity shocks (Gray 2011).

\textsuperscript{9} Most often, a competitor acquires banks under this circumstance. For a list of recent bank failures, see http://www.fdic.gov/bank/individual/failed/banklist.html.

\textsuperscript{10} For a detailed explanation and an enlightening discussion on the supposed “specialness” of reserves as well as the supposed “unconventionality” and “inflationary potential” of recent monetary policy, see Borio and Disyatat (2009).

\textsuperscript{11} This fact is commonly misunderstood. For further explanations, see Keister and McAndrews (2009) and Sheard (2013).
lend them out to final borrowers. Hence, the quantity of reserves says very little about credit creation by commercial banks\textsuperscript{12}.

Commercial banks, in contrast to central banks, cannot create purchasing power to buy securities for their own balance sheets. They can only create credit\textsuperscript{13}. What makes them special is that as a consequence of credit creation, they create liabilities (deposits) that function as money because they can be redeemed at par on demand against currency and serve as settlement media. Note that the availability of reserves matters with respect to liquidity\textsuperscript{14} but not with respect to funding new loans. The funding of loans and other investments can only come from bank equity, deposits or other liabilities such as long- or short-term debt. To the extent that bank loans create deposits, banks can, from an accounting perspective, create their own funding. However, this is constrained by their own capital, the cost of obtaining some liquidity later as well as the availability of collateral for their own borrowing. Of course, liquidity and funding are related because insufficient liquidity can quickly lead to bankruptcy. This is true, however, not only for commercial banks but also for other institutions engaged in maturity transformation.

Over recent decades, money has been increasingly invested ("deposited") with asset managers, such as pension or mutual funds. In this process, financial intermediaries engage in maturity transformation as well as "reverse maturity

\textsuperscript{12}Carpenter and Demiralp (2010) study reserve balances, money and lending in the United States and conclude the following: "The relationships implied by the money multiplier do not exist in the data for the most liquid and well-capitalized banks. Changes in reserves are unrelated to changes in lending, and open market operations do not have a direct impact on lending. We conclude that the textbook treatment of money in the transmission mechanism can be rejected".

\textsuperscript{13}Our distinction between money creation by the central bank and money creation by commercial banks resembles Gurley and Shaw’s (1960) distinction between “outside” and “inside money”. The former is a net asset to the private sector and either fiat- or asset-backed (e.g., gold) and the latter refers to money backed by private sector liabilities in zero net supply. Under current practices, in which “outside money” is backed by government debt, we would argue that it is also a liability to the private sector to the extent that the government debt is to be paid off with future taxes on households and firms.

\textsuperscript{14}The United States currently requires 3 percent reserves on transaction accounts between 12.4 and 79.5 million US dollars and 10 percent reserves on net transaction accounts above that threshold. There are no requirements on time deposits and vault cash counts toward the reserve requirement. Several countries require zero minimum reserves, such as Australia, Canada, Denmark, Norway, Sweden and the United Kingdom (Gray 2011). The imposition of reserve requirements makes demand for reserves more interest-elastic and hence interest rates less volatile. The decision of whether to impose minimum reserves is primarily an operational choice in the conduct of monetary policy.
transformation” as asset managers make short-term loans to other financial intermediaries from long-term investments (Pozsar and Singh 2011). Credit creation has consequently shifted from traditional banking to what we describe as “securitized fractional reserve banking”, where credit is not financed from deposits but rather from short-term collateralized loans from institutional investors, such as financial intermediaries (e.g., commercial banks, broker-dealers, asset managers, custodians) as well as nonfinancial corporates. Credit creation in securitized banking increases money supply not by issuing deposits but by issuing short-term, money-like securities such as commercial paper or repos. To the extent that these provide financing to commercial banks, cash deposits with nonbank intermediaries are channeled back to commercial banks. Either way, whether credit is intermediated through banks, though other nonbank financial intermediaries or the capital markets, credit creation matters because it is an enabler of but also a claim to future growth.

**Integrating Austrian, Mainstream and Post Keynesian credit creation**

In a highly stylized view, the Austrian, Mainstream and Post Keynesian description of credit creation can be argued to represent different points along the three variables of credit creation proposed in our “asset-based-framework”. The Austrian point of view is that of hard assets, commodity money such as gold and a separation between deposit banking and lending with no maturity transformation (full reserve banking). Consequently, the Austrian perspective is placed in the left-hand corner of the diagram shown in Figure 8. The Mainstream view of credit creation corresponds to the traditional fractional reserve banking system where credit is financed by deposits and banks leverage existing assets through maturity transformation. A higher level of trust is required because more claims to cash exist than actual cash held by the banks. Hence, the Mainstream view is positioned to the

---

15 From this perspective, credit creation – and the resulting supply of money-like liabilities – is a complex process of interacting agents that optimize their asset portfolios across different time, liquidity and risk preferences.
right of the Austrian view with a decreasingly physical understanding of assets and money. The Post Keynesian view of credit creation is best understood in the present context of “securitized fractional reserve banking”, where maturity transformation is taken to another level and credit creation is primarily financed by short-term debt instruments among financial intermediaries. In this system, the assets qualifying as collateral for credit creation are increasingly virtual and comparatively ample in supply. The leveraging of existing assets takes place not only at the level of ultimate creditors but also at the level of financial intermediation. This system is highly reliant on trust and confidence because of procyclical feedback and interconnectedness. Consequently, this perspective is placed to the far right-hand side of the diagram.

**Figure 4**: Stylized integration of the Austrian, Mainstream and Post Keynesian perspective of credit creation in an “asset-based framework” along the three variables of (1) amount of acceptable collateral assets, (2) level of leverage and (3) level of trust/confidence.
Figure 5: Credit creation before and during the global financial crisis. Credit creation expanded across the three variables of (1) amount of collateral assets accepted, (2) level of leverage and (3) level of trust/confidence until 2007, when the subprime crises triggered a contraction. Subsequent policy measures increased asset availability for credit creation and improved trust/confidence.
References


doi:10.1057/9780230512139.
B. A comment on complexity

Complexity clouds finance-risk models

We question the usefulness of focusing on sophisticated ecosystem or other models for assessing financial risks (Nature 469, 302; 2011) when practical solutions are at hand. The main bottleneck is more political than technical, driven by a US banking oligarchy that effectively controls the economy. (Europe’s and China’s banks have more complex interactions with the state.)

We agree that traditional economic models need to be enhanced with interdisciplinary system theory in the medium and long term. But known short-term solutions have demonstrated their value in previous successful policies, and we should translate and expand them using the specific tools available.

Banks are important because they create credit in a fractional reserve system, and credit markets are crucial allocators of capital to entrepreneurs. However, this is not considered in macro-economic models used by central banks (indirect influence through interest rates aside). The Austrian school of economists and scholars in the 1930s correctly emphasized that too much credit, encouraged by artificially low interest rates set by the central banks, can lead to bubbles and unsustainable booms. This is what happened in the run-up to the current financial crisis.

One problem is that often overlooked is the misalignment of interests between credit creation by banks for profit maximization versus the amount of credit required by the economy. The Glass-Steagall Act of 1933 reconciled these interests by separating investment, commercial and retail banking and insurance.

Science and religion are wise to talk

As recipients of several peer-reviewed grants from the John Templeton Foundation over the past decade, we agree with other recipients who report that the foundation has never sought to interfere with their grant-funded projects (Nature 470, 323–325; 2011).

For those who think that this grant-giving body should not have funded some projects, we might say the same about all the other agencies that have funded our research in biomedical science and geophysics. Receiving a grant does not entail accepting the worth of all the other grants given to the same body.

As far as the mingling of scientific and religious language is concerned, we agree that this is a justifiable concern. In the United Kingdom, the Faraday Institute (our institution) is well known for its criticism of both creationism and intelligent design. Attempts to introduce theological language into the practice of science is damaging for theology as it is for science. Each academic discipline has its own specialized language and its own criteria for justifying its claims; mixing them only creates confusion.

However, we disagree with the scientists who cite these ugly trends in interdisciplinary engagement between science and religion, or who maintain that they are in conflict. Given that almost all organized science education in Europe was carried out by religious institutions for many centuries, and that the premises and practices of science have deep theological roots, such a stance is unsustainable. The world is as religious as it has ever been — perhaps more so. The scientific community is often embedded in highly religious societies, the United States being a prime example. Friendly dialogue is a wiser strategy than aloof isolationism.

Denis Alexander, Bob White
dr24@hermes.cam.ac.uk

Infrastructure vital to genome success

Eric Lander’s assessment of the impact of the publication of the human genome sequence (Nature 470, 187–197; 2011) does not comment on the substantial progress made in research-infrastructure development in areas such as resources, technology, computational biology, training, education and ethical, legal and societal issues, as envisaged by the genome community (Nature 422, 835–847; 2004).

Look at the key experimental resource of human cohorts. For example, more than 500,000 volunteers have now signed up for the world’s largest prospective study, UK Biobank. Comparable studies are ongoing in Norway and China. A retrospective study,

Biolab Japan, has already proved its investigational value. Researchers are also building a global network of cohort studies through the New York-based Public Population Project in Genomics.

Biolab networking are emerging across the European Union. Examples are the Biobanking and Biomolecular Resources Research Infrastructure and the UK DNA Fingerprinting Network.

Advanced data-management systems at the Cancer Biomedical Informatics Grid, the US National Center for Biotechnology Information and the European Bioinformatics Institute near Cambridge, UK, are facilitating meta-analysis and experimental design.

Across the European Research Area, under the auspices of the Innovative Medicines Initiative and the European Strategy Forum on Research Infrastructures, an ambitious programme of research-infrastructure development is underway for the entire value chain of medicines. As part of this, biomedical education and training are being revamped through, for example, the public–private European Medicines Research Training Network.

Without such experimentation in and development of its research infrastructure, the fecundity of genome-based research will not fulfil its promise for health and society.

Martin Yule University of Manchester, UK
martin.yule@manchester.ac.uk

See comment F39

Contributions Correspondence may be submitted to: correspondence@nature.com after consulting the author guidelines at http://go.nature.com/cmcno.
Systemic risk in banking: It is complex but not that complicated

A response to Andrew G. Haldane & Robert M. May, Neil Johnson and Thomas Lux

D. Sornette and S. von der Becke
Department of Management, Technology and Economics
ETH Zurich

The ongoing financial crises since 2007 painfully reminded us that systems can develop so-called “emergent” dynamics that are fundamentally different to what can be expected by studying their parts. The assumption that the economy as a whole can be understood by solely focusing on the equilibria resulting from utility optimization of its economic agents constitutes one of the major shortcomings of economics. A mantra in academic circles, exploited by bankers and policy makers to excuse their failures masterly exposed by the founder of the Vanguard group, is that with the rise of recent technological and financial innovations societal and economic networks have never been more complex and that this complexity has reached unmanageable levels within the current understanding and methodologies. Summarizing the message of Haldane and May, complemented by those of Johnson and of Lux, one should invest seriously in understanding the dynamics of the financial and economic system, using a transdisciplinary approach adding system theory from various branches of the natural sciences, network analysis, and out-of-equilibrium agent-based models to traditional economics.

We cannot be more in tune with this message... for the medium and long term. However, we claim that concrete operational solutions on the short term might not lie so much in developing new and highly complex models. Rather than putting our hope in tackling the super complexity with super high tech solutions, we should remember simple truths that
demonstrated their value in the past but have been by and large forgotten. Academic and institutional memory loss includes the role of banks in credit creation, the benefits of certain (lost) forms of regulations, and the crucial role of central banks as fighters (rather than promoters) of bubbles.

In macro-economic models such as the class of Dynamic Stochastic General Equilibrium (DSGE) models used by central banks, the banks as separate agents directly influencing the economy are conspicuously absent, apart from their influence through interest rates. Why should then taxpayers’ money bail them out if they are just transparent economic conduits? In contrast, stressing the role of banking in the wider context of economic systems was central to Austrian economists and scholars such as Hayek and Schumpeter. While not without weaknesses, the Austrian economic school emphasised correctly the role of banks and their creation of credit through the fractional reserve system. Too much credit, encouraged by artificially low interest rates set by central banks for instance, can lead to an unsustainable boom and the creation of economic and financial bubbles. This is exactly what happened in the run up to the current financial crises\(^5\). The concept that banks are in large part responsible for credit creation was well understood 30 years ago and discussed and taught in major economic textbooks. This knowledge seems to have been forgotten in mainstream macroeconomics\(^6\). This is a fundamental loss. Indeed, the forgotten problem is the misaligned interests between the credit creation chosen by banks in order to maximize their utility versus the amount of credit required by the real economy. Schumpeter also emphasised the crucial role of banks and credit markets through their function of active allocators of capital to entrepreneurs and hence fostering economic development. The reason for this memory loss may have been the inability and even resistance to apply these concepts in mathematical models. It seems, though, that much wisdom can be derived from revisiting these ideas, which carry valuable lessons on the role of banks within the financial and economic system.
In the spirit of the Haldane and May’s analogy with ecosystems\(^2\), what we are currently witnessing could be described as an ecosystem that has become unstable because some of its constituents act as auto-catalytic destabilizers through positive feedback loops. That banks serve their own interests on the one hand and play a key role in lubricating the economy, thus serving as public good entities, on the other hand has been widely recognized in recent debates. Many discussions, with different emphasis across the Atlantic, focus of what kind of regulations should therefore be imposed to align the private interests of banks with the public interests. The recent Dodd-Frank act (2010) can be seen as a rather timid step towards a working solution, if not just because many of the changes implied by its implementation are not expected to be fully enacted until 2015 (five years is really like eternity for financial markets!). Consider in contrast that the fifty years following WWII have constituted arguably the most stable economic period in the history of the United States and of Europe. Most scholars attribute a key role for this stability to the Glass-Steagall Act of 1932, which successfully prevented the occurrence of “super-spreader” instabilities, by separating by law investment banking, commercial banking, retail banking and insurance. This disaggregation provided completely separated waterproof compartments to prevent any Titanic like event of crisis spreading. Only with deregulation that started taking place in the 1980s culminating in the repelling of the Glass-Steagall act by the Gramm–Leach–Bliley Act of 1999, banking mutated into a new highly interconnected form that recovered basically its pre-1929 role within the ecosystem. Much of the risks that we currently face both in Europe and in the US originate from too much leverage and uncontrolled indebtedness spreading across all networks that build on the incorrect belief that transfers of debts to bigger and bigger entities will solve the problem.
We cannot afford and do not need to wait another decade or more until new super high tech models are developed. Faster solutions are possible by revisiting policies that worked in the past and by relearning and expanding some of the old wisdom in economics, specifically related to the role of banks. These theories should be anchored on rigorous analyses of empirical evidence and enhanced by fertilization with various branches of the natural sciences, network analysis, and out-of-equilibrium agent-based models.

The main bottleneck is not technical but political due to the control exerted by an oligarchy of bankers in effective control of the economy\(^7\). But this essential truth is hidden in the smoke of complexity and loss of memory of past solutions. It is also convenient to foster the belief of an illusion of the “perpetual money machine”, promising unending economic growth from expanding leverage and indebtedness\(^5\). It is due time that we stop being lured by these sirens and used either as scapegoats or future prophets. Only then might a genuine science of out-of-equilibrium system economics\(^2-4\) become credible and useful.


