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Abstract—We consider the problem of block-coded communication, where in each block, the channel law belongs to one of two disjoint sets. The decoder is aimed to decode only messages that have undergone a channel from one of the sets, and thus has to detect the set which contains the underlying channel. We begin with the simplified case where each of the sets is a singleton. For any given code, we present the optimum detection/decoding rule in the sense of the best trade-off among the probabilities of decoding error, false alarm, and misdetection. Then, we derive the exact single-letter characterization of the random coding exponents for the optimal detector/decoder, as well as an expurgated bound for low rates. We then extend the random coding analysis to general sets of channels, and derive the optimal detector/decoder under a worst case formulation of the error probabilities, and derive its random coding exponents.

I. INTRODUCTION

Consider communicating over a channel with input $X$ and output $Y$, for which the underlying channel law $P_{Y|X}$ is supposed to belong to a family of channels $\mathcal{W}$, but the receiver would also like to examine an alternative hypothesis, in which the channel $P_{Y|X}$ actually belongs to a different set $\mathcal{V}$, disjoint from $\mathcal{W}$. Examples for which such a detection procedure is useful are: (i) Detection of an abrupt change in the channel statistics, e.g., a deep fading event in wireless communication [1], the presence of excessively large number of interferers, or loss of tracking in adaptive equalization or timing recovery algorithms [2], (ii) Detection of an imposter, which transmits the same codewords as the authorized transmitter, but via a significantly different channel. The distinctive channel statistics of the authorized transmitter could be used to identify such intrusions, which is crucial, if, e.g., the messages are used to control a sensitive equipment at the receiver side, (iii) detection of the active user in a sparse multiple access channel (with no collisions between the two users). Even if both users use the exact same codebook (as might be dictated by practical considerations), and even if no header is used to identify each of the users, the receiver could still identify the sender with high reliability, utilizing the different channel of each user. Thus, beyond the ordinary task of decoding the message, the receiver would also like to perform hypothesis testing between the null hypothesis $P_{Y|X} \in \mathcal{W}$ and the alternative hypothesis $P_{Y|X} \in \mathcal{V}$. For example, if the channel quality is gauged by a single parameter, say, the crossover probability of a binary symmetric channel (BSC), then $\mathcal{W}$ and $\mathcal{V}$ could be two disjoint intervals of this parameter.

This problem of joint detection/decoding belongs to a larger class of hypothesis testing problems, in which after performing the test, another task should be performed, depending on the chosen hypothesis, e.g., Bayesian estimation [3], and lossless source coding [4]. More recently [5], we have studied the related problem of joint detection and decoding for sparse communication [6], which is motivated by strongly asynchronous channels [7]. In these channels the transmitter is either completely silent or transmits a codeword from a given codebook. The task of the detector/decoder is to decide whether transmission has taken place, and if so, to decode the message. The performance is judged by: (i) the false alarm (FA) probability - deciding on a message when the transmitter was silent, (ii) the misdetection (MD) probability - deciding that the transmitter was silent when it transmitted some message, and (iii) the probability of inclusive error (IE) - namely, not deciding on the correct message sent (either misdetection or erroneous decoding). We have then found the optimum detector/decoder that minimizes the IE probability subject to given constraints on the FA and the MD probabilities for a given codebook, and also provided single-letter expressions for the exact random coding exponents. While this is a joint detector/decoder, we have also observed that an asymptotic separation principle holds, in the following sense: A detector/decoder which achieves the optimal exponents may be comprised of an optimal detector in the Neyman-Pearson sense for the FA and MD probabilities, followed by ordinary maximum likelihood (ML) decoding.

In case of two simple hypotheses, $\mathcal{W} = \{W\}$ and $\mathcal{V} = \{V\}$, the problem of [5] is a special case of the problem studied here, for which the the output of the channel $V$ is completely independent of its input, and plays the role of noise. It turns out that the optimal detector/decoder and its properties for the problem studied here are straightforward generalizations of [5]. However, the analysis of the random coding detection exponents is much more intricate here than in [5]. The detector in [5] compares a likelihood which depends on the codebook with a likelihood that depends on the noise. So, when analyzing the performance of random coding, the random choice of codebook only affects the distribution of the likelihood of the ‘codebook hypothesis’.

By contrast, here, since we would like to detect the channel, the random choice of codebook affects the likelihood of both hypotheses, and consequently, they may be highly dependent.

In this paper, we study the problem of joint channel detection between two disjoint sets of memoryless channels $\mathcal{W}, \mathcal{V}$, and decoding. We begin by considering the case of simple hypotheses, namely $\mathcal{W} = \{W\}$ and $\mathcal{V} = \{V\}$ (Section II). As in [5], we derive the detector/decoder which achieves the optimal trade-off between the FA, MD and IE probabilities,
where here too, an asymptotic separation principle holds (Section III). Then, we derive single-letter expressions for the exact random coding exponents, as well as improved (expurgated) bound for low rates (Section IV). Afterwards, we discuss a generalization to composite hypotheses, i.e., $W, V$ that are not singletons (Section V), and finally, we discuss the archetype example for which $(W, V)$ are a pair BSCs (Section VI). Due to the space limitation, some details and full proofs are omitted, but can be found in [8].

II. PROBLEM FORMULATION

We begin with the following notation conventions. Alphabets and other sets will be denoted by calligraphic letters, e.g. $\mathcal{X}$. Random variables and vectors will be denoted by capital letters, e.g. $\mathbf{x} = (X_1,\ldots,X_n)$ ($n$ - positive integer), and specific values for them by lowercase letters, $x_n$. A joint distribution of a pair of random variables $(X,Y)$ on $\mathcal{X} \times \mathcal{Y}$, the Cartesian product alphabet of $\mathcal{X}$ and $\mathcal{Y}$, will be denoted by $Q_{XY}$ and similar forms, e.g. $Q_{\mathbf{x} \mathbf{y}}$. We will usually abbreviate this notation by omitting the subscript $XY$, and denote, e.g. $Q_X$ by $Q$. The $X$-marginal ($Y$-marginal), induced by $Q$ will be denoted by $Q_X$ (respectively, $Q_Y$), and the conditional distributions will be denoted by $Q_{Y|X}$ and $Q_{X|Y}$. The joint distribution induced by $Q_X$ and $Q_{Y|X}$ will be denoted by $Q = Q_X \times Q_{Y|X}$. The mutual information of a joint distribution $Q$ will be denoted by $I(Q)$. The conditional information divergence between the conditional distributions $Q_{Y|X}$ and $P_{Y|X}$ averaged over $Q_X$, will be denoted by $D(Q_{Y|X}\|P_{Y|X})Q_X)$. The probability of an event $A$ will be denoted by $P(A)$, and the expectation operator will be denoted by $E\{\cdot\}$. The complement of a set $A$ will be denoted by $A^{\complement}$. Logarithms and exponents will be understood to be taken to the natural base, and we will denote $[\epsilon] = \max\{\epsilon,0\}$. We adopt the standard convention that when a minimization (respectively, maximization) problem is performed on an empty set the result is $\infty$ (respectively, $-\infty$).

Consider a discrete memoryless channel, characterized by a finite input alphabet $\mathcal{X}$, a finite output alphabet $\mathcal{Y}$, and a given matrix of single-letter transition probabilities $\{P_{Y|X}(y|x)\}_{x \in \mathcal{X}, y \in \mathcal{Y}}$. Let $C_n = \{x_1,x_2,\ldots,x_M\} \subset \mathcal{X}^n$, denote a codebook for blocklength $n$ and rate $R$, for which the transmitted codeword is chosen with a uniform probability $P_{\text{unif}}(C_n,\phi)$. The conditional distribution $P_{Y|X}$ may either satisfy $P_{Y|X} = W$ (the null hypothesis), or $P_{Y|X} = V$ (the alternative hypothesis). It is required to design a detector/decoder which is oriented to decode messages only arriving via the channel $W$. Formally, such a detector/decoder $\phi$ is a partition of $\mathcal{Y}^n$ into $M + 1$ regions, denoted by $\{\mathcal{R}_m\}_{m=0}^M$. If $y \in \mathcal{R}_m$ for some $1 \leq m \leq M$ then the $m$-th message is decoded. If $y \in \mathcal{R}_0$ (the rejection region) then the channel $V$ is identified, and no decoding takes place.

For a codebook $C_n$ and a detector/decoder $\phi$, we define$^1$

\begin{align}
P_{\text{in}}(C_n,\phi) &\triangleq \frac{1}{M} \sum_{m=1}^M W(\mathcal{R}_0|x_m), \\
P_{\text{sd}}(C_n,\phi) &\triangleq \frac{1}{M} \sum_{m=1}^M V(\mathcal{R}_m|x_m), \\
P_{\text{it}}(C_n,\phi) &\triangleq \frac{1}{M} \sum_{m=1}^M W(\mathcal{R}_m|x_m)
\end{align}

as the false alarm (FA) probability, misdetection (MD) probability, and inclusive error (IE) probability, respectively. Thus, the IE event is the total error event, i.e., when the correct codeword is not decoded either because of a FA or an ordinary erroneous decoding. When possible, we will omit the notation of the dependence of these probabilities on $C_n$ and $\phi$.

For a given code $C_n$, we are interested in achievable trade-offs between $P_{\text{in}}, P_{\text{sd}}$ and $P_{\text{it}}$. Consider the following problem:

\begin{align}
\text{minimize} \quad & P_{\text{it}} \\
\text{subject to} \quad & P_{\text{in}} \leq \epsilon_{\text{in}}, \; P_{\text{sd}} \leq \epsilon_{\text{sd}}
\end{align}

where $\epsilon_{\text{in}}$ and $\epsilon_{\text{sd}}$ are given prescribed quantities, and it is assumed that these two constraints are not contradictory. Indeed, there is some tension between $P_{\text{in}}$ and $P_{\text{sd}}$, as they are related via the Neyman-Pearson lemma [9, Theorem 11.7.1]. For a given $\epsilon_{\text{in}}$, the minimum achievable $P_{\text{sd}}$ is positive, in general. It is assumed then that the prescribed value of $\epsilon_{\text{sd}}$ is not smaller than this minimum. In the problem under consideration, it makes sense to relax the tension between the two constraints to a certain extent, in order to allow some freedom to minimize $P_{\text{in}}$ under these constraints. While this is true for any finite blocklength, as we shall see (Proposition 2), an asymptotic separation principle holds, and the optimal detector in terms of exponents has full tension between the FA and MD exponents. The optimal detector/decoder for the problem (4) will be denoted by $\phi^\ast$. Our goal is to find the optimum detector/decoder for the problem (4), and then analyze the achievable exponents associated with the resulting error probabilities.

III. THE OPTIMAL JOINT DETECTOR/DECODER

Let $a, b \in \mathbb{R}$, and define the detector/decoder $\phi^\ast = \{\mathcal{R}_m^\ast\}_{m=0}^M$, where $\mathcal{R}_m^\ast$ is defined as

\begin{align}
\{y : a \sum_{m=1}^M W(y|x_m) + \max_{m} W(y|x_m) \leq b \sum_{m=1}^M V(y|x_m)\}
\end{align}

and

\begin{align}
\mathcal{R}_m^\ast \triangleq [\mathcal{R}_0^\ast]\cap \left\{ y : W(y|x_m) > \max_{k \neq m} W(y|x_k) \right\}
\end{align}

Lemma 1. Let a codebook $C_n$ be given, let $\phi^\ast$ be as above, and let $\phi$ be any other partition of $\mathcal{Y}^n$ into $M + 1$ regions. If $P_{\text{in}}(C_n,\phi) \leq P_{\text{in}}(C_n,\phi^\ast)$ and $P_{\text{sd}}(C_n,\phi) \leq P_{\text{sd}}(C_n,\phi^\ast)$ then $P_{\text{it}}(C_n,\phi) \geq P_{\text{it}}(C_n,\phi^\ast)$.

Note that this detector/decoder is optimal (in the Neyman-Pearson sense) for any given blocklength $n$ and codebook.

---

$^1$The meaning of FA and MD here is opposite to their respective meaning in [5], as sanctioned by the motivating applications.
Thus, upon a suitable choice of \(a\) and \(b\), it solves the problem (4) exactly. As common, to assess the achievable performance, we resort to large blocklength analysis of error exponents. For a given sequence of codes \(\mathcal{C} \triangleq \{\mathcal{C}_n\}_{n=1}^\infty\) and a detector/decoder \(\phi\), the FA exponent is defined as

\[
E_{\alpha}(\mathcal{C}, \phi) \triangleq \lim_{n \to \infty} -\frac{1}{n} \log P_{\alpha}(\mathcal{C}_n, \phi),
\]

and the MD exponent \(E_{\alpha}(\mathcal{C}, \phi)\) and the IE exponent \(E_{\alpha}(\mathcal{C}, \phi)\) are defined similarly. The asymptotic version of (4) is then stated as finding the detector/decoder which achieves the largest \(E_{\alpha}\) under constraints on \(E_{\alpha}\) and \(E_{\alpha}\). To affect these error exponents, the coefficients \(a, b\) in (5) need to exponentially increase/decrease as a functions of \(n\), and so we set \(a \triangleq e^{\alpha n}\) and \(b \triangleq e^{\beta n}\). Evidently, for \(\alpha > 0\), the ML term on the right-hand side (r.h.s.) of (5) is negligible w.r.t. the left-hand side (l.h.s.), and the obtained rejection region is asymptotically equivalent to

\[
\mathcal{R}_0' \triangleq \left\{ \mathbf{y} : e^{\alpha n} \sum_{m=1}^M W(\mathbf{y}|\mathbf{x}_m) \leq e^{\beta n} \sum_{m=1}^M V(\mathbf{y}|\mathbf{x}_m) \right\}, \tag{8}
\]

which corresponds to an ordinary Neyman-Pearson test between the hypotheses that the channel is \(W\) or \(V\). Thus, unlike the fixed blocklength case, asymptotically, we obtain a complete tension between the FA and MD probabilities. The resulting detector (8) is indeed quite intuitive: It compares the likelihoods of each of the channels, assuming nothing on the transmitted message. The ‘max’ term in the optimal detector (5), is, however, more difficult to intuitively explain, but it naturally arises in the proof of Lemma 1.

Consequently, as the next proposition shows, there is no loss in error exponents when using the \(\phi'\), whose rejection region is as in (8), and if \(\mathbf{y} \notin \mathcal{R}_0'\), then ordinary ML decoding for \(W\) is used, as in (6). This implies an asymptotic separation principle between detection and decoding: the optimal detector can be used without considering the subsequent decoding, and the optimal detector can be used without considering the preceding detection. As a result, asymptotically, there is only a single degree of freedom to control the exponents. Thus, when analyzing error exponents in Section IV, we will assume that \(\phi'\) is used, and since (8) depends on the difference \(\alpha - \beta\) only, we will set henceforth \(\beta = 0\) for \(\phi'\). The parameter \(\alpha\) will be used to control the trade-off between the FA and MD exponents, just as in ordinary hypothesis testing.

**Proposition 2.** For any given sequence of codes \(\mathcal{C} \triangleq \{\mathcal{C}_n\}_{n=1}^\infty\), and given constraints on the FA and MD exponents, the detector/decoder \(\phi'\) achieves the same IE exponent as \(\phi^*\).

Proposition 2 is proved by noticing that conditioned on the \(m\)th codeword, the IE probability (3) is the union of the FA event and the event \(\{W(\mathbf{y}|\mathbf{x}_m) < \max_{\mathbf{x}_k, \mathbf{y} \in \mathcal{Y}} W(\mathbf{y}|\mathbf{x}_k)\}\), i.e., an ordinary ML decoding error. So, as the union bound is asymptotically exponentially tight for a union of two events

\[
E_{\alpha}(\mathcal{C}, \phi^*) = \min \{ E_{\alpha}(\mathcal{C}, \phi^*), E_{\alpha}(\mathcal{C}, \phi^*) \}, \tag{9}
\]

which implies that the best IE exponent is obtained for the best FA exponent.

The achievable exponent bounds will be proved by random coding over some ensemble of codes. Letting over-bar denote an average w.r.t. some ensemble, we will define the random coding exponents as

\[
E_{\alpha}(\phi) \triangleq \lim_{l \to \infty} -\frac{1}{n_l} \log P_{\alpha}(\mathcal{C}_{n_l}, \phi), \tag{10}
\]

where \(\{n_l\}_{l=1}^\infty\) is a sub-sequence of blocklengths. When we assume a fixed composition ensemble with distribution \(P_X\), this sub-sequence will simply be the blocklengths such that the type class associated with \(P_X\) is not empty. To comply with definition (7), one can obtain codes which are good for all sufficiently large blocklength by slightly modifying the input distribution. The MD exponent \(E_{\omega}(\phi)\) and the IE exponent \(E_{\omega}(\phi)\) are defined similarly, where the three exponents share the same sequence of blocklengths.

Now, if we provide random coding exponents for the FA, MD and ordinary decoding exponents, then the existence of a good sequence of codes can be easily shown. Indeed, the Markov inequality implies that

\[
\mathbb{P} (P_{\omega}(\mathcal{C}_{n_l}, \phi) \geq \exp [-n_l (E_{\omega}(\phi) - \delta)]) \leq e^{-n_l \frac{\delta}{2}}, \tag{11}
\]

for all \(l\) sufficiently large. Thus, with probability tending to 1, the chosen codebook will have FA probability not larger than \(\exp [-n_l (E_{\omega}(\phi) - \delta)]\). As the same can be said on the MD probability and the ordinary error probability, then one can find a sequence of codebooks with simultaneously good FA, MD and ordinary decoding error probabilities, and from (9), also good IE probability. For this reason, henceforth we will only focus on the FA and MD exponents. The IE exponent can be simply obtained by (9) and the known bounds of ordinary decoding, namely, the random coding bounds [10, Theorem 10.2] (and its tightness [10, Problem 10.34]) and the expurgated bound [10, Problem 10.18].

### IV. Achievable Error Exponents

Let \(\hat{Q}\) represent the joint type of the true transmitted codeword and the output, and \(\bar{Q}\) is some type of a competing codeword. We denote the normalized log-likelihood ratio of a channel \(W\) by

\[
f_W(Q) \triangleq \sum_{x \in X, \mathbf{y} \in \mathcal{Y}} Q(x, \mathbf{y}) \log W(y|x), \tag{12}
\]

with the convention \(f_W(Q) = -\infty\) if \(Q(x, \mathbf{y}) > 0 \Rightarrow W(y|x) = 0\). We define the set

\[
\mathcal{Q}_W = \{ Q : f_W(Q) > -\infty \}, \tag{13}
\]

and for \(\gamma \in \mathbb{R}\),

\[
s(Q_W, \gamma) \triangleq \min_{Q \in \mathcal{Q}_W : Q(W = Q_W)} \left[ I(Q) + [-\alpha - f_W(Q) + \gamma]_+ \right]. \tag{14}
\]

Further, define the sets

\[
\mathcal{J}_l \triangleq \left\{ \hat{Q} : f_W(\hat{Q}) \leq -\alpha + f_V(\hat{Q}) \right\}, \tag{15}
\]
\[ J_2 \triangleq \left\{ \tilde{Q} : s(\tilde{Q}_Y, f_V(\tilde{Q})) \geq R \right\}, \]  
(16)

the exponent
\[
E_A \triangleq \min_{\tilde{Q} \in \cap_{i=1}^2 J_i} D(\tilde{Q}_Y|X||W|P_X),
\]  
(17)

the sets
\[
K_1 \triangleq \left\{ (\tilde{Q}, \tilde{Q}) : \tilde{Q}_Y = \tilde{Q}_V \right\},
\]  
(18)

\[
K_2 \triangleq \left\{ (\tilde{Q}, \tilde{Q}) : f_V(\tilde{Q}) \geq -\alpha + f_V(\tilde{Q}) \right\},
\]  
(19)

\[
K_3 \triangleq \left\{ (\tilde{Q}, \tilde{Q}) : f_V(\tilde{Q}) \geq \alpha + f_V(\tilde{Q}) - [R - I(\tilde{Q})]^+_+ \right\},
\]  
(20)

\[
K_4 \triangleq \left\{ (\tilde{Q}, \tilde{Q}) : s(\tilde{Q}_Y, f_V(\tilde{Q}) + [R - I(\tilde{Q})]^-_+) \geq R \right\},
\]  
(21)

and the exponent
\[
E_B \triangleq \min_{(\tilde{Q}, \tilde{Q}) \in \cap_{i=1}^2 K_i} \left\{ D(\tilde{Q}_Y|X||W|P_X) + [I(\tilde{Q}) - R]^+_+ \right\}.
\]  
(22)

In addition, let us define the type-enumeration detection random coding exponent as
\[
E^\text{rec}(R, \alpha, P_X, W, V) \triangleq \min \\{ E_A, E_B \}. \]  
(23)

**Theorem 3.** Let \( P_X \) and \( \alpha \in \mathbb{R} \) be given. Then, there exists a sequence of codes \( C = \{C_n\}_{n=1}^\infty \) of rate \( R \) such that for any \( \delta > 0 \)
\[
E_{\text{fa}}(C, \phi^*) \geq E^\text{rec}(R, \alpha, P_X, W, V) - \delta,
\]  
(24)

\[
E_{\text{md}}(C, \phi^*) \geq E^\text{rec}(R, \alpha, P_X, W, V) - \alpha - \delta. \]  
(25)

The proof of Theorem 3 relies on the type-enumeration method, and omitted due to space limitations. For the FA exponent, the exponent \( E_A \) (\( E_B \), respectively) pertains to the event that the scaled likelihood of the true codeword (sum of scaled likelihoods of all competing codewords, respectively) under \( V \) is larger than \( \sum_{m=1}^M W(\mathbf{y}|\mathbf{x}_m) \). The MD exponent is obtained by proving that the difference between the FA and MD exponents of \( \phi^* \) is always \( \alpha \). The main challenge in analyzing the random coding FA exponent is that the likelihoods of all hypotheses, namely \( \sum_{m=1}^M W(\mathbf{y}|\mathbf{x}_m) \) and \( \sum_{m=1}^M V(\mathbf{y}|\mathbf{x}_m) \) are very correlated due to the fact that once the codewords are drawn, they are common for both likelihoods. This is significantly different from the situation in [5], in which the likelihood \( \sum_{m=1}^M W(\mathbf{y}|\mathbf{x}_m) \) was compared to the noise likelihood \( Q_0(Y) \), of a completely different distribution.

We next turn to derive expurgated exponents. Throughout, \( P_{X|\tilde{X}} \) will represent a joint type of a pair of codewords. Let us define
\[
d_s(x, \hat{x}) \triangleq -\log(\sum_{y \in Y} W_{1-s}(y|x)V_s(y|\hat{x})],
\]  
(26)

and the set
\[
\mathcal{L} \triangleq \{ P_{X|\tilde{X}} : P_{X|\tilde{X}} = P_X, I(P_{X|\tilde{X}}) \leq R \}. \]  
(27)

In addition, let us define the type-enumeration detection expurgated exponent \( E^\text{rec}_\text{en}(R, \alpha, P_X, W, V) \) as
\[
\max_{0 \leq s \leq 1} \min_{P_{X|\tilde{X}} \in \mathcal{L}} \left\{ \alpha s + E\left[ d_s(X, \hat{X}) \right] + I(P_{X|\tilde{X}}) - R \right\}. \]  
(28)

**Theorem 4.** Let a distribution \( P_X \) and a parameter \( \alpha \in \mathbb{R} \) be given. Then, there exists a sequence of codes \( C = \{C_n\}_{n=1}^\infty \) of rate \( R \) such that for any \( \delta > 0 \)
\[
E_{\text{fa}}(C, \phi^*) \geq E^\text{rec}_\text{en}(R, \alpha, P_X, W, V) - \delta,
\]  
(29)

\[
E_{\text{md}}(C, \phi^*) \geq E^\text{rec}_\text{en}(R, \alpha, P_X, W, V) - \alpha - \delta. \]  
(30)

We summarize this section with the following discussion.

1) **Monotonicity in the rate:** Unlike the ordinary random coding exponent, the detection exponents do not necessarily decrease with the rate \( R \). Thus, the required detection does not necessarily cause a rate loss, i.e., nulls the IE exponent at rates below \( I(P_X \times W) \).

2) **Choice of input distribution:** Thus far, the input distribution \( P_X \) was assumed fixed, but it can obviously be optimized. Nonetheless, there might be a tension between the optimal choice for channel coding versus the optimal choice for detection, and so a compromise should be made.

3) **Simplified Detectors:** The optimal detector \( \phi \) is rather difficult to implement, as it requires computations of the form \( \sum_{m=1}^M W(\mathbf{y}|\mathbf{x}_m) \), which involve the sum of exponentially many likelihood terms, and each likelihood term is exponentially small. For low rates, a plausible approximation in \( (5) \) is \( \sum_{m=1}^M W(\mathbf{y}|\mathbf{x}_m) \approx \max_{1 \leq m \leq M} W(\mathbf{y}|\mathbf{x}_m) \) (and the same for \( V \)), and in [8] we have shown that the random coding exponents of the resulting approximated detector, denoted by \( \phi_1 \), can be derived just as for the optimal detector. For high rates, the output distribution of a capacity achieving code tends to be close to a memoryless distribution \( W \triangleq (P_X \times W) \), and an appropriate approximation is \( \frac{1}{M} \sum_{m=1}^M W(\mathbf{y}|\mathbf{x}_m) \approx W(\mathbf{y}) \). The random coding FA and MD exponents of such a detector follow directly from standard results [9, Section 11.7].

4) **Gallager/Forney style exponents:** In [8], we also derived Gallager/Forney-style lower bounds on the exponents. While these bounds can be strictly loose, it is indeed useful to derive them since: (i) They are simpler to compute, as they require solving at most two-dimensional (four-dimensional) optimization problems when there are no input constraints (with input constraints, respectively), irrespective of the input/output alphabet sizes. (ii) The bounds are translated almost verbatim to memoryless channels with continuous input/output alphabets, like the AWGN channel.

**V. COMPOSITE DETECTION**

Up until now, we have assumed that detection is performed between two simple hypotheses, \( W \) and \( V \). Next, we discuss the generalization of the random coding analysis to composite hypotheses, i.e., a detection between a channel \( W \in \mathcal{W} \) and a channel \( V \in \mathcal{V} \), where \( \mathcal{W} \) and \( \mathcal{V} \) are some disjoint compact sets. Due to the nature of the problems outlined in the introduction (Section I), we adopt a worst case approach. For a codebook \( C_n \) and a given detector/decoder \( \phi \), we generalize the FA probability to
\[
P_{\text{fa}}(C_n, \phi) \triangleq \max_{W \in \mathcal{W}} \frac{1}{M} \sum_{m=1}^M W(R_0|\mathbf{x}_m), \]  
(31)
and analogously, the MD and IE probabilities are obtained by maximizing over $V \in \mathcal{V}$ and $W \in \mathcal{W}$, respectively. Then, the trade-off between the IE probability and the FA and MD probabilities in (4) is defined exactly the same way.

Just as we have seen in (9), for any sequence of codebooks $\mathcal{C}$ and decoder $\phi$,

$$E_{ad}(C_n, \phi) = \min \{ E_0(C_n, \phi), E_\phi(C_n, \phi) \}$$  \hspace{1cm} (32)

where $E_0(C_n, \phi)$ is the exponent achieved by an ordinary decoder, which is not aware of $W$. Thus, the asymptotic separation principle holds here too, in the sense that the optimal detector/decoder may first use a detector which achieves the optimal trade-off between the FA and MD exponents, and then a decoder which achieves the optimal asymptotic exponent.

We next discuss the achievable random coding exponents. As is well known, the maximum mutual information [10, Chapter 10, p. 147] universally achieves the random coding exponents for ordinary decoding. So, as in the simple hypotheses case, it remains to focus on the optimal trade-off between the FA and MD exponents, namely, solve

$$\min_{P_{sa}} \quad P_{sa} \quad \text{subject to} \quad P_{MD} \leq e^{-nE_{MD}} \hspace{1cm} (33)$$

for some given exponent $E_{MD} > 0$. The next lemma shows that the following universal detector/decoder $\phi^*$, whose rejection region $R_0^*$ is defined as

$$\left\{ y : e^{nR} \cdot \max_{m=1}^{M} W(y|x_m) \leq \max_{m=1}^{M} V(y|x_m) \right\}$$

solves (33). The universality here is in the sense of (33), i.e., achieving the best worst-case (over $W$) FA exponent, under a worst case constraint (over $V$) on the MD exponent. There might be, however, a loss in exponents compared to a detector which is aware of the actual pair $(W, V)$ (cf. Corollary 6).

Lemma 5. Let $\mathcal{C}$ be a sequence of codebooks, let $\phi^*$ be as above, and let $\phi$ be any other detector/decoder. Then, if $E_{sa}(\mathcal{C}, \phi) \geq E_{sa}(\mathcal{C}, \phi^*)$ then $E_{ad}(\mathcal{C}, \phi) \leq E_{ad}(\mathcal{C}, \phi^*)$.

It remains to evaluate the random coding exponents for some $(W, V) \in \mathcal{W} \times \mathcal{V}$ when $\phi^*$ is used. Fortunately, this is a simple corollary to Theorem 3. Let us define the generalized normalized log-likelihood ratio of the set of channels $W$ as

$$f_W(Q) \triangleq \max_{W \in \mathcal{W}} \sum_{x \in \mathcal{X}, y \in \mathcal{Y}} \frac{Q(x, y) \log W(y|x)}{W(x | y)} \hspace{1cm} (35)$$

Corollary 6. Let $P_X$ and $\alpha \in \mathbb{R}$ be given. Then, there exists a sequence of codebooks $\mathcal{C} = \{C_n\}_{n=1}^\infty$ of rate $R$, such that for any $\delta > 0$

$$E_{sa}(\mathcal{C}, \phi^*) \geq E_{sa}^{\phi^*}(R, \alpha, P_X, W, V) - \delta \hspace{1cm} (36)$$

$$E_{ad}(\mathcal{C}, \phi^*) \geq E_{ad}^{\phi^*}(R, \alpha, P_X, W, V) - \alpha - \delta \hspace{1cm} (37)$$

where $E_{ad}^{\phi^*}(R, \alpha, P_X, W, V)$ is defined as

$$E_{ad}^{\phi^*}(R, \alpha, P_X, W, V) \hspace{1cm} (23)$$

with $f_W(Q)$ replaced by $f_{\phi^*}(Q)$ in all the definitions preceding Theorem 3.

Figure 1. Achievable MD and FA exponents for $\phi^*$.

VI. AN EXAMPLE

Let $W$ and $V$ be a pair of BSCs with crossover probabilities $w = 0.1$ and $v = 0.4$, respectively, and assume that $P_X = (\frac{1}{2}, \frac{1}{2})$, which results a capacity of $C_W \triangleq I(P_X \times W) \approx 0.37$ (nats). Interestingly, the output distributions $(P_X \times Y)_V$ and $(P_X \times Y)_V$ are both uniform, and so a detector which assumes a memoryless output distribution is useless, whereas the optimal decoder $\phi^*$ produces strictly positive exponents.

We have plotted the the trade-off between the FA exponent and the MD exponent. Figure 1 shows that at zero rate, the expurgated bound significantly improves the random coding bound, and that in this case the exponents decrease as the rate increases to $R = 0.5 \cdot C_W$. Following the discussion at the end of Section IV, in this example, the simplified low-rate detector/decoder $\phi_0$ performs as well as the optimal detector/decoder $\phi^*$ for all rates less than $R \approx 0.8 \cdot C_W$. In addition, the Gallager/Forney-style random coding exponents turn out to be strictly loose when $R = 0.5 \cdot C_W$, which exemplifies the importance of the ensemble-tight bounding technique of the type enumeration method used here.
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Abstract—We present a converse bound for lossy source coding in the finite blocklength regime. The bound is based on $\delta$-tilted information, and it combines ideas from two different converse techniques by Kostina and Verdú. When particularised to the binary and Gaussian memoryless sources, the new bound gives slightly tighter results in certain blocklength regimes.

I. INTRODUCTION AND MAIN RESULTS

Kostina and Verdú recently presented two general converse bounds in [1] for the problem of lossy source coding at finite blocklengths. These bounds were respectively based on $\delta$-tilted information and binary hypothesis testing arguments. Matsuta and Uyematsu [2] presented a converse at ISIT’15 that is tighter than Kostina and Verdú’s meta-converse, but, unfortunately, this bound is not (yet) numerically computable.

The main purpose of this paper is to report a new converse bound for general sources, and to particularise the bound to the binary memoryless source (BMS) with Hamming distortions and the Gaussian memoryless source (GMS) with squared-error distortions. The new bound is simply stated and (we believe) quite intuitive. Its proof combines ideas from Kostina and Verdú’s $\delta$-tilted and meta-converse bounds, and it gives slightly better numerical results for the BMS and GMS at certain blocklengths.

A. Problem Statement & Basic Functions

Our presentation will follow the one-shot paradigm in [1]: We first consider an abstract rate-distortion (RD) problem that consists of compressing and reconstructing a single random variable. We then specialise this one-shot problem setup to the block encoding and decoding of memoryless sources.

Let $X$ be the output of a general source with distribution $p_X$ on an alphabet $\mathcal{X}$. A (possibly stochastic) encoder $f : \mathcal{X} \rightarrow \mathcal{M} := \{1, 2, \ldots, M\}$ maps the source output $X$ to an index $T := f(X)$ from which a (possibly stochastic) decoder $g : \mathcal{M} \rightarrow \hat{\mathcal{X}}$ outputs $\hat{X} := g(T)$ as its estimate of $X$. Let $d : \mathcal{X} \times \hat{\mathcal{X}} \rightarrow [0, \infty)$ denote the distortion function.

Definition. An $(M, d, \varepsilon)$-code consists of an encoder $f$ and decoder $g$, as described above, with $\Pr[d(X, \hat{X}) > d] \leq \varepsilon$.

In this paper, the main problem is to find lower bounds on the smallest $M$ for which there exists an $(M, d, \varepsilon)$-code.

The abstract problem formulation above can be specialised to block encoding/decoding of memoryless sources as follows.

Definition. An $(n, M, d, \varepsilon)$ code for a memoryless source with distribution $p_X = p_X^1 \times \ldots \times p_X^n$ putting out strings $x$ of length $n$ from $\mathcal{X}^n = \mathcal{X} \times \ldots \times \mathcal{X}$ and reconstruction alphabet $\hat{\mathcal{X}}^n$ consists of an encoder $f : \mathcal{X}^n \rightarrow \mathcal{M}$ and a decoder $g : \mathcal{M} \rightarrow \hat{\mathcal{X}}^n$ satisfying $\Pr[d(X, \hat{X}) > d] \leq \varepsilon$.

Let $R(d) := \inf_{p_{X|X} : \Pr[d(X, \hat{X})] \leq d} \mathbb{E}[(d(X, \hat{X}) \mid X)], \tag{1}$ denote the usual RD function, where

$$i_{X, \hat{X}}(x; \hat{x}) := \log \frac{p_{X|X=x}(\hat{x})}{p_X(\hat{x})},$$

is the information density of $p_{X|X} = p_{X|X} p_X$. As in [1], we make the following two basic assumptions:

A1. The distortion constraint $d$ satisfies $R(d) < \infty$.

A2. The infimum in (1) is achieved by a unique $p_{X|X}$.

Let $p_{\hat{X}}^*$ denote the $\hat{X}$-marginal on $\hat{X}$ induced by $p_{X|X}$ and $p_X$, and define $\lambda := -R'(d)$ to be the negative slope of the RD function at distortion $d$.

$$j_X(x, d) := \log \frac{1}{\mathbb{E}_{P_{\hat{X}}}[\exp(\lambda(d - d(X, \hat{X})))]}$$

where the expectation is taken with respect to $p_{\hat{X}}^*$. The function $j_X(x, d)$ is called $\delta$-tilted information, and, intuitively, it corresponds to the number of bits required to represent a particular source realisation $x$ to within distortion $d$. For example, one can show [3], [4] that $R(d) = \mathbb{E}[j_X(X, d)]$. We now summarise the main results of the paper. These results are proved in Sections II, III and IV.

B. General Sources

We start with a converse for general sources.

Theorem 1. Any $(M, d, \varepsilon)$ code must satisfy

$$M \geq \sup_{\beta \in \mathbb{R}} \left( \frac{\Pr[j_X(X, d) \geq \beta] - \varepsilon}{\sup_{\hat{x} \in \hat{\mathcal{X}}} \Pr[j_X(X, d) \geq \beta, d(X, \hat{x}) \leq d]} \right) \tag{2}$$

1We make this assumption for clarity of presentation. As mentioned in [1, Remark 9], it can be relaxed.
C. Binary Memoryless Sources (BMS)

The next corollary specialises Theorem 1 to the special case of a BMS with Hamming distortions. Let $X = (X_1, X_2, \ldots, X_n)$ be a string of $n$ iid instances of $X \sim \text{Bernoulli}(p)$, and choose the distortion function to be

$$d(X, \hat{X}) = \frac{1}{n} \sum_{i=1}^{n} I(X_i \neq \hat{X}_i).$$

**Corollary 2** (BMS). Fix $p \in (0, 1/2)$ and $d \in [0, p)$. Any $(n, M, d, \varepsilon)$ code must satisfy

$$M \geq \max_{0 \leq \varepsilon \leq n} \left( \sum_{k=0}^{n} \binom{n}{k} p^k (1-p)^{n-k} \frac{1}{\alpha_n, d, p(b)} - \varepsilon \right),$$

where

$$\alpha_n, d, p(b) = \max_{n_1} \sum_{k=0}^{[nd]} \binom{n_1}{k} \frac{(1-p)^{n_1-k}}{k!} \left( \frac{n_1}{l!} - \frac{n_1}{k!} \right) + \frac{p^{n_1+k-2l} (1-p)^{n_1-k-2l} \lambda_1 + k - 2l \geq b}{l!}. $$

and the maximisation is taken over all $n_1 \in \mathbb{N}$ satisfying

$$\max\{0, b - \lfloor nd \rfloor\} \leq n_1 \leq \min\{n, b + \lfloor nd \rfloor\}. $$

It is worth noting that Corollary 2 does not weaken Theorem 1; that is, the right hand sides of (2) and (3) are equal for the BMS with Hamming distortions.

**Remark:** For $p = 1/2$, $p_{X}(X, \hat{X})$ does not depend on $X$ [1, Example 1]. In this case, Theorem 1 coincides with [1, Thm. 20] which is derived from the meta-converse bound.

D. Gaussian Memoryless Sources (GMS)

Now let $X = (X_1, X_2, \ldots, X_n)$ be a string of $n$ iid instances of $X \sim \mathcal{N}(0, 1)$, and consider the squared-error distortions

$$d(X, \hat{X}) = \frac{1}{n} \sum_{i=1}^{n} |X_i - \hat{X}_i|^2.$$ 

A slight weakening of Theorem 1 yields the next corollary. Here $f_{\chi_2^2}(\cdot)$ denotes the $\chi^2$ probability density function.

**Corollary 3** (GMS). Fix $d \in (0, 1)$. Any $(n, M, d, \varepsilon)$ code must satisfy

$$M \geq \sup_{\gamma \geq nd} \left( \int_{I_{nd}/\gamma}^{\infty} f_{\chi_2^2}(w) \, dw - \varepsilon \right),$$

where $I_{\alpha}(\cdot, \cdot)$ is the regularized incomplete beta function and

$$\gamma^* = \left[ \frac{1}{n^2} \int_{I_{nd}/\gamma}^{\infty} f_{\chi_2^2}(w) \, dw \right]^{1/2} + \gamma^{1/2}.$$ 

E. Comparisons to Existing Bounds

We now compare Theorem 1 and Corollaries 2 and 3 to Kostina and Verdú’s $d$-tilted information and meta-converse bounds in [1]. Let us first recall the $d$-tilted information bound.

**Theorem KV-1.** Any $(M, d, \varepsilon)$ code must satisfy [1, Thm. 7]

$$\varepsilon \geq \sup_{\gamma \geq 0} \left( \mathbb{P}[j_X(X, d) \geq \log M + \gamma] - e^{-\gamma} \right).$$

To compare Theorem 1 with Theorem KV-1, it is helpful to first rewrite (2) as a lower bound on $\varepsilon$:

$$\varepsilon \geq \sup_{\beta \in \mathbb{R}} \left( \mathbb{P}[j_X(X, d) \geq \beta] - M \sup_{\hat{x} \in X} \mathbb{P}[j_X(X, d) \geq \beta, d(X, \hat{x}) \leq d] \right).$$

Given the similarities between (6) and (7), one might guess that Theorem KV-1 can be recovered as a special case of Theorem 1 by choosing $\beta$ appropriately in (7). We now show that this is indeed the case, and, therefore, Theorem KV-1 cannot be stronger than Theorem 1.

Choose $\beta = \log M + \gamma$ and consider the rightmost term in (7). We have

$$M \sup_{\hat{x} \in X} \mathbb{P}[j_X(X, d) \geq \log M + \gamma, d(X, \hat{x}) \leq d] \leq$$

$$\leq M \sup_{\hat{x} \in X} \mathbb{E}\left[ \int_{0}^{\infty} e^{(X, d) \gamma} \geq 1, \ e^{\lambda(d-(d, X, \gamma))} \geq 1 \right]$$

and consider the rightmost term

$$\leq e^{-\gamma} \mathbb{P}[j_X(X, d) + \lambda(d-(d, X, \gamma)) \leq 1].$$

**Lemma 4** (Csiszár). For all $\hat{x} \in X$, 

$$\mathbb{E}[e^{j_X(X, d) + \lambda(d-(d, X, \gamma))}] \leq 1,$$

with equality for $p_X$-almost all $\hat{x}$. 

The second converse result from Kostina and Verdú that we will consider is based on binary hypothesis testing. Let

$$\beta_{\alpha}(p, q) = \min_{p_{W|X}} \mathbb{Q}[W = 1],$$

denote the optimal performance achievable among all randomised tests $p_{W|X} : X' \rightarrow \{0, 1\}$ between probability distributions $p$ and $q$ on $X'$ where 1 indicates that the test chooses $p$ and $Q[\cdot]$ is the probability of an event if $X$ has distribution $q$.

**Theorem KV-2.** Any $(M, d, \varepsilon)$ code must satisfy [1, Thm. 8]

$$M \geq \sup_{\hat{x} \in X} \inf_{q_X} \frac{\beta_{\alpha}((p_X, q_X))}{d(X, \hat{x}) \leq d},$$

where the supremum is taken over all distributions on $X$.

**Remark:** After submitting this paper, we found that one can derive Theorem 1 by making a (suboptimal) choice for $q_X$ in Theorem KV-2; see the Appendix. This also shows that Theorem KV-2 is never weaker than Theorem KV-1.

2The following arguments are based on the proof of Theorem KV-1 in [1].

3See also Property 2 in [1, p. 331].
F. Numerical Results

Consider the BMS under Hamming distortions with the following parameters: $p = 2/5$, $d = 0.11$, and $\varepsilon = 10^{-2}$. Figure 1 plots the lower bound (3) from Corollary 2. For comparison, the best converse bound from [1, Thm. 20] is also plotted. For this particular setup, [1, Thm. 20] is tighter for $n < 173$, but weaker for $n \geq 173$. For completeness, we have also plotted the Gaussian approximation [1, Thm. 23] and an achievability result based on random coding [1, Theorem 10]. There, we chose $p_\beta = p_\beta^0$ and set $p_\beta^0(1) = \frac{1}{\ln 2}$ with $d' := \left\lceil nd \right\rceil/n$, which is slightly better than choosing $p_\beta^0(1) = \frac{1}{\ln 2}$. Computations with other parameters indicate that the crossing point moves to smaller $n$ when increasing $d$ or $\varepsilon$ and to larger $n$ otherwise.

Now consider the GMS under squared error distortions with the following parameters: $d = 0.25$, $\sigma^2 = 1$, and $\varepsilon = 10^{-2}$. Figure 2 plots the bound in (4) and, for comparison, the converse bound [1, Theorem 36], which can be derived from (10). Our result is tighter for $n \geq 12$. We also included the Gaussian approximation [1, Theorem 40]. Here, choosing small values for $d$ shifts the crossing point to larger $n$ whereas varying $\varepsilon$ does not seem to have a significant influence.

II. General Sources: Proof of Theorem 1

For ease of notation, we assume that $X$ and $\hat{X}$ are finite sets but note that the result applies to general abstract sources.

Let $\beta \in \mathbb{R}$ be arbitrary. In the same manner as the proof of Theorem KV-1 in [1], we start by bounding

$$P[J_X(X,d) \geq \beta, d(X,\hat{X}) \leq d] \leq P[J_X(X,d) \geq \beta, d(X,\hat{X}) > d] + P[J_X(X,d) \geq \beta, d(X,\hat{X}) \leq d].$$

Now consider the second probability of the RHS. Using similar arguments as the proof of Theorem KV-2 in [1],

$$P[J_X(X,d) \geq \beta, d(X,\hat{X}) \leq d] = \sum_{x \in \mathcal{X}} p_X(x) \sum_{t \in \mathcal{M}} P_{T|x}(t|x) \leq 1 \} \{ J_X(x,d) \geq \beta, d(x,\hat{x}) \leq d \}
\leq \sum_{x \in \mathcal{X}} \sum_{t \in \mathcal{T}} p_T(t|x) p_X(x) \leq \sum_{x \in \mathcal{X}} \sup_{t \in \mathcal{T}} P[J_X(X,d) \geq \beta, d(X,\hat{x}) \leq d]
= M \sup_{t \in \mathcal{T}} P[J_X(X,d) \geq \beta, d(X,\hat{x}) \leq d].$$

To complete the proof, combine (11) and (12) and take the supremum over $\beta$ to get (2) or (7).

III. BMS: Proof of Corollary 2

Fix $p \in (0,1/2)$, $d \in [0, p]$ and $\beta \in \mathbb{R}$. Let $h_2(\cdot)$ denote the binary entropy function. We have [1, Eqn. (21)]

$$J_X(x,d) = N(1|x) \log \frac{1}{p} + (n - N(1|x)) \log \frac{1}{1-p} - nh_2(d),$$

where

$$N(1|x) := \sum_{k=1}^n \mathbb{1}\{x_i = 1\}.$$

Since $p \in (0,1/2)$, it follows that $p < 1-p$ and $J_X(x,d)$ grows linearly in $N(1|x)$ for fixed $n$. Let

$$b := \min \left\{ n' \in \{0, \ldots, n\} : n' \log \frac{1}{p} + (n - n') \log \frac{1}{1-p} - nh_2(d) \geq \beta \right\},$$

\begin{align*}
\end{align*}
and note that
\[
\{x \in \mathcal{X}_n : j_{x}(x, d) \geq \beta\} = \{x \in \mathcal{X}_n : N(1|x) \geq b\}.
\]

Hence,
\[
P[j_{x}(x, d) \geq \beta] = P[N(1|x) \geq b] = \sum_{k=b}^{n} \binom{n}{k} p^k (1-p)^{n-k}.
\]

Now consider the denominator of (2). Let \(\hat{n}_1 := N(1|x)\).
Using Vandermonde's identity, the number of binary sequences in a Hamming ball of size \([nd]\) centered at a sequence of Hamming weight \(\hat{n}_1\) is given by
\[
\sum_{k=0}^{\lfloor nd \rfloor} \binom{n}{k} = \sum_{k=0}^{\lfloor nd \rfloor} \binom{n}{k} \binom{n-\hat{n}_1}{k-\hat{n}_1}.
\]

where, in each summand, \(\binom{n}{k} \binom{n-\hat{n}_1}{k-\hat{n}_1}\) is the number of sequences of Hamming weight \(n_1 + k - 2l\). We can thus write
\[
\sup_{\hat{x} \in \mathcal{X}_n} P[j_{x}(x, d) \geq \beta, d(x, \hat{x}) \leq nd]
\]

\[
= \max_{\hat{n}_1} P[N(1|x) \geq b, d(x, \hat{x}) \leq nd]
\]

\[
= \max_{\hat{n}_1} \sum_{x} p_{\hat{n}_1}(x) \mathbb{1}\{N(1|x) \geq b, d(x, \hat{x}) \leq nd\}
\]

\[
= \max_{\hat{n}_1} \sum_{k=0}^{\lfloor nd \rfloor} \binom{n}{k} \binom{n-\hat{n}_1}{k-\hat{n}_1} p^k (1-p)^{n-k} \left(\binom{n-\hat{n}_1}{k-\hat{n}_1} p^{\hat{n}_1+k-2l} (1-p)^{n-\hat{n}_1+k+2l} \right),
\]

where (*) follows since, by symmetry, the probability depends on \(\hat{x}\) only through \(\hat{n}_1\).

In fact, we only need to consider \(b - [nd] \leq \hat{n}_1 \leq b + [nd]\) for the maximisation. This is because for \(\hat{n}_1 < b - [nd]\), we have \(\mathbb{1}\{\hat{n}_1 + k - 2l \geq b\} = 0\) for all summands and for \(\hat{n}_1 > b + [nd]\), \(\mathbb{1}\{\hat{n}_1 + k - 2l \geq b\} = 1\) for all summands in which case the sum is monotonically decreasing in \(\hat{n}_1\) (we omit the proof of this fact).

IV. GMS: PROOF OF COROLLARY 3

The d-tilted information for the GMS with \(d < \sigma^2 = 1\) is given by [1, Example 2]
\[
j_{x}(x, d) = \frac{n}{2} \log \frac{d}{\varepsilon} + \frac{\|x\|^2 - n}{2} \log e,
\]

which grows linearly in \(\|x\|^2\). Hence, we can rewrite (2) as
\[
M \geq \sup_{y \in \mathbb{R}_n} \left( \frac{P[\|X\|^2 \geq \gamma]}{\sup_{\hat{x} \in \mathbb{R}_n} P[\|X\|^2 \geq \gamma, d(X, \hat{x}) \leq d]} \right).
\]

We will lower bound (15) using a geometric argument for the denominator. By the circular symmetry of the GMS, we only need to consider those \(\hat{x} \in \mathbb{R}_n\) for the supremum that lie on an arbitrary straight line through the origin. Denote
\[
\mathcal{A} := \{x \in \mathbb{R}_n : \|x\|^2 \geq \gamma\},
\]

\[
\mathcal{B}(\hat{x}) := \{x \in \mathbb{R}_n : \|x - \hat{x}\|^2 \leq nd\},
\]

and observe that
\[
\sup_{\hat{x} \in \mathbb{R}_n} P[\|X\|^2 \geq \gamma, d(X, \hat{x}) \leq d]
\]

\[
= \sup_{\hat{x} \in \mathbb{L}} P[X \in \mathcal{A} \cap \mathcal{B}(\hat{x})],
\]

where \(L\) denotes the set of points lying on a straight line through the origin, see Figure 3.

Denote the surface area of an \(n\)-dimensional sphere of radius \(r\) by \(S_n(r)\) and the surface area of a \(n\)-dimensional spherical cap of radius \(r\) and half angle \(\theta\) by \(A_n(\gamma, \theta)\). The following relation holds [5]:
\[
A_n(r, \theta) := \frac{1}{2} S_n(r) I_{\nu} (\theta \gamma) \left(\frac{n-1}{2}, \frac{1}{2}\right),
\]

where \(I_{\nu}(\cdot, \cdot)\) is the regularized incomplete beta function. Using the law of sines and taking \(\gamma \geq nd\), we can determine the half angle \(\theta_d\) such that \(A_n(\sqrt{\gamma}, \theta_d)\) is the largest spherical cap at radius \(\sqrt{\gamma}\) contained in some \(\mathcal{B}(\hat{x})\):

\[
\theta_d = \sin^{-1} \left(\sqrt{nd}/\gamma\right).
\]

Let \(C_n(\theta_d)\) be the \(n\)-dimensional infinite cone of half angle \(\theta_d\) that passes through \(A_n(\sqrt{\gamma}, \theta_d)\). Clearly, \(A \cap \mathcal{B}(\hat{x}) \subset C_n(\theta_d)\), for any \(\hat{x} \in L\). This setup is visualized in Figure 3. Next, denote the volume of \(\mathcal{B}(\hat{x})\) for any \(\hat{x} \in \mathbb{L}\) by
\[
V_n(\sqrt{nd}) := \frac{\pi^{n/2}}{\Gamma((n+2)/2)} (nd)^{n/2}/\gamma,
\]

with \(\Gamma(\cdot)\) being the gamma function. To upper bound (16), we consider the largest probability of any set in \(\mathcal{A} \cap C_n(\theta_d)\) (the shaded area in Figure 3) that has the same volume as a distortion ball. We denote this set by
\[
\mathcal{K}^* := \arg \max_{K \subset \mathcal{A} \cap C_n(\theta_d)} \{P[X \in K] : \text{Vol}(K) = V_n(\sqrt{nd})\}.
\]
The geometry of the arg max problem is depicted in Figure 4. By the circular symmetry, $K^*$ is the slice of the cone $C_n(\theta_d)$ that lies on the surface of $S_n(\sqrt{\gamma}, \theta_d)$ and has volume $V_n(\sqrt{\gamma} \theta_d)$. More precisely, we can describe $K^*$ as the difference between spherical sectors of half angle $\theta_d$ whose volumes differ by exactly $V_n(\sqrt{\gamma} \theta_d)$, see Figure 4. The volume of a hyperspherical sector of half angle $\theta$ and radius $r$ is given by [5]

$$V_n^{\text{sec}}(r, \theta) := \frac{1}{2} V_n(r) \sin^2(\theta) \left(\frac{n-1}{2} \right).$$

Now let $\gamma^*$ be the solution to

$$V_n^{\text{sec}}(\sqrt{\gamma^*}, \theta_d) - V_n^{\text{sec}}(\sqrt{\gamma}, \theta_d) = V_n(\sqrt{n} \theta_d),$$

which, using $\sin^2(\theta_d) = n \theta_d/\gamma$, can be rewritten as (5).

Now, we can use the tools developed in (16)-(18) to bound

$$\sup_{x \in L} \mathbb{P}[X \in A \cap B(x)]$$

$$\leq \mathbb{P}[X \in K^*]$$

$$= \mathbb{P}[\gamma \leq ||X||^2 \leq \gamma^*, X \in C_n(\theta_d)]$$

$$= \mathbb{P}[\gamma \leq ||X||^2 \leq \gamma^*] \mathbb{P}[X \in C_n(\theta_d)]$$

$$= \mathbb{P}[\gamma \leq ||X||^2 \leq \gamma^*] \frac{A_n(\sqrt{\gamma}, \theta_d)}{S_n(\sqrt{\gamma})}$$

$$= \frac{1}{2} I_{\gamma} \left(\frac{n-1}{2} \right) \int_0^{\gamma^*} f_{\chi_n^2}(w) \, dw$$

where (19) follows from the definition of $K^*$ (17), (20) follows from the definition of $\gamma^*$ (18), and the geometry of $K^*$, (21)--(22) are a result of the circular symmetry of the multivariate Gaussian and $f_{\chi_n^2}(\cdot)$ is the $\chi_n^2$ probability density function. Combining (23) and (15) then yields (4).

**ACKNOWLEDGEMENTS**

This work was supported by the Alexander von Humboldt Foundation and the German Research Foundation. We would like to thank Rana Ali Amjad for helpful discussions and Victoria Kostina for helpful comments on different drafts.

**APPENDIX**

As noted in [1, Rem. 5], Theorem KV-2 can be strengthened by relaxing the requirement that $q_X$ be a probability measure in (9); instead, we may allow $q_X$ to be any $\sigma$-finite measure to obtain the following bound.

**Theorem KV-3.** Any $(M, d, \varepsilon)$-code must satisfy

$$M \geq \sup_{x \in X} \inf_{\varepsilon} \frac{\beta_{1-\varepsilon}(p_X, q_X)}{\mathbb{P}[d(X, x) \leq d]}\quad (24)$$

where the supremum is taken over all $\sigma$-finite measures $q_X$.

We will now recover Theorem 1 from Theorem KV-3. Choose $q_X$ such that

$$\mathbb{Q}[X \in A] = \mathbb{P}[X \in A, J_X(X, d) \geq \beta], \quad \forall A \subseteq X.$$

An optimal randomised test between $p_X$ and $q_X$ is

$$p_{W|X}(1|x) := \begin{cases} 1, & \text{if } J_X(x, d) < \beta \\ \mathbb{P}[J_X(X, d) \geq \beta] - \varepsilon, & \text{if } J_X(x, d) \geq \beta, \end{cases}$$

The probability that this test succeeds under $p_X$ is

$$\mathbb{P}[W = 1] = \mathbb{P}[J_X(X, d) < \beta] \mathbb{P}[W = 1|J_X(X, d) < \beta] + \mathbb{P}[J_X(X, d) \geq \beta] \mathbb{P}[W = 1|J_X(X, d) \geq \beta] = 1 - \varepsilon.$$

Moreover, the probability that the test fails under $q_X$ is

$$\mathbb{Q}[W = 1] = \mathbb{P}[J_X(X, d) \geq \beta, W = 1] = \mathbb{P}[J_X(X, d) \geq \beta] \cdot \frac{\mathbb{P}[J_X(X, d) \geq \beta] - \varepsilon}{\mathbb{P}[J_X(X, d) \geq \beta]} = \mathbb{Q}[J_X(X, d) \geq \beta] - \varepsilon.$$

Substituting $q_X$ into Theorem KV-3 gives

$$M \geq \inf_{x \in X} \frac{\beta_{1-\varepsilon}(p_X, q_X)}{\mathbb{P}[d(X, x) \leq d]}.$$

Taking the supremum over $\beta$ gives Theorem 1.

**Remark:** The above discussion together with that in Section I-E demonstrates that the $d$-tilted converse in Theorem KV-1 cannot be tighter than the (generalised $\sigma$-finite measure) meta converse in Theorem KV-3. To the best of our knowledge, this fact has not been observed in the literature before.
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Abstract—The effectiveness of frequency hopping for anti-jamming protection of wireless channels is analyzed from an information-theoretic perspective. The sender can input its symbols into one of several frequency subbands at a time. Each subband channel is modeled as an additive noise channel. No common randomness between sender and receiver is assumed. It is shown that capacity is positive, and then equals the common randomness assisted (CR) capacity, if and only if the sender power strictly exceeds the jammer power. Thus compared to transmission over any fixed frequency subband, frequency hopping is not more resilient towards jamming, but it does increase the capacity. Upper and lower bounds on the CR capacity are provided.

I. INTRODUCTION

A wireless channel is open to inputs from anybody operating on the same frequency. Therefore communication has to be protected against deliberate jamming. This means that communication protocols have to be devised whose application enables reliable data transmission even if attacked by a jammer.

If a sufficiently broad frequency band is available, and if the jammer does not have simultaneous access to the complete band, a method which suggests itself is frequency hopping (FH). The frequency spectrum is divided into subbands. In each time slot, the sender chooses a subband in a random way and uses only that frequency to transmit data in that time slot. In some models [4], [6], the receiver hops over frequencies, too, and only listens to one subband at a time. The idea is that in this way, the channel will not be jammed all the time with positive probability, and some information will go through.

To succeed, the basic FH idea requires common randomness known to sender and receiver, but unknown to the jammer. A careful analysis of this situation has been performed in [4]. It is clearly necessary that the common randomness realization be known before transmission starts. As the channel cannot be used to distribute this knowledge, this leads to a circle called anti-jamming/key-establishment dependency in [6].

In [6] it has been investigated for the first time whether FH can be used for data transmission without the availability of common randomness. Moreover, the jammer is allowed to distribute its power arbitrarily over all frequency subbands and use these simultaneously. It is assumed that whether the jammer inserts, modifies or jams messages only depends on the relation of its own and the sender’s power. A protocol is found which achieves a positive throughput whose value depends on the jammer’s strategies, e.g. whether or not it can listen to the sender’s signals.

We take a different perspective in this work. The central figure of merit for our communication system is the message transmission error incurred under a jamming attack. A good FH protocol should make this error small. We assume that the jammer cannot listen to symbols sent through the channel (this in particular differs from [6]), that it knows the channel and the code, but not the specific message sent, and that it knows when the transmission of a new codeword begins. It can input symbols into any frequency subset of a given size. We also assume that the receiver listens to all frequencies simultaneously.

Within these boundaries, any jammer strategy is allowed. The jammer is successful if no coding strategy can be found making the transmission error vanish with increasing coding blocklength for any jamming strategy. This is an operational approach to measure the success of jamming, in contrast to the approach of [6] described above.

Using the information-theoretic model of an additive Arbitrarily Varying Channel (AVC) and the analysis in [2], we find that the success of a jammer indeed depends on the relation between its own and the sender’s power. In fact, if the sender power is strictly larger than the jammer power, the same, positive capacity is achieved as in the case where sender and receiver have access to common randomness which is unknown to the jammer. If the converse relation between sender and jammer power holds, then no data transmission at all is possible. This is independent of the number $J$ of subchannels the jammer can influence at the same time.

On the other hand, it is known that for each frequency subband the same holds: If the jammer has more power than the sender, no communication is possible over this band, whereas the common randomness assisted capacity is achieved in case the sender power exceeds the jammer power. Thus in the case that no single frequency subband has a positive capacity without common randomness, then no FH scheme achieves a positive capacity either. Seen from this perspective, FH does not provide any additional protection against jamming compared to schemes which stick to one single frequency. However, FH does in general increase the common randomness assisted capacity compared to the use of one single frequency.
subchannel, and hence also the capacity without common randomness if positive – the FH sequence may depend on the message and thus reveal additional information. (In [9], [8] this is called message-driven frequency hopping.)

The common randomness assisted capacity will in general depend on the number \(J\) of subchannels the jammer can simultaneously influence. Thus the capacity achievable without common randomness, if positive, also depends on \(J\). We give a lower bound for the common randomness assisted capacity. If the noise is Gaussian and \(J\) is sufficiently large, we also provide an upper bound which differs from the lower bound by the logarithm of the number of frequency subbands. The bounds involve a waterfilling strategy for the distribution of the jammer’s power over the frequencies.

Due to space limitations, some parts of the proofs will be omitted or only sketched. The full version of this paper is available online [7].

Organization of the paper: Section II presents the channel model and the main results. Sections III-IV contain the proofs of these results. A discussion concludes the paper in Section V.

II. SYSTEM MODEL AND MAIN RESULTS

The total frequency band available for communication is divided into \(K\) frequency subbands. These are modeled as parallel channels with additive noise. The receiver listens to all frequencies simultaneously. Frequency hopping (FH) means that the sender at each time instant chooses one of the \(K\) subchannels into which it inputs a signal. For a fixed number \(J\) with \(1 \leq J \leq K\), the jammer can at each time instant choose a subset \(\mathcal{I}\) of the \(K\) subchannels with \(|\mathcal{I}| = J\) and input its own signals in subchannels belonging to this subset.

The overall channel, called FH channel in the following, can be described as an additive Arbitrarily Varying Channel (AVC) with additive noise. For any \(k \in \mathcal{K} = \{1, \ldots, K\}\), we set \((e_{k1}, \ldots, e_{kK})^\top = e_k\) to be the vector with \(e_{kl} = 1\) and \(e_{kl} = 0\) if \(l \neq k\). Further for any \(\mathcal{I} \subset \mathcal{K}\) we set \((e_{I,1}, \ldots, e_{I,K})^\top = e_{\mathcal{I}}\) to be the vector satisfying \(e_{\mathcal{I}l} = 1\) if \(l \in \mathcal{I}\) and \(e_{\mathcal{I}l} = 0\) else.

If the sender chooses symbol \(x \in \mathbb{R}\) to transmit over subchannel \(k\), it inputs \(xe_k\) into the channel. We denote the set \(\mathbb{R} \times \mathcal{K}\) by \(\mathcal{X}\). The jammer chooses a subset \(\mathcal{I} \subset \mathcal{K}\) of subchannels for possible jamming ((\(\mathcal{I}| = J\)) and a vector \((s_1, \ldots, s_K)^\top = s \in \mathbb{R}^K\) of real numbers satisfying \(s_l = 0\) if \(l \notin \mathcal{I}\). It inputs \(s \circ e_{\mathcal{I}}\) into the channel, where the symbol \(\circ\) denotes component-wise multiplication. We denote the set of possible jammer choices by \(\mathcal{S}\).

The noise on different frequencies is assumed to be independent. For subchannel \(k\), let \(N_k\) be the noise random variable. Its mean is assumed to be zero and its variance is denoted by \(\sigma_k^2\). The random vector \((N_1, \ldots, N_K)^\top\) is denoted by \(N\).

Given sender input \(xe_k\) and jammer input \(s \circ e_{\mathcal{I}}\), the receiver obtains a real \(K\)-dimensional output vector \((y_1, \ldots, y_K)^\top = y\) through the FH channel which satisfies

\[
y = xe_k + s \circ e_{\mathcal{I}} + N.
\]

In particular, on frequencies without sender or jammer inputs, the output is pure noise. The channel is memoryless over time, i.e. outputs at different time instants are independent conditional on the sender and jammer inputs. Note that this is an additive AVC, but as its input alphabet is a strict subset of \(\mathbb{R}^K\), the special results of [2] on additive-noise AVCs do not apply here. The general theory developed in [2] is applicable, though: All alphabets involved are complete, separable metric spaces\(^1\), the channel output distribution continuously depends on the sender and jammer inputs, and the constraints on sender and jammer inputs to be defined below are continuous. Hence the central hypotheses (H.1)-(H.4) of [2] are satisfied.

The protocols used for data transmission are block codes. A blocklength-\(n\) code is defined as follows. We assume without loss of generality that the set of messages \(\mathcal{M}_n\) is the set \(\{1, \ldots, |\mathcal{M}_n|\}\). An encoder is a mapping \(f_n\) from \(\mathcal{M}_n\) into the set of sequences of sender channel inputs of length \(n\),

\[
\{(x_1e_{i_1}, \ldots, x_ne_{i_n}) : (x_i, k_i) \in \mathcal{X} (1 \leq i \leq n)\}.
\]

Note that this means that the sequence of frequency bands used by the sender may depend on the message to be sent. Every codeword can be considered as a \(K \times n\)-matrix whose \(i\)-th column is the \(i\)-th channel input vector. The decoder at blocklength \(n\) is a mapping \(\hat{\phi}_n : \mathbb{R}^{K \times n} \rightarrow \mathcal{M}_n\).

Additionally, for some \(\Gamma > 0\), the sender has the power constraint \(\sum_{i=1}^n \|f_n(m_i)\|^2 \leq n\Gamma\) for all \(m \in \mathcal{M}_n\), where \(f_n(m_i)\) denotes the \(i\)-th column of the \(K \times n\)-matrix \(f_n(m)\) and \(\|\cdot\|\) denotes the Euclidean norm on \(\mathbb{R}^K\). A code \((f_n, \hat{\phi}_n)\) with blocklength \(n\) which satisfies the power constraint for \(\Gamma\) is called an \((n, \Gamma)\)-code.

We are interested in the transmission error incurred by a code \((f_n, \hat{\phi}_n)\). This error should be small for all possible jammer input sequences. Thus we first define the transmission error for a given length-\(n\) jamming sequence \(((\mathcal{I}_1, s_1), \ldots, (\mathcal{I}_n, s_n))\). This sequence can be given matrix form as well. We denote by \(\hat{S}\) the \(K \times n\)-matrix whose \(i\)-th column equals \(s_i\). By \(\hat{E} \in \mathbb{R}^{K \times n}\), we denote the matrix with columns \(e_{\mathcal{I}_1}, \ldots, e_{\mathcal{I}_n}\). Of course, \(\hat{S} \circ \hat{E} = \hat{S}\). We keep \(\hat{E}\) explicit because \(\hat{S}\) itself does not in general uniquely determine the sequence \(((\mathcal{I}_1, s_1), \ldots, (\mathcal{I}_n, s_n))\), as some components of \(s_i\) could be zero \((1 \leq i \leq n)\).

Just like the sender, the jammer has a power constraint. We require that \(\sum_{i=1}^n \|s_i\|^2 \leq n\Lambda\) for some \(\Lambda > 0\) and denote the set of \(\hat{S} \circ \hat{E}\) satisfying this power constraint by \(\mathcal{J}_\Lambda\). It is clear that a realistic jammer cannot transmit at arbitrarily large powers, so this is a reasonable assumption. Note that the jammer is free to distribute its power over the subchannel subset it has chosen for jamming. In particular, the power can be concentrated on one single frequency no matter what \(J\) is.

Now let \((f_n, \hat{\phi}_n)\) be a blocklength-\(n\) code and \(\hat{S} \circ \hat{E} \in \mathbb{R}^{K \times n}\) a jammer input. Then the average error incurred by

\(^1\)Giving a discrete set \(K\) the metric \(\rho(k, l) = 1\) if \(k \neq l\) and \(\rho(k, k) = 0\) for all \(k, l \in K\) makes \(K\) a complete metric space whose Borel algebra is its complete power set.
\((f_n, \varphi_n)\) under this jamming sequence is defined to equal
\[
\bar{e}(f_n, \varphi_n, \tilde{S} \circ \tilde{E}) = \frac{1}{|M_n|} \sum_{m \in M_n} P[\varphi_n (f_n(m) + \tilde{S} \circ \tilde{E} + \tilde{N}) \neq m],
\]
where \(\tilde{N}\) is a matrix whose columns are \(n\) independent copies of the noise random vector \(N\). The overall transmission error for \((f_n, \varphi_n)\) under jammer power constraint \(\Lambda\) is given by
\[
e(\bar{f}_n, \varphi_n, \Lambda) = \sup_{S \in \mathcal{S} \subseteq \mathcal{J}_n} \bar{e}(\bar{f}_n, \varphi_n, \tilde{S} \circ \tilde{E}).
\]
This error criterion makes the FH channel an AVC.

A nonnegative real number is said to be an achievable rate under sender power constraint \(\Gamma\) and jammer power constraint \(\Lambda\) if there exists a sequence of codes \((f_n, \varphi_n)\) of \((n, \Gamma)\)-code, satisfying
\[
\liminf_{n \to \infty} \frac{1}{n} \log |M_n| \geq R, \quad \lim_{n \to \infty} \bar{e}(f_n, \varphi_n, \Lambda) = 0.
\]
The supremum \(C(\Gamma, \Lambda)\) of the set of achievable rates under power constraints \(\Gamma\) and \(\Lambda\) is called the \((\Gamma, \Lambda)\)-capacity of the channel.

Now we ask under which conditions the \((\Gamma, \Lambda)\)-capacity of the FH channel is positive, and in case it is positive, how large it is. A precise statement can be made upon introduction of the common randomness assisted capacity \(C_r(\Gamma, \Lambda)\). This is the maximal rate achievable if sender and receiver have a common secret key unknown to the jammer. The key size is not restricted. As noted in the introduction, the presence of a certain amount of common randomness is a frequent assumption in the literature on frequency hopping.

For given power constraint \(\Gamma > 0\), we describe a common randomness assisted \((n, \Gamma)\)-code as a random variable \((F_n, \Phi_n)\) of the set of \((n, \Gamma)\)-codes with common message size \((F_n, \Phi_n)\) independent of channel noise. The error it incurs under jamming sequence \(\tilde{S} \circ \tilde{E}\) is defined to equal the mean \(E[\bar{e}(F_n, \Phi_n, \tilde{S} \circ \tilde{E})]\) over all possible realizations of \((F_n, \Phi_n)\), and the overall transmission error under jammer power constraint \(\Lambda > 0\) is set to equal \(\sup_{S \in \{S \subseteq \mathcal{J}_n\}} E[\bar{e}(F_n, \Phi_n, \tilde{S} \circ \tilde{E})]\).

The definition of common randomness assisted achievable rate under power constraints \(\Gamma\) and \(\Lambda\) is now a straightforward extension of the corresponding notion for the deterministic case. The supremum of all common randomness assisted rates under power constraints \(\Gamma\) and \(\Lambda\) is called the common randomness assisted \((\Gamma, \Lambda)\)-capacity and denoted by \(C_r(\Gamma, \Lambda)\).

**Theorem 1.** \(C(\Gamma, \Lambda)\) is positive if and only if \(\Gamma > \Lambda\). If it is positive, it equals \(C_r(\Gamma, \Lambda)\).

**Corollary.**

1) If \(C(\Gamma, \Lambda) > 0\), then every fixed-frequency subchannel also has a positive capacity. In this sense FH is not necessary to achieve a positive rate.
2) If \(C(\Gamma, \Lambda) > 0\), then common randomness does not increase the maximal transmission rate.

For \(\Gamma > \Lambda\), it is thus desirable to have bounds on \(C_r(\Gamma, \Lambda)\). These can be provided for all pairs \((\Gamma, \Lambda)\). Note that the choice of \(\Lambda_1, \ldots, \Lambda_K\) below is a waterfilling strategy.

**Theorem 2.** 1) Let \(\Lambda_1, \ldots, \Lambda_K\) be nonnegative numbers satisfying
\[
\begin{cases}
\sigma_k^2 + \Lambda_k = c \\
\text{if } \sigma_k^2 < c,
\end{cases}
\]
with \(c\) such that \(\Lambda_1 + \cdots + \Lambda_K = \Delta\). Then
\[
C_r(\Gamma, \Lambda) \geq \frac{1}{2} \log \left(1 + \frac{\Gamma}{c}\right).
\]
In particular, \(C_r(\Gamma, \Lambda) > 0\).
2) If the noise is Gaussian and \(J \geq \{k \in K : \sigma_k^2 < c\}\), then
\[
C_r(\Gamma, \Lambda) \leq \frac{1}{2} \log \left(1 + \frac{\Gamma}{c}\right) + \log K.
\]

**Remark.** 1) Set \(K' = \{k \in K : \sigma_k^2 < c\}\). As comparison with (2) shows, (1) is a good bound if \(J \geq |K'\) and the noise is Gaussian. The lack of a similar bound for the case \(J < |K'\) can be explained by the fact that the jammer in this case has to leave some of the highest-throughput subchannels unjammed. \(C_r(\Gamma, \Lambda)\) in general depends on \(J\), and should increase for decreasing \(J\).
2) The proof of Theorem 2 shows that the \(\frac{1}{2} \log(1 + \frac{\Gamma}{c})\) terms in (1), (2) are achievable without frequency hopping, whereas frequency hopping contributes at most \(|K|\) bits to capacity. According to the lower bound, the common randomness assisted capacity grows to infinity as \(\Lambda\) is kept fixed and \(\Gamma\) tends to infinity. Thus asymptotically for large \(\Gamma\), the relative contribution to \(C_r(\Gamma, \Lambda)\) of information transmitted through the FH sequence vanishes.

3) Non-trivial frequency hopping will in general be necessary both to achieve \(C_r(\Gamma, \Lambda)\) and \(C(\Gamma, \Lambda)\). Although we will not prove this, this is implied by the mutual information characterization of \(C_r(\Gamma, \Lambda)\) (see the proof of Theorem 2).

**III. PROOF OF THEOREM 2**

Although Theorem 1 and its corollary are our main results, we first prove Theorem 2, which is needed for the proof of Theorem 1. From [2, Theorem 4] it follows that
\[
C_r(\Gamma, \Lambda) = \min_{\mathcal{S} \subseteq \mathcal{K}} \sup_{(X, \kappa) \in \mathcal{K}} I(Xe_k; Xe_k + S \circ e_k + N). \quad \mathbb{E}[\|\mathbf{b}\|^2] \leq \mathbb{E}[X_e^2] \leq L.
\]
Here \(Xe_k\) is a random variable on the possible sender inputs determined by an \(X\)-valued random pair \((X, \kappa)\). Similarly, \(S \circ e_k\) is the jammer's random channel input determined by a random \(S\)-valued pair \((i, S)\) independent of \((X, \kappa)\).

Define \(Y = Xe_k + S \circ e_k + N\). The expression \(I(Xe_k; Y)\) is concave in the distribution \(P_n\) of \(\kappa\) and convex in the distribution \(P_t\) of \(t\). Therefore the sender will in general have to use frequency hopping to approach capacity and likewise, the jammer will not stick to one constant frequency subset \(\mathcal{I}\) for jamming.

The mutual information term appearing in the above formula for \(C_r(\Gamma, \Lambda)\) can be written as
\[
I(Xe_k; Y) = I(Xe_k; \kappa; Y) - I(\kappa; Y|Xe_k) = I(X; Y|\kappa) + I(\kappa; Y),
\]

(3)
upon application of the chain rule in each of the equalities and observing that the sequence $\kappa \leftrightarrow X^\kappa \leftrightarrow Y$ is Markov.

The second term in (3) is between 0 and $\log K$. Thus to bound $C_r(\Gamma, \Lambda)$, it remains to bound

$$\min_{(s, S)} \sup_{\|S\|^2 \leq \Lambda (x, \kappa)} I(X; Y | \kappa)$$

$$= \min_{(s, S)} \sup_{\|S\|^2 \leq \Lambda (x, \kappa)} \sum_{k=1}^K P_k(k) \sup_{\|X^\kappa\|^2 | \kappa \leq \Gamma_k} I(X; Y | \kappa = k),$$

where the supremum over $(\kappa, \Gamma)$ is over $\kappa$ and nonnegative vectors $\Gamma = (\Gamma_1, \ldots, \Gamma_K)$ satisfying $\sum P_k(k) \Gamma_k \leq \Gamma$.

We now sketch the proof of the lower bound. For any $k \in K$, one has $I(X; Y | \kappa = k) \geq I(X; Y_k | \kappa = k)$. Fix any $(x, S)$ with $\mathbb{E}[\|S\|^2] \leq \Lambda$. Then the $k$-th coordinate output conditional on the event $\kappa = k$ has the form

$$y_k = x + Z_k,$$

where $Z_k$ is a real-valued random variable of variance $\sigma_k^2 + \Lambda_k$ for some nonnegative $\Lambda_1, \ldots, \Lambda_K$. This follows from (5).

As (5) is an additive channel with the real numbers as input and output alphabet, it is a well-known fact [5, Theorem 7.4.3] that

$$\sup_{\|X^\kappa\|^2 | \kappa \leq \Gamma_k} I(X; Y_k | \kappa = k) \geq \frac{1}{2} \log \left( 1 + \frac{\Gamma_k}{\sigma_k^2 + \Lambda_k} \right).$$

Hence the right-hand side of (4) can be lower-bounded by

$$\min_{(\kappa, \Gamma)} \max_{\Lambda} \frac{1}{2} \sum_{k=1}^K P_k(k) \log \left( 1 + \frac{\Gamma_k}{\sigma_k^2 + \Lambda_k} \right),$$

where the minimum is over vectors $\Lambda = (\Lambda_1, \ldots, \Lambda_K)$ with nonnegative components satisfying $\Lambda_1 + \cdots + \Lambda_K \leq \Lambda$. It is now straightforward to show that waterfilling for the jammer is the optimal choice of $\Lambda$. This lower bound on (4) together with (3) proves (1). The proof of the upper bound is omitted due to space limitations. The full proof of Theorem 2 can be found in [7].

IV. PROOF OF THEOREM 1 AND ITS COROLLARY

The proof of Theorem 1 bases on the sufficient criterion for $C(\Gamma, \Lambda) = C_r(\Gamma, \Lambda)$ provided by the corollary to [2, Theorem 4]. To formulate this criterion, we first have to say what it means for the FH channel to be symmetrized by a stochastic kernel.

A stochastic kernel $U$ with inputs from $\mathcal{X}$ and outputs in $S$ gives, for every $(x, k) \in \mathcal{X}$, a probability measure $U(\cdot | x, k)$ on the Borel algebra of $S$ such that for every Borel-measurable $A \subset S$, the mapping $(x, k) \mapsto U(A | x, k)$ is measurable. $U(\cdot | x, k)$ is specified by its values on all pairs $(\mathcal{B}, B)$, where $\mathcal{B} = \mathcal{J}$ and $B$ is a Borel set on $\mathbb{R}^K$ such that for all $b \in B$, it holds that $I \notin \mathcal{B}$ implies $b = 0$. One can thus write

$$U(\mathcal{I}, \mathcal{B} | x, k) = U_1(\mathcal{I}, x, k) U_2(\mathcal{B} | x, k, \mathcal{I}),$$

$U_1(\cdot | x, k)$ determines a random variable $U^{1}(x, k)$ on the set of subsets of $\mathcal{K}$ with cardinality $J$. $U^{1}(\cdot | x, k)$ then determines a random variable $S^{1}(x, k)$ which, conditional on the event $U(x, k) = I$, has the distribution $U_2(\cdot | x, k, I)$. These random variables give rise to a random jammer input, $Z_{x,k}^{U} := S^{1}(x, k) \circ e_{\tau}(x, k)$. Thus any pair $(x', k') \in \mathcal{X}$ together with $U$ defines the following channel:

$$y = x e_k + Z_{x', k'}^{U} + N,$$

where $(x, k) \in \mathcal{X}$ is the sender input, the output set is $\mathbb{R}^K$, and the noise is $Z_{x', k'}^{U} + N$.

By definition, the FH channel is symmetrized by $U$ if all sender input pairs $(x, k)$ and $(x', k')$ satisfy

$$x e_k + Z_{x', k'}^{U} + N \Rightarrow x \circ e_{\tau}(x, k) + Z_{x', k'}^{U} + N,$$

where $\Rightarrow$ means that the left-hand and the right-hand side have the same distribution. In particular, as the mean is zero, this implies

$$x e_k + \mathbb{E}[Z^{U}_{x', k'}] = x \circ e_{\tau}(x, k) + \mathbb{E}[Z^{U}_{x', k'}].$$

To state the criterion for the equality of the $(\Gamma, \Lambda)$-capacities with and without common randomness, some more definitions are necessary. Let $U_0$ be the class of stochastic kernels $U$ that symmetrize the FH channel and for which $Z^{U}_{x', k'}$ has finite variance for all $(x, k)$. Let $\mathcal{X} \subset \mathcal{X}$ be finite and $(\Gamma, \kappa)$ be concentrated on $\mathcal{X}$. Assume that for every $(x, k) \in \mathcal{X}$, the conditional distribution of the random variable $Z^{U}_{x', k'}$ given $\{X = x, \kappa = k\}$ equals that of $Z^{U}_{x', k'}$. Then define

$$\tau_{\mathcal{X}}(X, \kappa, \Lambda) = \frac{1}{\Lambda} \inf_{U \in U_0} \mathbb{E}[\|Z^{U}_{X, \kappa}\|^2].$$

We also write $C_{r, \mathcal{X}}(\Gamma, \Lambda)$ for the common randomness assisted capacity of the FH channel with the same power constraints, but whose inputs are restricted to the finite subset $\mathcal{X}$ of $\mathcal{X}$.

By the corollary of [2, Theorem 4], $C(\Gamma, \Lambda) = C_{r, \mathcal{X}}(\Gamma, \Lambda)$ if there exists a family $\mathcal{F}$ of finite subsets of $\mathcal{X}$ satisfying that every finite subset of $\mathcal{X}$ is contained in some member of $\mathcal{F}$ and for every $\mathcal{X} \in \mathcal{F}$, there is an $(\kappa, \Gamma)$ concentrated on $\mathcal{X}$ and satisfying $\mathbb{E}[X^2] \leq K$ with $I(X; e_K; Y) = C_{r, \mathcal{X}}(\Gamma, \Lambda)$ and $\tau_{\mathcal{X}}(X, \kappa, \Lambda) > 1$.

We will now closely follow the proof of [2, Theorem 5] to prove that the above criterion is satisfied for the FH channel if $\Gamma > \Lambda$. Fix $\Gamma, \Lambda > 0$. Let $\mathcal{X}_0$ be a finite set satisfying $C_{r, \mathcal{X}_0}(\Gamma', \Lambda) > C(\Gamma, \Lambda)$ for some $\Gamma' > \Gamma$. Such a set exists by the fact ([2, Theorem 4]) that for all $\Gamma, \Lambda$,

$$C_{r, \mathcal{X}_0}(\Gamma, \Lambda) = \sup_{\mathcal{X} \subset \mathcal{X} \text{ finite}} C_{r, \mathcal{X}_0}(\Gamma, \Lambda),$$

and by the lower bound on $C_r(\Gamma, \Lambda)$ of Theorem 2 showing that $C_{r, \mathcal{X}_0}(\Gamma, \Lambda)$ tends to infinity as $\Lambda$ is fixed and $\Gamma$ tends to infinity. We choose $\mathcal{F}$ as the family of finite subsets $\mathcal{X}$ of $\mathcal{X}$ satisfying $\mathcal{X}_0 \subset \mathcal{X}$ and

$$\mathcal{X} = \bigcup_{k=1}^{K} \tilde{X}_k \times \{k\},$$

where $\tilde{X}_k$ is symmetric about the origin. Obviously, every finite subset of $\mathcal{X}$ is contained in some $\mathcal{X} \in \mathcal{F}$. We first need
that for every finite input set $\tilde{X} \in \mathcal{F}$ there exist $C_{r,\tilde{X}}(\Gamma, \Lambda)$-achieving channel input distributions which exhaust all the power and are symmetric on every frequency subband.

**Lemma.** Let $\tilde{X} \in \mathcal{F}$. Then there exists a pair $(X, \kappa)$ of random variables with values in $\tilde{X}$ satisfying

$$\min_{(S, \tau)} I(X_{e_i}; X_{e_i} + S_{e_i} + N) = C_{r,\tilde{X}}(\Gamma, \Lambda)$$

(8)

and

$$\mathbb{E}[X^2] = \Gamma,$$

(9)

$$P_{X|\kappa}(k) = P_{X,\kappa}(k) \quad (1 \leq k \leq K)$$

(10)

Here $P_{X|\kappa}$ denotes the conditional probability of $X$ given $\kappa$, and $P_{X,\kappa}$ is defined analogously.

The proof of the lemma is very similar to that of (4.42) in [2] and omitted here, but can be found in [7]. Let $\tilde{X} \in \mathcal{F}$ and $(X, \kappa)$ as in the Lemma. We now show that $\tau_{X}(X, \kappa, \Lambda) > 1$ if $\Gamma > \Lambda$. To do so, choose any $U \in \mathcal{U}_0$. Then for any $(x', k') \in \tilde{X}$ using Jensen’s inequality,

$$\mathbb{E}[Z_{X,\kappa}^2] \geq \sum_{(x, k) \in \tilde{X}} P_{X,\kappa}(x, k) \mathbb{E}[Z_{x,k}^2].$$

(11)

As $U$ symmetrizes the FH channel, we can apply (7) and lower-bound (11) by

$$\sum_{(x, k) \in \tilde{X}} P_{X,\kappa}(x, k) \|x_{e_i} - x'_{e_i} + \mathbb{E}[Z_{x,k}^U]\|^2$$

(12)

$$\geq \sum_{k} P_{\kappa}(k) \sum_{x \in \tilde{X}_k} P_{X|\kappa}(x|k) |x - x'_{e_k}| + \mathbb{E}[Z_{x,k}^U(k)]^2,$$

where we denote by $Z_{x,k}^U(k)$ the $k$-th component of $Z_{x,k}^U$. By (10), $P_{X|\kappa}(k)$ is symmetric for every $k$, so its mean equals 0. Hence with (9) the right-hand side of (12) can be lower-bounded by

$$\sum_{k} P(x, k) |x|^2 = \mathbb{E}[X^2] = \Gamma.$$

We conclude that $\tau_{X}(X, \kappa, \Lambda) > 1$ for all $\tilde{X} \in \mathcal{F}$ and the corresponding $(X, \kappa)$ if $\Gamma > \Lambda$, implying that $C(\Gamma, \Lambda) = C_{r,\tilde{X}}(\Gamma, \Lambda)$. As the common randomness assisted $(\Gamma, \Lambda)$-capacity is positive for positive $\Gamma$, this further implies that $C(\Gamma, \Lambda) > 0$ if $\Gamma > \Lambda$, and the proof of the direct part of Theorem 1 is complete. The proof of the converse is analogous to the proof of the converse of [3, Theorem 1], so we omit it here, but it can be found in [7].

The second claim of the corollary of Theorem 1 is obvious. The first statement follows from [2, Theorem 5], which says that an additive-noise channel with $\mathbb{R}$ as sender, jammer and output alphabet has positive capacity (then equal to the common randomness assisted capacity) if and only if the sender power exceeds the jammer power. So if both the sender and the jammer in the FH channel concentrate their power on any frequency band $k \in \mathcal{K}$ and $\Gamma > \Lambda$, already a positive capacity lower-bounded by $\log(1 + \frac{\Gamma}{\sigma^2 + 1})/2 > 0$ will be achievable. In particular, this rate can be obtained without frequency hopping. On the other hand, if no transmission is possible over the subchannels, then $\Gamma \leq \Lambda$, and the FH channel also has zero capacity.

**V. Discussion**

For non-discrete AVCs, there is no general statement that capacity without common randomness always equals 0 or the common randomness assisted capacity like the Ahlswede dichotomy in [1] for discrete AVCs. Thus it is not possible to justify Theorem 1 just by observing that the capacity of every subchannel is positive if $\Gamma > \Lambda$.

Like [9], [8] we assume here that the receiver simultaneously listens on all frequencies. A different approach is taken in [6], [4], where the receiver listens randomly on only one frequency band at a time. The above analysis can be performed in a similar way for this situation and leads to analogous results: The capacity without common randomness shared between sender and receiver is positive if and only if the sender power exceeds the jammer power. Of course, the capacity will in general be smaller than if the receiver listens on all frequencies.

The converse in [3, Theorem 1] shows that in order to find a good jamming sequence, the jammer needs knowledge of the channel and the transmission protocol. Further, it should know when the transmission of a codeword starts, so it has to be synchronized with the sender. If this is given, then the successful jamming strategy in the case $\Gamma \leq \Lambda$ is to confuse the receiver: There exists a legitimate codeword such that if the jammer inputs this into the FH channel, the receiver cannot distinguish the sender’s messages.

The case of a jammer listening to the sender’s input into the channel like in [6], [4] was not treated here because there exist few results on AVCs in this direction.

**References**
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Abstract—We consider the problem of tracking, in realtime, an unstable autoregressive (AR) source over a discrete memoryless channel (DMC). We present computable achievable bounds on the optimal tracking error for general DMCs, and we particularise these bounds to the binary erasure and packet erasure channels.

I. Problem Setup
Consider the scalar unstable AR source

\[ W_n := \lambda W_{n-1} + V_n, \quad n = 1, 2, \ldots, \]  

where \( W_0 = 0 \), \( \lambda > 1 \) and \( V_1, V_2, \ldots \) is iid and uniform on the real interval \([-e_{\text{max}}, e_{\text{max}}]\) for some positive \( e_{\text{max}} \). Suppose that a transmitter causally encodes and communicates (1) over a DMC to a receiver, and suppose that the receiver attempts to track (1) while operating with a finite decoding delay \( \Delta \).

More formally, let us fix \( \Delta \) to be any non-negative integer. Let \( X \) denote the DMC’s input alphabet, \( Y \) its output alphabet and \( T_{Y/X} : X \to Y \) its transition probabilities. A \( \Delta \)-code for tracking (1) consists of a sequence of mappings

\[ (F_1, G_1), (F_2, G_2), \ldots, \]

where \( F_n : \mathbb{R}^n \to X \) and \( G_n : Y^{n+\Delta} \to \mathbb{R} \). The \( n \)-th channel symbol sent by the transmitter over the channel is

\[ X_n := F_n(W_1, W_2, \ldots, W_n), \]

The receiver estimates the \( n \)-th source symbol \( W_n \) by

\[ \hat{W}_n := g_n(Y_1, Y_2, \ldots, Y_{n+\Delta}). \]

Fix \( \rho \geq 1 \), and let

\[ \text{ME}_\rho(\Delta, N) := \frac{1}{N} \sum_{n=1}^{N} |W_n - \hat{W}_n|^{\rho} \]  

denote the mean error in tracking. We call \( N \) the blocklength, and we are interested in determining the following quantities.

Definition 1:
(i) The optimal ME for a given \( \Delta \) and \( N \),

\[ \text{ME}_\rho^*(\Delta, N) := \inf_{\Delta \text{-codes}} \text{ME}_\rho(\Delta, N). \]

(ii) The optimal ME for a given \( \Delta \) and all \( N \),

\[ \text{ME}_\rho^*(\Delta) := \sup_{N \in \{1, 2, \ldots\}} \text{ME}_\rho^*(\Delta, N). \]

The purpose of this paper is to report some useful achievable (upper) bounds on \( \text{ME}_\rho^*(\Delta, N) \) and \( \text{ME}_\rho^*(\Delta) \).

Remark 1: It can be shown that

\[ \sup_{N \in \{1, 2, \ldots\}} \text{ME}_\rho^*(\Delta, N) = \limsup_{N \to \infty} \text{ME}_\rho^*(\Delta, N). \]

Consequently, \( \text{ME}_\rho^*(\Delta) \) measures the worst case tracking error as \( N \to \infty \), and it is an appropriate engineering benchmark for problems where \( N \) is large, varies or is otherwise unknown.

Remark 2: If \( \Delta = 0 \), then for each \( n = 1, 2, \ldots \) the receiver is required to output its estimate \( \hat{W}_n \) of \( W_n \) immediately upon observing the first \( n \) channel outputs \( Y_1, Y_2, \ldots, Y_n \). Here we have instantaneous communications in the sense that any “new information” in \( W_n \) can only be communicated over the channel using \( X_n \). If \( \Delta > 0 \), then the receiver delays making an estimate of \( W_n \) by \( \Delta \) channel symbols. The transmitter now has more channel symbols from which to communicate each source symbol, and the receiver’s estimates can therefore be improved. In essence, one can trade tracking reliability against decoding timeliness by varying \( \Delta \).

Remark 3: The reader will have noticed that the unstable AR source in (1) does not fit within classical rate-distortion (RD) theory [1] (e.g., the AR source is non-stationary and non-ergodic), and \( \Delta \)-codes and Definition 1 do not fit within the classical joint source-channel coding framework [2, Sec. 9.6]. Indeed, channels with the same capacity often behave quite differently under Definition 1, and the standard RD function, channel capacity and separation theorem offer little guidance on how to best approximate \( \text{ME}_\rho^*(\Delta, N) \) and \( \text{ME}_\rho^*(\Delta) \). Such behaviour has been observed throughout the realtime communications literature and is by no means unique to this paper, see, for example, the early work of [3]. A more complete literature review can be found in the longer version of this paper [4], and excellent literature reviews of realtime communications can be found in [5]–[7].

II. Examples: Tracking over Erasure Channels
Let us first demonstrate the usefulness of this work by specialising the following achievable bound to the binary erasure channel (BEC) and packet erasure channel (PEC).

Theorem 1: Let \( \rho = 1 \) in (2).

\[ \text{ME}_1^*(\Delta, N) \big|_{\rho=1} \leq \min_M \left[ \alpha(M) + \beta(M) \right], \]
where the minimisation is over all integers $M \geq \max\{2, \lambda\}$, 

$$\alpha(M) := \frac{v_{\max}}{M - \lambda}$$

and 

$$\beta(M) := 2^{v_{\max}(M - 1)} \left(\frac{N}{M - \lambda}\right) \sum_{n=1}^{N} \prod_{k=1}^{n} \lambda^{n-k} \min\left\{ 1, \sum_{i=0}^{k-1} \tau_M(n + \Delta - i) \right\}.$$ 

Theorem 1 follows from Lemma 1 and Theorem 3, which will be presented later in the paper. The upper bound depends on the channel law $T_{Y|X}$ via the function $\tau_M(\cdot)$, and we particularise $\tau_M(\cdot)$ to the BEC and PEC in the next two subsections. Intuitively, $\alpha(M)$ can be understood as the quantisation error associated with discretising the source (it is the average error induced by an adaptive $M$ level scalar quantiser); and $\beta(M)$ can be understood as the channel distortion associated with streaming this $M$-level discrete approximation over the DMC $T_{Y|X}$. In general, a small $M$ will induce a large quantiser error and a small channel distortion, while a large $M$ will induce a small quantiser error and a large channel distortion. We now particularise $\tau_M(\cdot)$ to the BEC and PEC.

### A. Binary Erasure Channel (BEC)

Suppose that the DMC consists of $\kappa$ independent BECs, each with the same erasure probability $0 < \epsilon < 1$. Let 

$$X = \{0, 1\}^\kappa$$

and 

$$Y = \{0, 1, \epsilon\}^\kappa,$$

where $\epsilon$ represents the erasure event; and 

$$T_{Y|X}(y|x) = \begin{cases} 
N(y)(1-\epsilon)^{N(y)} & \text{if } x \text{ and } y \text{ agree on unerased positions}, \\
0, & \text{otherwise},
\end{cases}$$

where $N(y)$ denotes the number of erased symbols in $y$. We call $\lambda$ the bandwidth expansion factor.

**Proposition 1:** For the BEC with erasure probability $\epsilon$ and bandwidth expansion $\kappa$, Theorem 1 holds with 

$$\tau_M(\kappa k) = \sum_{t=0}^{k} \binom{\kappa k}{t} (1-\epsilon)^t (\epsilon^{k-t} - (1-\epsilon)(\kappa k - t) - k \log M - \log(1-\epsilon))^{\kappa k}.$$ 

**Proof:** A proof can be found in [4, Appendix F-B].

A slight weakening of Proposition 1 yields the next proposition.

**Proposition 2:** For the BEC with erasure probability $\epsilon$ and bandwidth expansion $\kappa$, we have 

$$\ME^*_\rho(\Delta) \leq \min_M \left[ \alpha(M) + \gamma(M) 2^{-\Delta(\kappa R_0(\epsilon) - \log M)} \right],$$

where 

$$R_0(\epsilon) := 1 - \log(1 + \epsilon)$$

is the cutoff rate of the BEC,

$$\gamma(M) := \frac{2^{v_{\max}} (M - 1) 2^{\epsilon R_0(\epsilon)}}{(M - \lambda)^{\kappa k - 1} - M^{k - 1} - \lambda M^{k - 1}} \frac{1 - \lambda M^{k - 1}}{1 - \lambda M^{k - 1}}$$

and the minimisation is taken over all integers $M$ satisfying 

$$\max\{\lambda, 2\} \leq M < (1/\lambda) 2^{\kappa R_0(\epsilon)}.$$ 

**Proof:** A proof can be found in [4, Appendix F-B].

The bounds in Propositions 1 and 2 are plotted in Figure 1 as a function of the blocklength $N$ for three different values

---

1 We defer giving a formal definition of $\tau_M(\cdot)$ for general DMCs until Section IV, because this definition requires additional notation and ideas that are not needed for the BEC and PEC.

2 With a slight abuse of terminology, we use cutoff rate to refer to the standard $R_0$ parameter (see [12, Eqn. 14] or [11, p. 628]). The operational cutoff rate, which concerns the computational complexity of sequential decoding [12], does not appear to be related to this work.
of $\lambda$. Figure 2 plots the bound in Proposition 2 as a function of the bandwidth expansion factor $\kappa$ for four different values of $\lambda$. Figure 3 illustrates the role of decoding delay $\Delta$ in Proposition 2. As $\Delta \to \infty$ the bound tends to
\[
\frac{v_{\text{max}}}{2^{2\kappa R_0(\epsilon)}} = 2^{2\kappa R_0(\epsilon)},
\]
so the cutoff rate $R_0(\epsilon)$ governs its asymptotic accuracy. To help get a feel for how useful Proposition 2 is, we now give a simple lower bound. This lower bound is shown in Figure 3.

**Proposition 3:** For the BEC with erasure probability $\epsilon$, bandwidth expansion $\kappa$ and zero decoding delay $\Delta = 0$,
\[
\text{ME}_\rho^\ast(0) \geq \frac{v_{\text{max}}}{2} 2^{-\kappa R_0(\epsilon)}.
\]

**Proof:** A proof can be found in [4, Appendix F-C].

**B. Packet Erasure Channel (PEC)**

Now imagine that the transmitter communicates with the receiver over a network that can be modelled\(^3\) by a $\kappa$ bit PEC. Fix $0 < \epsilon < 1$, and let
\[
\mathcal{X} := \{0, 1\}^\kappa \quad \text{and} \quad \mathcal{Y} := \{0, 1\}^\kappa \cup \{\epsilon\}
\]
and
\[
T_{Y|X}(y|x) := \begin{cases} 
1 - \epsilon & \text{if } y = x \\
\epsilon & \text{if } y = \epsilon \\
0 & \text{otherwise}
\end{cases}
\]

**Proposition 4:** For the $\kappa$ bit PEC with erasure probability $\epsilon$, Theorem 1 holds with
\[
\tau_M(k) = \sum_{t=0}^k \binom{k}{t} \epsilon^t (1 - \epsilon)^{k-t} 2^{-[\kappa(k-t) - k \log M - \log(M-1)]^+}.
\]

\(^3\)Here we assume that bit-level errors within a packet are handled on a link-by-link basis using physical layer error-correction techniques, and packets arrive at the receiver promptly or they are lost to, for example, congestion and buffer overflows.
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Fig. 3. The achievable bound in Proposition 2 for tracking (1) over a BEC with erasure probability $\epsilon = 0.1$ and bandwidth expansion $\kappa$. The bound is plotted as a function of $\kappa$ for $\lambda = 1.1, 1.5, 2$ and $3$ with $\Delta = 0$ and $v_{\text{max}} = 1$ fixed. The lower bound in Proposition 3 is also shown.
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Fig. 4. The achievable bound on $\text{ME}_\rho^\ast(\Delta)$ in Proposition 5 for tracking (1) with $\lambda = 1.1$ and $v_{\text{max}} = 1$ over a $\kappa$ bit packet erasure channel with erasure probability $\epsilon = 0.1$. The bound is plotted as a function of $\kappa$ for decoding delays $\Delta = 0, 1, 10$ and 100. The lower bound in Proposition 6 is also shown.

**Proof:** A proof can be found in [4, Appendix G-A].

**Proposition 5:** For the $\kappa$ bit PEC with erasure probability $\epsilon$,
\[
\text{ME}_\rho^\ast(\Delta) \leq \min_M \left[ \alpha(M) + \gamma(M) 2^{-\Delta R_0(\kappa, \epsilon) - \log M} \right],
\]
where
\[
\gamma(M) := \left( \frac{2v_{\text{max}} (M-1)^2 M}{2^{R_0(\kappa, \epsilon)} (M-\lambda)} \right) \left( \frac{1}{1 - M2^{-R_0(\kappa, \epsilon)}} \right) \left( \frac{1}{1 - \lambda M2^{-R_0(\kappa, \epsilon)}} \right),
\]
the minimisation is over all integers $M$ satisfying
\[
\max\{2, \lambda\} \leq M < (1/\lambda) 2^{R_0(\kappa, \epsilon)}
\]
and
\[
R_0(\kappa, \epsilon) = \kappa - \log \left( \epsilon (2^\kappa - 1) + 1 \right)
\]
is the cutoff rate of the $\kappa$-bit PEC.

**Proof:** A proof can be found in [4, Appendix G-B].

**Proposition 6:** For the $\kappa$ bit PEC with erasure probability $\epsilon$ and zero decoding delay ($\Delta = 0$),
\[
\text{ME}_\rho^\ast(0) \geq \frac{v_{\text{max}}}{2} 2^{-R_0(\kappa, \epsilon)}.
\]

**Proof:** A proof can be found in [4, Appendix G-C].

Figure 4 illustrates the role of decoding delay in Proposition 5. Each curve exhibits a tracking ‘error floor’ because
\[
\lim_{\kappa \to \infty} R_0(\kappa, \epsilon) = -\log \epsilon,
\]
so $M$ cannot grow without bound in $\kappa$. Interestingly, this error floor is intrinsic to the problem, because, for example, it also appears in Proposition 6.
C. Discussion
Propositions 1 to 6 give computable upper and lower bounds for tracking (1) over two basic erasure channels. To the best of our knowledge, no computable bounds have appeared before in the literature\(^4\). Although we do not believe that the bounds are tight, we do believe that they provide useful performance benchmarks for practitioners in code design. For example, Figure 3 illustrates that the optimal MAE for the BSC improves exponentially fast with the bandwidth expansion factor \(\kappa\); therefore, one might consider optimising \(\kappa\) against the symbol error probability \(\varepsilon\) on a system level. While, on the other hand, Figure 4 suggests that it does not make sense to use large packets over a PEC (unless one can decrease the erasure probability with increasing packet length). Finally, Theorem 1 is proved using a method that partially separates source quantisation from channel coding. Separation is often necessary in practice, and these bounds illustrate what one might achieve with such an approach.

III. Bounds on MAE via Channel Coding with an AR-Distortion Function
The upper bounds on \(\text{ME}_p^*(\Delta, N)\) presented in Section II all follow from the method outlined in this section, which can be applied to any DMC and \(\rho \geq 1\).

The key idea here will be to partially separate channel coding from quantisation, and to optimise the channel code with respect to an AR Hamming (ARH) distortion function that is determined by the source statistics. This section extends our earlier work [13] on streaming discrete AR sources with a MAE criterion to continuous AR sources with \(\rho \geq 1\) in (2).

Arbitrarily fix an integer \(M \geq 2\), and suppose that a discrete memoryless source (DMS) emits a sequence \(U_1, U_2, \ldots\), of independent and uniformly distributed random variables on \(\mathcal{U} := \{0, \ldots, M - 1\}\). An \((M, \Delta)\)-channel code for streaming \(U_1, U_2, \ldots\) over the DMC \(T_{Y|X}\) consists of a sequence of mappings

\[
(f_1, g_1), (f_2, g_2), \ldots,
\]

where

\[f_n : \mathcal{U}^n \to \mathcal{X}\]  
and  
\[g_n : \mathcal{Y}^{n+\Delta} \to \mathcal{U}^n.\]

The \(n\)-th symbol sent over the channel by the transmitter is

\[X_n := f_n(U_{[1,n]}),\]

where we let

\[U_{[1,n]} = (U_1, U_2, \ldots, U_n)\]

denote the first \(n\) symbols output by the DMS (we will also employ this notation for other random vectors). The receiver estimates the first \(n\) DMS symbols \(U_{[1,n]}\) from the first \((n+\Delta)\)-channel outputs \(Y_{[1,n+\Delta]} = (Y_1, Y_2, \ldots, Y_{n+\Delta})\) by

\[\hat{U}_{[1,n]}^{(\Delta)} := g_n(Y_{[1,n+\Delta]}).\]

A key point here is that the receiver initially estimates the first \(n\) DMS symbols \(U_{[1,n]}\) immediately upon observing the first \((n+\Delta)\)-channel outputs. The receiver then revisits and (hopefully) improves this estimate as more channel outputs become available. The speed at which these estimates improve can be partially quantified by the following AR Hamming (ARH) distortion function. This distortion function will be our doorway to computable bounds on \(\text{ME}_p^*(\Delta, N)\).

We define the ARH distortion between a source output \(u_{[1,n]} \in \mathcal{U}^n\) and reconstruction \(\hat{u}_{[1,n]} \in \mathcal{U}^n\) by

\[d_n(u_{[1,n]}, \hat{u}_{[1,n]}) := \sum_{k=1}^{n} \lambda^{n-k} \{ \hat{u}_{[1,k]} \neq u_{[1,k]} \},\]

where

\[\{ \hat{u}_{[1,k]} \neq u_{[1,k]} \} := \begin{cases} 1 & \text{if } \hat{u}_{[1,k]} \neq u_{[1,k]} \\ 0 & \text{otherwise}. \end{cases}\]

For a given \((M, \Delta)\)-code, let

\[
D_{\rho,M}(\Delta, N) := \mathbb{E} \left[ \frac{1}{N} \sum_{n=1}^{N} \left( d_n(U_{[n]}^{(\Delta)}, V_{[n]}^{(\Delta)}) \right)^\rho \right].
\]

We say that a distortion \(D\) is \((\rho, M, \Delta, N)\)-achievable if there exists an \((M, \Delta)\)-channel code with \(D_{\rho,M}(\Delta, N) \leq D\). Let

\[D_{\rho,M}^*(\Delta, N) := \min \{ D : D \text{ is } (\rho, M, \Delta, N)\text{-achievable} \}\]

denote the optimal ARH distortion for a given \(\Delta\) and \(N\). The key result of this section is the next lemma, which demonstrates that any achievable bound on \(D_{\rho,M}^*(\Delta, N)\) automatically gives an achievable bound on \(\text{ME}_p^*(\Delta, N)\).

**Lemma 1:** For every integer \(M \geq \max\{\lambda, 2\}\), we have

\[
\text{ME}_p^*(\Delta, N) \leq \left( \frac{2^{\lambda \max} M - 1}{M - 1} \right)^\rho \left( \frac{1}{2} \right)^{2^{\rho - 1}(M - 1)^\rho} D_{\rho,M}^*(\Delta, N). \]

**Proof:** A proof can be found in [4, Appendix A].

IV. Random Coding Union Bound on \(D_{\rho,M}^*(\Delta, N)\)
We now present an achievable bound on \(D_{\rho,M}^*(\Delta, N)\) that is motivated by the random coding union bound for block codes [14, Thm. 17]. We need the following notation. Given a pair of discrete random variables \((A, B)\) on \(\mathcal{A} \times \mathcal{B}\) with joint pmf \(P_{AB}(a, b)\) and marginals \(P_A(a)\) and \(P_B(b)\), the information density \(\rho_{A:B} : \mathcal{A} \times \mathcal{B} \to [-\infty, \infty]\) is

\[\rho_{A:B}(a, b) := \log \frac{P_{AB}(a, b)}{P_A(a) P_B(b)}.\]

Let \(P_X\) denote the set of all pmfs on the channel input alphabet \(X\). For each \(k \in \{1, 2, \ldots\}\) and \(P_X \in P_X\), let

\[\tau_k(P_X, k) := \mathbb{E} \left[ \min \left\{ 1, M^{k-1}(M - 1) \zeta_k(X_{[1,k]}, Y_{[1,k]}, \tilde{X}_{[1,k]}) \right\} \right], \quad (3)\]

where

\[(X_{[1,k]}, Y_{[1,k]}, \tilde{X}_{[1,k]}) = (X_1, Y_1, \tilde{X}_1), \ldots, (X_k, Y_k, \tilde{X}_k)\]

\(^4\)Previous works, e.g., [7]–[10], appear to exclusively focus on checking whether or not certain tracking error measures are finite for a given channel.
is a string of $k$ iid tuples $(X, Y, \tilde{X}) \sim P_X(x) T_{Y|X}(y|x) P_{\tilde{X}}(\tilde{x})$ on $X \times Y \times X$; the expectation in (3) is taken with respect to $(X_{[1:k]}, Y_{[1:k]}, \tilde{X}_{[1:k]})$; and

$$
\zeta_k(X_{[1:k]}, Y_{[1:k]}, \tilde{X}_{[1:k]}) := \mathbb{P} \left[ \sum_{i=1}^{k} I_{X,Y}(X_i; Y_i) \geq \sum_{i=1}^{k} I_{X,Y}(X_i; Y_i | \tilde{X}_{[1:k]}, Y_{[1:k]}, X_i) \right].
$$

Theorem 2:

$$
D_{\rho,M}(M, \Delta) \leq RCU_{\rho,M}(\Delta, N),
$$

where

$$
RCU_{\rho,M}(\Delta, N) := \inf_{P_X \in \mathcal{P}_X} \frac{1}{N} \sum_{i=1}^{N} \left( \sum_{k=1}^{n} \left( \frac{\lambda^{n-k+1} - 1}{\lambda - 1} \right)^{\rho} \min \left\{ 1, \sum_{i=0}^{k-1} \tau_M(P_{X,n+\Delta-i}) \right\} \right).
$$

Proof: A proof can be found in [4, Appendix I].

Corollary 4.1: Suppose that the DMC satisfies $E_{\iota}(R) > 0$ for all $0 \leq R < C$ and $E_{\iota}(C) = 0$. If

$$
\ln \lambda < E_{\iota}(\ln 2) < C,
$$

then $ME_{\iota}(\Delta)$ is finite for all $\Delta \in \{0, 1, \ldots, 1\}$. Proof: A proof can be found in [4, Appendix I].

V. BOUNDEDNESS OF $ME_{\iota}(\Delta)$ FOR GENERAL DMCs

The achievable bounds on $ME_{\iota}(\Delta)$ presented in Section II-A for the binary erasure and packet erasure channels followed by carefully bounding the function $\tau_M(\cdot)$ in Theorem 3. In this section, we consider arbitrary DMCs and give a sufficient condition for $ME_{\iota}(\Delta)$ to be finite. To proceed, we first need the following definitions and notation.

Let us denote the capacity of the DMC $T_{Y|X}$ (in nats per channel use) by

$$
C := \max_{P_X \in \mathcal{P}_X} I(X; Y).
$$

For rates $0 \leq R < C$, the random-coding exponent of the DMC $T_{Y|X}$ is [2, p. 139]

$$
E_{\iota}(R) := \max_{\rho \in [0,1]} \max_{P_X \in \mathcal{P}_X} \left[ E_{\iota}(\rho, P_X) - \rho R \right],
$$

where

$$
E_{\iota}(\rho, P_X) := -\ln \left( \sum_{y \in Y} \left( \sum_{x \in X} P_X(x) T_{Y|X}(y|x) \right)^{\rho} \right).^{1+\rho).
$$

Theorem 4:

$$
\sup_{N \in \{1,2,\ldots\}} RCU_{\rho,M}(\Delta, N) \leq \inf_{R} \left( e^{-E_{\iota}(R)} \left( 1 - e^{-E_{\iota}(R)} \right) \right) e^{-\Delta E_{\iota}(R)},
$$

where the infimum is taken over all $R > \ln 2$ such that $\ln \lambda < E_{\iota}(R)$. If no such $R$ exists, then we take the bound to be infinite.

Proof: A proof can be found in [4, Appendix I].
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Strong Converse for General Compound Channels

Sergey Loyka, Charalambos D. Charalambous

Abstract—A general compound channel is considered, where no stationarity, ergodicity or information stability is required. Following the recent result on the capacity of this channel under the full Rx CSI, sufficient and necessary conditions are obtained for the strong converse to hold. In a nutshell, even though no information stability is required upfront, the conditions imply that there exists a sub-sequence of (bad) channel states (indexed by the blocklength) for which the respective information density rates converge in probability to the compound channel capacity, i.e. this sub-sequence is information stable.

I. INTRODUCTION

It is well-known that channel state information (CSI) affects significantly system performance and respective channel capacity. It can be rather limited in many scenarios, especially for wireless systems, where low SNR, interference and channel dynamics are significant, and where the feedback (if any) is also limited [1]. A popular approach to model the impact of limited CSI is to assume that the receiver (Rx) and transmitter (Tx) know that the unknown channel is fixed and belongs to a certain class of channels (uncertainty set), which is known as the compound channel model [2]-[6]. The capacity of compound channels has been extensively studied since late 1950s [2]-[5]; see [6] for an extensive literature review up to late 1990s, and [9] for more recent results.

All of these studies assume that each channel in the uncertainty set is information-stable (in the sense of Dobrushin [10] or Pinsker [11]), e.g. stationary and ergodic. However, there are many scenarios (especially in wireless communications) where the channels are not stationary, ergodic or information-stable. This setting was recently studied in [14], where the capacity of general (information-unstable) compound channels was established under the full Rx CSI using the information density (spectrum) approach of [7][8]. The assumption of full Rx CSI is motivated by the fact that channel estimation is static, this assumption is not necessary) and that the channel input and state are independent of each other. Following the standard approach (see e.g. [1]), we augment the channel output with the state: $Y^n \rightarrow (Y^n, s)$. The information density [10]-[13] between the input and output for a given channel state $s$ and a given input distribution $p(x^n)$ is

$$i(x^n; y^n, s) = \ln \frac{p(x^n, y^n)}{p(x^n)p(y^n)} = i(x^n; y^n | s)$$ (1)

where we have used the fact that the input $X^n$ and channel state $s$ are independent of each other. Note that we make no assumptions of stationarity, ergodicity or information stability in this paper, so that the normalized information density $n^{-1}i(X^n; Y^n | s)$ does not have to converge to the respective mutual information rate as $n \rightarrow \infty$. There is no need for the consistency assumption on $p_s(y^n|x^n)$ either (e.g. the channel may behave differently for even and odd $n$).

For future use, we give the formal definitions of information stability following [10]-[12] (with a slight extension to the compound setting).

**Definition 1.** Two random sequences $X$ and $Y$ are information-stable if

$$\frac{i(X^n; Y^n | s)}{I(X^n; Y^n | s)} \xrightarrow{p} 1 \text{ as } n \rightarrow \infty$$ (2)

i.e. the normalized information density converges in probability to the respective mutual information rate $\frac{1}{n}I(X^n; Y^n | s)$.
Definition 2. Channel state $s$ is information stable if there exists an input $X$ such that
\[
\frac{i(X^n; Y^n|s)}{I(X^n; Y^n|s)} \rightarrow 1 \quad \text{as } n \rightarrow \infty,
\]
where $C_{ns} = \sup_{p(x^n)} I(X^n; Y^n|s)$ is the information capacity.

Note that the 2nd definition requires effectively the channel to behave ergodically under the optimal input only, and tells us nothing about its behaviour under other inputs (e.g. a practical code) and, in this sense, is rather limiting. To characterize the channel behaviour under different inputs (not only the optimal one), we will consider the information stability of its input $X$ and the induced output $Y$ following Definition 1. Further note that, for the compound channel, some channel states may be information stable while others are not.

III. CAPACITY OF THE GENERAL COMPOUND CHANNEL

We define an $(n, r_n, \varepsilon_n)$-code for a compound channel in the standard way, where $n$ is the blocklength, $r_n = \ln M_n/n$ is the code rate and $M_n$ is the number of codewords, and $\varepsilon_n$ is the compound error probability,
\[
\varepsilon_n = \sup_{s \in S} \varepsilon_{ns}
\]
where $\varepsilon_{ns}$ is the error probability under channel state $s$. Rate $R$ is achievable if $\liminf_{n \to \infty} r_n \geq R$ and $\lim_{n \to \infty} \varepsilon_n = 0$, which ensures arbitrary low error probability for any channel in the uncertainty set for sufficiently large $n$ [1]-[6]. The capacity is the supremum of all achievable rates. Codebooks are required to be independent of the actual channel state $s$ while the decision regions are allowed to depend on $s$ (due to full Rx CSI).

Below, we briefly review the relevant results in [14], which are instrumental for further development here.

Theorem 1 ([14]). Consider a general compound channel where the channel state $s \in \mathcal{S}$ is known to the receiver but not the transmitter and is independent of the channel input; the transmitter knows the (arbitrary) uncertainty set $\mathcal{S}$. Its compound channel capacity is given by
\[
C_c = \sup_{p(x|s)} \overline{I}(X; Y)
\]
where the supremum is over all sequences of finite-dimensional input distributions and $\overline{I}(X; Y)$ is the compound information rate,
\[
\overline{I}(X; Y) = \sup_R \left\{ R : \lim_{n \to \infty} \sup_{s \in \mathcal{S}} \Pr \{ Z_{ns} \leq R \} = 0 \right\}
\]
where $Z_{ns} = n^{-1}i(X^n; Y^n|s)$ is the normalized information density under channel state $s$.

This theorem was proved using the Verdu-Han and Feinstein Lemmas properly extended to the compound channel setting.

Lemma 1 (Feinstein Lemma for compound channels [14]). For arbitrary input $X^n$ and uncertainty set $\mathcal{S}$ and any $r_n$, there exists a $(n, r_n, \varepsilon_n)$-code (where the codewords are independent of channel state $s$), satisfying the following inequality,
\[
\varepsilon_n \leq \sup_{s \in \mathcal{S}} \Pr \{ n^{-1}i(X^n; Y^n|s) \leq r_n + \gamma \} + e^{-\gamma n}
\]
for any $\gamma > 0$.

Lemma 2 (Verdu-Han Lemma for compound channels [14]). For any uncertainty set $\mathcal{S}$, every $(n, r_n, \varepsilon_n)$-code satisfies the following inequality,
\[
\varepsilon_n \geq \sup_{s \in \mathcal{S}} \Pr \{ n^{-1}i(X^n; Y^n|s) \leq r_n - \gamma \} - e^{-\gamma n}
\]
for any $\gamma > 0$, where $X^n$ is uniformly distributed over all codewords and $Y^n$ is the corresponding channel output under channel state $s$.

IV. STRONG CONVERSE FOR THE GENERAL COMPOUND CHANNEL

Strong converse ensures that slightly larger error probability cannot be traded off for higher data rate (since the transition from arbitrary low to high error probability is sharp).

Definition 3. A compound channel is said to satisfy strong converse if
\[
\lim_{n \to \infty} \varepsilon_n = 1
\]
for any code satisfying
\[
\liminf_{n \to \infty} r_n > C_c
\]

To obtain conditions for strong converse, let $\tilde{I}(X; Y)$ be the "worst-case" sup-information rate,
\[
\tilde{I}(X; Y) = \inf_R \left\{ R : \lim_{n \to \infty} \inf_{s \in \mathcal{S}} \Pr \{ Z_{ns} > R \} = 0 \right\}
\]
where $Z_{ns} = n^{-1}i(X^n; Y^n|s)$ is the information density rate, and $I_{ns}(a)$ be the truncated mutual information,
\[
I_{ns}(a) = E \left\{ Z_{ns} \right\} \leq a \right\}, \quad I_{ns} = \lim_{a \to \infty} I_{ns}(a)
\]
where $[\cdot]$ is the indicator function and $I_{ns} = I(X^n; Y^n|s)$ is the mutual information under channel state $s$. The compound sup-information rate $\overline{\tilde{I}}(X; Y)$ and the sup-information rate $\tilde{I}(X; Y|s)$ under channel state $s$ are defined as
\[
\overline{\tilde{I}}(X; Y) = \inf_R \left\{ R : \lim_{n \to \infty} \sup_{s \in \mathcal{S}} \Pr \{ Z_{ns} \geq R \} = 0 \right\}
\]
\[
\tilde{I}(X; Y|s) = \inf_R \left\{ R : \lim_{n \to \infty} \Pr \{ Z_{ns} \geq R \} = 0 \right\}
\]
The following Proposition establishes an ordering of various information rates.

Proposition 1. The following inequalities hold for any input
\[
\tilde{I}(X; Y) \leq \tilde{I}(X; Y|s) \leq \inf_{s \in \mathcal{S}} \tilde{I}(X; Y|s) \leq \sup_{s \in \mathcal{S}} \tilde{I}(X; Y|s) = \overline{\tilde{I}}(X; Y)
\]
Proof. see the Appendix.

It can be shown, via examples, that all inequalities can be strict. Using this Proposition, sufficient and necessary conditions for the strong converse to hold can be established.

**Theorem 2.** A sufficient and necessary condition for the general compound channel to satisfy strong converse is

$$\sup_{p(x)} I(X; Y) = \sup_{p(x)} \tilde{I}(X; Y) \quad \text{(16)}$$

If this holds and the convergence $I_{ns}(a) \to I_{ns}$ is uniform in $n, s$ for any input $X^*$ satisfying $I(X^*; Y^*) > C_c$ for some $\delta > 0$ (i.e. the input $X^*$ is $\delta$-suboptimal), then

$$C_c = \sup_{p(x)} \tilde{I}(X; Y) = \lim_{n \to \infty} \inf_{p(x^n)} \frac{1}{n} I(X^n; Y^n|s) \quad \text{(17)}$$

The condition (16) is equivalent to:

1) for any $\delta > 0$ and any input $X^*$ satisfying $I(X^*; Y^*) > C_c - \delta$,

$$\lim_{n \to \infty} \inf_{s} \Pr \{ |Z_n^* - C_c| > \delta \} = 0 \quad \text{(18)}$$

where $Z_n^* = \tilde{I}(X^n^*; Y^n|s)$ is the normalized information density under input $X^*$.

2) for any input $X$ and any $\delta > 0$,

$$\lim_{n \to \infty} \inf_{s} \Pr \{ Z_n > C_c + \delta \} = 0 \quad \text{(19)}$$

Proof. see the Appendix.

**Remark 1.** In the case of a single-channel, $I(X; Y) = \tilde{I}(X; Y) = \tilde{I}(X; Y)$, where $I(X; Y)$ is the inf-sup-information rates for the regular (single-state) channel, and Theorem 2 reduces to the corresponding Theorem in [7][8].

**Remark 2.** Note that, under the conditions of Theorem 2 that lead to (17), the compound channel behaves ergodically even though no assumption of ergodicity (or information stability) was made upfront.

Below, we consider a special case when the supremum in (5) is achieved.

**Corollary 1.** If the channel satisfies strong converse and the supremum in $\sup_{p(x)} I(X; Y)$ is achieved, i.e.

$$\exists X^* : I(X^*; Y^*) = C_c \quad \text{(21)}$$

then $I(X^*; Y^*) = C_c$, and there exists such sequence of channel states $s(n)$ that the corresponding sequence of normalized information densities $Z_{ns(n)}^*$ converges in probability to the compound channel capacity $C_c$,

$$\lim_{n \to \infty} \Pr \{ |Z_{ns(n)} - C_c| > \delta \} = 0 \quad \forall \delta > 0 \quad \text{(22)}$$

i.e. this sequence (which represents worst-case channels in the uncertainty set) is information-stable.

Proof. Observe that $I(X^*; Y^*) = C_c$ implies

$$C_c = I(X^*; Y^*) \leq \tilde{I}(X^*; Y^*) \leq \sup_{p(x)} \tilde{I}(X; Y) = C_c \quad \text{(23)}$$

so that $\tilde{I}(X^*; Y^*) = C_c$ follows, which also implies that

$$\lim_{n \to \infty} \inf_{s} \Pr \{ Z_{ns} > C_c + \delta \} = 0 \quad \forall \delta > 0 \quad \text{(24)}$$

On the other hand, $I(X^*; Y^*) = C_c$ implies

$$\lim_{n \to \infty} \sup_{s} \Pr \{ Z_{ns} < C_c - \delta \} = 0 \quad \forall \delta > 0 \quad \text{(25)}$$

and hence

$$\lim_{n \to \infty} \inf_{s} \Pr \{ |Z_{ns} - C_c| > \delta \} = 0 \quad \forall \delta > 0 \quad \text{(26)}$$

follows. Next, we need the following technical Lemma.

**Lemma 3.** Let $\{x_{ns}\}$ be a non-negative compound sequence such that

$$\lim_{n \to \infty} x_{ns} = 0 \quad \text{(27)}$$

Then, there exists such sequence of states $s(n)$ that

$$\lim_{n \to \infty} x_{ns(n)} = 0 \quad \text{(28)}$$

Proof. When $x_{ns}$ is achieved, the statement is trivial. To prove it in the general case, observe that, from the definition of $\inf_x$ and for any $n$, there always exists such $s(n)$ that

$$x_{ns(n)} < \inf_{s} x_{ns} + 1/n \quad \text{(29)}$$

so that taking $n \to \infty$ of both sides, one obtains (28).

Using this Lemma, (26) implies the existence of a sequence of channel states $s(n)$ such that (22) holds.

**Remark 3.** Note that, under the conditions of Corollary 1, the sequence $s(n)$ of worst-case channel states is information-stable even though no assumption of information stability was made upfront.

**Remark 4.** In light of Lemma 3, condition (19) means that there exists such sequence of (bad) channel states $s(n)$ that the information spectrum of the corresponding sequence of normalized information densities $Z_{ns(n)}$ does not exceed $C_c$ under any input, i.e.

$$\exists s(n) : \lim_{n \to \infty} \Pr \{ Z_{ns(n)} > C_c + \delta \} = 0 \quad \forall \delta > 0 \quad \text{(30)}$$

V. APPENDIX

**A. Proof of Proposition 1**

The 1st inequality is proved by contradiction. Let $\bar{I} = I(X; Y)$, $\tilde{I} = \tilde{I}(X; Y)$, assume $\bar{I} - \tilde{I} = 2\delta > 0$ and set

$$R = (I + \tilde{I})/2 = I - \delta = \bar{I} + \delta \quad \text{(31)}$$

so that

$$0 = \lim_{n \to \infty} \sup_{s} \Pr \{ Z_{ns} < \bar{I} - \delta \} = \lim_{n \to \infty} \sup_{s} \Pr \{ Z_{ns} < R \} = \lim_{n \to \infty} \inf_{s} \Pr \{ Z_{ns} \geq \bar{I} + \delta \} = 1 \quad \text{(32)}$$

This way of proof was suggested by a reviewer.
i.e. a contradiction.

The 2nd inequality is also proved by contradiction. Let \( \bar{I} = \inf_s \bar{I}(X; Y|s) \), assume \( \hat{I} - \bar{I} > 2\delta > 0 \) and set
\[
R = (\hat{I} + \bar{I})/2 = \hat{I} + \delta = \bar{I} - \delta
\]
so that, from the definition of \( \hat{I} \),
\[
0 < \epsilon = \limsup_{n \to \infty} \sup_s \Pr\{Z_{ns} > \hat{I} - \delta\} \leq \inf_{n \to \infty} \sup_s \Pr\{Z_{ns} > \hat{I} - \delta\} = \inf_{n \to \infty} \sup_s \Pr\{Z_{ns} > \bar{I} + \delta\} \leq \sup_{n \to \infty} \Pr\{Z_{ns} > \bar{I} + \delta\} \leq \sup_{n \to \infty} \Pr\{Z_{ns^*} > \bar{I} + \delta\} \leq \sup_{n \to \infty} \Pr\{Z_{ns^*} > \hat{I}(X; Y|s^*) + \delta/2\} = 0
\]
for some \( \delta > 0 \), so that, from the definition of \( \hat{I} \),
\[
\hat{I}(X; Y|s^*) \leq \inf_s \hat{I}(X; Y|s) + \delta/2
\]

The last inequality can be proved in a similar way.

**B. Proof of Theorem 2**

To prove sufficiency, let the equality in (16) to hold and select a code satisfying
\[
\lim_{n \to \infty} r_n = R = C_c + 3\delta
\]
for some \( \delta > 0 \), so that
\[
r_n \geq R - \delta = C_c + 2\delta = \sup_{p(x)} \hat{I}(X; Y) + 2\delta
\]
for sufficiently large \( n \). Using Lemma 2 for this code, one obtains:
\[
\lim_{n \to \infty} \epsilon_n \geq \limsup_{n \to \infty} \sup_s \Pr\{Z_{ns} \leq r_n - \delta\} \geq \limsup_{n \to \infty} \sup_s \Pr\{Z_{ns} \leq \sup_{p(x)} \hat{I}(X; Y) + \delta\} \geq \limsup_{n \to \infty} \sup_s \Pr\{Z_{ns} > \hat{I}(X; Y) + \delta\} = 1 - \lim_{n \to \infty} \inf_{p(x)} \Pr\{Z_{ns} > \hat{I}(X; Y) + \delta\}
\]
for some \( \delta > 0 \). This implies that
\[
r_n \leq C_c + 2\delta
\]
for any sufficiently large \( n \). Applying Lemma 1, one obtains
\[
1 = \lim_{n \to \infty} \epsilon_n \leq \limsup_{n \to \infty} \sup_s \Pr\{Z_{ns} \leq r_n + \delta\} \leq \limsup_{n \to \infty} \sup_s \Pr\{Z_{ns} \leq C_c + 3\delta\} = 1
\]
from which it follows that
\[
\liminf_{n \to \infty} \Pr\{Z_{ns} > C_c + 3\delta\} = 0
\]
which implies (19) and \( \hat{I}(X; Y) \leq C_c \) (under any input) so that, from Proposition 1,
\[
C_c = \sup_{p(x)} \hat{I}(X; Y) \leq \sup_p \hat{I}(X; Y) \leq C_c
\]
from which (18) follows.

To establish the sufficiency of (19), observe that it implies the 2nd inequality in (44) from which (16) follows, which is sufficient.

To establish (18), observe that \( C_c = \sup_{p(x)} \hat{I}(X; Y) \) implies that there exists such input \( X^* \) that \( \hat{I}(X^*; Y^*) > C_c - 2\delta \) so that, for any such \( X^* \),
\[
0 = \limsup_{n \to \infty} \sup_s \Pr\{\frac{1}{n} i(X^n; Y^n|s) < \hat{I}(X^*; Y^*) - \delta\} \geq \limsup_{n \to \infty} \sup_s \Pr\{\frac{1}{n} i(X^n; Y^n|s) < C_c - 3\delta\} = 0
\]
Combining this with (43) applied to input \( X^* \), one obtains
\[
\limsup_{n \to \infty} \Pr\{|Z_{ns} - C_c| \geq 3\delta\} \leq \liminf_{n \to \infty} \Pr\{Z_{ns} > C_c + 3\delta\} + \limsup_{n \to \infty} \Pr\{Z_{ns} < C_c - 3\delta\} = 0
\]
from which (18) follows.

To establish last equality in (17), let \( I = \hat{I}(X; Y) \) and observe that
\[
I_{ns}(a) = E\{Z_{ns}|Z_{ns} \leq \hat{I} + \delta\} + E\{Z_{ns}|\hat{I} + \delta < Z_{ns} \leq a\}
\]
for some \( \delta > 0 \), where \( 1[\cdot] \) is the indicator function. The two expectation terms can be upper bounded as
\[
e_1 \leq (\hat{I} + \delta) \Pr\{Z_{ns} \leq \hat{I} + \delta\} = e_2 \leq a \cdot \Pr\{Z_{ns} > \hat{I} + \delta\}
\]
so that
\[
\liminf_{n \to \infty} \frac{1}{n} I(X^n; Y^n|s) = \liminf_{n \to \infty} \lim_a \inf \lim_{a \to \infty} I_{ns}(a)
\]
\[
\leq \liminf_{n \to \infty} \lim_a \inf \lim_{a \to \infty} (\hat{I} + \delta) \Pr\{Z_{ns} \leq \hat{I} + \delta\} + a \cdot \Pr\{Z_{ns} > \hat{I} + \delta\}
\]
\[
\leq (\hat{I} + \delta) \limsup_{n \to \infty} \Pr\{Z_{ns} \leq \hat{I} + \delta\} + a \cdot \liminf_{n \to \infty} \Pr\{Z_{ns} > \hat{I} + \delta\}
\]
\[
= \hat{I} + \delta
\]
where the 2nd equality is due to uniform convergence and the last equality is due to
\[
\liminf_{n \to \infty} \Pr\{Z_{ns} > \hat{I} + \delta\} = 0
\]
\[
\limsup_{n \to \infty} \Pr\{Z_{ns} \leq \hat{I} + \delta\}
\]
\[
= 1 - \liminf_{n \to \infty} \Pr\{Z_{ns} > \hat{I} + \delta\} = 1
\]
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Since (49) holds for arbitrary small $\delta > 0$, it follows that
\[
\liminf_{n \to \infty} \frac{1}{n} I(X^n; Y^n|s) \leq \hat{I} (52)
\]
for any input. Taking $\sup_{p(x^n)}$ on both sides, one obtains:
\[
C_c = \sup_{p(x^n)} I(X^n; Y^n) \leq \liminf_{n \to \infty} \frac{1}{n} I(X^n; Y^n|s) \leq \sup_{p(x^n)} I(X^n; Y^n) = C_c
\]
from which the desired result follows, where the 1st inequality is due to Proposition 2 below.

**Proposition 2.** Consider the general compound channel. Its compound inf-information rate is bounded as follows:
\[
I(X^n, Y^n) \leq \liminf_{n \to \infty} \frac{1}{n} I(X^n; Y^n|s) \leq \hat{I} (54)
\]

**Proof.** Let $Z_{ns} = \frac{1}{s} I(X^n; Y^n|s)$ and observe that
\[
\frac{1}{n} I(X^n; Y^n|s) = E[Z_{ns}]
\]
\[
\geq E[Z_{ns} | Z_{ns} \leq 0] + E[Z_{ns} | Z_{ns} > \hat{I} - \delta]
\]
for any $0 < \delta < \hat{I}$, where $[\cdot]$ is the indicator function and $I = I(X^n, Y^n)$. The 1st term $t_1$ can be lower bounded as follows:
\[
t_1 = E[Z_{ns} | Z_{ns} \leq 0] = \frac{1}{n} \sum_{x^n, y^n: z_{ns} \leq 0} p_s(y^n|x^n) w_{ns} \ln w_{ns}
\]
\[
\geq \frac{1}{ne} \sum_{x^n, y^n: z_{ns} \leq 0} p_s(y^n|x^n) p_s(x^n)
\]
\[
\geq \frac{1}{ne} (56)
\]
where $w_{ns} = p_s(y^n|x^n)/p_s(y^n)$ and the 1st inequality follows from $w \ln w \geq -1/e$. The 2nd term $t_2$ can be lower bounded as follows:
\[
t_2 = E[Z_{ns} | Z_{ns} \geq \hat{I} - \delta] = \sum_{x^n, y^n: z_{ns} \geq \hat{I} - \delta} z_{ns} p_s(y^n|x^n) p(x^n)
\]
\[
\geq (\hat{I} - \delta) \Pr \{Z_{ns} \geq \hat{I} - \delta\}
\]
Combining these two bounds, one obtains:
\[
\liminf_{n \to \infty} \frac{1}{n} I(X^n; Y^n|s) \geq (\hat{I} - \delta) \liminf_{n \to \infty} \sup_s \Pr \{Z_{ns} \geq \hat{I} - \delta\}
\]
\[
= \hat{I} - \delta
\]
(58)

where the equality follows from
\[
0 = \liminf_{n \to \infty} \sup_s \Pr \{Z_{ns} < \hat{I} - \delta\} = 1 - \liminf_{n \to \infty} \inf_s \Pr \{Z_{ns} \geq \hat{I} - \delta\}
\]
(59)

Since the inequality in (58) holds for each $\delta > 0$, one obtains the 1st inequality in (54) by taking $\delta \to 0$; the 2nd one has been already established in (52).
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Abstract—This paper considers the transmission of codewords over a quasi–static binary erasure channel, where the erasure probability changes independently at each transmitted codeword. An approximation to the random–coding union bound suggests that the error probability exceeds the outage probability by a quantity that is inversely proportional to the blocklength.

I. INTRODUCTION

A quasi–static channel is a good model for delay–constrained communication over slow–varying channels [1]. The outage capacity has been emphasized as the most important information–theoretic measure in quasi–static channels. However, little attention has been given to the error probability. In [2], the performance of the quasi–static fading channel is described by means of Gallager–type random–coding bounds. Malkamäki et al. [3] proposed a tighter bound, and showed that the average error probability is asymptotically given by the outage probability in the limit of infinite codeword blocklength [3, Th. 2]. However, for finite codeword blocklength, this tighter bound has to be evaluated numerically, as the optimization of the bound involves the fading coefficients.

This paper considers the random–coding union (RCU) bound [4] to the error probability in the simple quasi–static binary erasure channel (BEC). By writing the RCU bound as a tail probability, we propose two saddlepoint approximations [5] that build upon the techniques of [2], [3]. By inspecting the asymptotic behavior of the saddlepoint with the blocklength, we finally derive an expansion of the RCU bound in inverse powers of the blocklength that suggests that the error probability converges to the outage probability as \( \delta(R) \) for a fixed erasure probability \( \varepsilon \), where \( n \) is the codeword blocklength, \( R \) is the rate of the code, and \( \delta(R) \) is a rate–dependent constant.

II. PRELIMINARIES

Consider the transmission of codewords of blocklength \( n \) symbols, where each codeword spans a single BEC with uniformly distributed erasure probability \( \varepsilon \), that changes independently from codeword to codeword. Given the erasure probability \( \varepsilon \), the transition probability during the transmission of a codeword can be factorized as

\[
W^n_\varepsilon(y|x) = \prod_{i=1}^{n} W_\varepsilon(y_i|x_i),
\]

where \( x = (x_1, \ldots, x_n) \) and \( y = (y_1, \ldots, y_n) \) are the channel input and channel output sequence, respectively, and \( W_\varepsilon(y|x) \) denotes the transition probability of a single BEC of erasure probability \( \varepsilon \).

We study the transmission of equiprobable messages \( m \in \{1, \ldots, M\} \), where each message is mapped onto a codeword \( x(m) \), and the collection of all codewords is a code of rate \( R = \frac{1}{n} \log M \). For a fixed erasure probability \( \varepsilon \), the average error probability of the code is denoted as \( P_e(n, \varepsilon) \).

\[
P_e(n) = \mathbb{E}[P_e(n, \varepsilon)].
\]

Random–coding arguments show the existence of a code whose error probability is, at least, as good as that of the ensemble average. In this work, we consider such a code.

Two random–coding upper bounds to the error probability for the block–fading channel were reported by Malkamäki et al. in [3]. Particularized for the quasi–static BEC, the first bound is based on a conditional Gallager bound [7] given the erasure probability [3, Eq. (16)–(17)], i.e.,

\[
P_e(n, \varepsilon) \leq \begin{cases} 
1 & \hat{\rho}_e < 0 \\
\exp[-n(E_0(\hat{\rho}_e, \varepsilon) - \hat{\rho}_e R)] & 0 \leq \hat{\rho}_e \leq 1 \\
\exp[-n(E_0(1, \varepsilon) - R)] & \hat{\rho}_e > 1.
\end{cases}
\]

Then, the average over the erasure probability is applied. In (3), \( \hat{\rho}_e \) is the argument that maximizes \( E_0(\rho, \varepsilon) - \rho R \), closely related to (15) later derived in the paper. As \( \hat{\rho}_e \) is a function of the erasure probability, the expectation of (3) with respect to \( \varepsilon \) has to be numerically evaluated for a finite blocklength. Asymptotically, the Gallager bound (3) shows that the error probability converges to the outage probability, denoted as \( P_{out}(R) \) and given as

\[
P_{out}(R) = \mathbb{P}[I(\varepsilon) < R],
\]

where \( I(\varepsilon) \) is the mutual information of a single BEC with erasure probability \( \varepsilon \) maximized over the input distribution.
For the quasi–static BEC with uniformly distributed error probability, we have that
\[ I(\varepsilon) = (1 - \varepsilon) \log 2, \quad (5) \]
\[ P_{\text{out}}(R) = \frac{R}{\log 2}. \quad (6) \]
A simpler bound was also proposed in [3, Eq. (22)] by first averaging the erasure probability and then optimizing a parameter that does not depend on \( \varepsilon \):
\[ P^*_{\varepsilon}(n) \leq \begin{cases} 
1 - nE_0(\rho) - nR & \hat{\rho} < 0 \\
1 - nE(1-R) & 0 \leq \hat{\rho} \leq 1
\end{cases} \quad (7) \]
Here, \( \hat{\rho} \) is the argument that maximizes \( E_0(\rho) - \rho R \), closely related to (30) later derived in the paper. As pointed out in [3], (7) is a weaker bound to the error probability, as \( \hat{\rho} \) will be only optimal for some realizations of \( \varepsilon \).

In summary, Gallager arguments lead to a tighter bound that needs to be numerically evaluated, and a simpler bound that is especially loose in quasi–static channels ([3, Fig. 2]). In this work, we discuss whether the performance gap between (3) and (7) is a genuine issue of quasi–static channels that is especially loose in quasi–static channels (see [3, Fig. 2]). We further study the convergence of the error probability to the outage probability, for a different perspective, the dual problem, i.e., the convergence of the achievable rate to the outage capacity, see the recent work by Yang et al. [8].

III. SADDLEPOINT APPROXIMATIONS

A. Saddlepoint Approximation of RCU(\( n, \varepsilon \))

For a fixed BEC realization of the erasure probability \( \varepsilon \), the RCU bound to the average error probability [4] is given by
\[ \text{RCU}(n, \varepsilon) = \mathbb{P} \left[ \Phi_n(X, Y, \varepsilon) \leq 0 \right]. \quad (10) \]
In (10), the random variable \( \Phi_n(X, Y, \varepsilon) \) is
\[ \Phi_n(X, Y, \varepsilon) = -n \left( \mathbb{I}[X = Y] + \log U - nR \right), \quad (11) \]
where \( U \) is a uniform (0, 1) random variable, and the symbol \( \mathbb{I} \)–information density is defined as
\[ i_s(X, Y, \varepsilon) = \log \frac{W_s(Y|X)^{\varepsilon}}{\mathbb{E}[W_s(Y|X)^{\varepsilon}|Y]}, \quad (12) \]
For the quasi–static BEC, we note that (12) is independent on \( s \), and that the bounds (8) and (10) coincide [9].

As noted in [10], the tail probability (10) can be expressed in terms of the inverse Laplace transformation [11] as
\[ \text{RCU}(n, \varepsilon) = \frac{1}{2\pi i} \int_{\nu-j\infty}^{\nu+j\infty} t^{nR} \mathbb{E} \left[ e^{-t\Phi_n(X, Y, \varepsilon)} \right] dt, \quad (13) \]
where we assume that \( \nu \) is within the range of convergence, i.e., \( \nu \in (0, 1) \). The evaluation of the expectation term in (13), using (11) and (12), leads to
\[ \mathbb{E} \left[ e^{-t\Phi_n(X, Y, \varepsilon)} \right] = \frac{e^{\kappa_{n, \varepsilon}(t)}}{1 - t}, \quad (14) \]
where \( \kappa_{n, \varepsilon}(t) \) is given as
\[ \kappa_{n, \varepsilon}(t) = ntR + n \log \left( \frac{1}{2} (1 - \varepsilon) + \varepsilon \right). \quad (15) \]
We note that the former expression can be written in terms of the Gallager function \( E_n(t, \varepsilon) \) that appears in (3) through \( \kappa_{n, \varepsilon}(t) = -nE_n(t, \varepsilon) - tR \). The critical points of (13) are two poles at \( t = 0 \) and \( t = 1 \), and a saddlepoint at \( t = t_{n, \varepsilon} \), the absolute minimum of \( \kappa_{n, \varepsilon}(t) \) in the real axis, i.e.,
\[ t_{n, \varepsilon} = \arg \min_{\nu < \infty} \kappa_{n, \varepsilon}(t). \quad (16) \]
If \( 0 < t_{n, \varepsilon} < 1 \), it is safe to set \( \nu = t_{n, \varepsilon} \) in (13). Yet, whenever \( t_{n, \varepsilon} < 0 \) and \( t_{n, \varepsilon} > 1 \), the poles at \( t = 0 \) and \( t = 1 \) introduce additional terms due to the Cauchy’s residue theorem [11].

Since no closed–form solutions to the complex–integration (13) are available in general, we propose a Taylor expansion of \( \kappa_{n, \varepsilon}(t) \) around \( t_{n, \varepsilon} \), i.e.,
\[ \kappa_{n, \varepsilon}(t) \approx \kappa_{n, \varepsilon}(t_{n, \varepsilon}) + K_{n, \varepsilon}(t_{n, \varepsilon})(t - t_{n, \varepsilon}) \]
\[ + \frac{1}{2} K_{n, \varepsilon}''(t_{n, \varepsilon})(t - t_{n, \varepsilon})^2, \quad (17) \]
where \( K_{n, \varepsilon}(t) \) denote, respectively, the first and second derivatives of \( \kappa_{n, \varepsilon}(t) \) with respect to \( t \). Finally, following the footsteps of [10], we obtain that the RCU bound for the quasi–static BEC can be approximated as
\[ \text{RCU}(n, \varepsilon) \approx \gamma_{n, \varepsilon} + \sigma_{n, \varepsilon} e^{K_{n, \varepsilon}(t_{n, \varepsilon})}. \quad (18) \]
Here, the additive term \( \gamma_{n, \varepsilon} \) can be expressed as
\[ \gamma_{n, \varepsilon} = \begin{cases} 
1 & t_{n, \varepsilon} < 0 \\
0 & 0 \leq t_{n, \varepsilon} \leq 1 \\
e^{-K_{n, \varepsilon}(1)} & t_{n, \varepsilon} > 1
\end{cases} \quad (19) \]
whereas the pre–exponential term \( \sigma_{n, \varepsilon} \) is given by
\[ \sigma_{n, \varepsilon} = \overline{\mathbb{Q}} \left( t_{n, \varepsilon} \sqrt{\kappa_{n, \varepsilon}''(t_{n, \varepsilon})} \right) + \overline{\mathbb{Q}} \left( (1 - t_{n, \varepsilon}) \sqrt{\kappa_{n, \varepsilon}''(t_{n, \varepsilon})} \right), \quad (20) \]
where
\[ \overline{\mathbb{Q}}(x) = \text{sign}(x) \frac{1}{\sqrt{2\pi}} \text{erfc} \left( \sqrt{\frac{1}{2}} x \right). \quad (21) \]
The proposed approximation of the RCU involves determining the saddlepoint of (15), given by
\[ t_{n, \varepsilon} = \log_2 \left( \frac{1 - \varepsilon \log 2 - R}{R} \right). \quad (22) \]
It is straightforward to show that, asymptotically, the saddlepoint approximation (18) satisfies
\[ \lim_{n \to \infty} \text{RCU}(n, \varepsilon) = \mathbb{I}\{I(\varepsilon) < R\}, \] (23)
where \( \mathbb{I}\{\cdot\} \) is the indicator function. As \( n \to \infty \), the saddlepoint approximation (18) approaches a Bernoulli random variable with probability of success \( P_{\text{out}}(R) \). Since this random variable is bounded, we can apply the Lebesgue dominated convergence theorem [12] to prove that
\[ \lim_{n \to \infty} \mathbb{E}[\text{RCU}(n, \varepsilon)] = P_{\text{out}}(R). \] (24)
Therefore, the average of the saddlepoint approximation to the RCU given the erasure probability, shows that the error probability converges to the outage probability, but gives no direct information about the rate of this convergence.

B. Saddlepoint Approximation of \( R_{\text{CU}}(n) \)

For symmetry with the work by Malkamäki et al. [3], we now study the RCU bound to the error probability averaged over the erasure probability, i.e.,
\[ P_{e}(n) \leq \mathbb{E}\left[ \min \{1, MP\left[W_{n}^{\varepsilon}(Y|X) \geq W_{n}^{\varepsilon}(Y|X, X, Y, \varepsilon)\right]\} \right]. \] (25)
Similarly to (9), we can apply the Markov’s inequality and further weaken (25) as
\[ P_{e}(n) \leq \text{RCU}(n), \] (26)
where now the erasure probability \( \varepsilon \) is treated as a random variable in the evaluation of the tail probability of \( \Phi_{n}(X, Y, \varepsilon) \), i.e.,
\[ \text{RCU}(n) = \mathbb{P}\left[ \Phi_{n}(X, Y, \varepsilon) \leq 0 \right]. \] (27)
We can again express the tail probability (27) in terms of the inverse Laplace transformation as
\[ \text{RCU}(n) = \frac{1}{2\pi j} \int_{\nu-j\infty}^{\nu+j\infty} \mathbb{E}\left[e^{-t \Phi_{n}(X, Y, \varepsilon)}\right] dt, \] (28)
where \( \nu \) is within the region of convergence, i.e., \( \nu \in (0, 1) \). Taking into account the erasure probability \( \varepsilon \) in the following expectation
\[ \mathbb{E}\left[e^{-t \Phi_{n}(X, Y, \varepsilon)}\right] = \frac{e^{\kappa_{n}(t)}}{1 - t}, \] (29)
now \( \kappa_{n}(t) \) is defined as
\[ \kappa_{n}(t) = ntR + \log \frac{2t - 2 - nt}{(2t - 1)(n + 1)}. \] (30)
Again, (30) is related to the Gallager function \( E_{0}(t) \) involved in (7) through \( \kappa_{n}(t) = -n(E_{0}(t) - tR) \). The saddlepoint to RCU\((n)\) is defined as the absolute minimum of \( \kappa_{n}(t) \) over the real axis, i.e.,
\[ t_{n} = \arg \min_{-\infty < t < \infty} \kappa_{n}(t). \] (31)
Similarly to (17), we approximate (28) by expanding \( \kappa_{n}(t) \) around \( t_{n} \), and obtain that the averaged RCU bound for the quasi-static BEC can be approximated as
\[ \text{RCU}(n) \approx \gamma_{n} + \sigma_{n} e^{\kappa_{n}(t_{n})}. \] (32)
where now
\[ \gamma_{n} = \begin{cases} 1 & t_{n} < 0 \\ 0 & 0 \leq t_{n} \leq 1 \\ e^{\kappa_{n}(1)} & t_{n} > 1, \end{cases} \] (33)
and
\[ \sigma_{n} = \mathcal{Q} \left( t_{n} \sqrt{\kappa_{n}''(t_{n})} \right) + \mathcal{Q} \left( (1 - t_{n}) \sqrt{\kappa_{n}''(t_{n})} \right), \] (34)

Even though closed-form expressions for the saddlepoint \( t_{n} \) are not available in this case, we further investigate its relation to the outage probability by proposing a saddlepoint approximation to the outage probability.

C. Saddlepoint Approximation of \( P_{\text{out}}(R) \)

We note that the outage probability (4) can be seen as a tail probability of the random variable
\[ \Phi_{\text{out}}(R) = I(\varepsilon) - R. \] (35)
Therefore, it is natural to express the outage probability as the inverse Laplace transformation
\[ P_{\text{out}}(R) = \frac{1}{2\pi j} \int_{\nu-j\infty}^{\nu+j\infty} \mathbb{E}\left[e^{-t \Phi_{\text{out}}(R)}\right] dt, \] (36)
where now the expectation is only with respect to the erasure probability, and \( \nu \in (0, \infty) \). This leads to
\[ \mathbb{E}\left[e^{-t \Phi_{\text{out}}(R)}\right] = e^{\kappa_{\text{out}}(t)}, \] (37)
where \( \kappa_{\text{out}}(t) \) is given as
\[ \kappa_{\text{out}}(t) = tR + \log \frac{1 - 2^{-t}}{t \log 2}. \] (38)
Now, (36) has only one pole at \( t = 0 \) and a saddlepoint at
\[ t_{\text{out}}(R) = \arg \min_{-\infty < t < \infty} \kappa_{\text{out}}(t). \] (39)
Mimicking (17) with (38), we may hence approximate the outage probability as
\[ P_{\text{out}}(R) \approx \gamma_{\text{out}}(R) + \sigma_{\text{out}}(R) e^{\kappa_{\text{out}}(t_{\text{out}}(R))}. \] (40)
In this case, we have that the additive term \( \gamma_{\text{out}}(R) \) and the pre-exponential term \( \sigma_{\text{out}}(R) \) are given, respectively, as
\[ \gamma_{\text{out}}(R) = \begin{cases} 1 & t_{\text{out}}(R) < 0 \\ 0 & t_{\text{out}}(R) \geq 0 \end{cases}, \] (41)
\[ \sigma_{\text{out}}(R) = \mathcal{Q} \left( t_{\text{out}}(R) \sqrt{\kappa_{\text{out}}''(t_{\text{out}}(R))} \right). \] (42)
IV. An Asymptotic Expansion of RCU(n)

One advantage of the complex–integration expression of the RCU (28) is that the average with respect to the erasure probability is naturally incorporated in the definition of $\kappa_n(t)$. By further inspecting the behavior of the saddlepoint to the RCU as the codeword blocklength $n \to \infty$, we numerically notice that the saddlepoint $t_n \to 0$. This motivates to study the behavior of the product $nt_n$, illustrated in Fig. 1 for three different rates. Remarkably, $nt_n$ converges to $t_{\text{out}}(R)$. This suggests that it is safe to make the change of variable $nt = \alpha$ and integrate with $\alpha$, i.e.,

$$\text{RCU}(n) = \frac{1}{2\pi j} \int_{\nu-j\infty}^{\nu+j\infty} e^{\kappa_n(\frac{x}{\nu})} \frac{x}{\alpha} \left(1 - \frac{x}{\alpha}\right) \alpha d\alpha,$$

where now the region of convergence is $\nu \in (0, n)$. From (30), we note that $\kappa_n(\frac{x}{\nu})$ has the form

$$\kappa_n(\frac{x}{\nu}) = \alpha R + \log \frac{2\pi - 2^{-\alpha}}{(2\pi - 1)(n + 1)}.$$

(44)

For sufficiently large codeword blocklength $n$, we derive a Taylor expansion in inverse powers of the codeword blocklength $n$, i.e.,

$$e^{\kappa_n(\frac{x}{\nu})} = \theta_0(\alpha) + \frac{\theta_1(\alpha)}{n} + O\left(\frac{1}{n^2}\right),$$

(45)

where $O\left(\frac{1}{n^2}\right)$ is a term that vanishes at least as fast as $\frac{1}{n^2}$, and the coefficients $\theta_0(\alpha)$ and $\theta_1(\alpha)$ are given by

$$\theta_0(\alpha) = \frac{e^{\alpha R}(1 - 2^{-\alpha})}{\alpha^2 \log 2},$$

(46)

and

$$\theta_1(\alpha) = \frac{e^{\alpha R}(1 - 2^{-\alpha})}{\alpha \log 2} - \frac{e^{\alpha R}(1 - 2^{-\alpha})}{\alpha^2 \log 2} + \frac{e^{\alpha R}(1 + 2^{-\alpha})}{2\alpha},$$

(47)

respectively. Comparing (38) and (46), we first observe that in fact $\theta_0(\alpha)$ is related to $\kappa_{\text{out}}(t)$ as

$$\theta_0(\alpha) = \frac{e^{\kappa_{\text{out}}(\alpha)}}{\alpha}.$$
In Fig. 2, we observe that the saddlepoint approximation (18) is an accurate approximation of the RCU. As $n \to \infty$, the error probability converges to the outage probability (4), numerically confirming (24). Comparing the Gallager bound (3) with the saddlepoint approximation (18), and the Gallager bound (7) with the saddlepoint approximation (32), we note that in both cases the additive and the pre-exponential terms of the saddlepoint approximation provide a more refined characterization of the error probability. The contribution of these terms cannot be neglected in the quasi-static channel, since the exponential term of the error probability is not a dominant term when the error probability saturates.

A second observation from Fig. 2 is that, compared to the Gallager bound (7), the saddlepoint approximation (32) is tighter for small codeword blocklength. However, since the randomness of the erasure probability is considered in the approximation of the tail probability (27), this approximation exhibits a misadjustment for large blocklength, as it converges to the saddlepoint approximation of the outage probability (40), rather than to the actual outage probability (6).

Finally, we are interested in the convergence of the error probability to the outage probability. In particular, Fig. 3 depicts the convergence rate $\delta_n(R)$, defined as

$$\delta_n(R) = n \left( P_e(n) - P_{out}(R) \right),$$

where $P_e(n)$ is a placeholder for the bounds and approximations of Fig. 3. Remarkably, Fig. 2 numerically illustrates that the Taylor expansion of the RCU (55) is a good approximation even for small codeword blocklength. Moreover, Fig. 3 illustrates that the error probability indeed exceeds the outage probability in a quantity that vanishes proportionally to $\frac{1}{n}$. That is,

$$\lim_{n \to \infty} \delta_n(R) = \delta(R).$$

As expected, none of the Gallager bounds provide the convergence in $\frac{1}{n}$, as the bounds are only tight for sufficiently large $n$. Contrarily, the saddlepoint approximation (32) does exhibit, although misadjusted, a convergence coefficient as $\frac{1}{n}$, whereas the saddlepoint approximation (18) leads to the correct convergence rate of the RCU (27).

VI. CONCLUSIONS

In this paper, we have derived refined approximations of the random–coding union bound in quasi–static binary erasure channels with uniformly distributed erasure probability. An expansion of the random–coding union bound in inverse powers of the codeword blocklength suggests that the error probability exceeds the outage probability by a quantity that is inversely proportional to the codeword blocklength.
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Abstract—Generalized product codes (GPCs) are extensions of product codes (PCs) where code words are protected by two component codes but not necessarily arranged in a rectangular array. In this tutorial paper, we review a deterministic construction for GPCs that has been previously proposed by the authors together with an accompanying density evolution (DE) analysis. The DE analysis characterizes the asymptotic performance of the resulting GPCs under iterative bounded-distance decoding of the component codes over the binary erasure channel. As an application, we discuss the analysis and design of three different classes of GPCs: spatially-coupled PCs, symmetric GPCs, and GPCs based on component code mixtures.

I. INTRODUCTION

Several authors have proposed modifications of the classical product code (PC) construction by Elias [1], typically by considering non-rectangular code arrays. These modifications can be regarded as generalized low-density parity-check (GLDPC) codes [2]. In particular, they are GLDPC codes where the underlying Tanner graph consists exclusively of degree-2 variable nodes (VNs) (i.e., each bit is protected by two component codes). We refer to such codes as generalized PCs (GPCs).

In practice, the component codes of a GPC are typically Bose-Chaudhuri-Hocquenghem or Reed-Solomon codes, which can be efficiently decoded via algebraic bounded-distance decoding (BDD). The overall GPC can then be suboptimally decoded using iterative hard-decision decoding, i.e., by iteratively performing BDD of all component codes. This makes GPCs particularly suited for high-speed applications due to their significantly reduced decoding complexity compared to “soft” message-passing decoding of low-density parity-check (LDPC) codes [3]. For example, GPCs have been investigated by many authors as practical solutions for high-speed fiber-optical communications [3]–[7].

A standard tool to analyze the performance of iteratively decoded codes is density evolution (DE) [8], [9], which is based on an ensemble argument. That is, rather than analyzing a particular code directly, one considers a set of codes defined via suitable randomized edge connections in the Tanner graph. While this approach can be applied to GPCs, many classes of GPCs have a very regular Tanner graph structure. Therefore, the performance of such codes is not necessarily well predicted by using an ensemble analysis. In general, it would be desirable to make precise statements about the performance of sequences of deterministic codes without resorting to an ensemble argument.

In this tutorial paper, we discuss some recent results about the performance of deterministically constructed GPCs over the binary erasure channel (BEC) presented in [10]–[12]. We start in Section II by reviewing the deterministic construction for GPCs proposed in [10]. The resulting GPCs are defined by Tanner graphs that consist of a fixed arrangement of (degree-2) VNs and constraint nodes (CNs). In Section III, it is shown that the asymptotic performance of these GPCs is rigorously characterized by a recursive DE equation. Finally, in Section IV, we present a high-level overview of different results presented in [10]–[12]. In particular, we discuss the analysis and design of spatially-coupled PCs, symmetric GPCs, and GPCs based on component code mixtures.

Notation. We use boldface to denote column vectors and matrices (e.g., $\mathbf{x}$ and $A$). The symbols $0_m$ and $1_m$ denote the all-zero and all-one vectors of length $m$, respectively, where the subscript may be omitted. The tail-probability of a Poisson random variable is defined as $\Psi_{\geq t}(x) \triangleq 1 - \sum_{i=0}^{t-1} \frac{x^i}{i!} e^{-x}$. We use boldface to denote the element-wise application of a scalar-valued function to a vector. For example, if $x$ is a vector, then $\Psi_{\geq t}(x)$ applies the function to each element. For vectors $\mathbf{x} = (x_1, \ldots, x_m)^T$ and $\mathbf{y} = (y_1, \ldots, y_m)^T$, we use $x \succeq y$ if $x_i \geq y_i$ for all $i$. We also define $[m] \triangleq \{1, 2, \ldots, m\}$. Lastly, the indicator function is denoted by $1\{\cdot\}$.

II. A DETERMINISTIC CONSTRUCTION FOR GENERALIZED PRODUCT CODES

A. Motivation

Recall that a PC is defined as the set of $n \times n$ arrays such that every row and every column is a codeword in some binary linear component code $B$ of length $n$. The corresponding Tanner graph has a fixed deterministic structure that resembles a complete bipartite graph: There exists two types of CNs (n CNs corresponding to “row codes” and n CNs corresponding to “column codes”) and each CN of one type is connected to all CNs of the other type through a VN. This gives rise to exactly $n^2$ VNs, where each VN corresponds to one element in the array. An illustration is shown for example in [2, Fig. 3].

Consider now the code arrays shown in Fig. 1. We will discuss these arrays (and the resulting GPCs) in more detail in the next section. For now, we note that one can almost apply
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the exact definition of a PC to these arrays. In particular, fill the array with bits such that every row and every column is a codeword in some component code. The underlying Tanner graph that results from this definition is again easily seen to be very structured. We essentially seek a general and flexible way to directly construct the Tanner graphs corresponding to the GPCs defined by these arrays.

B. Code Construction

We denote a GPC by \( C_n(\eta) \), where \( n \) is proportional to the number of CNs in the underlying Tanner graph and \( \eta \) is a binary, symmetric \( L \times L \) matrix that defines the graph connectivity. Due to the natural representation of GPCs in terms of two-dimensional code arrays, one may alternatively think about \( \eta \) as specifying the array shape. We will see in the following that different choices for \( \eta \) recover well-known code classes.

Let \( \gamma > 0 \) be some fixed and arbitrary constant such that \( d \triangleq \gamma n \) is an integer. To construct the Tanner graph that defines \( C_n(\eta) \), assume that there are \( L \) classes of CNs, here called “positions”. Then, place \( d \) CNs at each position and connect each CN at position \( i \) to each CN at position \( j \) through a VN if and only if \( \eta_{i,j} = 1 \).

**Example 1.** A PC is obtained for \( L = 2 \) and \( \eta = (\begin{smallmatrix} 0 & 1 \\ 1 & 0 \end{smallmatrix}) \). The two positions correspond to “row codes” and “column codes”. If we choose \( \gamma = 1 \), then the code array is of size \( n \times n \).

**Example 2.** For \( L \geq 2 \), the matrix \( \eta \) describing a staircase code [3] has entries \( \eta_{i,i+1} = \eta_{i+1,i} = 1 \) for \( i \in [L - 1] \) and zeros elsewhere. For example, for \( L = 6 \), we have

\[
\eta = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 \\
\end{pmatrix}.
\]

The corresponding code array is exactly the one shown in Fig. 1(a), where \( n = 12 \) and \( \gamma = 1/2 \).

**Example 3.** For even \( L \geq 4 \), the matrix \( \eta \) for a particular instance of a block-wise braided code [13] has entries \( \eta_{i,i+1} = 1 \) for \( i \in [L - 1] \), \( \eta_{2i - 1, 2i + 2} = \eta_{2i + 2, 2i - 1} = 1 \) for \( i \in [L/2 - 1] \), and zeros elsewhere. For example, we have

\[
\eta = \begin{pmatrix}
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\
\end{pmatrix}
\]

for \( L = 8 \). The corresponding code array is the one shown in Fig. 1(b), where \( n = 12 \) and \( \gamma = 1/3 \).

For a fixed \( n \), the constant \( \gamma \) scales the number of CNs in the graph. This is inconsequential for the asymptotic analysis (where we assume that \( n \to \infty \)) and \( \gamma \) manifests itself in the DE equations merely as a scaling parameter. The scaling parameter \( \gamma \) in the previous two examples is chosen such that the component codes have length \( n \) in both cases, except at the array boundaries, see Fig. 1.

From the code construction, it follows that the total number of VNs (i.e., the length of the code \( C_n(\eta) \)) is given by

\[
m = \left(\begin{array}{c}
d \\
2 \\
\end{array}\right) L \sum_{i=1}^{L} \eta_{i,i} + d^2 \sum_{1 \leq i < j \leq L} \eta_{i,j}.
\]

By construction, all of these VNs have degree two. Moreover, the total number of CNs is \( dL \). In general, CNs at position \( i \) have degree \( d \sum_{j \neq i} \eta_{i,j} + \eta_{i,i}(d - 1) \), where the first term arises from the fact that we cannot connect a CN to itself if \( \eta_{i,i} = 1 \). The CN degree specifies the length of the component code associated with the CN. We assume in the following that each CN corresponds to a \( t \)-erasure correcting component code. This assumption is relaxed in Section IV-C.

III. DENSITY EVOLUTION ANALYSIS

A. Iterative Decoding

Suppose that a codeword of \( C_n(\eta) \) is transmitted over the BEC with erasure probability \( p \). The decoding is performed iteratively assuming \( \ell \) iterations of BDD for the component codes associated with all CNs. This means that in each iteration, if the weight of an erasure pattern associated with a CN is less than or equal to \( t \), the pattern is corrected. If the weight exceeds \( t \), we say that the component code declares a decoding failure in that iteration.

The decoding can be represented by applying the following peeling procedure to the so-called residual graph [4], [14]. The residual graph is obtained by deleting known VNs and their adjacent edges. Furthermore, erased VNs are collapsed into edges between CNs. In each iteration, determine all vertices that have degree at most \( t \) and remove them, together with all adjacent edges. The decoding is successful if the resulting graph is empty after (at most) \( \ell \) iterations.
B. Density Evolution

We wish to characterize the decoding performance in the limit as \( n \to \infty \). The first important observation is that with the assumptions given so far (in particular the finite erasure-correcting capability of the component codes), this problem is ill-posed for a fixed erasure probability \( p \). The reason is that for \( n \to \infty \), with high probability there will be a large number of erasures associated with each component code. Even if we choose \( p \) very small, eventually, the number of erasures will exceed the (assumed) finite erasure-correcting capability of each component code. In other words, for any fixed \( p \) and \( n \to \infty \), the decoding will fail with high probability.

In order to allow for a meaningful analysis, the natural choice is to let the erasure probability decay slowly as \( p = c/n \) for some \( c > 0 \). Since now \( p \to 0 \) as \( n \to \infty \), one may (falsely) conclude that the decoding will always be successful in the limit. As we will see, however, the answer depends crucially on the choice of \( c \), which may thus be interpreted as the effective channel quality in this regime. Its operational meaning (assuming an appropriate choice for \( c \), see [10, Sec. VI-A]) is given in terms of the expected number of initial erasures per component code.

Now, assume that we compute

\[
\mathbf{z}^{(t)} = \Psi_{\geq 1}^t(\mathbf{cBx}^{(t-1)}),
\]

where \( \mathbf{z}^{(0)} = \mathbf{1}_L \) and \( \mathbf{B} \triangleq \gamma \mathbf{n} \). The main technical result is that the fraction of component codes that declare decoding failures in iteration \( \ell \) converges almost surely to \( \frac{1}{L} \sum_{i=1}^L z_i^{(\ell)}(0) \) as \( n \to \infty \). In other words, the code performance concentrates around a deterministic value computed by the recursion (4) for sufficiently large \( n \). This result is analogous to the DE analysis for LDPC codes [9, Th. 2]. The proof exploits the above peeling representation of the decoding and is based on a convergence result for so-called inhomogeneous random graphs in [15], see [10] for details.

For notational convenience, we define \( h(x) \triangleq \Psi_{\geq 1}(cx) \), so that the recursion in (4) can be succinctly written as

\[
\mathbf{z}^{(t)} = h(\mathbf{Bx}^{(t-1)}),
\]

(5)

Furthermore, the decoding threshold is defined in terms of the effective channel quality as

\[
\tilde{c} \triangleq \sup \{ c \geq 0 \mid \mathbf{z}^{(\infty)} = \mathbf{0}_L \}.
\]

Remark 1. For component codes with fixed erasure-correcting capabilities, one can show that the code rate of \( C_0(\mathbf{c}) \) approaches 1 as \( n \to \infty \). The studied setup is sometimes also referred to as the high-rate regime or high-rate scaling limit [16]. It turns out that the regime that can be analyzed is also the regime that is relevant in practice: It is at high rates where GPCs are competitive in terms of performance and complexity compared to other code families, e.g., LDPC codes [3]–[5].

IV. APPLICATIONS

In this section, we discuss the analysis and design of three different classes of GPCs: spatially-coupled PCs, symmetric GPCs, and GPCs based on component code mixtures. This section is based on results presented in [10]–[12], [17].

A. Spatially-Coupled Product Codes

Of particular interest are cases where the matrix \( \mathbf{n} \) has a band-diagonal “convolutional-like” structure. The associated GPC can then be classified as a spatially-coupled PC. For example, the GPCs discussed in Examples 2 and 3, i.e., staircase and braided codes, are particular instances of spatially-coupled PCs. The matrix \( \mathbf{B} \) is referred to as an averaging matrix in this case. Spatially-coupled codes have attracted a lot of attention in the literature due to their outstanding performance under iterative decoding [18], [19].

Spatially-coupled PCs have been previously analyzed using ensemble-based methods in [6], [16]. In [12], we compare the obtained DE recursion in (5) for deterministic spatially-coupled PCs to the DE recursion for the spatially-coupled PC ensemble in [16]. Without going into the details, the ensemble performance is described by the recursion (see [16, eq. (9)] and [12, Sec. III])

\[
\mathbf{z}^{(t)} = h(\tilde{\mathbf{B}} \mathbf{x}^{(t-1)}),
\]

(7)

where \( \mathbf{x}^{(0)} = \mathbf{1}_L \), \( \tilde{\mathbf{B}} \triangleq \mathbf{A}^T \mathbf{A} \), and \( \mathbf{A} \) is an \( L - w + 1 \times L \) matrix with entries \( A_{ij} = w^{-1} \{ 1 \leq j - i + 1 \leq w \} \) for \( i \in [L - w + 1] \) and \( j \in [L] \). The parameter \( w \) is referred to as the coupling width. For example, for \( L = 6 \), the matrix \( \tilde{\mathbf{B}} \) for \( w = 2 \) and \( w = 3 \) is given by

\[
\begin{pmatrix}
1 & 1 & 0 & 0 & 0 & 0 \\
1 & 2 & 1 & 0 & 0 & 0 \\
0 & 1 & 2 & 1 & 0 & 0 \\
1 & 0 & 1 & 2 & 1 & 0 \\
1 & 2 & 3 & 2 & 1 & 0 \\
0 & 0 & 1 & 2 & 2 & 1 \\
0 & 0 & 0 & 1 & 1 & 1
\end{pmatrix}
\]

(8)

respectively. The ensemble DE recursion (7) has evidently the same form as (5). The difference lies in the averaging due to the matrix \( \tilde{\mathbf{B}} \). This is illustrated in the following example.

Example 4. For the braided codes in Example 3, one can simplify (5) by exploiting the inherent symmetry in the code construction which implies \( x_i^{(t)} = x_{i+1}^{(t)} \) for odd \( i \) and any \( t \). It is then sufficient to retain odd (or even) positions in (5). With this simplification, the effective averaging matrix is given by

\[
\mathbf{B}' = \frac{1}{3}
\begin{pmatrix}
1 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

for \( L = 12 \). The matrix \( \mathbf{B}' \) may be used to replace \( \mathbf{B} \) in (8). Moreover, \( \mathbf{B}' \) differs from both matrices \( \tilde{\mathbf{B}} \) in (8). In general, the effective averaging matrices for the randomized and deterministic constructions are not the same. △

It is shown in [12] that there exists a different but related family of (deterministic) braided codes that has the same effective averaging matrix as the spatially-coupled PC ensemble,
The definition of an HPC as a (punctured) symmetric subcode of a conventional PC extends without much difficulty to other GPCs. This leads to the class of symmetric GPCs which can be seen as a subclass of GPCs [17]. In general, symmetric GPCs use symmetry to reduce the block length of a PC while employing the same component code [17].

**Example 6.** Consider again the code array in Fig. 1(b) corresponding to the braided code in Example 3. Similar to an HPC, we can form a half-braided code by enforcing the additional constraint that the array should be equal to its transpose and the array diagonal is zero (see [11, Fig. 1] for an illustration). After puncturing, we find that this GPC is defined by a matrix \( \eta \) where \( \eta_{ij} = 1 \) if and only if \( |i - j| < 3 \). For example, if we start with a braided code where \( L = 12 \), then the matrix \( \eta \) for the corresponding half-braided code is given by \( \eta = 3B' \), where \( B' \) is given in (9).

An interesting question is how symmetric PCs perform when compared to their nonsymmetric counterparts. Partial answers to this question are given in [17] and [11]. For example, it is shown in [17] that, depending on the parameters, HPCs can have a larger normalized minimum distance than the PC from which they are derived. For the half-braided codes discussed in Example 5, a comparison with staircase codes and regular braided codes can be found in [11]. The comparison is based on the derived DE equations and supplemented with an error floor analysis. It is shown that half-braided codes can outperform both staircase codes and regular braided codes in the waterfall region, at a lower error floor and decoding delay.

In general, symmetric PCs appear to be interesting candidates for further theoretical investigation and also implementation in practical communication systems.

### C. Component Code Mixtures

In the construction of \( C_n(\eta) \), it is assumed that each CN corresponds to a \( t \)-erasure correcting component code. More generally, one may wish to assign different erasure-correcting capabilities to the component codes associated with the CNs. One example is given by a PC where the row and column codes can correct a different number of erasures. If the erasure-correcting capabilities also vary across the row (or column) codes, one obtains a so-called irregular PC [20], [21].

In order to formalize this concept in the context of the deterministic GPC construction, assume that \( \boldsymbol{\tau} = (\tau_1, \ldots, \tau_{m_{max}}) \) is a probability vector (i.e., \( 1^t \boldsymbol{\tau} = 1 \) and \( \boldsymbol{\tau} \geq 0 \)). We let \( \tau_t \) be the fraction of CNs at each position that can correct \( t \) erasures, where \( t_{max} \) is the maximum erasure-correcting capability. We further define the average erasure-correcting capability as \( \bar{t} = \sum_{i=1}^{t_{max}} i \tau_i \). The assignment of the erasure-correcting capabilities to the component codes can be done in different ways. For example, we can do the assignment deterministically if \( \tau_t \) is an integer for all \( t \), or independently at random according to the distribution \( \tau \). In both cases, \( \tau \) manifests itself in the DE equation (5) by changing the function \( h(x) \) to \( h(x) = \sum_{t=1}^{t_{max}} \tau_t W_2(t,x) \), see [10] for details.

The resulting GPCs now depend on \( \tau \) and this change is reflected in our notation by writing \( C_n(\eta, \tau) \). For a fixed \( \eta \), we...
are interested in finding “good” distributions $\tau$, in the sense that they lead to large decoding thresholds for $C_n(\eta, \tau)$.  

**Example 7.** For $L = 1$, $\eta = 1$, and $\gamma = 1$, we refer to the resulting code $C_n(\eta, \tau)$ as an irregular HPC. This case is considered in detail in [10]. It is shown that the performance of HPCs can be improved by employing component codes with different strengths. Using an approach based on linear programming and fixing the average erasure-correcting capability to be $\ell = 7$, we obtain the optimized distribution

$$
\tau_4 = 0.495, \quad \tau_0 = 0.029, \quad \tau_{10} = 0.476.
$$

The decoding threshold is given by $\bar{c} \approx 12.88$ compared to $\bar{c} \approx 11.34$ for a regular HPC with $\tau_7 = 1$. Fig. 3 shows simulation results for $n = 1000$ and $n = 3000$ together with the DE prediction, where we used $\ell = 100$. The performance gain predicted by DE is similar to what is achieved for finite lengths. Note that the figure shows a scaled BER (BER) plotted against the effective channel quality $c$ in order to better illustrate the convergence of the simulation results towards the asymptotic DE curve for increasing $n$, see [10, Sec. II-D] and [10, Sec. VII-E] for details.

**Example 8.** For spatially-coupled PCs, one may use the approach described in [19] to study iterative decoding thresholds. In particular, the decoding thresholds for the braided code family mentioned in the last paragraph of Section IV-A coincides with the so-called potential threshold defined in [19], provided that the coupling width is sufficiently large. This result is useful since it is typically easier to characterize the potential threshold (both numerically and theoretically) than the actual decoding threshold. Now, assume that we employ different component codes according to $\tau$. In this case, the potential threshold depends on $\tau$. In [12, Th. 2], it is proved that for a fixed $\ell \in \{2, 3, \ldots\}$, the potential threshold is maximized by a regular distribution where $\tau_1 = 1$. From this, we can conclude that employing component code mixtures for spatially-coupled PCs is not beneficial from an asymptotic point of view.

$$
\triangle
$$

## V. Conclusion

A deterministic construction of GPCs is reviewed along with a DE analysis for code sequences. As an application, these results are used to design and analyze spatially-coupled PCs, symmetric GPCs, and GPCs with component code mixtures.
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Abstract—Recent research on distributed storage systems (DSSs) has revealed interesting connections between matroid theory and locally repairable codes (LRCs). The goal of this paper is to illustrate these as well as some new — rather technical in nature — results via simple examples. The examples embed all the essential features of LRCs, namely locality, availability, and hierarchy alongside with related generalized Singleton bounds.

I. INTRODUCTION

The need for large-scale data storage is continuously increasing. Within the past few years, distributed storage systems (DSSs) have revolutionized our traditional ways of storing, securing, and accessing data. Storage node failure is a frequent obstacle in large-scale DSSs, making repair efficiency an important objective. A bottleneck for repair efficiency, measured by the notion of locality [1], is the number of contacted nodes needed for repair. The key objects of study in this paper are locally repairable codes (LRCs), which are, informally speaking, storage systems where a small number of failing nodes can be recovered by boundedly many other (close-by) nodes. Repair-efficient LRCs are already in use for large-scale DSSs used by, for example, Facebook and Windows Azure Storage [2].

Another desired attribute, measured by the notion of availability [3], is the property of having multiple alternative ways to repair a node. This is particularly relevant for nodes containing so-called hot data that is frequently and simultaneously accessed by many users. Moreover, as failures are often spatially correlated, it is valuable to have each node repairable at several different scales. This means that if a node fails simultaneously with the set of nodes that should normally be used for repairing it, then there still exists a larger set of helper nodes that can be used to recover the lost data. This property is captured by the notion of hierarchy [4], [5] in the storage system.

In this paper, we consider the hierarchical availability of linear LRCs. Our main mathematical tools for analyzing linear LRCs come from matroid theory. A matroid is an abstract structure in algebraic combinatorics. Matroids have been successfully used to solve problems in many areas in mathematics and computer science [6], [7], [8], [9], [10].
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a) Related Work: Network coding techniques for large-scale DSSs were considered in [11]. Since then, a plethora of research on DSSs with a focus on linear LRCs and various localities has been carried out, see [12], [1], [13], [14], [15] among many others. Availability for linear LRCs was defined in [3]. The notion of hierarchical locality was first studied in [4], where bounds for the global minimum distance were also obtained.

Let us denote by \((n, k, d, r, \delta, t)\), respectively, the code length, dimension, global minimum distance, locality, local minimum distance, and availability. Bold-faced parameters \((n, k, d, r)\) will be used in the sequel to refer to hierarchical locality and availability. It was shown in [2] that the \((r, \delta = 2)\)-locality of a linear LRC is a matroid invariant. The connection between matroid theory and linear LRCs was examined in more detail in [17]. In addition, the parameters \((n, k, d, r, \delta)\) for linear LRCs were generalized to matroids, and new results for both matroids and linear LRCs were given therein. Even more generally, the parameters \((n, k, d, r, \delta, t)\) were generalized to polymatroids, and new results on the parameters \((n, k, d, r, \delta, t)\) for matroids and nonlinear LRCs were derived in [16].

b) Contributions and Notation: The main purpose of this paper is to give an overview of the connection between matroid theory and linear LRCs with availability and hierarchy via examples. In particular, we are focusing on how the parameters \((n, k, d, t)\) of a LRC can be analyzed using the lattice of cyclic flats of an associated matroid, and on a construction derived from matroid theory that provides us with linear LRCs. The results reviewed here were mostly derived in [17], [16]. In addition, we provide a glance at our recently submitted work [5]. The following notation will be used throughout the paper:

- \(\mathbb{F}\): a field;
- \(\mathbb{F}_q\): the finite field of prime power size \(q\);
- \(E\): a finite set;
- \(G\): a matrix over \(\mathbb{F}\) with columns indexed by \(E\);
- \(G(X)\): the matrix obtained from \(G\) by the columns indexed by \(X\), where \(X \subseteq E\);
- \(C(G)\): the vector space generated by the columns of \(G\);
- \(R(G)\): the vector space generated by the rows of \(G\);
- \(C\): linear code \(C = R(G)\) over \(\mathbb{F}\) generated by \(G\);
- \(C_X\): the punctured code of \(C\) on \(X\), i.e., \(C_X = R(G(X))\), where \(X \subseteq E\);
- \(2^S\): the collection of all subsets of a finite set \(S\);
- \([j]\): the set \(\{1, 2, \ldots, j\}\) for an integer \(j\).
The motivation to study punctured codes arises from hierarchy; the locality parameters at the different hierarchy levels correspond to the global parameters of the related punctured codes. This further leads to so-called restricted matroids.

We also point out that \( G(E) = G \) and \( C_E = C \). We will often index a matrix \( G \) by \([n]\), where \( n \) is the number of columns in \( G \).

Example 1.1: Let \( E = [7] \) and \( C \) the linear code generated by the matrix \( G \) over \( F_2 \), with columns indexed by \([7]\). Then, for \( X = \{5, 6, 7\} \), we have \( C_X = \{(000), (110), (101), (011)\} \) with the generator matrix \( G(X) \).

\[
G = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 1 \\
\end{bmatrix}, \quad G(X) = \begin{bmatrix}
0 & 1 & 1 \\
0 & 1 & 1 \\
1 & 1 & 0 \\
1 & 0 & 1 \\
\end{bmatrix}
\]

II. Preliminaries

a) Linear Codes as Distributed Storage Systems: A linear code \( C \) can be used to obtain a DSS, where every coordinate in \( C \) represents a storage node in the DSS, and every point in \( C \) represents a stored data item. While one often assumes that the data items are field elements in their own right, no such assumption is necessary. However, the alphabet (to which the data items belong) must be acted upon freely by the field, for example as a vector space. Therefore, if the data items are measured, e.g., kilobytes, then we are restricted to work over fields of size not larger than about \( 2^{1000} \). Beside this strict upper bound on the field size, the complexity of operations also makes small field sizes — ideally even binary fields — naturally desirable.

Example 2.1: Let \( C \) be the linear code generated by the following matrix \( G \) over \( F_3 \):

\[
G = \begin{bmatrix}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 & 2 & 2 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 2 \\
\end{bmatrix}, \quad G(X) = \begin{bmatrix}
2 & 2 & 2 \\
2 & 2 & 2 \\
2 & 2 & 2 \\
2 & 2 & 2 \\
\end{bmatrix}
\]

Then, \( C \) corresponds to a 9 node storage system, storing four files \((a, b, c, d)\), each of which is an element in an alphabet on which \( F_3 \) acts freely. In this system, node 1 stores \( a \), node 5 stores \( a + b \), node 9 stores \( a + 2b + 2d \), and so on.

Two very basic properties of any DSS are that every node can be repaired by some other nodes and that every node contains some information. We therefore give the following definition.

Definition 2.1: A linear \([n, k, d]-C \) over a field is a non-degenerate storage code if \( d \geq 2 \) and there is no zero column in a generator matrix of \( C \).

b) Linear LRCs with Hierarchical Availability: The very broad class of linear LRCs with \( h \)-hierarchical availability will be defined next.

Definition 2.2: Let \( G \) be a matrix over \( F \) indexed by \( E \) and \( C \) the linear code generated by \( G \). Then, for \( X \subseteq E \), \( C_X \) is a linear \([n_X, k_X, d_X]-C \) where

\[
\begin{align*}
n_X &= |X|, \\
k_X &= \text{rank}(G(X)), \\
d_X &= \min \{|Y| : Y \subseteq X \text{ and } k_{X \setminus Y} < k_X \}.
\end{align*}
\]

Example 2.2: Consider the storage code \( C \) from Example 2.1. Let \( Y_1 = \{1, 2, 3, 5, 6, 7\} \), \( X_1 = \{1, 2, 5\} \) and \( X_2 = \{2, 6, 7\} \). Then \( C_{Y_1}, C_{X_1} \), and \( C_{X_2} \) are storage codes with

\[
\begin{align*}
|Y_1|, k_{Y_1}, d_{Y_1} &= [6, 3, 3], \\
|X_1|, k_{X_1}, d_{X_1} &= [3, 2, 2], \\
|X_2|, k_{X_2}, d_{X_2} &= [3, 2, 2].
\end{align*}
\]

The parameter \( d_X \) is the minimum (Hamming) distance of \( C_X \). We say that \( C \) is an \([n, k, d]-C \) with \([n, k, d] = [n_E, k_E, d_E] \).

Definition 2.3: Let \( h \geq 1 \) be an integer, and let \((n, k, d, t) = ([n_1, k_1, d_1, t_1], \ldots, [n_h, k_h, d_h, t_h])\) be a \( h \)-tuple of integer 4-tuples, where \( k_i \geq 1, n_i, d_i \geq 2 \), and \( t_i \geq 1 \) for \( 1 \leq i \leq h \). Then, a coordinate \( x \) of a linear \([n, k, d] = [n_0, k_0, d_0]-LRC \) indexed by \( E \) has \( h \)-level hierarchical availability \([n, k, d, t] \) if there are \( t_i \) coordinate sets \( X_{i_1}, \ldots, X_{i_t} \subseteq E \) such that

\[
\begin{align*}
(i) & \quad x \in X_i \text{ for } i \in [t_1], \\
(ii) & \quad i, j \in [t_1], i \neq j \implies X_i \cap X_j = \{x\}, \\
(iii) & \quad n_{X_i} \leq n_1, k_{X_i} = k_1 \text{ and } d_{X_i} \geq d_1 \text{ for the punctured } [n_{X_i}, k_{X_i}, d_{X_i}]-C \text{ for } i \in [t_1], \\
(iv) & \quad i \in [t_1], x \text{ has } (h - 1)-\text{level hierarchical availability } ([n_2, k_2, d_2, t_2], \ldots, [n_h, k_h, d_h, t_h]) \text{ in } C_{X_i}.
\end{align*}
\]

The code \( C \) above as well as all the related subcodes \( C_{X_i} \) should be non-degenerate. For consistency of the definition, we say that any symbol in a non-degenerate storage code has 0-level hierarchical availability.

Example 2.3: Let \( C \) be the code generated by the matrix \( G \) in Example 2.1 and \( x = 2 \). Then \( x \) has 2-level hierarchical availability

\[
(n, k, d, t) = ([6, 3, 3, 1], (3, 2, 2, 2)).
\]

This follows from Example 2.2 where \( C_Y \) implies the \((6, 3, 3, 1)-\text{availability} \), and the \((3, 2, 2, 2)-\text{availability} \) is implied by \( C_{X_1} \) and \( C_{X_2} \).

Definition 2.4: A subset \( X \subseteq E \) has \( h \)-level hierarchical availability \((n, k, d, t) \) in \( C \), if every \( x \in X \) has \( h \)-level hierarchical availability \((r, a, d, t) \) in \( C \).

An information set of a linear \([n, k, d]-C \) is defined as a set \( X \subseteq E \) such that \( k_X = |X| = k \). Hence, \( X \) is an information set of \( C \) if and only if \( X \) is a generator matrix of \( C \) such that \( G(X) \) equals the identity matrix, i.e., \( C \) is systematic in the coordinate positions indexed by \( X \) when generated by \( G \). In terms of storage systems, this means that the nodes in \( X \) together store all the information of the DSS.

Example 2.4: Two information sets of the linear code \( C \) generated by \( G \) in Example 1.1 are \( \{1, 2, 3, 4\} \) and \( \{1, 2, 6, 7\} \).
III. MATROIDS AND LINEAR CODES

In this section we give some basics about matroids and their connection to linear codes. For more information on matroids we refer the reader to [18].

\textit{a) Matroid Fundamentals:} Matroids were introduced by Whitney in 1935 [19] in order to capture fundamental properties of independence common to various areas of mathematics.

\textbf{Definition 3.1:} A \textit{(finite) matroid} \( M = (\mathcal{I}, E) \) is a finite set \( E \) and a collection of subsets \( \mathcal{I} \subseteq \mathcal{P}(E) \) such that

1. \( \emptyset \in \mathcal{I} \),
2. \( Y \in \mathcal{I}, \ X \subseteq Y \Rightarrow X \in \mathcal{I} \),
3. \( \text{For all pairs } X, Y \in \mathcal{I} \text{ with } |X| < |Y|, \text{ there exists } y \in Y \setminus X \text{ such that } X \cup \{y\} \in \mathcal{I} \).

The subsets in \( \mathcal{I} \) are the \textit{independent sets} of the matroid.

Any matrix \( G \) is associated with a matroid \( M[G] = (\mathcal{I}, E) \), where the columns of \( G \) are indexed by \( E \) and a subset \( X \) of \( E \) is independent if and only if the column vectors indexed by \( X \) in \( G \) are linearly independent.

\textbf{Example 3.2:} Let \( G \) be the matrix given in Example 2.1. Then, \( M[G] = (\mathcal{I}, [9]) \), we have

\[ \{3, 4, 6\}, \{1, 2, 3, 8\}, \{2, 3, 4, 6\} \in \mathcal{I} \],

and \( \{1, 2, 3, 7\} \notin \mathcal{I} \).

A matroid \( M \) is \textit{linear} if there exists a matrix \( G \) such that \( M = M[G] \). If a matroid \( M \) can be represented by a matrix over a specific field \( F \) then \( M \) is \( F \)-linear.

\textbf{Example 3.3:} The matroid that arises from the matrix \( G \) in Example 2.1 is linear. In particular, it is \( \mathbb{F} \)-linear for any field \( \mathbb{F} \) with characteristic \( \neq 2 \), ensuring that \( 2 \neq 0 \) in \( \mathbb{F} \).

The \( \mathbb{F} \)-linearity of a matroid may depend on the field \( \mathbb{F} \). Further, many matroids are not linear over any field, and it is strongly believed (but not proven) that this is true for asymptotically almost all matroids.

An alternative, but equivalent definition of a matroid is the following.

\textbf{Definition 3.2:} A \textit{(finite) matroid} \( M = (\rho, E) \) is a finite set \( E \) together with a function \( \rho : 2^E \to \mathcal{P}(E) \) such that for all subsets \( X, Y \subseteq E \)

\[ (R.1) \ 0 \leq \rho(X) \leq |X|, \]
\[ (R.2) \ X \subseteq Y \Rightarrow \rho(X) \leq \rho(Y), \]
\[ (R.3) \ \rho(X) + \rho(Y) \geq \rho(X \cup Y) + \rho(X \cap Y). \]

The rank function \( \rho \) and the independents sets \( \mathcal{I} \) of a matroid on a ground set \( E \) are linked as follows: For \( X \subseteq E \),

\[ \rho(X) = \max \{|Y| : Y \subseteq X \text{ and } Y \in \mathcal{I}\}, \]

and \( X \in \mathcal{I} \) if and only if \( \rho(X) = |X| \).

For a linear matroid \( M[G] = (\rho, E) \), the rank \( \rho(X) \) equals the rank of \( G(X) \) over the ground field \( \mathbb{F} \).

\textbf{Example 3.4:} Let \( G \) be the matrix given in Example 1.1. Then, \( \rho(3, 4, 6) = 3, \rho(3, 4, 5) = 2 \) and \( \rho(\emptyset) = 4 \) for the linear matroid \( M[G] = (\rho, \emptyset) \).

The \textit{restriction} of \( M = (\rho, E) \) to a subset \( X \) of \( E \) is the matroid \( M|X = (\rho|X, X) \), where

\[ \rho|X(Y') = \rho(Y'), \text{ for } Y \subseteq X. \]  

Obviously, \( M[E = M \).

For any linear matroid \( M[G] = (\rho, E) \) and subset \( X \subseteq E \), the restriction of \( M[G] \) to \( X \) equals the linear matroid on \( G(X) \), i.e.,

\[ M[G]|X = M[G|X]. \]

An important property of \( M[G]|X \) is that

\[ M[G]|X = M[G_X] \]

for every matrix \( G_X \) whose row space equals the row space of \( G(X) \).

\textbf{Example 3.5:} Let \( G \) be the matrix given in Example 1.1. Then, for \( X = \{5, 6, \emptyset\} \), \( M[G]|X = M[G_X] \) where

\[ G_X = \begin{bmatrix} 1 & 1 & 0 & 0 \\ 1 & 0 & 1 \end{bmatrix}. \]

Indeed, observe that the row \((0, 1, 1)\) is obtainable as the sum of these two rows, as \( G \) is a matrix over \( \mathbb{F}_2 \).

We need a few more concepts from matroid theory. Let \( M = (\rho, E) \) be a matroid and \( X \) a subset of \( E \). The subset \( X \) is a \textit{circuit} if it is dependent and all proper subsets of \( X \) are independent, i.e., \( \rho(X) = |X| - 1 \) and \( \rho(Y) = |Y| \) for all \( Y \subseteq X \). A \textit{cyclic set} is a (possibly empty) union of circuits. Equivalently, \( X \) is cyclic if for every \( x \in X \)

\[ \rho(X \setminus \{x\}) = \rho(X). \]

Let us define the operation \( \text{cyc} : 2^E \to 2^E \) by

\[ \text{cyc}(X) = X \setminus \{x \in E : \rho(X \setminus \{x\}) < \rho(X)\}. \]

Then \( X \) is cyclic if and only if \( \text{cyc}(X) = X \).

Dually, we define the closure of \( X \) to be

\[ \text{cl}(X) = X \cup \{y \in E \setminus X : \rho(X \cup \{y\}) = \rho(X)\} \]

and say that \( X \) is a \textit{flat} if \( \text{cl}(X) = X \). Therefore, \( X \) is a cyclic \textit{flat} if

\[ \rho(X \setminus \{x\}) = \rho(X) \text{ and } \rho(X \setminus \{y\}) > \rho(X) \]

for all \( x \in X \) and \( y \in E \setminus X \). The set of circuits, cycles and cyclic flats of \( M \) are denoted by \( \mathcal{C}(M) \), \( \mathcal{U}(M) \) and \( \mathcal{Z}(M) \), respectively. For the ease of notation, we will also use the nullity function \( \eta : 2^E \to \mathbb{Z} \) on \( M \), where

\[ \eta(X) = |X| - \rho(X) \text{ for } X \subseteq E \].

A maximal independent set of \( M \) is called a \textit{basis}, i.e., \( X \) is a basis if \( \rho(X) = |X| = \rho(E) \). Let \( M[G] = (\rho, E) \) be a linear matroid. Then \( X \subseteq E \) is a cyclic flat if and only if the following two conditions are satisfied

\[ \text{(i) } C(G(X)) \cap C(G(E \setminus X)) = \emptyset, \text{ where } \emptyset \text{ is the zero column}, \]
\[ \text{(ii) } x \in X \Rightarrow C(G(X \setminus \{x\})) = C(G(X)). \]

\textbf{Example 3.6:} Let \( G \) be the matrix given in Example 1.1. Then, with \( C = C(M[G]) \), \( U = U(M[G]) \) and \( Z = Z(M[G]) \),

\[ \{3, 4, 5\}, \{3, 4, 5, 6\}, \{5, 6, 7\} \in C, \{3, 4, 5, 6, 7\} \notin C, \]
\[ \{3, 4, 5\}, \{3, 4, 5, 6\}, \{5, 6, 7\}, \{3, 4, 5, 6, 7\} \in U, \]
\[ \{3, 4, 5\}, \{5, 6, 7\}, \{3, 4, 5, 6, 7\} \in Z, \{3, 4, 6, 7\} \notin Z. \]
b) Linear Matroids and Codes: There is a straightforward connection between linear codes and matroids. Indeed, let \( C \) be a linear code generated by a matrix \( G \). Then \( C \) is associated with the matroid \( M[G] = (ρ, E) \). As two different generator matrices of \( C \) have the same row space, they will generate the same matroid. Therefore, without any inconsistency, we denote the associated linear matroid of \( C \) by \( M_C = (ρ_C, E) \). In general, there are many different codes \( C \neq C' \) with the same matroid structure \( M_C = M_{C'} \).

A property of linear codes that depends only on the matroid structure of the code is called matroid invariant. For example, the collection of information sets and the parameters \([n, k, d]\) of a code are matroid invariant properties.

In addition to the parameters \([n, k, d]\) of a linear code \( C \), we are also interested in the length, rank and minimum distance of the punctured codes, since these correspond to the locality parameters at the different hierarchy levels. A punctured code can be analyzed using matroid restrictions, since \( M_{C[X]} = M_C \{X\} \) for every coordinate subset \( X \). Thus, the parameters \([n, k, x, d]\) of \( C_X \) are also matroid invariant properties for \( C \).

Proposition 3.1: Let \( C \) be a linear \([n, k, d]\)-code and \( X \subseteq E \). Then for \( M_C = (ρ_C, E) \),

\[
\begin{align*}
(i) & \quad n_X = |X|, \\
(ii) & \quad k_X = ρ_C(X), \\
(iii) & \quad d_X = \min\{|Y| : Y \subseteq X, \rho_C(X \setminus Y) < ρ_C(X)\}, \\
(iv) & \quad X \text{ is an information set of } M_C \iff ρ(X) = |X| = k.
\end{align*}
\]

Example 3.6: Let \( C \) denote the \([n, k, d]\)-code generated by the matrix \( G \) given in Example 2.1. Then \([n, k, d] = [9, 4, 3]\), where the value of \( d \) arises from the fact that \( ρ_C([9]\setminus \{i, j\}) = 4 \) for \( i, j = 1, 2, \ldots, 7 \), and \( ρ_C([9]\setminus \{4, 8, 9\}) = 3 \). Two information sets of \( C \) are \([1, 2, 3, 4]\) and \([1, 2, 6, 8]\).

Not every property of a linear code is matroid invariant, an important counter-example being the covering radius \([20]\).

IV. CYCLIC FLATS AND LINEAR \((n, k, d, t)\)-LRCs

Our main matroid theoretical tool in this paper for analyzing linear LRCs is the lattice of cyclic flats, together with the rank function restricted to this lattice.

a) The Lattice of Cyclic Flats: A collection of sets \( P \subseteq 2^E \) ordered by inclusion defines a poset \((P, \subseteq)\). Let \( X \) and \( Y \) denote two elements of \( P \). The elements \( X \) and \( Y \) have a join if there is an element \( Z \in P \), denoted by \( X \vee Y \), such that \( X \subseteq Z, Y \subseteq Z \), and if \( W \in P, X \subseteq W, Y \subseteq W \), then \( Z \subseteq W \).

Dually, the elements \( X \) and \( Y \) have a meet if there is an element \( Z \in P \), denoted by \( X \wedge Y \), such that \( Z \subseteq X, Z \subseteq Y \), and if \( W \in P, W \subseteq X, W \subseteq Y \), then \( W \subseteq Z \).

The poset \((P, \subseteq)\) is a lattice if every pair of elements in \( P \) has a join and a meet. The bottom and top elements of a finite lattice \((P, \subseteq)\) always exist, and are denoted by \( 1_P = \bigvee_{X \in P} X \) and \( 0_P = \bigwedge_{X \in P} X \), respectively.

Now, recall that for a matroid \( M = (ρ, E) \) and \( X \subseteq E \), the collection of cyclic flats of \( M \) is denoted by \( Z(M) \), and consists of all \( X \subseteq E \) such that \( ρ(X \setminus \{x\}) = ρ(X) \) for all \( x \in X \) and \( ρ(X \cup \{y\}) > ρ(X) \) for all \( y \in E \setminus X \).

Two basic properties of the cyclic flats of a matroid are given in the following proposition.

Proposition 4.1 ([21]): Let \( M = (ρ, E) \) be a matroid and \( Z \) the collection of cyclic flats of \( M \). Then,

\[
\begin{align*}
(i) & \quad ρ(X) = \min\{ρ(F) + |X \setminus F| : F \subseteq Z\}, \text{ for } X \subseteq E, \\
(ii) & \quad (Z, \subseteq) \text{ is a lattice, } X \vee Y = cl(X \cup Y) \text{ and } X \wedge Y = cyc(X \cap Y) \text{ for } X, Y \subseteq Z.
\end{align*}
\]

Proposition 4.1 (i) shows that a matroid is uniquely determined by its cyclic flats and their ranks.

Example 4.1: Let \( M_C = (ρ_C, E) \) be the matroid associated to the linear code \( C \) generated by the matrix \( G \) given in Example 2.2. The lattice of cyclic flats \((Z, \subseteq)\) of \( M_C \) is given in the figure below, where the cyclic flat and its rank are given at each node.

In [21], Theorem 3.2 gives an axiom scheme for matroids via cyclic flats and their ranks. This gives a compact way to construct matroids with prescribed local parameters, which we have exploited in [17].

b) Properties of Linear LRCs via the Lattice of Cyclic Flats: The results given in this section can be found in [17], [5].

For a linear \([n, k, d]\)-code \( C \) with \( M_C = (ρ_C, E) \) and \( Z = Z(M_C) \), and for a coordinate \( x \), we have

\[
\begin{align*}
(i) & \quad d \geq 2 \iff 1_Z = E, \\
(ii) & \quad C(x) \neq \{0_x\} \text{ for every } x \in E \iff 0_Z = \emptyset.
\end{align*}
\]

Hence, by Definition 2.1, the following propositions are straightforward.

Proposition 4.2: Let \( C \) be a linear \([n, k, d]\)-code and \( Z \) denote the collection of cyclic flats of the matroid \( M_C = (ρ_C, E) \). Then \( C \) is a non-degenerate storage code if and only if \( 0_Z = \emptyset \) and \( 1_Z = E \).

Proposition 4.3: Let \( C \) be a non-degenerate storage code and \( M_C = (ρ_C, E) \). Then, for \( X \subseteq E \), \( C_X \) is a non-degenerate storage code if and only if \( X \) is a cyclic set of \( M_C \).
If \( X \) is a cyclic flat\(^1\) of a matroid \( M \), then \( Z(M|X) = \{ F \in Z(M) : F \subseteq X \} \). Therefore, studying the parameters \((n, k, d, t)\) of the punctured codes \( C_X \), amounts to studying the order ideals \( \{ F \in Z(M) : F \subseteq X \} \) in the lattice of cyclic flats \( Z(M|X) \).

c) Constructions of Linear \((n, k, d, t)\)-LRCs: In [17], a construction of a broad class of linear LRCs is given via matroid theory. This is generalized in [16] and [5] to account for availability and hierarchy, respectively. Here, we only sketch the key elements of the construction.

First, let \( F_1, \ldots, F_m \) be a collection of subsets of a finite set \( E \). Assign a function \( \rho : \{ F_i \} \cup \{ E \} \rightarrow \mathbb{Z} \) satisfying

\[
  \begin{align*}
    (i) & \quad 0 < \rho(F_i) < |F_i| \quad \text{for } i \in [m], \\
    (ii) & \quad \rho(E) \leq |F_m| + \sum_{i \in [m]} (\rho(F_i) - |F_i|), \\
    (iii) & \quad j \in [m] \Rightarrow |F_m| \cap |F_j| < \rho(F_j).
  \end{align*}
\]

Now, denoting \( F_I = \bigcup_{I \subseteq \{ F_i \}} \) we can extend \( \rho \) to \( \{ F_I \} \rightarrow \mathbb{Z} \), by

\[ \rho(F_I) = \min(|F_I| + \sum_{i \in I} \rho(F_i) - |F_i|, \rho(E)). \]

Ignoring the sets \( F_I \) with \( I \neq [m] \) and \( \rho(F_I) = \rho(F_I) = \rho(E) \), we have thus constructed a lattice of cyclic flats with prescribed parameters, following the axiomatic scheme from [21].

d) Some Classes of Linear LRCs: The class of linear \((n, k, d, t)\)-LRCs is a very general class. Almost all existing literature on linear LRCs focuses on the case where one or more of the parameters are specialized. Two well studied subclasses are 1-level linear \((n_1 = r + 1, k_1 = r, d_1 = \delta = t_1)\)-LRCs and \((n_1 = r + \delta - 1, k_1 = r, d_1 = \delta, t_1 = 1)\)-LRCs over an information set or over all code symbols. Cases with \( t \geq 2 \) or \( h \geq 2 \) are not as well studied as of yet. However, matroid theory and especially the lattice of cyclic flats seem to provide the required tools for the whole class of linear \((n, k, d, t)\)-LRCs.

In particular, the class of 1-level linear \((n, k, d, t)\)-LRCs was examined in [17], and \( h \)-level linear \((n, k, d, \delta, t_1)\)-LRCs in [4]. The \( h \)-level case was later generalized to matroids in [5], and generalized Singleton bounds were given for matroids. This implies, as special cases, the same bounds on linear LRCs and other objects related to matroids, e.g. graphs, almost affine LRCs, and matchings. By generalized Singleton bounds we mean results that upper bound the minimum distances \( d_i \) in terms of the other parameters \((n, k, d, t)\). The most general Singleton bound for matroids with hierarchy in the case \( t = 1 \) are the following given for linear codes in [4] and for matroids in [5]:

\[
  d_i(M) \leq n_i - k_i + 1 - \sum_{j \neq i} (d_j - d_{j+1}) \left( \frac{k_i}{k_j} - 1 \right),
\]

where we say \( d_{n+1} = 1 \).

Moreover, results on nonlinear 1-level \((n_1, k_1, d_1, t_1)\)-LRCs over arbitrary alphabets is given in [16], where generalizations of matroids, in particular polymatroids, are used to derive corresponding results for matroids and linear LRCs. The most general Singleton bound in the regime \( t \neq 1 \), \( h = 1 \), with all-symbol locality and information-symboll-symbol availability is

\[
  d_1 \leq n - k + 1 - \left( \frac{1}{t_1} + \frac{1}{t_1(t_1 - 1) + 1} \right) \left( \delta_1 - 1 \right),
\]

also given in [16].

As a natural next step, the notions of hierarchy and availability should be studied further from the matroid theoretic perspective, and the related level-specific generalized Singleton bounds should follow. Moreover, adaptations of our methods to account for field size should be studied.
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Abstract

We describe a new method to compare the bit-MAP and block-MAP decoding thresholds of Reed-Muller (RM) codes for transmission over a binary memoryless symmetric channel. The question whether RM codes are capacity-achieving is a long-standing open problem in coding theory and it has recently been answered in the affirmative for transmission over erasure channels. Remarkably, the proof does not rely on specific properties of RM codes, apart from their symmetry. Indeed, the main technical result consists in showing that any sequence of linear codes, with doubly-transitive permutation groups, achieves capacity on the memoryless erasure channel under bit-MAP decoding.

A natural question is what happens under block-MAP decoding. If the minimum distance of the code family is close to linear (e.g., of order \( N/ \log(N) \)), then one can combine an upper bound on the bit-MAP error probability with a lower bound on the minimum distance to show that the code family is also capacity-achieving under block-MAP decoding. This strategy is successful for BCH codes. Unfortunately, the minimum distance of RM codes scales only as \( \sqrt{N} \), which does not suffice to obtain the desired result. Then, one can exploit further symmetries of RM codes to show that the bit-MAP threshold is sharp enough so that the block erasure probability also tends to 0. However, this technique relies heavily on the fact that the transmission is over an erasure channel.

We present an alternative approach to strengthen results regarding the bit-MAP threshold to block-MAP thresholds. This approach is based on a careful analysis of the weight distribution of RM codes. In particular, the flavor of the main result is the following: assume that the bit-MAP error probability decays as \( N^{-\delta} \), for some \( \delta > 0 \). Then, the block-MAP error probability also converges to 0. This technique applies to the transmission over any binary memoryless symmetric channel. Thus, it can be thought of as a first step in extending the proof that RM codes are capacity-achieving to the general case.
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Abstract—This paper contains a summary of the arguments used to show how to achieve capacity of the AWGN channel with Voronoi constellations of LDA lattices under lattice decoding. No dithering is required in the transmission scheme and capacity is achievable with LDA lattices whose parity-check matrices have constant row and column degrees. Although most of the technical details of the proof cannot be treated here, the reader is introduced to the fundamentals and novelties of the authors’ approach to the problem. The random capacity-achieving LDA ensemble is presented and the definition of D-goodness of a bipartite graph is given. As an example of the power of this tool for investigating LDA lattices, a lemma about their minimum Hamming distance is provided.

I. INTRODUCTION

This paper addresses the problem of communication over the Additive White Gaussian Noise (AWGN) channel with lattice codes and lattice decoding. This decoding strategy is suboptimal with respect to the maximum likelihood (ML) decoder, but its easier algorithmic nature makes it appealing for both theoretical analysis and practical implementation.

Erez and Zamir [11], [18] were the first to provide a full proof that capacity can be achieved in this context. Their solution is based on the Modulo-Lattice Additive Noise (MLAN) channel and Voronoi constellations with Construction A lattices. More recently, Belfiore and Ling [15] proposed a solution that involves a non-uniform distribution on the channel inputs and a probabilistically finite codebook.

Once the theoretical problem of non-constructively achieving capacity was solved, it left the place to the challenge of designing some constructive families of lattices adapted to iterative decoding with close-to-capacity performance. Most of the proposed families are inspired by LDPC and turbo codes [1], [21]–[23] and an interesting work about lattices based on polar codes exists [25]; the latter are also shown to be capacity-achieving.

The authors of this paper have contributed to this research domain with the introduction of two lattice families: the most recent are the Generalized Low-Density (GLD) lattices [3], [4]. They show great performance under iterative decoding and numerical simulations have been run in remarkably high dimensions (up to one million). Moreover, [10] provides a theoretical analysis about the possibility of achieving the so called Poltyrev capacity with infinite GLD-lattice constellations.

The second family is the one of Low-Density Construction A (LDA) lattices, to which this paper is entirely devoted. LDA lattices put together the strength of Construction A and LDPC codes, and their corresponding parity-check matrix is sparse. This is the key idea to reduct their decoding to well-performing, implementable LDPC decoding algorithms. LDA lattices were referred to with this name by di Pietro et al. [6], who also proposed an efficient iterative decoding algorithm which yields very good performance. A theoretical analysis of the Poltyrev-capacity-achieving qualities of infinite LDA constellations was carried on by the same authors [7], [8], whereas the “goodness” properties of LDA lattices are studied in [24]. The problem of attaining capacity of the AWGN channel with finite LDA constellations was approached and solved in [9]. The main purpose of this work is to recall and partially improve the latter result. Defoliated of all technical hypotheses, our main accomplishment can be stated as follows:

**Theorem 1.** For every \( \text{SNR} > 1 \), there exists a random ensemble of LDA lattices that achieves capacity of the AWGN channel under lattice encoding and decoding.

Notice that the restriction \( \text{SNR} \leq 1 \) is not very constraining: for very small SNR there is no need of using lattice constellations for communications over the AWGN channel and classical coded binary modulations are already known to work in a more than satisfactory way [20].

For lack of space, this paper cannot contain the technical proofs that lead to our result. Its aim is only to depict the strategies and the theoretical tools that underlie them. A longer and detailed version of this paper will be published soon and a substantial part of this work is contained in [9].

A. Structure of the paper

Section II recalls some definitions about lattice constellations. Section III presents the \( D \)-goodness of bipartite graphs. Our LDA ensemble is depicted in Section IV, which also describes the information transmission scheme. Section V is a summary of the main features of the proof that LDA lattices are capacity-achieving. It also contains a lemma on their minimum Hamming distance.
B. Notation

A crucial parameter of our analysis is the prime number $p$ that underlies Construction A. We are interested in describing its growth as a function of the lattice dimension $n$. For this reason, $p$ is defined as $p = n^\lambda$ for some positive constant $\lambda$. Clearly, this is a slight abuse of notation that means, without any undesired consequence, that $p = p(\lambda)$ is the closest prime number to $n^\lambda$.

II. Lattice constellations for the AWGN channel

We assume that the reader is familiar with lattices as mathematical objects and constellations for the transmission of information; excellent references are [5], [26]. We repeat here some definitions, mainly for fixing our notation.

We exclusively deal with real lattices, i.e. discrete additive subgroups of the Euclidean vector space $\mathbb{R}^n$. Also, we suppose that they are always full-rank and $n$ indicates both the lattice dimension and the dimension of the Euclidean space. The Voronoi region of a point $x$ of a lattice $\Lambda$ is the set

$$V(x) = \{y \in \mathbb{R}^n : \|y - x\| \leq \|y - z\|, \forall z \in \Lambda \setminus \{x\}\}.$$ 

We call Voronoi region of the lattice, and denote it $V(\Lambda)$, the Voronoi region of 0. The volume of $\Lambda$ is $\text{Vol}(\Lambda) = \text{Vol}(V(\Lambda))$ and its effective radius is the radius of the ball whose volume is equal to $\text{Vol}(\Lambda)$. Consider two lattices $\Lambda$ and $\Lambda_f$; we say that they are nested if $\Lambda \subseteq \Lambda_f$. We call Voronoi constellation [12] of two nested lattices the lattice code $\mathcal{C} = \Lambda_f \cap V(\Lambda)$. In this context, $\Lambda$ is often called the shaping lattice and $\Lambda_f$ the fine lattice. We can deduce that the Voronoi constellation has cardinality $\text{Vol}(\Lambda)/\text{Vol}(\Lambda_f)$; its elements are the representatives of the congruence classes of $\Lambda_f/\Lambda$ with minimum norm.

Definition 1. Let $C = C[n,k]\subseteq \mathbb{F}_p^n$ be a $p$-ary linear code of length $n$ and dimension $k$ and let us naturally embed $C$ into $\mathbb{Z}^n$. If $H$ is a parity-check matrix of $C$, we say that the lattice $\Lambda \subseteq \mathbb{R}^n$ is built with Construction A from $C$ when

$$\Lambda = C + p\mathbb{Z}^n = \{x \in \mathbb{Z}^n : Hx^T \equiv 0^T \text{ mod } p\}.$$ 

$H$ is called a parity-check matrix of $\Lambda$ as well. $\Lambda$ is called a Low-Density Construction A (or briefly LDA) lattice if it is built with Construction A from an LDPC code.

We recall that LDPC codes are linear codes whose parity-check matrix has a great majority of zero entries [14], [20].

Definition 2. Let $C$ be the capacity of our channel. A family of lattice codes is capacity-achieving if for every $\delta > 0$ and for every $\varepsilon > 0$ there exists a lattice code in the family with rate at least $C - \delta$ and decoding error probability at most $\varepsilon$.

Let $x$ be the AWGN channel input and let $y = x + w$ be its random output, then the Wiener coefficient is $\alpha = \arg \min_{\beta \in \mathbb{R}} \mathbb{E}[\|x - \beta y\|^2]$. The minimum in the previous formula is usually called Minimum Mean Squared Error and the Wiener coefficient is also called MMSE coefficient. It is well known that, if $\mathbb{E}[\|x\|^2] = np$ and $w_i \sim \mathcal{N}(0,\sigma^2)$ for every $i$, then $\alpha = \frac{p}{\sigma^2}$. We denote $Q_\Lambda(y)$ the quantizer of a lattice $\Lambda$ associated with $V(\Lambda)$; $Q_\Lambda(y) = \arg \min_{x \in \Lambda} \|y - x\|$. Let $G = (V_L, V_R, E)$ be an undirected bipartite graph; $V_L \cup V_R$ is its set of (left and right) vertices and $E$ its set of edges. Let $|V_L| = n$ and $|V_R| = fn$, for some constant non-zero fraction $f \in \mathbb{Q}$ (that can be bigger than 1). If $S$ is a subset of vertices of a graph $G$, its neighborhood $N(S)$ is defined as the set of vertices of the graph that are incident to a vertex of $S$. In a bipartite graph, $N(S) \subseteq V_R$ for every $S \subseteq V_L$ and, vice versa, $N(T) \subseteq V_L$ for every $T \subseteq V_R$. We will consider only biregular graphs: the neighborhood of any vertex of $V_R$ (resp. $V_L$) has cardinality exactly $\Delta$ (resp. $f\Delta$). Let us denote by $\mathcal{F}(n,f,\Delta)$ the family of graphs just defined.

Definition 4. Let $D$ be a positive constant. A graph of $\mathcal{F}(n,f,\Delta)$ is $D$-good from left to right if

$$\forall S \subseteq V_L \text{ s.t. } |S| \leq \frac{n}{D+1}, \text{ then } |N(S)| \geq fD|S|. \quad (1)$$

Analogously, it is $D$-good from right to left if

$$\forall T \subseteq V_R \text{ s.t. } |T| \leq \frac{fn}{D+1}, \text{ then } |N(T)| \geq \frac{D|T|}{f}. \quad (1')$$

We say that a graph of $\mathcal{F}(n,f,\Delta)$ is $D$-good if it is good both from left to right and from right to left.

Lemma 1. Let $G$ be a graph chosen uniformly at random in $\mathcal{F}(n,f,\Delta)$, and let $h(\cdot)$ be the binary entropy function. If $D \geq 1$ and

$$\Delta > \max\left\{1 + \frac{1}{f}, \left(1 - \frac{Dh\left(\frac{1}{f}\right)}{(D+1)h\left(\frac{1}{D+1}\right)}\right)^{-1}\right\},$$

then $\lim_{n\to\infty} \mathbb{P}[G \text{ is } D\text{-good}] = 1$.

The proof of the previous lemma uses the same main ideas that Bassalygo applies in [2]. The reader may also be interested in comparing this lemma with Theorem 8.7 of [20, p. 431] and reading therein about the construction of expander codes.

The $D$-goodness of the Tanner graphs [20] associated with LDA lattices plays an essential role in the proof of Lemma 3 and Theorem 2. The way it is exploited to adapt some random-coding arguments to the LDA case is definitely one of the most novel tools of this work.

IV. The random LDA ensemble and the transmission scheme

Our lattice codes are given by Voronoi constellations of nested LDA lattices. First, let us fix two constants $R$ and $R_f$ such that $0 < R < R_f < 1$. Also, let us fix the constant $\lambda$.
\(\Delta_p\), which is the number of non-zero entries per row of the LDPC parity-check matrices. Our random shaping lattice \(\Lambda\) is the LDPC lattice generated by the following \(p\)-ary parity-check matrix of dimension \(n(1 - R) \times n;\)

\[
H = \left(\begin{array}{c}
H' \\
H_f
\end{array}\right)
\]

Its lower submatrix \(H_f\) is formed by its last \(n(1 - R_f)\) rows, which is the parity-check matrix of the random LDA fine lattice \(\Lambda_f\). By construction, we impose that \(H\) has exactly \(\Delta_p\) random entries per row and \(\Delta_V = \Delta_p(1 - R)\) random entries per column. Also, each column of \(H_f\) has exactly \(\Delta_p(1 - R_f)\) random entries per column. All the other entries are deterministically fixed to 0 and their position is fixed once for all, as well.

The random entries of \(H\) are i.i.d. random variables with equiprobable values in \(\mathbb{F}_p\). Of course, \(\Lambda \subseteq \Lambda_f\) and the random Voronoi constellation is given by \(\Lambda_f / \Lambda\). Lemma 1 guarantees that the Tanner graph associated with the fine LDA lattice \(\Lambda_f\) is \(D\)-good for every \(D \geq 1\) such that:

\[
\Delta_p > \max \left\{ \frac{2 - R_f}{1 - R_f} \left( 1 - \frac{Dh\left(\frac{1}{2}\right)}{(D + 1)h\left(\frac{1}{D+1}\right)} \right)^{-1}, \frac{D^2}{1 - R_f + 1} \right\}
\]

(2)

It can be shown that (2) suffices to claim that the graph associated with the shaping LDA lattice \(\Lambda\) is \(D\)-good, too.

The points of the LDA-lattice constellation are indexed by the \(p^n(\ell_f - R)\) different syndromes of the form \((s_1, s_2, \ldots, s_{n(\ell_f - R)}, 0, \ldots, 0)\) associated with the matrix \(H\), with \(s_i \in \mathbb{F}_p\). More explicitly, let \(\mathbb{F}_p^{n(\ell_f - R)}\) be the set of the messages; the bijection

\[
\varphi: \Lambda_f \cap \mathbb{V}(\Lambda) \rightarrow \mathbb{F}_p^{n(\ell_f - R)}
\]

\[
x \mapsto H'x^T \mod p
\]

makes a constructive encoding possible. Our transmission scheme works as follows: the sender pairs up a message and a syndrome and transmits \(x\), the corresponding constellation point obtained via \(\varphi^{-1}\), over the AWGN channel. The receiver gets the channel output \(y = x + w\); by MMSE lattice decoding of \(y\), he gets \(x = Q_{\Lambda_f}(y)\). The decoded message is the one associated with \(\varphi(x)\). For every \(s' \in \mathbb{F}_p^{n(\ell_f - R)}\), let \(x \in \Lambda_f\) be any solution of the linear system \(H'x^T \equiv s'^T \mod p\). Then, \(\varphi^{-1}(s') = x - Q_{\Lambda_f}(x)\) and encoding can be done substantially thanks to a lattice decoder, too.

Notice that our scheme differs from the others traditionally proposed in the literature about lattices. We do not transform the AWGN into a MLAN channel [11], [18] and, in particular, we do not assume that the sender and the receiver share the common randomness known as dither. The possibility of avoiding dithering in this context had already been pointed out by Forney [13], but no proof had ever been provided, to the best of our knowledge. Furthermore, we keep an a priori uniform distribution on the lattice constellations and do not introduce the random Gaussian coding proposed in [15], [25].
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\[\varphi^{-1}(s') = x - Q_{\Lambda_f}(x)\]

\[\{\text{the family}\}\]

\[\text{the effective noise after MMSE scaling}\]
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that our constellation tolerates an effective noise after MMSE scaling whose variance per dimension is less than \( \sigma^2 \). This value is far from being fortuitous: it is precisely the so called Poltyrev limit or Poltyrev capacity of the random infinite constellation \( \Lambda_f \) [9], [16], [19]. We intuitively understand that this is the good condition on the maximum bearable noise, admitting that no problem comes from the fact that the effective noise and the sent point \( x \) are not decorrelated (this would be the case if we used dithering).

The condition on the signal-to-noise ratio can be simply understood with the following argument: let us call \( h = \alpha y - x \) and suppose that it takes the maximum value allowed by the Poltyrev limit: \( ||h||^2 = n\sigma^2 \) (which also can be shown to correspond to the rate of the constellation that equals capacity). If we want good decoding, we need \( \alpha y \) to be closer to \( x \) than to \( 0 \), because the latter deterministically belongs to any lattice; in other terms, it is necessary that \( ||\alpha y||^2 > ||h||^2 \). An easy computation based on Figure 1 shows that this holds true if and only if \( P > \sigma^2 \), or, equivalently, SNR > 1. This gives a first explanation why we do not treat the case SNR ≤ 1.

We prove that MMSE decoding works by a probabilistic approach, showing that almost always the only lattice point inside the decoding sphere \( B \) centered at \( \alpha y-x \) is the sent point \( x \). The average argument that we apply leads to the estimation of (a more elaborated version of) the following sum: \( \sum_{\mathbf{z} \in \Lambda_f} \mathbb{P}\{ \mathbf{z} \in \Lambda_f \mid \mathbf{x} \in \Lambda_f \} \). Decoding without errors corresponds to a sum which converges to 0. The easiest argument that we apply leads to the \( (1-R_f)/(D+1) \) by hypothesis.

Thus, \( X \) counts the number of points of \( C_f \) of Hamming weight 1 ≤ \( w(\mathbf{x}) \) ≤ \( \delta n \). To conclude, it suffices to prove that

\[
\lim_{n \to \infty} \mathbb{E}[X] = \lim_{n \to \infty} \sum_{x \in \mathbb{F}_p^n} \mathbb{P}\{ x \in C_f \} = 0.
\]

We will split the previous sum into two smaller sums and show that both of them converge to 0.

**Case 1:** \( w(\mathbf{x}) \leq n/(D+1) \). If \( \mathbb{P}(\mathbf{x}) = \{ x_j \neq 0 \} \) and \( N(\mathbb{P}(\mathbf{x})) \) is its neighborhood in the Tanner graph associated with \( \mathbf{H}_f \), notice that

\[
\mathbb{P}\{ x \in C_f \} = \mathbb{P}\{ \mathbf{H}_f \mathbf{x}^T \equiv \mathbf{0}^T \mod p \} \leq \left( \frac{1}{p} \right) |N(\mathbb{P}(\mathbf{x}))|
\]

underlying \( \Lambda \).

Hence, the minimum Hamming distance of the LDPC code underlying \( \Lambda_f \) is typically lower bounded by \( \frac{D(1-R_f)}{(D+1)} \) because the latter deterministically belongs to any lattice; hence, the minimum Hamming distance of the LDPC code underlying \( \Lambda_f \) is typically lower bounded by \( \frac{D(1-R_f)}{(D+1)} \) and hence, the minimum Hamming distance of the LDPC code underlying \( \Lambda_f \) is typically lower bounded by \( \frac{D(1-R_f)}{(D+1)} \).

**Case 2:** \( n/(D+1) < w(\mathbf{x}) \leq \delta n \). Applying (1) to any \( S \subseteq \mathbb{P}(\mathbf{x}) \) of size \( n/(D+1) \), the D-goodness of the Tanner graph implies that \( |N(\mathbb{P}(\mathbf{x}))| \geq \frac{D(1-R_f)}{D+1} n \). Therefore,

\[
\sum_{x \in \mathbb{F}_p^n} \mathbb{P}\{ x \in C_f \} \leq \left( \frac{n}{D+1} \right) \left( \frac{1}{p} \right)^{D(1-R_f)n} \rightarrow 0,
\]

because of the conditions on \( \lambda \) and \( D \).

**Lemma 2.** Let \( \Lambda_f \) be our random \( n \)-dimensional LDA lattice with \( p = n^2, D > (1-R_f)^{-1}, \) and \( \lambda > (D(1-R_f) - 1)^{-1} \). Suppose also that (2) holds true. For every \( x \in \Lambda_f \), let \( w(\mathbf{x}) = \{ i : x_i \neq 0 \} \). Then, for every constant \( \delta < D(1-R_f)/(D+1) \),

\[
\lim_{n \to \infty} \mathbb{P}\{ x \in \Lambda_f \cap p\mathbb{Z}^n \mid w(\mathbf{x}) \leq \delta n \} = 0.
\]

**Proof:** Let \( \Lambda_f = C_f + p\mathbb{Z}^n \), where \( C_f \) is the random LDPC code defined by \( \mathbf{H}_f \). For \( x \in \mathbb{F}_p^n \setminus \{ 0 \} \), consider the random variables

\[
X_x = \begin{cases} 1, & \text{if } x \in C_f; \\ 0, & \text{otherwise}. \end{cases}
\]

and \( X = \sum_{x \in \mathbb{F}_p^n} X_x \). Then

\[
\mathbb{E}[X] = \lim_{n \to \infty} \sum_{x \in \mathbb{F}_p^n} \mathbb{P}\{ x \in C_f \} = 0.
\]

because \( \delta < D(1-R_f)/(D+1) \) by hypothesis.
A. Our two main results

The next lemma formally states that our Voronoi LDA constellation points have a very precise typical norm or, similarly, that our LDA shaping lattice has a “spherical” Voronoi region. 

Lemma 3. Consider a non-zero syndrome $s$ associated with a constellation point: $s = (s_1, s_2, \ldots, s_n(R_1 - R_1), 0, \ldots, 0)$. Suppose that $p = n^\lambda$ for some $\lambda > 0$ and let $0 < \omega < 1$. Fix the constant $D$ to be $D > \max \{1 - R, \frac{1}{2}\}$ and suppose that (2) holds true. Let $\rho_{\text{eff}}$ denote the effective radius of the shaping LDA lattice $\Lambda$. If $x$ is the random LDA constellation point whose syndrome is $s$ and if

$$\lambda > \max \left\{ \frac{1}{D(1 - R)}, 1 - \frac{1}{2D^2 - 1}, 1 - \frac{1}{D(1 - R)}, 1 - \frac{1}{D(1 - R)} \right\}$$

then

$$\lim_{n \to \infty} P \left\{ \rho_{\text{eff}} \left( 1 - \frac{1}{n^\omega} \right) \leq ||x|| \leq \rho_{\text{eff}} \left( 1 + \frac{1}{n^\omega} \right) \right\} = 1.$$ 

Theorem 2. Suppose that $1 > R > \frac{1}{2}$, $D > (1 - R)^{-1}$ and $\Delta_D$ that satisfies (2). If $p = n^\lambda$, with

$$\lambda > \max \left\{ \frac{1}{D(1 - R)} - 1, \frac{1}{1 - R}, 1 - \frac{1}{D(1 - R)}, 1 - \frac{1}{D(1 - R)} \right\}$$

then the random ensemble of nested LDA lattices presented in Section IV achieves capacity of the AWGN channel under MMSE lattice decoding, when $SNR > 1$.

We emphasize the fact that $\Delta, D, R$, and $R_1$ are constant, therefore the parity-check matrices associated with our LDA lattices have constant row and column degree. For binary LDPC codes to achieve capacity of the binary symmetric channel, logarithmic row degrees are required [14], [17]. Surprisingly, in our LDA scenario this hypothesis can be relaxed.

VI. CONCLUSION

We have stated the capacity-achieving properties of a particular ensemble of LDA lattices based on non-binary LDPC lattices. Our solution is innovative because it does not require the tools of the MLAN channel and of dithering. Furthermore, it is based on Voronoi lattice constellations and we do not need to introduce Gaussian coding, keeping an a priori uniform distribution over the lattice constellation. Also, the row and column degree of the parity-check matrices that underlie our construction are reasonably small constants. The Tanner graphs associated with these matrices have some particular expansion properties that, qualitatively speaking, say that all “small enough” sets of nodes have “big enough” neighborhoods. These properties turn out to be one of the most important theoretical pillars of our analysis.
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Abstract

Construction C (also known as Forney’s multi-level code formula) forms an Euclidean code for the additive white Gaussian noise (AWGN) channel from $L$ binary code components. If the component codes are linear, then the minimum distance and kissing number are the same for all the points. However, while in the single level ($L = 1$) case it reduces to lattice Construction A, a multi-level Construction C is in general not a lattice.

We show that a two-level ($L = 2$) Construction C satisfies Forney’s definition for a geometrically uniform constellation. Specifically, every point sees the same configuration of neighbors, up to a reflection of the coordinates in which the lower level code is equal to 1. In contrast, for three levels and up ($L \geq 3$), we construct examples where the distance spectrum varies between the points, hence the constellation is not geometrically uniform.
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Design Considerations for Downlink Broadcast Frame with Short Data Packets
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Abstract—It is almost an axiom that every cellular wireless system, including the upcoming 5G systems, should be based on data transmissions organized in frames. The frame design is based on heuristics, consisting of a frame header and data part. The frame header contains control information that specifies the sizes of the data packets and provides pointers to their location within the data part. In this paper we show that this design heuristics is suboptimal when the messages in the data part are short. We consider a downlink scenario represented by an AWGN broadcast channel with $K$ users, while the sizes of the messages to the users are random variables. Each data packet encodes a message to one user. However, if the message sizes are small, there is a significant overhead caused by the header and the data packets can not be encoded efficiently. This calls for revision of the established heuristics for framing control information and data. We show that grouping messages of multiple users allows more efficient encoding from a transmitter perspective. On the other hand, it has the undesirable implication that it requires each user to decode the messages for a whole group of users. We assume that the power spend by each user is proportional to the number of channel uses it needs to decode. Using recent results in finite blocklength analysis, we investigate the trade-offs between total transmission time from the transmitter perspective and the average power spend at each user. Our approach shows that the space of feasible protocols is significantly enlarged and thereby allows the designer to trade-off average transmission time and the average power spend by each user.

I. INTRODUCTION

Modern high-speed wireless networks heavily depend on reliable and efficient transmission of large data packets through the use of coding and information theory. The advent of machine-to-machine (M2M), vehicular-to-vehicular (V2V), and various streaming systems has spawned a renewed interest in developing information theoretical bounds and codes for communication of short packets [1][2]. Additionally, these applications often have tight reliability and latency constraints compared to a typical wireless systems today. Communication at shorter blocklengths introduces several new challenges which are not present when considering communication of larger data packets. For example, the overhead caused by control signals and header data is insignificant if large data packets are sent, and hence this overhead is often neglected in the analysis of protocols. However, more stringent latency requirements lead to shortened blocklengths for transmission, such that the size of the control information and header data may approach, or even exceed, the size of the actual data in the packet. This is especially true for multiuser systems such as broadcast channels, two-way channels, or multiple access channels, where the header data must include information about the packet structure, security, and user address information for identification purposes.

The fundamentals of communication of short packets have recently been addressed by Polyanskiy, Poor, and Verdú (2010) [3]. Here, it was shown that the maximal coding rate of a fixed-length block code in a traditional point-to-point setting is tightly approximated by

$$R^*(n,\epsilon) = C - \sqrt{\frac{V}{n}}Q^{-1}(\epsilon) + O\left(\frac{\log n}{n}\right)$$

(1)

where $C$ is the Shannon capacity, $V$ is the channel dispersion, $n$ is the blocklength, $\epsilon$ is the desired probability of error, and $Q^{-1}(\cdot)$ denotes the inverse Q-function. Approximations such as (1) are useful in the design of modern communication problems because the specifics of code selection can be neglected in the optimization of protocol parameters.

In this paper, we consider downlink transmission with an AWGN broadcast channel that consists of a transmitter and $K$ users. There is a message from the transmitter to the $k$-th user with a certain probability $q$ (in this case user $k$ is active). The size of the message is itself a random variable which implies that the transmitter needs to convey information about which users are active, the structure of the transmission, and sizes of the messages. An interesting observation from (1) is that larger data packets are encoded more efficiently. This introduces an interesting trade-off with two extremes: (1) in a broadcast setting one can either encode all messages in one large packet which is efficiently encoded or (2) one can encode each message separately as is the norm in modern wireless protocols. In (1) , the average total transmission time seen from the transmitter is minimized. However, all users need to receive for the whole period to be able to decode their message, which is undesirable for devices that are power-constrained. The latter approach (2), depicted on Fig. 1, uses codes which are less efficient, and thus the average total transmission time is larger. On the other hand, each user only needs to decode the information intended for that user. The key point, however, is that these design considerations enlarge the design space and enable the designer to trade-off between transmitter resources and user resources. Despite this, practically all wireless systems solely use the approach (2). The purpose of this paper is to explore this design trade-off. Specifically, by grouping multiple users together, we encode larger amount of information bits jointly, which implies that the rate at which the information bits of the groups can be encoded is larger. The disadvantage of grouping users is that each user
The ON-OFF function defines stopping times $T_k = \min\{ n \geq 1 : \forall t > n, g_k(t)Y_k^{t-1} = 0 \}$ for which we require $T_k < \infty$. Additionally, we define the decoding function $h_k(t)\bar{Y}_k^t$ which estimates the message $M_k$ based on $\bar{Y}_k^t$. The intuition is that a certain user can only use the channel outputs if the corresponding user is ON. This is modeled by the ON-OFF function which replaces $t$-th channel output with an erasure if the user is OFF at that time. The ON-OFF functions are causal in the sense that the decision of whether the users are ON at time $t$ depends on previous channel outputs, $\bar{Y}_k^{t-1}$. The stopping times $T_k$ represent the time index of the last nonerasure channel output in the sequence $\bar{Y}_k^t$. For our and all practical applications, the stopping times $T_k$ are less than or equal $T$. We merely define $T_k$ to emphasize that $T$ is a random variable which is not known by the users, and hence the users need to obtain this information through the sequence $\bar{Y}_k^t$. In a conventional system, control information in the initial packet defines the structure of the remaining transmission. Hence, after decoding the control information in the initial packet successfully, the user knows $T_k$ and when to be ON and OFF to receive the message intended for that user.

The ON-OFF function also defines the average power consumption of the $k$-th user which we define by

$$P_k \triangleq \mathbb{E}\left[ \sum_{i=1}^{T_k} \mathbb{I}\{ g_{k,i}(\bar{Y}_k^{i-1}) = 1 \} \right]$$

where $\mathbb{I}\{ \text{condition} \}$ denotes the indicator function. Note that $\mathbb{E}[P_k] = \mathbb{E}[P]\;\text{for}\;k \in \{1, \ldots, K\}$, since the message sizes $D_k$ are distributed identically. Finally, the active users need to decode their messages with reliability larger than or equal $1 - \epsilon$ such that

$$\mathbb{P}\left[ h_k(T_k)\bar{Y}_k^{T_k} \neq M_k | D_k > 0 \right] \leq \epsilon$$

for $k \in \{1, \ldots, K\}$ and $\epsilon \in (0, 1)$.

Our objective is to explore trade-offs between the competing goals of minimizing $\mathbb{E}[T]$ and $\mathbb{E}[P_k]$. We do this by investigating a class of feasible protocols.

III. Finite Blocklength Approximation

In the analysis of the proposed protocol, we apply recent results in finite blocklength information theory. Polyanskiy, Poor, and Verdú [3] showed that the maximal achievable coding rate of a code with fixed blocklength $n$ and reliability $1 - \epsilon' \in (0, 1)$ over an AWGN channel is tightly approximated by

$$R^*(n, \epsilon') \approx C - \sqrt{\frac{V}{n}}Q^{-1}(\epsilon') + \frac{1}{2}\log_2 n$$

where the channel capacity $C$ and the channel dispersion $V$ are given by

$$C \triangleq \frac{1}{2}\log_2(1 + P)$$

$$V \triangleq \frac{P(P + 2)}{2(P + 1)^2}\log_2(\exp(1))^2$$

respectively. One can obtain tight upper and lower bounds for $R^*(n, \epsilon')$ using the achievability and converse bounds in [3].
Implementations of these bounds are accessible in the short-packet communication toolbox SPECTRE for MATLAB [4]. In present paper, however, we resort to the approximation (8). An important property is that (8) is concave which implies that long packets are encoded more efficiently than short packets.

We assume that a user is able to detect whether an error occurs during decoding of a packet. This assumption is suggested by the results in [5] (although this result only applies to discrete memoryless channels), and it is crucial to ensure the integrity of our protocols. In practical systems, one can use CRC checks to ensure integrity of packets. We also assume that a user needs to receive all channel uses of a packet to allow for decoding. In other words, if $k$ bits are encoded into $n$ channel uses, the user needs to receive all $n$ channel uses to decode any of the $k$ bits.

In the design of our protocol, we rely on the approximation of $R^∗(n, e′)$. Specifically, the transmitter divides the total transmission time $T$ into several smaller packets, each encoded separately at the maximal coding rate approximated by (8). We also define $N(k, e′) ≜ \min \{n ≥ 0 : nR^∗(n, e′) ≥ k\}$ for $k ≥ 1$ and $N(0, e′) ≜ 0$, which is smallest number of channel uses that allows the encoding of $k$ bits with reliability $1 - e′$.

One can easily obtain lower bounds on $E[T]$ and $E[P_k]$ by assuming the messages sizes are large:

$$E[T] ≥ \frac{1}{C} \sum_{k=1}^{K} D_k = \frac{K \alpha (1 - q)(S + 1)}{2C} \quad (11)$$

and

$$E[P_k] ≥ \frac{1}{C} E[D_k] = \frac{\alpha (1 - q)(S + 1)}{2C} \quad (12)$$

For sufficiently large $\alpha$, the control information becomes negligible, and hence for the conventional approach both $E[T]$ and $E[P_k]$ simultaneously approach the lower bounds in (11) and (12).

IV. PROTOCOL DESIGN

There are various ways in which the messages $\{M_k\}$ can be conveyed to the respective users. Our approach is to design a protocol in which the transmitter forms multiple packets which are encoded separately. For each of these packets, we apply the finite blocklength approximation in (8) to find the optimal rate at which they can be encoded. We assume that the users are not provided with any control information such as the active users and $\{D_k\}$. Thus, the transmitter needs to encode packets about which users are active, the packet sizes of $M_k$, $D_k$, and the structure of the transmission. Clearly, this leaves us with a large space of feasible protocols. Here we introduce one class of protocols.

We first discuss what information, the transmitter needs to convey:

1) **Messages $\{M_k\}$**: The message $M_k$ only needs to be received by the $k$-th user, but as discussed previously, messages can be grouped and encoded jointly.

2) **Message sizes $\{D_k\}$**: The $k$-th user needs to know the message size $D_k$ before attempting to decode the actual message $M_k$ (otherwise, the user does not know how many channel uses the message $M_k$ takes).

3) **Receiver activity $U$:** It is necessary to convey whether the $k$-th user is active. In total, it requires $K$ information bits to convey this information to all users.1 As $K$ information bits may represent a significant overhead, it may be beneficial to encode user activity bits in multiple packets such that each user only needs to decode one such packet.

In the proposed protocol, depicted in Fig. 2, users are grouped into $[K/L_B]$ user groups with at most $L_B$ users in each user group. User activity, messages, and message sizes associated to each of these user groups are conveyed sequentially in user group frames (UGF). A transmission is initiated by a packet that jointly encodes the total transmission time (equivalent to the an end of transmission pointer) along with the $[K/L_B] - 1$ time indices that points to the time indices where the 2-th, 3-th, ..., and $[K/L_B]$-th UGF begin. This packet is transmitted with a reliability $1 - \epsilon_4$. The first UGF trivially begins after the initiating packet.

Let $K ≜ \{1, \cdots, K\}$ and let the users in the $u$-th user group be $K_u \subseteq K$. Then, the UGF for the $u$-th user group is constructed as follows. Initially, the transmitter divides the active users $U_u \subseteq K_u$ of the $u$-th user group into subgroups $U_{u,i} \subseteq U_u, i \in \{1, \cdots, [U_u]/L\}$ of at most $L$ users. The transmitter and users can agree on how to partition the users into subgroups for every set $U_u$.

The set of users $U_{u,i} \subseteq U_u$ is referred to as the $i$-th subgroup of the $u$-th user group. The main idea of our protocol is to jointly encode each of the subgroups.

A UGF consists of the following types of packets

1) **Bit field packet**: A bit field, encoding the the information $\{1 \{D_k = 0\}\}_{k \in K}$. Hence, the packet consists of $|K_u|$ information bits which are encoded with reliability $\epsilon_1$.

2) **Size packets**: After grouping the active users of the $u$-th user group, $U_{u,i}$, into $[|U_u|/L]$ subgroups, the transmitter constructs a packet for each subgroup. For the $i$-th subgroup, the transmitter conveys a packet consisting of $\sum_{k \in U_{u,i}} D_k$ along with a pointer to the packet that jointly encodes $\{M_k\}_{k \in U_{u,i}}$. Since $\sum_{k \in U_{u,i}} D_k$ can take at most

1For the case $q \neq 1/2$, one can apply compression to reduce the number of information bits. This is, however, left for future work.
L(S − 1) + 1 distinct values, the size packet for the i-th subgroup needs to convey ⌈log₂(L(S−1) + 1)⌉ + ptr information bits which are encoded with reliability ε₂. Here, ptr denotes the number of bits needed to convey a pointer to a time index. The size packets are transmitted sequentially.

3) Message packets: Next, the transmitter encodes the messages of each subgroup, \( \{M_k\}_{k \in \{1, \ldots, q\}} \), along with the messages sizes of \(|U_k| - 1\) of the messages. We only need \(|U_k| - 1\), since the sum of the sizes, \( \sum_{k \in U} D_k \), is already successfully received in the size packet described above. This requires \( \sum_{k \in U} D_k + (|U| - 1)|\log_2 S| \) information bits. These information bits are encoded with reliability ε₃.

In order to decode the packet destined to user k, it needs to decode four packets successfully. If one or more of these packets are not successfully decoded, the user cannot decode the packet containing the message destined to that user. Thus, the reliabilities need to be chosen such that \((1 - ε₁)(1 - ε₂)(1 - ε₃)(1 - ε₄)\) is kept above or equal to \(1 - ε\) to fulfill the reliability constraint in (7). If the k-th user is inactive, it only needs to decode the initial packet containing pointers to the UGFs and the bit field packet. It thereby achieves a reliability of \((1 - ε₄)(1 - ε₁)\). We also point out that the described protocol reduces to a variant of the conventional protocol when \(L = 1\).

We remark that the protocol specified above is one class among a large space of feasible protocols. For small \(q\) is may be beneficial to use a different approach for conveying user activity. For example, one could encode the number of active users in an initial packet and encode an additional packet with the user identification numbers. Regarding the size packets, one can also encode all size packets jointly in each UGF jointly to enhance encoding efficiency at the expense of higher average power consumption at the users.

Assuming that \(L_B\) divides \(K\), we may sum up the block-lengths of all the packets

\[
T_{L,L_B} = \frac{K}{L_B} N(L_B, ε₁) + N\left(\frac{K}{L_B} ptr, ε₂\right) + \frac{K}{L_B} \sum_{i=1}^{[U|/L]} \left( N(\lfloor \log_2(L(S-1) + 1) \rfloor + ptr, ε₂) + N\left( \sum_{k \in U_i} D_k + (|U_i| - 1)|\log_2 S|, ε₃\right) \right)
\]

(13)

For the expected power, we obtain

\[
P_{L,L_B} = N(L_B, ε₁) + N\left(\frac{K}{L_B} ptr, ε₂\right) + \sum_{i=1}^{[U|/L]} \left( N(\lfloor \log_2(L(S-1) + 1) \rfloor + ptr, ε₂) + N\left( \sum_{k \in U_i} D_k + (|U_i| - 1)|\log_2 S|, ε₃\right) \right).
\]

(14)
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(14)

The specified protocol leaves the parameters \(ε₁, ε₂, ε₃, ε₄, L,\) and \(L_B\) to be specified. Now, we can trace the optimal trade-off between \(T_{L,L_B}\) and \(P_{L,L_B}\) by solving the optimization problem

\[
\min_{L,L_B,ε₁,ε₂,ε₃,ε₄,\beta} \mathbb{E}[T_{L,L_B}] + \beta \mathbb{E}[P_{L,L_B}].
\]

(15)

for a range of values of \(\beta \geq 0\). The optimization problem is clearly not convex, and hence we find an approximate solution in the next section using a grid search for practical values of \(K, ε, q,\) and \(P_D\).

V. NUMERICAL RESULTS

In order to solve the optimization problem in (15), we compute \(\mathbb{E}[T_{L,L_B}]\) and \(\mathbb{E}[P_{L,L_B}]\) using 5000 Monte Carlo simula-
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V. NUMERICAL RESULTS

In order to solve the optimization problem in (15), we compute \(\mathbb{E}[T_{L,L_B}]\) and \(\mathbb{E}[P_{L,L_B}]\) using 5000 Monte Carlo simula-
tions of the protocol for $L \in \{1, 2, \ldots, K\}$ and $L_B$ equal to all powers of two between 1 and $K$. We evaluate $\epsilon_1, \ldots, \epsilon_4$ over the four-dimensional grid $10 \times 10 \times 10 \times 10$ grid. The average total transmission time $\mathbb{E}[T_{L,L_B}]$ and average power $\mathbb{E}[P_{L,L_B}]$ are normalized according to the lower bounds in (11) and (12), respectively. The normalization implies that any simulation point must be in the square $[1, \infty) \times [1, \infty)$. The trade-off between average total transmission and average power is computed as the lower convex envelope of the simulation points. This is depicted in Fig. 3, where the simulations points are shown as red dots and the lower convex envelope is the black curve. For the computation, we use $\text{ptr} = 16$ bits. Although the lower convex envelope is not directly achievable using our protocol, it can be achieved by time sharing between two sets of protocol parameters. Note that the lower-most point of the trade-off curve corresponds to the conventional extreme case where the messages of each user are encoded separately. The gap to 1 is thus due overhead from control information.

Our results are depicted in Fig. 4 for the parameters $K = 128$, $q = 0.5$, $S = 4$, and $\alpha \in \{50, 100, 500, 1000\}$. We observe that one can reduce the average total transmission time by grouping users as proposed. Smaller values of $\alpha$ implies that messages are encoded less efficient, and hence grouping becomes an interesting option.

VI. CONCLUSIONS

In this paper, we have addressed the problem of downlink transmission of short packets to $K$ users. Our main objective has been to highlight some of the challenges faced when the messages are small. Specifically, we used recent finite blocklength approximations to visualize the trade-offs between the average power of the each user and the average total transmission time seen from the transmitter. To show this trade-off, we have designed a practical protocol that groups messages and thereby achieves more efficient coding rates. The key element in the protocol design is the encoding of control information.
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Abstract—We study the second-order asymptotics of information transmission using random Gaussian codebooks and nearest neighbor (NN) decoding over a power-limited additive stationary memoryless non-Gaussian channel. We show that the dispersion term depends on the non-Gaussian noise only through its second and fourth moments. We also characterize the second-order performance of point-to-point codes over Gaussian interference networks. Specifically, we assume that each user's codebook is Gaussian and that NN decoding is employed, i.e., that interference from unintended users is treated as noise at each decoder.

I. SYSTEM MODEL

Consider the point-to-point additive-noise channel

\[ Y^n = X^n + Z^n, \]  

where \( X^n \) is the input and \( Z^n \) is the noise over \( n \) scalar channel uses. Throughout, we shall focus exclusively on Gaussian codebooks. More precisely, we consider shell codes for which \( X^n \) is uniformly distributed on the sphere

\[ X^n \sim f_X^{(\text{shell})}(x) = \delta(||x||^2 - nP)/S_n(n^{1/2}). \]  

Here, \( \delta(\cdot) \) is the Dirac delta and \( S_n(r) = 2\pi^{n/2}r^{n-1}/\Gamma(n/2) \) is the surface area of a radius-\( r \) sphere in \( \mathbb{R}^n \). The noise \( Z^n \) is assumed to be a stationary and memoryless process that does not depend on the channel input: \( Z^n \sim P_{Z^n}(z) = \prod_{i=1}^{n} P_Z(z_i) \). The distribution \( P_Z \) is non-Gaussian; the only assumptions are:

\[ \mathbb{E}[Z^2] = 1, \quad \mathbb{E}[Z^4] < \infty, \quad \mathbb{E}[Z^6] < \infty. \]

Given a shell code consisting of \( M \in \mathbb{N} \) random codewords \( C := \{X^n(1), \ldots, X^n(M)\} \), we consider an nearest neighbor decoder that returns the message \( \hat{W} \) whose corresponding codeword is closest in Euclidean distance to \( Y^n \), i.e.,

\[ \hat{W} := \arg \min_{w \in C} ||Y^n - X^n(w)||. \]

This decoder is optimal if the noise is Gaussian, but may not be so in the more general setup considered here.

We define the average probability of error as \( \overline{\epsilon}_{k,n} \) := \( \Pr[\hat{W} \neq W] \). This probability is averaged over the uniformly distributed message \( W \), the random codebook \( C \) and the channel noise \( Z^n \). Note that in traditional channel-coding analyses [1], [2], the probability of error is averaged only over \( W \) and \( Z^n \). Similar to [3], the additional averaging over the codebook \( C \) is required here to establish an ensemble converse for the class of Gaussian codebooks considered in this paper.

Let \( M^*_{\text{shell}}(n, \epsilon, P; P_Z) \) be the maximum number of messages that can be transmitted using a shell codebook over the channel (1) with average error probability no larger than \( \epsilon \in (0, 1) \), when the noise is distributed according to \( P_Z \). Lapidoth [3] showed that for all \( \epsilon \in (0, 1) \),

\[ \lim_{n \to \infty} \frac{1}{n} \log M^*_{\text{shell}}(n, \epsilon, P; P_Z) = C(P). \]

independent of \( P_Z \).

In Theorem 1 below, we provide the second-order term in the asymptotic expansion of \( \log M^*_{\text{shell}}(n, \epsilon, P; P_Z) \).

Theorem 1. Consider a noise distribution with statistics as in (3). For shell codes,

\[ \log M^*_{\text{shell}}(n, \epsilon, P; P_Z) = nC(P) - \sqrt{n}V_{\text{shell}}(P, \epsilon)Q^{-1}(\epsilon) + O(\log n), \]

where the shell dispersion is

\[ V_{\text{shell}}(P, \epsilon) := \left( P^2(\xi - 1) + 4P \right) / (4(P+1)^2). \]

The proof together with an extension to Gaussian interference networks can be found in [4]. One of the main tools in our second-order analysis is the Berry-Esseen theorem for functions of random vectors (see, e.g., [5, Prop. 1]).

The second-order term in the asymptotic expansions of \( \log M^*_{\text{shell}}(n, \epsilon, P; P_Z) \) depends on the distribution \( P_Z \) only through its second and fourth moments. If \( Z \) is standard Gaussian, then the fourth moment \( \xi = 3 \) and we recover from (7) the Gaussian dispersion [2, Eq. (293)]. Comparing (7) with [2, Eq. (293)] we see that noise distributions \( P_Z \) with higher fourth moments than Gaussian (e.g., Laplace) result in a slower convergence to \( C(P) \).
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Abstract—This paper reviews recent results from the UCLA Communication Systems Laboratory on the use of incremental redundancy. For channels with ACK/NACK feedback, this paper reviews how the transmission lengths used for communicating incremental redundancy should be optimized under the constraint of a limited number of incremental redundancy transmissions. For broadcast channels, this paper reviews optimization of the trade-off between packet-level erasure coding and physical-layer channel coding in the context of block fading with diversity that grows with blocklength.

I. INTRODUCTION

This invited talk reviews two results [1], [2] optimizing the use of incremental redundancy. In systems with feedback, incremental redundancy adapts the coding rate to the accumulated information density (the “instantaneous capacity”) of the channel allowing the Shannon limit to be approached at much shorter average blocklengths than those required for the accumulated information density to concentrate around the Shannon capacity [3], [4], [5], [6], [7], [8]. In systems without feedback, incremental redundancy can provide a “fountain” of information from which a receiver need only “drink” what is needed to reliably identify the desired message [9], [10], [11]. For each of these two scenarios, this paper reviews optimization techniques that improve performance.

II. TRANSMISSION LENGTHS FOR ACK FEEDBACK

ACK/NACK feedback is non-active in the sense that the feedback does not change what is transmitted but rather only indicates whether additional transmissions are needed. For channels with ACK/NACK feedback, the sequential differential optimization (SDO) approach of [1] optimizes the transmission lengths used to communicate incremental redundancy. This optimization maximizes throughput under the constraint of a limited number of incremental redundancy transmissions.

A. The Normal Approximation

SDO utilizes the power of the normal approximation introduced in [3] that characterizes the behavior of the rate that a channel can support at finite blocklength. Following [3], define information density \( i(X, Y) \) as

\[
\log \frac{f_Y(y|x)}{f_Y(y)}.
\]

The expected value of \( i(X, Y) \) is the capacity of the channel. For the example of a BI-AWGN channel with noise \( z_k \), \( i(X, Y) = 1 - \log_2 (1 + e^{-2(z_k+1)/\sigma^2}) = i(z_k) \). The accumulated information density \( I_n \) at the receiver after \( n \) symbols is

\[
I_n = \sum_{k=1}^{n} i(z_k).
\]

As pointed out by [3], (2) is a sum of independent random variables that will converge quickly to a normal distribution according to the central limit theorem, leading to the normal approximation of [3].

A key result of [1] is that a normal approximation also accurately describes the rate at which actual variable-length codes with incremental redundancy will successfully decode. Fig. 1 shows that for the NB-LDPC code used in [1] the empirical complementary cumulative distribution function on the rate at which decoding is successful is very closely approximated by a normal distribution for this example of the BI-AWGN channel with SNR of 2 dB. We have similarly confirmed the accuracy of the normal approximation to predict the rate at which decoding is successful for NB-LDPC codes in higher-SNR AWGN channels that require larger constellations and in fading channels with channel state information known at the receiver.

Fig. 1. Empirical complementary cumulative distribution function (c.d.f.) and the Gaussian approximation (Q-function) corresponding to the rate \( R_S \) at which the NB-LDPC code of [1] was able to decode successfully.
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Fig. 1 shows that $R_S$ is well-approximated by a Gaussian
with mean $\mu_S = E(R_S)$ and variance $\sigma^2_S = \text{Var}(R_S)$:
\[
f_{R_S}(r) = \frac{1}{\sqrt{2\pi\sigma^2_S}} e^{-\frac{(r-\mu_S)^2}{2\sigma^2_S}}.
\]
The c.d.f. of the blocklength $N_S$ at which decoding is successful
is $F_{N_S}(n) = P(N_S \leq n) = 1 - F_{R_S}(k/n)$. Taking the
derivative of $F_{N_S}$ using the Gaussian approximation of $F_{R_S}$
produces the following “reciprocal-Gaussian” approximation
for p.d.f. of $N_S$:
\[
f_{N_S}(n) = \frac{k}{n^2\sqrt{2\pi\sigma^2_S}} e^{-\frac{(k-\mu_S)^2}{2\sigma^2_S}}.
\]

**B. Sequential Differential Optimization**

SDO uses the tight Gaussian approximation discussed above
to optimize the sequence of blocklengths \{ $N_1, N_2, \ldots, N_m$ \}
to maximize the throughput. Suppose that the number of
incremental transmissions is limited to $m$. An accumulation
cycle (AC) is a set of $m$ or fewer transmissions and decoding
attempts ending when decoding is successful or when the
$m^{th}$ decoding attempt fails. If decoding is not successful after
the $m^{th}$ decoding attempt, the accumulated transmissions are
forgotten and the process starts over with a new transmission
of the first block of $N_1$ symbols. From a strict optimality
perspective, neglecting the symbols from the previous failed
AC is sub-optimal. However, the probability of an AC failure
is sufficiently small that the performance degradation is neg-
ligible. Neglecting these symbols greatly simplifies analysis.

The cumulative blocklength $N_j$ at the $j^{th}$ stage is simply the
sum of the first $j$ increment lengths. Using the p.d.f. of $N_S$
from (4) we can compute the probability that the decoder will
need a particular incremental transmission. For $N_j < N_{j+1}$,
the probability of a successful decoding attempt at blocklength
$N_{j+1}$ but not at $N_j$ is
\[
\int_{N_j}^{N_{j+1}} f_{N_j}(n) \, dn = \int_{N_j}^{N_{j+1}} \frac{k}{n^2\sqrt{2\pi\sigma^2_S}} e^{-\frac{(k-\mu_S)^2}{2\sigma^2_S}} \, dn
\]
\[
= Q\left(\frac{1 - \mu_S}{\sigma}\right) - Q\left(\frac{r_j - \mu_S}{\sigma}\right),
\]
where $r_j = k/N_j$.

Define the throughput as $R_T = \frac{E[N]}{E[N]}$, where $E[N]$ represents
the expected number of channel uses and $E[K]$ is the
effective number of information bits transferred correctly over
the channel. The expression for $E[N]$ is
\[
E[N] = N_1 Q\left(\frac{N_1 \mu_S - \mu_S}{\sigma}\right)
+ \sum_{j=2}^{m} N_j \left[ Q\left(\frac{N_j \mu_S - \mu_S}{\sigma}\right) - Q\left(\frac{N_{j-1} \mu_S - \mu_S}{\sigma}\right) \right]
+ N_m \left[ 1 - Q\left(\frac{N_m \mu_S - \mu_S}{\sigma}\right) \right].
\]
The first term (7) shows the contribution to the expected
blocklength from successful decoding on the first attempt. $Q\left(\frac{k - \mu_S}{\sigma}\right)$ is the probability of decoding successfully with
the initial block of $N_1$. Similarly, the terms in the summation
of (8) are the contributions to the expected blocklength from
decoding that is first successful at total blocklength $N_j$ for
$j \geq 2$ (at the $j^{th}$ decoding attempt). Finally, the contribution
to expected blocklength from not being able to decode even at
$m$ is (9). When the decoding has not been successful
at $N_m$, the channel has been used for $N_m$ channel symbols.

The expected number of successfully transferred information
bits $E[K]$ is
\[
E[K] = k Q\left(\frac{h \mu_S - \mu_S}{\sigma}\right),
\]
where $Q\left(\frac{k - \mu_S}{\sigma}\right)$ is the probability of successful decoding.
Note that $E[K]$ depends only on $k$ and $N_m$. In fact, $E[K] \approx k$ and
is not sensitive to the specific choice of $N_m$ for reasonably
large values of $N_m$.

The initial blocklength is $N_1$ and we seek the optimal blocklengths
\{ $N_1, N_2, \ldots, N_m$ \} to maximize the throughput.
Over a range of possible $N_1$ values, the SDO technique
introduced in (1) selects \{ $N_2, \ldots, N_m$ \} to minimize $E[N]$
for each fixed value of $N_1$ by setting derivatives to zero as follows:
\[
\frac{\partial E[N]}{\partial N_j} = 0, \quad \forall j = 1, \ldots, m-1.
\]

For each $j \in \{2, \ldots, m\}$, the optimal value of $N_j$ is found
by setting $\frac{\partial E[N]}{\partial N_j} = 0$, yielding a sequence of relatively simple
computations. In other words, we select the $N_j$ that makes our
previous choice of $N_{j-1}$ optimal in retrospect.

For $j > 2$, $\frac{\partial E[N]}{\partial N_j} = 0$ depends only on \{ $N_{j-2}, N_{j-1}, N_j$ \}
as follows:
\[
\frac{\partial E[N]}{\partial N_{j-1}} = Q\left(\frac{h \mu_S - \mu_S}{\sigma}\right) + (N_{j-1} - N_j)Q\left(\frac{k \mu_S - \mu_S}{\sigma}\right) - Q\left(\frac{k \mu_S - \mu_S}{\sigma}\right).
\]
Thus we can solve for $N_j$ as
\[
N_j = \frac{Q\left(\frac{h \mu_S - \mu_S}{\sigma}\right)}{Q\left(\frac{k \mu_S - \mu_S}{\sigma}\right)} + N_{j-1}Q\left(\frac{k \mu_S - \mu_S}{\sigma}\right) - Q\left(\frac{k \mu_S - \mu_S}{\sigma}\right).
\]
For each possible value of $N_1$, SDO can be used to produce
an infinite sequence of $N_j$ values that solve (11) for any choice
of $m$. The sequence does not depend on $m$, only $N_1$. Each
such sequence is an optimal sequence of increment lengths for
a given density of decoding attempts on the time axis. As $N_1$
increases, the density of decoding attempts decreases, lowering
system complexity. Using SDO to compute the optimal $m$
decoding points is equivalent to selecting the most dense SDO-
optimal sequence that when truncated to $m$ points still meets
the frame-error-rate target.
C. Approaching Capacity at Short Blocklengths with Feedback

Fig. 2 shows the resulting throughputs obtained by using SDO to find the optimal increment lengths for values of \( m \) in the range of \( 2 < m < 20 \) for the target FER of \( 10^{-3} \) for the NB-LDPC code of [1] for \( k = 96 \) message bits. Fig. 2 illustrates that with \( m = 10 \) decoding points, a system can closely approach the performance of a system that has \( m = \infty \), which is the limiting case where decoding is attempted and feedback of an ACK/NACK is required after every received symbol.

Using SDO, variable-length codes with average blocklengths of around 500 symbols can closely approach capacity in theory and in practice as demonstrated in [1]. Fig. 3 illustrates the example of a binary-input (BI) additive white Gaussian noise (AWGN) channel with frame error rate (FER) required to be less than \( 10^{-3} \). For a system transmitting \( k \) symbols at an average blocklength of \( \lambda \), the throughput \( R_t \) is defined as \( R_t = k / \lambda \). For reference, Fig. 3 shows the curves of possible throughput \( R_t \) as a function of \( \lambda \) for some values of \( k \).

The performance characterization for fixed-blocklength codes is from [3] and is based on the normal approximation, which is shown in [3] to be accurate for blocklengths as small as 100 symbols. The computation of the random coding lower bound on the performance of variable-length codes with feedback is based on the analysis in [4].

Fig. 3 shows curves from [1], [5], [6] that show simulation results that approach or exceed the performance promised by [4] in the range of average blocklengths below 500 bits. For values of \( k = 16, 32, 64, 89 \), and \( k = 89 \) these throughput results exceed Polyanishkiy’s random coding lower bound. As the average blocklength becomes larger, the random coding lower bound is more predictive.

Note that variable-length codes with feedback approach capacity at very short blocklengths. In Fig. 3, the random-coding lower bound for a system with feedback is 0.27 dB from the Shannon limit for \( k = 280 \) with a blocklength of less than 500 bits. Looking at implemented codes for \( k = 32, 64, 89, 184, 280 \) from [3] and is based on the normal approximation, which is shown in [3] to be accurate for blocklengths as small as 100 symbols. The computation of the random coding lower bound on the performance of variable-length codes with feedback is based on the analysis in [4].

III. Packet-Level vs. Physical Layer Redundancy

Consider a broadcast setting that uses a hybrid of packet-level erasure coding and physical layer coding to provide a stream of information with the goal of each receiver decoding the desired message at the earliest opportunity. There is a trade-off between using available redundancy for additional packets in a packet-level erasure code or simply for additional physical-layer code symbols.

As the amount of available redundancy grows, the work of [12] shows that in several different block fading scenarios the physical layer coding rate decreases ultimately to zero while the packet-level erasure coding rate does not. This indicates that at some point incremental redundancy should be directed to the physical layer rather than additional packet-level erasure coding. This paper reviews the recent work [2] that studies the this hybrid coding approach using a proportional diversity block fading model (in which diversity increases linearly with blocklength).

A. The Channel Model and Optimization Problem

Consider a transmitter and a receiver communicating over a fading channel [13]. The one-dimensional channel is modeled as \( Y = HX + Z \) where \( X \) is the transmitted symbol, \( Y \) is the received symbol, \( H \) is the fading coefficient, and \( Z \) is i.i.d. additive white Gaussian noise (AWGN) with variance \( \sigma^2 \) and mean 0. We assume the channel is Rayleigh with \( E[H^2] = 1 \), \( Z \) has unit variance, i.e. \( \sigma^2 = 1 \). Let the average transmit power be \( E[X^2] = P \). Then, the instantaneous signal-to-noise ratio (SNR) when \( H = h \) is \( h^2P \). For this Rayleigh fading channel, SNR (denoted \( \gamma \) ) is exponentially distributed.
with parameter $\frac{1}{\gamma}$ that depends only on the average transmit power. Note that, $\gamma$ has a mean of $\frac{P}{\gamma}$.

A message consisting of $m$ packets with $k$ nats of information per packet is to be transmitted with a low probability of message error $q$; this is the probability that the receiver fails to recover all the $m$ packets. The transmitter uses the channel for $T$ units of time for an overall code rate of $\frac{mk}{T}$. It performs erasure coding across the $m$ packets at a rate $R_E$ and codes each resultant packet at a channel-coding rate $R_C$ such that

$$ \frac{mk}{T} = R_ER_C. \quad (13) $$

That is, the $m$ packets are first coded using an erasure code at rate $R_E$ to yield $\frac{mk}{T}$ packets. Note that, for erasure coding, $R_E$ has to satisfy $R_E \leq 1$. To transmit each packet, the transmitter uses a channel code at rate $R_C$ [nats/channel-use] so that the resultant codeword block-length of each packet is $\frac{k}{T}$. For a fixed average transmit power, our objective is to pick the value of $R_C$ (and thus $R_E$) that optimizes an objective function. The unit of channel-coding rate is “nats/channel-use” for convenience. The receiver is assumed to know the fading coefficient $H$ while the transmitter does not.

The proportional diversity (PD) model introduce a parameter $l_f$, which describes the length of a fade. With the block-length being $\frac{Tk}{R_C}$, the number of block fades $F_p$ in a transmitted codeword of a system with PD block fading of fade lengths $l_f$ is

$$ F_p = \left[ \frac{k}{R_C l_f} \right]. \quad (14) $$

With PD block fading, long codewords benefit from an inherent increase in diversity. For this work, we assume that each block-fading event is independent, i.e. $H$ assumes i.i.d. values across different block fades.

The receiver sees $\frac{mk}{T} = R_CTk^{-1}$ packets from the channel. The number of packets that the decoder of the erasure code requires to recover the message, denoted $\hat{m} \geq m$, depends upon the erasure code. For Reed-Solomon erasure codes, $\hat{m} = m$; for fountain codes such as a Raptor code, $\hat{m} > m$ typically. Thus, the probability of message error $q$ can be written using the binomial distribution as

$$ q = \sum_{i=0}^{\hat{m}-1} \binom{R_CTk^{-1}}{i} (1 - p_e)^i p_e^{(R_CTk^{-1}-i)}. \quad (15) $$

In the above expression, $p_e$ denotes the probability that a packet is not decoded successfully (and declared an erasure) upon reception from the channel; this is called the probability of packet erasure. Owing to our assumption that the channel codes in the system operate close to capacity with zero block-error probability when the Shannon capacity exceeds the attempted rate, $p_e$ constitutes only one event: fading outage [14].

The binomial sum in (15) can be computed numerically only for small values of $R_CTk^{-1}$. Hence, we approximate the random variable that denotes the number of packets successfully decoded by the channel decoder using the Central Limit Theorem (CLT), and obtain the Gaussian approximation for $q$ [12] as

$$ q \approx \Phi \left( \frac{\hat{m} - 1 - R_CTk^{-1} - p_e}{\sqrt{R_CTk^{-1} p_e (1 - p_e)}} \right), \quad (16) $$

where $\Phi(x)$ is the value of the c.d.f. of the standard normal random variable at $x \in \mathbb{R}$.

To summarize, the objective is to minimize the message-error probability $q$ in (15) via (16), where $p_e$ is also a function of $R_C$. Writing the minimization problem in terms of $R_C$, $R_E$ can be obtained as $R_E = \frac{mk}{TR_C}$. Hence, the optimization problem is as follows:

$$ \min_{R_C} \Phi \left( \frac{\hat{m} - 1 - R_CTk^{-1} - p_e}{\sqrt{R_CTk^{-1} p_e (1 - p_e)}} \right), \quad s.t. \quad p_e(R_C) = P \left[ \frac{1}{R_CE} \sum_{i=1}^{k} C(\gamma_i) + \frac{k}{R_CE} - \frac{k}{R_CE} C(\gamma_{last}) < (1 + \epsilon)R_C \right], $$

$$ k \frac{mk}{T} \leq R_C \leq k, \quad R_CTk^{-1} \in \mathbb{N}. \quad (17) $$

Note that, minimizing $\Phi(\cdot)$ is equivalent to minimizing its argument, and the value of $q$ need not be explicitly computed. We have specified the dependence of $p_e$ on $R_C$ here for clarity. As noted in [12], [15], and many previous works, the evaluation of $p_e$ for the block-Rayleigh fading channel (or for its PD version) is not a straightforward task. One can use [15] or similar works for the block-Rayleigh fading channel to compute the outage probability $p_e$ with a minuscule error. But, our fading model complicates it further as we have a sum of two random variables that are not identically distributed in the expression for $p_e$ in (17). We first expand and rearrange the terms in $p_e$ for our one-dimensional PD block-Rayleigh fading channel with capacity-achieving codes to obtain

$$ p_e = P \left[ \sum_{i=1}^{k} W_i + \left( \frac{k}{R_CE} - \frac{k}{R_CE} \right) W_{last} < \frac{ck}{l_f} \right], \quad (18) $$

where $c = 2(1 + \epsilon)$, $W_i = \log(1 + \gamma_i)$, $W_{last} = \log(1 + \gamma_{last})$.

B. Gaussian Approximations of the Optimization Problem

Based on Gaussian approximations of $p_e$ in (18), as inspired by [12], [2] presents four approximations to the optimization problem (17). For numerical-search based results, [2] uses a very low value of the margin, say $\epsilon = 0.05$, to obtain $c$.

1) Gaussian Approximation I (Approx. 1): Ignoring the contribution of $W_{last}$ in (18), we get

$$ p_e = P \left[ \sum_{i=1}^{k} W_i < \frac{ck}{l_f} \right]. \quad (19) $$
The above can be approximated using the Gaussian CDF as
\[ p_c = \Phi \left( \frac{c_R - \mu(P)}{\sqrt{\Var(P)}} \right). \]  
(20)

The values of \( \mu(P) \) and \( \Var(P) \), which denote the mean and variance of \( \log(1 + \gamma) \) with \( \gamma \sim \text{Exponential} \left( \frac{1}{P} \right) \), can be computed as stated in [12]. By ignoring the flooring function, we get Gaussian approximation 1 (Approx. 1), which is an adaptation of (19) in [12] to PD block-Rayleigh fading:
\[ p_c = \Phi \left( \frac{k}{R_{Cf}} \right) \]  
(21)

2) Gaussian Approximation 2 (Approx. 2): For Approx. 2, we evaluate (20) directly. The approximation to \( p_c \) that is being made here is imprecise in the sense that, (20) evaluates to the same value for a range of \( R_C \) values; the reason being the presence of the flooring function.

3) Gaussian Approximation 3 (Approx. 3): This approximation is the evaluation of (18) with a constrained search presence of the flooring function.

4) Gaussian Approximation 4 (Approx. 4): The Gaussian approximation that we make here considers both the terms in (18), making it the most appropriate. Once we find out \( \mu(P) \) and \( \Var(P) \), we assume that \( \sum_{i=1}^{\text{floor}(nB)} W_i \) is Gaussian and also that \( \left( \frac{k}{R_{Cf}} - \frac{k}{R_{Cf}} \right) \) \( \mathbb{W}_{\text{input}} \) is Gaussian. Thus, their linear sum is another Gaussian random variable denoted \( W_G \), which stands for Gaussian approximation of weighted average mutual information, with
\[ \text{mean}(W_G) = \frac{k}{R_{Cf}} \mu(P), \]
\[ \text{Var}(W_G) = \text{Var}(P) \left( \frac{k}{R_{Cf}} + \frac{k}{R_{Cf}} - \frac{k}{R_{Cf}} \right)^2. \]  
(22)

Thus, \( p_c \) for this approximation (Approx. 4) is
\[ p_c = \Phi \left( \frac{c_R - \text{mean}(W_G)}{\sqrt{\text{Var}(W_G)}} \right). \]  
(23)

C. Results and conclusions

Fig. 4 shows an example of the optimal values of \( R_C \) and \( R_E \) obtained from Approximations 1 and 4 as the overall code rate \( \frac{mk}{T} \) goes to 0. As observed by Courtade and Wesel [12] for the (fixed diversity) block-fading channel, for the PD block-fading model that the optimal channel-coding rate goes to 0. However, where the optimal value of \( R_E \) approached a non-zero constant less than 1 for fixed diversity in [12], under PD block-fading it is approaching 1. With sufficient overall redundancy, packet-level error erasure coding is unnecessary in a block fading channel with proportional diversity. Note that rate-compatibility in this scenario is challenging because the rate \( R_E \) increases for a sufficiently low overall rate.
We consider an abstract channel that consists of an input set \( A \), an output set \( B \), and a random transformation \( P_{Y|X} : A \rightarrow B \). An \((M, \epsilon)\) code for the channel \((A, P_{Y|X}, B)\) comprises a message set \( \mathcal{M} \triangleq \{1, \ldots, M\} \), an encoder \( f : \mathcal{M} \rightarrow A \), and a decoder \( g : B \rightarrow \mathcal{M} \cup \{\epsilon\} \), where \( \epsilon \) denotes an error event, that satisfies the average error probability constraint
\[
\frac{1}{M} \sum_{j=1}^{M} \left(1 - P_{Y|X}(g^{-1}(j) \mid f(j))\right) \leq \epsilon. \tag{1}
\]
Here, \( g^{-1}(j) \triangleq \{y \in Y : g(y) = j\} \). In Theorem 1 below, we provided a novel lower bound (i.e., achievability bound) on the largest number of codewords for which an \((M, \epsilon)\) code exists.

**Theorem 1 (\(\beta\beta\) achievability bound):** For every \( 0 < \epsilon < 1 \) and every input distribution \( P_X \), there exists an \((M, \epsilon)\) code for the channel \((A, P_{Y|X}, B)\) satisfying
\[
\frac{M}{2} \geq \sup_{0 < r < \epsilon} \sup_{Q_Y} \frac{\beta_r(P_Y, Q_Y)}{\beta_{1-r}(P_{XY}, P_X Q_Y)}. \tag{2}
\]
Here, \( P_Y \triangleq P_{Y|X} \circ P_X \), and \( \beta_{\alpha}(P, Q) \) is defined as
\[
\beta_{\alpha}(P, Q) \triangleq \min \int P_{Z|W}(1 \mid w) Q(dw)
\]
where the minimum is over all conditional probability distributions \( P_{Z|W} : W \rightarrow \{0, 1\} \) satisfying
\[
\int P_{Z|W}(1 \mid w) P(dw) \geq \alpha \tag{4}
\]
and \( W \) denotes the support of \( P \) and \( Q \).

The proof of Theorem 1, which can be found in [1], relies on Shannon’s random coding technique and on a suboptimal decoder that is based on the Neyman-Pearson test [2] between \( P_{XY} \) and \( P_X Q_Y \). Hypothesis testing is used twice in the proof: to relate the decoding error probability to \( \beta_{1-\epsilon}(P_{XY}, P_X Q_Y) \), and to perform a change of measure from \( P_Y \) to \( Q_Y \).

The bound (2) is the dual of a converse bound recently established by Polyanskiy and Verdú [3, Th. 15]. Furthermore, both (2) and [3, Th. 15] can be viewed as a finite-blocklength analog of the following identity for mutual information (also known as the golden formula) [4, Eq. (8.7)], which is exceedingly useful for computing or bounding capacity [5]–[8]:
\[
I(X; Y) = D(P_X P_{Y|X} \parallel P_X Q_Y) - D(P_Y \mid Q_Y). \tag{5}
\]

The connections between (2) and existing achievability bounds in the literature are discussed in [1]. The bound (2) is useful in situations where \( P_Y \) is not a product distribution (although the underlying channel law \( P_{Y|X} \) is stationary memoryless), for example due to cost constraints, or structural constraints on the channel input, such as orthogonality or constant composition. In such cases, traditional achievability bounds such as Feinstein’s bound [9] and the dependence testing bound [10, Th. 18], which are explicit in \( dP_{Y|X}/dP_Y \), become difficult to evaluate. In contrast, the \(\beta\beta\) bound (2) requires the evaluation of \( dP_{Y|X}/dP_Y \), which factorizes for product \( Q_Y \). This allows for an analytical computation of the bound (2). Furthermore, the term \( \beta_r(P_Y, Q_Y) \)—which captures the cost of the change of measure from \( P_Y \) to \( Q_Y \)—can be evaluated or bounded even when a closed-form expression for \( P_Y \) is not available. Applications of the bound (2), which illustrate these properties, are provided in [1].
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Abstract—A source model of key sharing between three users is considered in which each pair of them wishes to agree on a secret key hidden from the remaining user. There are rate-limited public channels for communications between the users. We give an inner bound on the secret key capacity region in this framework. Moreover, we investigate a practical setup in which localization information of the users as the correlated observations are exploited to share pairwise keys between the users. The inner and outer bounds of the key capacity region are analyzed in this setup for the case of i.i.d. Gaussian observations.

I. INTRODUCTION

Secret key sharing at the physical layer is a promising approach for deriving shared secret keys. Ahlswede and Csiszar [1] and Maurer [2] introduced source and channel models of key sharing between two legitimate users in the presence of an eavesdropper using source and channel common randomness along with an unlimited public channel. Various extensions considered a limited public channel [3], sharing of one secret key in a network of users [4], and more than one secret key in different scenarios [5]–[11].

Pairwise key sharing first introduced in [11], is a specific problem in this area, requiring that each pair of users shares a secret key concealed from the remaining user(s). In a basic setup including three users with access to correlated source observations and communication over an unlimited public channel, inner and outer bounds on the secret key capacity region were derived. In this paper, we extend the pairwise key sharing framework in [11] to the rate-limited public channel for communications. The public channel is full duplex and each of the users can simultaneously send/receive information over/from the public channel. Based on the correlated observations, users communicate over the rate-limited public channel. Then, each user generates the respective keys as functions of its source observations and the information received over the rate-limited public channel. We derive an inner bound on the key capacity region in this framework; the explicit outer bound given in [11] holds here for the rate-limited public channel case.

We consider location-derived common randomness here because it is a promising, towards practical applications, approach. This is so because a multitude of emerging wireless systems are location-aware and devices can and need to perform distance measurements over RF communication, notably for security reasons, for example [12], [13].

Location-derived common randomness was considered in [14] in a different setup, with a key established between a mobile node and a wireless infrastructure. In a setup closer to the one considered here, [15] considered two users that move according to a discrete time stochastic mobility model and measure their respective distance, after exchanging messages, in the presence of an eavesdropper. In this paper, leveraging the latter approach, we generalize location-derived key sharing to the “pairwise secret key” setting, notably with three users. We present inner bounds of the pairwise key capacity region for both unlimited and limited public channels. Furthermore, the explicit outer bound in [11] is analyzed in this i.i.d. Gaussian setup. Some numerical results are given for the Gaussian setup as well.

The proposed scheme can be extended to the case of more than three users as the future work in which collusion of curious users needs to be investigated. Here we consider simply users curious about the keys their peers derive. But they do not otherwise deviate from the specification and disrupt the protocol.

The rest of the paper is organized as follows: in Section II, the preliminaries of the key sharing setup are given. An inner bound of the pairwise key capacity region with rate-limited public channel is given in Sections III. Deriving pairwise keys from localization information along with the respective inner and outer bounds are presented in Section IV. Numerical results and concluding remarks are given in Sections V and VI, respectively. Proofs of the results are presented in Appendices.

II. PRELIMINARIES

Users 1, 2 and 3, respectively, have access to n i.i.d. observations $X_1, X_2$ and $X_3$ according to Fig. 1. The observations are correlated according to distribution $P_{X_1, X_2, X_3}$. The random variable $X_i$ takes values from the finite set $X_i$ for $i = 1, 2, 3$. Furthermore, there exists a noiseless public channel of limited capacity for communication between the three users where user $i$ is subject to rate constraint $R_i$ for its transmission. Each pair of the three users intends to share a secret key concealed from the remaining user. $K_{i,j}$ denotes the shared key between users $i$ and $j$, hidden from user $m$, for $i, j, m \in \{1, 2, 3\}, i < j, m \neq i, j$.  

![Fig. 1: Pairwise secret key sharing in the source model](image-url)
We represent the formal definition of the described secret key sharing setup.

User $i$ sends stochastic function $F_i = f_i(X_i^n)$ over the rate-limited public channel for $i = 1, 2, 3$ subject to

$$\frac{1}{n} H(F_i) \leq R_i \quad (1)$$

Upon receiving the information over the public channel, key generation is performed at the users. Key generation function $g_i$ is used by user $i$ for $i = 1, 2, 3$ as:

$$g_1 : F_2 \times F_3 \times X_i^n \to K_{1,2} \times K_{1,3} \quad (2)$$
$$g_2 : F_1 \times F_3 \times X_i^n \to K_{1,2} \times K_{2,3} \quad (3)$$
$$g_3 : F_1 \times F_2 \times X_i^n \to K_{1,3} \times K_{2,3}. \quad (4)$$

Thus, user 1 calculates $K_{1,2}$ and $K_{1,3}$ to share with users 2 and 3, respectively. Similarly, user 2 calculates $K_{1,2}$ and $K_{2,3}$ to share with users 1 and 3 and user 3 calculates $K_{1,3}$ and $K_{2,3}$ to share with users 1 and 2.

**Definition 1:** In the pairwise secret key sharing over public channels of limited rates ($R_1, R_2, R_3$) at the respective users 1, 2, 3, the rate triple $(R_{12}, R_{13}, R_{23})$ is an achievable key rate pair if for every $\epsilon > 0$ and sufficiently large $n$, we have:

$$\forall i < j \in \{1, 2, 3\}, \quad \frac{1}{n} H(K_{i,j}) \geq R_{i,j} - \epsilon \quad (5)$$
$$\forall i \in \{1, 2, 3\}, \quad \Pr(K_{i,j} \neq K_{j,i}) < \epsilon \quad (6)$$
$$\forall i, j, m \in \{1, 2, 3\}, m \neq \{i, j\}, \quad I(K_{i,j}; F_i, F_j, X_m^n) < \epsilon \quad (7)$$
$$\forall i \in \{1, 2, 3\}, \quad \frac{1}{n} H(F_i) \leq R_i \quad (8)$$

Equation (5) means that rate $R_{i,j}$ is the rate of the secret key between users $i$ and $j$. Equation (6) means that each user can correctly estimate the respective keys. Equation (7) means that each user effectively has no information about the remaining users’ secret key. Equation (8) denotes that the key sharing is subject to the constraint of the public channel.

**Definition 2:** The region containing the entire achievable secret key rate triples $(R_{12}, R_{13}, R_{23})$ is the secret key capacity region.

**III. MAIN RESULT**

In the following, an inner bound on the pairwise key capacity region of the source model with rate-limited public channel is given. First, we define:

$$r_{12} = I(S_{12}; X_2 | S_{23}; S_{21}) - I(S_{12}; X_3 | S_{23}; S_{21}), \quad r_{21} = I(S_{21}; X_1 | S_{12}; S_{23}) - I(S_{21}; X_3 | S_{12}; S_{23}), \quad r_{13} = I(S_{13}; X_2 | S_{12}; S_{23}) - I(S_{13}; X_1 | S_{12}; S_{23}), \quad r_{31} = I(S_{31}; X_1 | S_{12}; S_{23}) - I(S_{31}; X_2 | S_{12}; S_{23}), \quad r_{23} = I(S_{23}; X_2 | S_{12}; S_{23}) - I(S_{23}; X_1 | S_{12}; S_{23}), \quad r_{12} = I(S_{12}; S_{23}; X_1 | S_{23}, S_{31}), \quad r_{13} = I(S_{13}; S_{23}; X_2 | S_{23}, S_{21}), \quad r_{23} = I(S_{23}; S_{21}; X_1 | S_{12}, S_{23}), \quad r_{1} = I(S_{13}; S_{23}; X_1 | S_{31})$$

**Theorem 1:** In the described setup, all rates in the closure of the convex hull of the set of all key rate triples $(R_{12}, R_{13}, R_{23})$ that satisfy the following region, are achievable:

$$R_{12} > 0, R_{13} > 0, R_{23} > 0,$$
$$R_{12} \leq r_{12} + r_{21} - I_{12},$$
$$R_{13} \leq r_{13} + r_{31} - I_{13},$$
$$R_{23} \leq r_{23} - I_{23},$$
$$R_{12} + R_{13} \leq r_{12} + r_{21} + r_{13} + r_{31} - I_{12} - I_{13} - I_{23} - I_{31} - I_{32} - I_{23},$$
$$R_{12} + R_{23} \leq r_{12} + r_{21} + r_{13} + r_{31} + r_{23} - I_{12} - I_{13} - I_{23} - I_{1} - I_{2} - I_{3}, \quad (9)$$

for random variables taking values in sufficiently large finite sets and according to the distribution:

$$p(s_{12}, s_{13}, s_{21}, s_{23}, s_{31}, s_{32}, x_1, x_2, x_3) = p(x_1, x_2, x_3).$$
$$p(s_{12}|x_3)p(s_{13}|x_1)p(s_{23}|x_2)p(s_{32}|x_3)p(s_{21}|x_2)$$

and subject to the constraints:

$$b_{S_{12}; X_2, S_{32}} + b_{S_{13}; X_2, S_{23}} \leq R_{12},$$
$$b_{S_{21}; X_3, S_{13}} + b_{S_{23}; X_1, S_{12}} \leq R_{23},$$
$$b_{S_{31}; X_1, S_{23}} + b_{S_{23}; X_1, S_{21}} + I(S_{13}, S_{23}; X_1, X_2) \leq R_{1} + R_{2},$$
$$b_{S_{23}; X_1, S_{31}} + b_{S_{23}; X_1, S_{21}} + I(S_{13}, S_{23}; X_1, X_2) \leq R_{1} + R_{2},$$
$$b_{S_{23}; X_1, S_{31}} + b_{S_{23}; X_1, S_{21}} + I(S_{13}, S_{23}; X_1, X_2) \leq R_{2} + R_{3},$$
$$b_{S_{23}, S_{31}; X_2, X_3} + b_{S_{23}; S_{31}, X_1} + I(S_{13}, S_{23}, X_1, X_2, X_3) \leq R_{1} + R_{2} + R_{3}. \quad (10)-(16)$$

**Proof:** The proof of Theorem 1 is given in Appendix A in the extended version [18].

The rate region in Theorem 1 is achieved by double random binning as well as Wyner-Ziv coding [16] and rate splitting. In the achievability scheme, the rate of the key between users $i$ and $j$ consists of two parts. A part is rate of the key generated by user $i$ to share with user $j$ ($r_{ij}$) and the other part is the rate of the key generated by user $j$ to share with user $i$ ($r_{ji}$).

The auxiliary random variable $S_{ij}$ stands for the former key while $S_{ji}$ is associated with the latter key. The total rate of the key between users $i$ and $j$ is the sum of $r_{ij}$ and $r_{ji}$, in which term $I_{ij}$ is subtracted to avoid revealing any information about one of the key to the remaining user (as the eavesdropper) in the case that the other key is disclosed. The limitation of the public channel at the users is reflected in (10)-(16).

**Remark 1:** The region in Theorem 1 reduces to key rate regions in [7] by considering subset of keys and assuming unlimited public channel. It also reduces to the key rate region in [11] by removing public channel limitations.

We do not present a new outer bound on the key capacity region. The explicit outer bound in [11] with unlimited public channel holds in this new setup.
IV. A REAL-WORLD EXAMPLE OF THE PAIRWISE KEY SHARING

In this section, we consider pairwise key sharing between three users who move in two-dimensional space according to a discrete time stochastic mobility model. The idea of using localization information to share a secret key between two users in the presence of an eavesdropper was first introduced in [15]. Here, we extend this idea to the pairwise key sharing between three users. The users are mobile in continuous space according to a discrete time stochastic mobility model, independent of each other. Each pair of the three mobile users exploits the distance between themselves as a source of common randomness to share a key while the remaining user tries to make an estimate of that distance as precise as possible. We borrow some notations from [15]. We assume the considered time is divided into \( n \) discrete time slots where time slot \( l \) includes the time interval \([T, (l+1)T]\). The users’ locations are assumed constant during a time slot. As shown in Fig. 2, at time slot \( l \), the distance between users \( i \) and \( j \) is \( d_{ij}[l] = |x_i[l] - x_j[l]| \) in which \( x_i[l] \in \mathbb{R}^2 \) is the random variable which denotes user \( i \) location at time slot \( l \). In the same figure, \( \phi_i[l] \) shows the angle of the triangle at user \( i \) at time slot \( l \). Each pair first exchanges beacon signals (e.g., using propagation delay) to make correlated observations and then, they communicate over the (limited) public channel to share a key hidden from the remaining user. This is performed in two phases as follow.

**Localization phase:** User \( i \) broadcast some beacons (as a short signal bearing localization information on the initiating node) at the beginning of time slot \( l \) and users \( j \) and \( m \) obtain noisy observations of \( d_{ij}[l] \) and \( d_{im}[l] \), respectively, for \( i \in \{1, 2, 3\}, j \neq m \in \{1, 2, 3\} - i \). We assume the users are equipped to directional antenna and hence, user \( i \) obtains \( \phi_i[l] \) as the noisy version of the angle between the remaining two users. The same as in [15], we assume the sent information by the users is corrupted by Gaussian noises. We have:

\[
\begin{align*}
    d_{ij}[l] & = d_{ij} + N_{ij}[l] \\
    \phi_i[l] & = \phi_i + N_i[l]
\end{align*}
\]

where \( N_{ij}[l] \) and \( N_i[l] \) are zero-mean Gaussian noises with variances \( \sigma_i^2 \) and \( \sigma_j^2 \), respectively. All the noises are independent of each other. In the rest of the paper, we consider the case of i.i.d. locations and additive noise. Thus, we drop index \( l \) in equations (17)-(18). If the number of broadcast beacons by each user is \( J \geq 1 \), then \( \sigma_i^2 \) and \( \sigma_j^2 \) are divided by \( J \) [15]. We assume that users are perfectly clock synchronized (it is shown in [15] that clock mismatch does not affect the theoretical bounds of secret key rates).

**Key generation by public channel communications:** At the beginning of this phase, user \( i \) has access to its observations

\[
\mathbf{o}_i = \{d_{ij}[l])_{l=1}^n, d_{im} = \{d_{im}[l])_{l=1}^n, \phi_i = \{\phi_i[l])_{l=1}^n \}
\]

(19)

The users communicate over a (rate-limited) public channel to share secret keys in the pairwise manner. Users \( i \) and \( j \) exploit the reciprocity of the distance between themselves to share a key based on their noisy observations \( d_{ij} \) and \( d_{ji} \), respectively:

\[
\begin{align*}
    \hat{d}_{ij} & = d_{ij} + N_{ij} \\
    \hat{d}_{ji} & = d_{ji} + N_{ji}
\end{align*}
\]

where \( d_{ij} = d_{ji} \) is the real distance and \( N_{ij}, N_{ji} \sim N(0, \sigma_i^2/J), N_{ji} \sim N(0, \sigma_j^2/J) \) assuming each user broadcasted \( J \) beacons at the localization phase. On the other hand, the remaining user \( m \) tries to estimate \( d_{ij} \) to obtain information about the key between users \( i \) and \( j \) as much as possible with access to \( (d_{mi}, d_{mj}, \phi_m) \).

Due to simplicity, we assume \( \sigma_{ij} = \sigma_j \), between each pair \( i \) and \( j \). In continue, we consider unlimited and rate-limited public channels separately.

A. unlimited public channel

Since the observation between pair \( i \) and \( j \) is symmetric (because of \( \sigma_{ij} = \sigma_j \)) and the public channels at both sides are unlimited, we choose one-way communication between each pair. Without loss of generality, it is assumed that user 1 communicates to user 2, user 2 communicates to user 3 and user 3 communicates to user 1. According to the directions of communications between users, we choose \( S_{12} = d_{12}, S_{32} = d_{23}, S_{31} = d_{31}, S_{21} = S_{12} = S_{13} = \phi \) in Theorem 1. Then the rate region in Theorem 1 is reduced to:

\[
\begin{align*}
    R_{12} & > 0, R_{13} > 0, R_{23} > 0. \\
    R_{12} & \leq \log_2(1; d_{12}), R_{13} \leq \log_2(1; d_{12}, d_{13}, \phi) \\
    R_{23} & \leq \log_2(1; d_{23}), R_{13} \leq \log_2(1; d_{23}, d_{13}, \phi) \\
    R_{21} & \leq \log_2(1; d_{21}, \phi)
\end{align*}
\]

(20)-(23)

Each potential eavesdropper combines its available observations to estimate the distance between the other two users to enlarge the subtracted mutual information terms in (23)-(25). Thus, user \( m \) as a potential eavesdropper of the key between users \( i \) and \( j \) makes estimate of \( d_{ij} \) as:

\[
\hat{d}_{ij} = \sqrt{d_{mi}^2 + d_{mj}^2 - 2d_{mi}d_{mj}\cos(\phi_m)}
\]

(24)

where the parameters inside the square root are defined as (17) and (18). For \( J > 1 \), \( \sigma_{ij}^2/J \ll d_{ij}^2 \) and \( \sigma_j^2/J = 0, \forall i \neq j \in \{1, 2, 3\} \) with high probability and (26) can be approximated as [15]:

\[
\hat{d}_{ij} = d_{ij} + N(0, \frac{\sigma_j^2}{J})
\]

(27)

Substituting (27) as the estimate of \( d_{ij} \) in (23)-(25) results in the following rate region (it can be shown that this is the best that each potential eavesdropper can do):
Theorem 2: Using unlimited public channel in the pairwise key sharing from the localization information, all rates in the closure of the set of all key rate triples \((R_{12}, R_{13}, R_{23})\) that satisfy the following region, are achievable:

\[
R_{12} > 0, \quad R_{13} > 0, \quad R_{23} > 0,
\]

\[
R_{12} \leq \frac{1}{2} \mathbb{E}(\log(1 + \frac{d_{12}^2 J_1(\hat{\sigma}_{12}^2 - \sigma_{12}^2)}{(d_{12}^2 J_1 + \sigma_{12}^2)(2d_{12}^2 J_1 \sigma_{12}^2 + \sigma_{12}^4)})^+) \tag{28}
\]

\[
R_{13} \leq \frac{1}{2} \mathbb{E}(\log(1 + \frac{d_{13}^2 J_2(\hat{\sigma}_{13}^2 - \sigma_{13}^2)}{(d_{13}^2 J_2 + \sigma_{13}^2)(2d_{13}^2 J_2 \sigma_{13}^2 + \sigma_{13}^4)})^+) \tag{29}
\]

\[
R_{23} \leq \frac{1}{2} \mathbb{E}(\log(1 + \frac{d_{23}^2 J_3(\hat{\sigma}_{23}^2 - \sigma_{23}^2)}{(d_{23}^2 J_3 + \sigma_{23}^2)(2d_{23}^2 J_3 \sigma_{23}^2 + \sigma_{23}^4)})^+) \tag{30}
\]

in which \(E\) is the expectation with respect to \((d_{12}, d_{13}, d_{23})\) and

\[
\hat{\sigma}_{ij}^2 \triangleq \sigma_{im}^2 + \sigma_{jm}^2 + \text{Const}_{d_{i1},d_{i3},d_{23}} \left( \frac{\sigma_{im}^2}{4d_{ij}^2} - \frac{\sigma_{jm}^2}{4d_{ij}^2} - \frac{\sigma_{im}^2}{4d_{ij}^2} \right) \tag{31}
\]

for \(\text{Const}_{d_{i1},d_{i3},d_{23}} = (d_{12} + d_{13} + d_{23})(d_{12} + d_{13} - d_{23})(d_{13} + d_{23} - d_{12})(d_{12} + d_{23} - d_{13})\).

Proof: The proof is given in Appendix B in [18].

In the following, we give an outer bound on the key capacity region in the described setup for unlimited public channel based on the explicit outer bound in [11].

Corollary 1: Using unlimited public channel in the pairwise key agreement from localization information, the following is an outer bound on the pairwise key capacity region:

\[
R_{12} > 0, \quad R_{13} > 0, \quad R_{23} > 0, \quad R_{12} \leq \frac{1}{2} \mathbb{E}(\log(1 + \frac{\mathbb{E}(\hat{\sigma}_{12}^2)}{\sigma_{12}^2})) \tag{32}
\]

\[
R_{13} \leq \frac{1}{2} \log(1 + \frac{\mathbb{E}(\hat{\sigma}_{13}^2)}{\sigma_{13}^2}) \tag{33}
\]

\[
R_{23} \leq \frac{1}{2} \log(1 + \frac{\mathbb{E}(\hat{\sigma}_{23}^2)}{\sigma_{23}^2}) \tag{34}
\]

in which \(E\) is expected value with respect to \((d_{12}, d_{13}, d_{23})\) and \(\hat{\sigma}_{ij}^2\) is defined as (32).

Proof: The proof is given in Appendix C [18].

B. rate-limited public channel

In this case, the information sent by the users over the public channel should be subject to the respective rate constraints. In particular, a noisy version of the observation at each user can be considered for the key generation. To apply this constraint, we set:

\[
S_{ij} = d_{ij} + D_{ij} \tag{35}
\]

in Theorem 1 where \(D_{ij} \sim \mathcal{N}(0, \sigma_{ij}^2)\). The noises \(D_{ij}\) are independent of each other and of all the observations. In fact \(S_{ij}\) is a noisy version of \(d_{ij}\) where its related information can be sent by user \(i\) through the public channel with rate constraint \(R_{ij}\). It should be noted that in the case of rate-limited public channel, we cannot assume one-way communication between each pair and we need to consider the general two-way communications to derive the largest rate region. By considering all the auxiliary random variables of Theorem 1 as (36) and applying the rate constraints in (10)-(16) in Theorem 1, we deduce:

\[
Theorem 3: Using public channels with rates \((R_1, R_2, R_3)\), respectively, at users 1,2,3 in the pairwise key sharing from localization information, the pairwise key rate region on the top of the next page is achievable which is subject to the constraints:

\[
\frac{1}{2} \mathbb{E}(\log(1 + \frac{2(d_{12}^2 J_1 + \sigma_{12}^2)\sigma_{12}^2}{(d_{12}^2 J_1 + \sigma_{12}^2)(2d_{12}^2 J_1 \sigma_{12}^2 + \sigma_{12}^4)})^+) \leq R_1 \tag{36}
\]

\[
\frac{1}{2} \mathbb{E}(\log(1 + \frac{2(d_{13}^2 J_2 + \sigma_{13}^2)\sigma_{13}^2}{(d_{13}^2 J_2 + \sigma_{13}^2)(2d_{13}^2 J_2 \sigma_{13}^2 + \sigma_{13}^4)})^+) \leq R_2 \tag{37}
\]

\[
\frac{1}{2} \mathbb{E}(\log(1 + \frac{2(d_{23}^2 J_3 + \sigma_{23}^2)\sigma_{23}^2}{(d_{23}^2 J_3 + \sigma_{23}^2)(2d_{23}^2 J_3 \sigma_{23}^2 + \sigma_{23}^4)})^+) \leq R_3 \tag{38}
\]

Proof: The proof is given in Appendix B in [18].

V. Numerical Results

In this section, numerical evaluation of the results in Sections IV-A and IV-B is given. We assume that at each time slot, all users’ locations are characterized by i.i.d. circularly symmetric zero mean, unit variance Gaussian random variables. First we consider unlimited public channel case. We set \(\sigma_{12}^2 = \sigma_{23}^2 = \sigma_{13}^2 = \sigma_2^2 = \sigma_3^2 = \sigma_1^2 = 0.1\) and plot the key rates as functions of \(\sigma_{12}^2\). Because of symmetry, the bounds on the rates \(R_{12}\) and \(R_{23}\) are the same and hence, we analyse one of them. In Fig. 3, the inner and outer bounds on key rates \(R_{12}\) and \(R_{13}\) are shown as functions of \(\sigma_{12}^2\). Clearly the bounds on \(R_{12}\) decrease as \(\sigma_{12}^2\) increases, while the bounds on \(R_{13}\) increase with the growth of \(\sigma_{12}^2\). However, for small values of \(\sigma_{12}^2\), the bounds on \(R_{12}\) are more affected compared to the bounds on \(R_{13}\).

Then, we analyse the key rate region in the rate-limited public channel case. We set \(R_1 = 5, R_2 = 2, R_3 = 8\) and \(\sigma_{12}^2 = \sigma_{23}^2 = \sigma_{13}^2 = \sigma_2^2 = \sigma_3^2 = \sigma_1^2 = 0.1\). In order to clarify the rate region, we project the 3-D region into three 2-D regions. As we discussed in Section IV-B, in the case of rate-limited public channel, we have two-way communication between each pair. Each user splits its available public channel rate to share keys with the other users while the public channel rates of the other users affect this splitting. As shown in Fig. 4–6, the rate regions are not necessarily rectangular in contrast to the case of unlimited public channel. Obviously, the achievable rates are significantly smaller than the corresponding values in Fig. 3 where unlimited public channel is assumed (respective rates at Fig. 3 for \(\sigma_{12}^2 = 0.1\)).
outer bounds on the key capacity region were analyzed for the case of i.i.d Gaussian observations. As a future work, we analyze the problem of pairwise key sharing between arbitrary number of users who access to limited public channel.

VI. CONCLUSION

The source model of pairwise secret key sharing was investigated with rate-limited public channel between three users. An inner bound on the key capacity region was derived for the general case of discrete memoryless source observations. We considered a setup in which the users exploited the distance between themselves as correlated observations to generate keys. Inner and

Fig. 4: $R_{12} - R_{13}$ with $R_1 = 0.5$, $R_2 = 2.0$, $R_3 = 8$

Fig. 5: $R_{12} - R_{23}$ with $R_1 = 0.5$, $R_2 = 2.0$, $R_3 = 8$
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Abstract—The broadcast channel (BC) with one confidential message and where the decoders cooperate via a one-sided link is considered. A messages triple with one common and two private messages is transmitted. The private message to the cooperative user is kept secret from the cooperation-aided user. An inner bound on the strong-secrecy-capacity region of the BC is derived. The inner bound is achieved by a channel-resolvability-based Marton code construction that double-bin the codebook of the secret message. Both the resolvability and the BC codes use the likelihood encoder to choose the transmitted codeword. The protocol uses the cooperation link to convey information on a portion of the non-confidential message and the common message. The inner bound is shown to be tight for the semi-deterministic and physically degraded cases.

Index Terms—Broadcast channel, resolvability, cooperation, physical-layer security, secrecy.

I. INTRODUCTION

We study broadcast channels (BCs) with one-sided decoder cooperation and one confidential message (Fig. 1). Cooperation is modeled as conferencing, i.e., information exchange via a rate-limited link that extends from one receiver (referred to as the cooperative receiver) to the other (the cooperation-aided receiver). The cooperative receiver possesses confidential information that should be kept secret from the other user.

By extending the coding schemes of Wyner [1] and Csiszár-Körner [2], multiuser settings with secrecy were extensively treated in the literature (e.g., cf. [3], [4] and references therein). These extensions use the so-called weak-secrecy metric, i.e., a vanishing information rate leakage to the eavesdropper. Observe that although the rate leakage vanishes with the block-length, the eavesdropper can decipher an increasing number of bits from the confidential message. This drawback was highlighted in [5], which instead advocated a secrecy measure referred to as strong-secrecy. We consider strong-secrecy by relying on work by Csiszár [6] and Hayashi [7] to relate the coding mechanism for secrecy to channel-resolvability rather than channel-capacity (see also [8]).

We first consider a state-dependent channel over which an encoder with non-causal access to the channel state sequence transmits a codeword and aims to make the conditional probability mass function (PMF) of the output given the state resemble a conditional product PMF. The underlying codebook coordinates the transmitted codeword with the state sequence by means of multicoding, i.e., by associating with every message a bin that contains enough codewords to ensure joint encoding (similar to a Gelfand-Pinsker codebook). Most encoders use joint typicality tests to determine the transmitted codeword. We instead adopt the likelihood encoder recently proposed in [9].

Our code ensures that the relation between its codewords correspond to the relation between the channel states and the input in the corresponding resolvability problem. A double-binning of the confidential message codebook allows joint encoding (outer bin layer) and preserves confidentiality (inner bin layer). The sizes of the inner bins are determined by conditions on the rates in our resolvability lemma. To match the conditions of the lemma, we use the likelihood encoder as the multicoding mechanism. Our protocol uses the cooperation link to convey information on a public message that is assembled from portions of the non-confidential message and the common message. The inner bound is shown to be tight for semi-deterministic (SD) and physically-degraded (PD) BCs. As a special case, our results captures the strong-secrecy-capacity region of the SD-BC (without cooperation) where the message to the deterministic user is confidential - an unsolved problem that has merit on its own.

We focus on the cooperative scenario to shed light on the interaction between user cooperation and secure communication. Without secrecy constraints, the public message comprises parts of both private messages [10]. This difference is fundamental when coding for secrecy because a cooperation protocol that shares information about the confidential message violates the secrecy constraint. Since the protocol relies on the cooperative user decoding the public message before sharing it, this difference results in an additional loss in the rate of the confidential message (on top of the loss due to secrecy). The restricted cooperation protocol encapsulates the tension between secrecy and cooperation.

To the best of our knowledge, we present here the first resolvability-based Marton code. This is also a first demonstration of the likelihood encoder’s usefulness in the context of secrecy for channel coding problems. From a broader perspective, our resolvability lemma is a tool for upgrading weak-secrecy to strong-secrecy in settings with Marton coding. The reader is referred to [11] for discussion and examples that
are not presented here due to space limitations.

This paper is organized as follows. Sections II and III provide preliminaries and state a central lemma, respectively. In section IV we introduce the cooperative BC and state our inner bound and capacity results. Proofs are given in Section V.

II. Notations and Preliminaries

We use notation from [11, Section II]. The total variational (TV) distance between two PMFs $P$ and $Q$ is

$$\|P - Q\| = \frac{1}{2} \sum_{x \in \mathcal{X}} |P(x) - Q(x)|$$

and the corresponding relative entropy is

$$D(P||Q) = \sum_{x \in \text{supp}(P)} P(x) \log \left( \frac{P(x)}{Q(x)} \right).$$

Remark 1 (Pinsker’s inequality shows that relative entropy is larger than TV distance. The reverse relation is not generally true, but there is a “reverse” Pinsker inequality for long sequences of independently and identically distributed (i.i.d.) random variables. That is, if $P \ll Q$ (i.e., $P$ is absolutely continuous with respect to $Q$), and $Q$ is an i.i.d. discrete distribution of variables, then $\|P - Q\|$ goes to zero and $n$ goes to infinity (see [12, Equation (29)]). In particular, (3) implies that an exponential decay of the TV distance produces an exponential decay of the informational divergence with the same exponent.

III. Conditional Relative Entropy Approximation

Consider a state-dependent discrete memoryless channel (DMC) over which an encoder with non-causal access to the i.i.d. state sequence transmits a codeword (Fig. 2). Each channel state is a pair $(S_0, S)$ of random variables drawn according to $Q_{S_0 S}$. The encoder superimposes its codebook on $S_0$ and then uses the likelihood encoder with respect to $S$ to choose the channel input sequence. The conditional PMF of the channel output, given the states, should approximate a conditional product distribution in terms of unnormalized relative entropy.

As shown in Section V-B, we construct a channel-resolvability-based Marton code for the cooperative BC in which the relations between the codewords correspond to those between the channel states and its input in the resolvability setup. The Marton code combines superposition coding and binning, hence the different roles the the state sequences $S_0$ and $S$ play in the subsequent resolvability codebook. Lemma 1 is then invoked to achieve strong-secrecy.

A. Problem Definition

The random variable $W$ is uniformly distributed over $W = [1: 2^nR]$ and is independent of $(S_0, S) \sim Q_{S_0 S}$. For any fixed $Q_{S_0 S},$ consider the following coding scheme.

Codebook Construction: For every $s_0 \in S_0$ generate a codebook $B_{n}(s_0)$ that comprises $2^nR$ bins, each associated with a different message $w \in W$ and contains $2^nR$ u-codewords that are drawn according to $Q_{U|S_0=s_0}^{\delta} \prod_{i=1}^{n} Q_{U_i|S_0}(\cdot|s_{0,i}).$ Let $B_n = \{B_{n}(s_0)\}_{s_0 \in S_0}$ denote this collection of codebooks and denote the codewords in the bin associated with $w \in W$ by $\{u(s_0, w, i, B_{n})\}_{i \in \mathcal{I}}$, where $\mathcal{I} = [1: 2^nR]$.

Encoding and Induced PMF: The encoding uses the likelihood encoder described by conditional PMF

$$f^{(LE)}(i|w, s_0, B_{n}) = \frac{Q_{S_0 U|S_0}(s_0|u(s_0, w, i, B_{n}), s_0)}{\sum_{i' \in \mathcal{I}} Q_{S_0 U|S_0}(s_0|u(s_0, w, i', B_{n}), s_0)}.$$

Upon observing $(w, s_0, s)$, an index $i \in \mathcal{I}$ is drawn according to (4). The codeword $u(s_0, w, i, B_{n})$ is passed through the DMC $Q_{U|S_0, S}^{\delta}$. The distribution induced by the resolvability codebook $B_n$ is

$$p^{(B_n)}(s_0, s, u, \mathcal{I}) = Q_{S_0 U|S_0}^{\delta}(s_0, s) 2^{-nR} f^{(LE)}(i|w, s_0, B_{n}) \times 1\{u(s_0, w, i, B_{n})=u\} Q_{U|S_0, S}^{\delta}(v|u(s_0, s, s)).$$

Furthermore, we use $B_n$ to denote a random codebook that adheres to the above construction.

Lemma 1 (Sufficient Conditions for Approximation) For any $Q_{S_0 S}$, $Q_{U|S_0, S}$ and $Q_{U|S_0, S}$ if $(R', R') \in \mathbb{R}_+^2$ satisfies

$$R' > I(U; S|S_0)$$

then

$$\lim_{n \to \infty} E_{B_n} D\left( f^{(B_n)}(s_0, s, u) \bigg| Q_{S_0 U|S_0}^{\delta}, Q_{S_0 U|S_0}^{\delta} \right) = 0.$$
where \( I \) is a random variable that represents the index chosen by the likelihood encoder \( f \).\\n
The proof of Lemma 2 relies on [9, Property 1]: for any \( \varepsilon > 0 \) and \( f : X \to \mathbb{R} \) bounded by \( b > 0 \), if \( \| f - \Lambda \| < \varepsilon \) then \( \mathbb{E}[f(X) - \mathbb{E}[f(X)] < \varepsilon b \). The proposition follows by taking \( f(S_0, S, U) \triangleq I \{ (S_0, S, U) \notin T_s^{(n)}(Q_{20, S, U}) \} \) and using (7).

IV. COOPERATIVE BROADCAST CHANNELS WITH ONE CONFIDENTIAL MESSAGE

A. Problem Definition

The discrete memoryless broadcast channel (DMBC) with cooperation and one confidential message is illustrated in Fig. 1. The channel has one sender and two receivers. The sender chooses a triple \( (m_0, m_1, m_2) \) of indices uniformly and independently from the set \( \{1:2^nR_0\} \times \{1:2^nR_1\} \times \{1:2^nR_2\} \) and maps them to a sequence \( x \in \mathbb{X}^n \), which is the channel input. The sequence \( x \) is transmitted over a BC with transition probability \( Q_{Y_1,Y_2}X \). If \( Q_{Y_1,Y_2}X \) factors as \( I \{ Y_1 = f(X) \} Q_{Y_2|X} \) or \( Q_{Y_1X}Q_{Y_2|X} \) then we call the BC SD or PD, respectively. The output sequence \( y_j \in \mathbb{Y}^n_j \), where \( j = 1, 2 \), is received by decoder \( J \). Decoder \( J \) produces a pair of estimates \( (\hat{m}_0, \hat{m}_1) \) of \( (m_0, m_1) \). Furthermore, the message \( m_1 \) is to be kept secret from Decoder 2. There is a one-sided noiseless cooperation link of rate \( R_{12} \) from Decoder 1 to Decoder 2. By conveying a message \( m_{12} \in \{1:2^{nR_{12}}\} \) over this link, Decoder 1 can share with Decoder 2 information about \( Y_1 \), \( (\hat{m}_0, \hat{m}_1) \), or both.

**Definition 1 (Code)** An \((n, R_{12}, R_0, R_1, R_2)\) code \( C_n \) for the BC with cooperation and one confidential message has: (i) Four message sets \( M_{12} = \{1:2^nR_{12}\} \) and \( M_j = \{1:2^nR_j\}, j = 0, 1, 2; \) (ii) A stochastic encoder described by a stochastic matrix \( f(x)^{M_0,M_1,M_2} \) on \( \mathbb{X}^n \); (iii) A decoder cooperation function \( f_2 : \mathbb{Y}^n_0 \to M_{12} \); (iv) Two decoding functions \( \phi_1 : \mathbb{Y}^n_1 \to M_0 \times M_1 \) and \( \phi_2 : \mathbb{Y}^n_2 \times M_{12} \to M_0 \times M_2 \).

**Definition 2 (Error Probability)** The average error probability for an \((n, R_{12}, R_0, R_1, R_2)\) code \( C_n \) is

\[
P_e(C_n) = \mathbb{P}(C_n) \left( (M_0^{(1)}, M_0^{(2)}, M_1, M_2) \neq (M_0, M_0, M_1, M_2) \right),
\]

where \( \mathbb{P}(C_n) \) means that the probability is calculated with respect to the joint PMF induced by \( C_n \). Furthermore, \( (M_0^{(1)}, M_1) = \phi_1(Y_1) \) and \( (M_0^{(2)}, M_2) = \phi_2(Y_2, f_{12}(Y_1)) \).

The _information leakage_ at receiver 2 is measured by \( I(C_n) = I_{C_n}(M_1; M_2, Y_2) \), which is also calculated with respect to PMF induced by \( C_n \).

**Definition 3 (Achievability)** A rate tuple \((R_{12}, R_0, R_1, R_2)\) \( \in \mathbb{R}_+^4 \) is achievable if for any \( \varepsilon > 0 \) there is an \((n, R_{12}, R_0, R_1, R_2)\) code \( C_n \) with \( P_e(C_n) \leq \varepsilon \) and \( I(C_n) \leq \varepsilon \) for any \( n \) sufficiently large.

The strong-secrecy-capacity region \( C_S \) is the closure of the set of the achievable rates.

B. Strong-Secrecy-Capacity Bounds and Results

We state an inner bound on the strong-secrecy-capacity region \( C_S \) of a cooperative BC with one confidential message.

**Theorem 3 (Inner Bound)** Let \( R_1 \) be the closure of the union of the rate tuples \((R_{12}, R_0, R_1, R_2)\) \( \in \mathbb{R}_+^4 \) satisfying:

\[
R_1 \leq I(U_1; Y_1|U_0) - I(U_1; U_2, Y_2|U_0)
\]

\[
R_0 + R_1 \leq I(U_0, U_1; Y_1) - I(U_1; U_2, Y_2|U_0)
\]

\[
R_0 + R_2 \leq I(U_0, U_2; Y_2) + R_{12}
\]

\[
\sum_{j=0,1,2} R_j \leq I(U_0, U_1; Y_1) + I(U_2; Y_2|U_0) - I(U_1; U_2, Y_2|U_0),
\]

where the union is over all PMFs \( Q_{U_0, U_1, U_2, X|Y_1, Y_2} \). Then the inclusion \( R_1 \subseteq C_S \) holds.

The proof of Theorem 3 relies on a channel-resolvability-based Marton code and is given in Section V-B. The inner bound in Theorem 3 is tight for SD and PD BCS.

**Theorem 4 (Secrecy-Capacity for SD-BC)** The strong-secrecy-capacity region \( C_S^{(SD)} \) of a cooperative SD-BC with one confidential message is the closure of the union of rate tuples \((R_{12}, R_0, R_1, R_2)\) \( \in \mathbb{R}_+^4 \) satisfying:

\[
R_1 \leq H(Y_1|W, V, Y_2)
\]

\[
R_0 + R_1 \leq H(Y_1|W, V, Y_2) + I(W; Y_1)
\]

\[
R_0 + R_2 \leq I(W; V, Y_2) + R_{12}
\]

\[
\sum_{j=0,1,2} R_j \leq H(Y_1|W, V, Y_2) + I(V; Y_2|W) + I(W; Y_1),
\]

where the union is over all \( Q_{W,V,Y_1,X|Q_{Y_1,Y_2}} \) with \( Y_1 = f(X) \).

The direct part of Theorem 4 follows from Theorem 3 by setting \( U_0 = W, U_1 = Y_1 \) and \( U_2 = V \).

**Theorem 5 (Secrecy-Capacity for PD-BC)** The strong-secrecy-capacity region \( C_S^{(PD)} \) of a cooperative PD-BC with one confidential message is the closure of the union of rate tuples \((R_{12}, R_0, R_1, R_2)\) \( \in \mathbb{R}_+^4 \) satisfying:

\[
R_1 \leq I(X; Y_1|W) - I(X; Y_2|W)
\]

\[
R_0 + R_2 \leq I(W; Y_2) + R_{12}
\]

\[
\sum_{j=0,1,2} R_j \leq I(X; Y_1) - I(X; Y_2|W),
\]

where the union is over all \( Q_{W,X,Y_1,X|Q_{Y_1,Y_2}} \).

The achievability of \( C_S^{(PD)} \) follows by setting \( U_0 = W, U_1 = X \) and \( U_2 = 0 \) in Theorem 3.

**Remark 2 (Converse)** The converse proofs for Theorems 4 and 5 are omitted due to space limitations (see [11] for details). We remark that we used two distinct converse proofs. In the converse of Theorem 4, the fourth bound in (9) does not involve \( R_{12} \) since the auxiliary random variable \( W_i \) contains \( M_{12} \). With respect to this choice of \( W_i \), showing that \( W - X - (Y_1, Y_2) \) forms a Markov chain relies heavily on the SD property of the channel. For the PD-BC, however, such
an auxiliary is not feasible as it violates the Markov relation $W - X - Y_1 - Y_2$ induced by the channel. To circumvent this, in the converse of Theorem 5 we define $W_i$ without $Y_2$ and use the structure of the channel to keep $R_{12}$ appearing in the third rate bound in (10). Specifically, this argument relies on the relation $M_{12} = f_{12}(Y_1)$ and that $Y_2$ is a degraded version of $Y_1$, implying that all three messages $(M_0, M_1, M_2)$ are reliably decodable from $Y_1$ only.

V. PROOFS

A. Proof of Lemma 1

Note that the factorization of $P^{(B_n)}$ from (5) implies that $P_{S_0, S}^{(B_n)} = Q_{S_0, S}^{n}$. Therefore, to establish Lemma 1 we show that

$$\mathbb{E}_{\theta_n} D\left(P^{(B_n)}_{S_0, S, V} \left| \left| Q_{S_0, S, V}^{n} \right|\right| \rightarrow 0. \right.$$ (11)

For every fixed codebook $B_n$, $P^{(B_n)}_{S_0, S, V}$ is absolutely continuous with respect to $Q_{S_0, S, V}^{n}$. Combining this with Remark 1, a sufficient condition for (11) is that

$$\mathbb{E}_{\theta_n} \left[ D\left(P^{(B_n)}_{S_0, S, V} \left| \left| Q_{S_0, S, V}^{n} \right|\right| \rightarrow 0. \right.$$ (12)

To evaluate the TV distance in (12), define the ideal PMF of $(S_0, S, W, I, U, V)$ as $\Gamma_{S_0, S, W, I, U, V}(s, w, i, u, s, v) = Q_{S_0, S}^{n}(s, w) 2^{-n(R + R') I(u(s, w, i, u, s) = u)} \times Q_{V(U, S_0, S)}^{n}(v | u, s, s).

Using the TV distance triangle inequality, we upper bound the left-hand side of (12) by

$$\mathbb{E}_{\theta_n} \left[ D\left(P^{(B_n)}_{S_0, S, V} \left| \left| \Gamma_{S_0, S, W, I, U, V}^{n} \right|\right| \rightarrow 0. \right.$$ (13)

By [12, Corollary VII.5], the second expected TV distance decays exponentially fast as $n \to \infty$ if (6b) holds.

For the first term in (13), we use the following relations between $\Gamma$ and $P$ for every fixed codebook $B_n$, we have

$$\Gamma_{S_0, S, W, I, U, V}(s, w, i, u, s, v) = \Gamma^{(B_n)}_{S_0, S, W, I, U, V}(s, w, i, u, s, v) = \Gamma^{(B_n)}_{S_0, S, W, I, U, V}(s, w, i, u, s, v).$$

Consequently, basic properties of the TV distance and the symmetry in constructing $B_n$ give

$$\mathbb{E}_{\theta_n} \left[ D\left(P^{(B_n)}_{S_0, S, V} \left| \left| \Gamma_{S_0, S, W, I, U, V}^{n} \right|\right| \rightarrow 0. \right.$$ (14)

Invoking [12, Corollary VII.5] once more, (6a) implies that

$$(\text{Exponentially fast.})$$

B. Proof of Theorem 3

Codebook Generation: Split $M_2$ into two independent parts $(M_2, M_{22})$ with rates $R_{20}$ and $R_{22}$ that satisfy $R_0 = R_{20} + R_{22}$, and alphabets $\mathcal{M}_{20}$ and $\mathcal{M}_{22}$, respectively. $M_{21}$ is referred to as a public message while $M_{22}$ denotes private message number 2. We also use $M_p \triangleq M_{01} \times \mathcal{M}_{20}$ and $R_p \triangleq R_{01} + R_{20}$. Let $W$ be a random variable uniformly distributed over $\mathcal{W} = [1 : 2^{nR'}]$ and independent of $(M_0, M_1, M_2)$.

Generate a public message codebook $C_0$ that satisfies $2^{nR'} u_0$-codewords $u_0(m_p, C_0)$, $m_p \in \mathcal{M}_p$, drawn according to $Q_{U_0}^{n}$. Randomly and uniformly partition $C_0$ into $2^{nR'}$ bins $B(m_{12})$, where $m_{12} \in \mathcal{M}_{12}$.

For each $u_0(m_p, C_0)$, $m_p \in \mathcal{M}_p$, generate a codebook $C_2(m_p)$ that comprises $2^{nR'} u_2$-codewords $u_2$, each drawn according to $Q_{U_2}^{n}(\cdot | u_0(m_p, C_0))$ independent of all the other $u_1$-codewords. Label these codewords as $u_2(m_p, m_{11}, i, w, C_1)$, where $(m_{11}, i, w) \in \mathcal{M}_1 \times \mathcal{I} \times \mathcal{W}$ and $I \triangleq [1 : 2^{nR'}]$.

For each $u_0(m_p, C_0)$, $m_p \in \mathcal{M}_p$, also generate a codebook $C_2(m_p)$ that comprises $2^{nR'} u_2$-codewords, each associated with a private message $m_{22} \in \mathcal{M}_{22}$. Each $u_2$-codeword is drawn according to $Q_{U_2}^{n}(\cdot | u_0(m_p, C_0))$ independent of all the other $u_2$-codewords. Denote $C_2(m_p)$ as $u_2(m_p, C_2, C_2) \in \mathcal{M}_{22}$.

The channel input $x$ associated with a triple $(u_0, u_1, u_2)$ is generated according to $Q_{X|U_0, U_1, U_2}^{n}(x | u_0, u_1, u_2)$.

Decoding and Cooperation: Decoder 1: Searches for a unique triple $(m_{p}, m_{11}, m_{22}) \in \mathcal{M}_p \times \mathcal{M}_1 \times \mathcal{W}$, for which there is an index $i \in \mathcal{I}$ such that $(u_0(m_p, C_0), u_2(m_{p}, m_{11}, i, w, C_1), y_1)$ are in $T^{(n)}(Q_{U_0, U_1, Y_1})$. If such unique triple is found, $(\hat{m}_0, \hat{m}_1)$ is declared as the decoded message pair.

Cooperation: Having $(\hat{m}_{20}, m_{11}, i, w)$, Decoder 2 sends the bin number of $u_0(\hat{m}_{20}, C_0)$ to Decoder 2 via the cooperation link.

Decoder 2: Upon receiving $(m_{12}, y_0, y_2)$, Decoder 2 searches for a unique pair $(\hat{m}_{p}, m_{22}) \in \mathcal{M}_p \times \mathcal{M}_{22}$ such that $(u_0(\hat{m}_p, C_0), u_2(\hat{m}_p, m_{22}, C_2), y_2)$ is in $T^{(n)}(Q_{U_0, U_2, Y_2})$, where $u_0(\hat{m}_{20}) \in B(\hat{m}_{12})$. If such a unique pair is found, then $(\hat{m}_0, \hat{m}_2)$ is declared as the decoded message.

The error probability analysis, which we omit due to space limitations, uses Lemma 2 to first show that the above encoding process result in $u_0$, $u_1$, $u_2$, and $x$-sequences that are jointly typical. Then, by standard joint-typicality decoding arguments, reliability is established provided that $R' > I(U_1; U_2 | U_0)$

$$R' + R > I(U_1; U_2, Y_2 | U_0).$$

2The subsequent notations for codebooks omit the blocklength $n$. 
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\[ f_{BC}^{(LE)}(i | w, u_0(m_p, C_0), u_2(m_p, m_{22}, C_2), C_1) = \frac{Q^n_{U_2|U_1, U_0}(u_2(m_p, m_{22}, C_2) | u_1(m_p, m_1, i, w, C_1), u_0(m_p, C_0))}{\sum_{i' \in Z} Q^n_{U_2|U_1, U_0}(u_2(m_p, m_{22}, C_2) | u_1(m_p, m_1, i', w, C_1), u_0(m_p, C_0))} . \]

(15)

\[ I(M_1; M_{12}, Y_2|C) \leq EC_D \left(P_Y^{(C)}|M_{12}, U_0, U_2\right) \left| Q^n_{U_2|U_1, U_0}\right| P_Y^{(C)}|M_{12}, U_0, U_2\right) \]

(16)

\[ R_1 + R' + \tilde{R} < I(U_1; Y_1|U_0) \]
\[ R_0 + R_{20} + R_1 + R' + \tilde{R} < I(U_0; U_1; Y_1) \]
\[ R_{22} < I(U_2; Y_2|U_0) \]
\[ R_0 + R_2 - R_{22} < I(U_0; U_2; Y_2) . \]

Security Analysis: Let \( C_0 \) be random variables that represents a random public message codebook. Furthermore, let \( C_j \triangleq \{C_j(m_p)\}_{m_p \in \mathcal{M}_p} \), for \( j = 1, 2 \), be the private message codebooks 1 and 2, and \( C_1 \) and \( C_2 \) be the corresponding random codebooks. With some abuse of notation, we also use \( C \triangleq (C_0, C_1, C_2) \) and \( C \triangleq (C_0, C_1, C_2) \). Moreover, when clear from the context, we omit the functional dependencies of the \( u_j \)-codewords, \( j = 0, 1, 2 \), on the corresponding indices and codebooks, e.g., we write \( U_2 \) instead of \( U_2(M_p, M_{22}, C_2) \).

We start with the upper bound in (17) at the top of the page. Step (a) uses the independence of the messages \((M_p, M_{12}, M_{22})\), the deterministic dependence of \((M_{12}, U_0, U_2)\) on \((M_p, M_{22})\) and the relative entropy chain rule; (b) follows by the symmetry of the code construction with respect to the messages. To justify (c), first note that for any \( C = C_0 \), the conditional relative entropy with respect to \( P^{(C)}(u_0, u_2) \) is \( I(u_0; C_0) \), of the message \( M_1 \). The second difference is because conveying an \( M_{12} \) that holds any \( M_1 \) (in the form of its public part \( M_{10} \)) violates the secrecy requirement. Finally, a prefix channel \( Q_{X|U_0, U_1, U_2} \) is used to optimize randomness and, in turn, to conceal \( M_1 \) from the 2nd receiver.
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Abstract—In this work, we use context trees for privacy-preserving modeling of genetic sequences. The resulting estimated models are applied for functional comparison of genetic sequences in a privacy-preserving way. Here we define privacy as uncertainty about the genetic source sequence given its model and use equivocation to quantify it. We evaluate the performance of our approach on publicly available human genomic data. The simulation results confirm that the context trees can be effectively used to detect similar genetic sequences while guaranteeing high privacy levels. However, a trade-off between privacy and utility has to be taken into account in practical applications.

I. INTRODUCTION

With recent advances in genome sequencing technologies, genetic data is increasingly being used in everyday applications. Genes are studied to better understand inherited diseases, such as cancer; personalized medicine based on genetic analysis is used to determine the most effective medicine for patients; genetic material is used to identify individuals in forensic investigations. Therefore, more and more genetic sequences are being collected for research and analysis purposes. Several projects [1], [2], [3] have been initiated to identify and catalog similarities and differences between genetic sequences and relate these findings to medical conditions. The human reference genome has been reconstructed as a general reference and is a representative example of the human genome.

Disclosing one’s genetic data is often beneficial for medical purposes, however, this information is also considered to be privacy sensitive. Genetic sequences contain health-related information as well as information about one’s ancestry. Furthermore, genetic sequences are unique identifiers of human beings. Therefore privacy concerns are raised as this information can be misused by insurance companies, employers and forensic institutions. Remarkably, one’s genome is unique inherited information, of which disclosure is irreversible, thus affecting not only its owner but also the owner’s family members for many generations. As such, in modern society protection of genetic data becomes a crucial problem.

A. Related work

Traditionally, privacy-sensitive information (e.g. in medical profiles) is protected by data anonymization techniques through removing or aggregating the information that can be used to identify the corresponding individual (e.g. a name, birth date or address). Uniqueness of genetic data makes traditional anonymization techniques insufficient, as the data itself uniquely identifies its owner. Therefore, recently, privacy-preserving approaches for genome analysis became the focus of a research community. These approaches aim at analysis of genetic data while protecting the privacy of individuals that are involved.

Erlich et al. provided an overview of possible privacy breaches based on the information that can be derived from genetic databases, and reviewed a number of techniques for their prevention [9]. These techniques range from access control and data anonymization techniques to cryptographic solutions. There is also a large branch of research focusing on privacy-preserving sequence comparison. Works in this direction focus on privacy-preserving edit-distance computation between genetic sequences, and typically deploy secure multi-party computation and homomorphic encryption techniques [5], [11]. This approach has however a number of problems. First, due to computational complexity, these algorithms do not scale well to large sequences, while genetic sequences can reach three billion base pairs in length. Therefore, to implement these techniques, outsourcing of the expensive computations to the cloud is used, examples of the corresponding secure protocols can be found in [6], [7]. Moreover, since these approaches are based on cryptographic techniques, their security relies on hardness of the underlying problems and attacker’s computational power limitations. However, advances in computer power do not guarantee that such cryptographic techniques remain secure in the future. Therefore, given that the data is unique and inherited, information theoretic security is a desirable property for genomic data protection. Finally, edit-distance does not provide sufficient information to draw conclusions about functional similarity of genetic data to be used in genetic analysis.

B. Our contribution

In this paper we study generative statistical modeling of genetic sequences applied to sequence comparison and the privacy-preserving properties of these models. Note that genetic sequences can be seen as a natural code that sequentially encodes amino acids and proteins. Therefore models that take into account source memory, such as e.g. hidden Markov models, have been successfully used in genetic sequence
analysis [20]. Here we focus on the context-tree models, proposed and studied by Willems et al. [19]. These models are a special case of Markov chains and are closely related to the concept of k-mers\(^1\) used in Bioinformatics for statistical analysis of genetic data [4].

Application of context-tree models for genetic sequence comparison was proposed in [10]. Furthermore, it was shown in [12] that context trees can be applied to model coding and non-coding parts of genetic sequences. Following the Minimum Description Length (MDL) principle [15], in both [10] and [12] compression rate of genetic sequences given an estimated genetic sequence model was used to assess similarity of the compressed and modeled sequences.

In our setting, we assume that a genetic database is composed of genetic sequence models and some associated relevant metadata. This database can be used to search genetic sequences that are functionally similar to a query sequence. Here genetic models are the only genetic information that an attacker can deduce from the database, and therefore, we analyze privacy as the privacy of an underlying genetic source sequence given its model. Such models in general do not correspond to a single sequence but to a class of sequences. Clearly, the larger the class is, the better the privacy guarantees are. The privacy-preserving properties of the models are characterized by the uncertainty about the underlying source sequence and thus correspond to the entropy of the source model. Hence our approach provides information-theoretic security guarantees.

II. Background and notation

Genetic sequences are described in terms of four symbols from the alphabet \(\mathcal{A} = \{A, C, G, T\}\) that correspond to the DNA building blocks, called nucleobases, i.e. Adenine, Cytosine, Guanine and Thymine. Although genomes of different individuals are similar, each individual genome is unique. Differences between genetic sequences result from genetic variations that include substitution of one nucleotide with another one and insertion or deletion of a subsequence of nucleotides.

In the following, we denote by \(x_1^n = x_1x_2x_3 \ldots x_N \in \mathcal{A}^N\) a genetic sequence of length \(N\). Furthermore, a sequence of arbitrary length is denoted by \(x\), and a source sequence for which we construct the statistical model is denoted by \(\hat{x}\).

III. Sequence modeling

In this section we first introduce the concept of context trees, see e.g. [19], that we apply to model genetic sequences. Then, we describe our approach to estimate the model corresponding to a given sequence.

A. Context tree model for genetic sequences

A context tree is a tree structure whose nodes represent the memory of the source. Given an observed source sequence, each node in the tree is associated with a specific context that represents the past of the current symbol in the observed sequence. The leaves of the tree represent the contexts of maximum memory and have associated conditional probabilities, characterizing probability of generating a symbol from the source alphabet given its observed context.

More precisely, a genetic tree source is described in terms of a context-tree model \(\langle S_T, p_T \rangle\) represented by a quaternary-tree structure (resulting from the quaternary alphabet for genetic sequences), see e.g. Figure 1. The tree model \(\langle S_T, p_T \rangle\) defines the leaves or contexts \(s \in S_T\) and the conditional probability distribution \(p_T = \{p_T(x|s) : x \in \mathcal{A}, s \in S_T\}\), associated with occurrence of a symbol given its context. For an observed sequence \(x\), the context of a symbol \(x_i\) is defined by its at most \(D\) preceding symbols in reversed order, i.e. \(x_{i-1}x_{i-2} \ldots x_{i-D}\). Therefore, given a tree model, we can define a mapping \(\omega_{S_T}(x_{i-D}^{i+1}) \rightarrow s \in S_T\) that maps \(D\) preceding symbols of \(x_i\) to a leaf in the tree model and thus retrieve \(p_T(x_i|s)\), the probability of occurrence of symbol \(x_i\) after context \(s\) was observed. Then, given a tree source model, we can determine the probability of sequence \(x\) being generated by this source as follows:

\[
Pr(x|(S_T, p_T)) = \prod_{i} p_T(x_i|\omega_{S_T}(x_{i-D}^{i-1})).
\]

In general, for a given sequence, we do not know the actual source model that has generated this sequence. Therefore, we have to find a good estimate for it, i.e. given this sequence we have to estimate the corresponding contexts in the tree and the associated conditional distribution. In the following, we present the algorithm to estimate such models.

B. Model estimation

In order to estimate a tree model corresponding to sequence \(x\), we assume the model depth (or memory) to be \(D\). Now to estimate the sequence statistics, we process the sequence \(x\) in a sequential way. For each symbol in the sequence we find its context, defined by its \(D\) preceding symbols, and count the total number of occurrences \(n^x_s(x)\) of a symbol \(a \in \mathcal{A}\) with each observed context in the sequence. Here each distinct observed context becomes a leaf in the tree. Moreover, for the first symbol we assume some initial context \(s_1\). Now, given the contexts and the counts, the conditional probability distribution \(p_T(x|s)\) is estimated as follows:

\[
p_T(x|s) = \frac{n^x_s(x) + 1/2}{\sum_{a \in \mathcal{A}} n^x_s(a) + |\mathcal{A}|/2}, \quad x \in \mathcal{A}, s \in S_T.
\]

\[
\begin{array}{c}
\lambda \\
\downarrow \\
T \\
\downarrow p_T(\langle T \rangle) \\
G \\
\downarrow p_T(\langle G \rangle) \\
C \\
\downarrow p_T(\langle C \rangle) \\
AT \\
\downarrow p_T(\langle AT \rangle) \\
AG \\
\downarrow p_T(\langle AG \rangle) \\
AC \\
\downarrow p_T(\langle AC \rangle) \\
AA \\
\downarrow p_T(\langle AA \rangle)
\end{array}
\]

Fig. 1. An example of the context-tree model \(\langle S_T, p_T \rangle\) of depth 2, with root \(\lambda\) and set of leaves \(S_T = \{T, G, C, AT, AG, AC, AA\}\) with corresponding conditional probabilities, given by \(p_T = \{p_T(\langle s \rangle) : \forall s \in S_T\}\).

\(^1\)Typically, k-mers refer to all subsequences of length \(k\) occurring in the genetic sequence.
The source model of the sequence \( x \) is now defined by \( \langle S_T, P_T \rangle_x \), where \( S_T \) corresponds to the distinct contexts observed in the processed sequence \( x \) and represents the leafs of the tree model, and \( P_T = \{ p_T(x|s), x \in A, s \in S_T \} \) corresponds to the conditional probability distribution associated with each of these leafs.

### IV. Sequence comparison

In order to apply our context-tree models for sequence comparison, we need to define a measure to evaluate similarity of an arbitrary genetic sequence \( x \) to a source sequence \( \bar{x} \), given only its model \( \langle S_T, P_T \rangle_\bar{x} \). The MDL principle \[15\] states that the model that describes the data in the shortest possible way is the model that most probably generated this data. Observe that compression rate characterizes the amount of bits required to describe data in a concise way. Furthermore, the techniques presented in the previous section originally aimed at finding good source coding distributions, and are characterized by asymptotically optimal performance. Thus based on the MDL principle and the fact that a model that closely relates to an observed sequence also results in a low compression rate, we use compression rate to characterize sequence similarity.

The compression rate of a sequence \( x^{M}_1 \), given a tree model \( \langle S_T, P_T \rangle \) is estimated as the logarithm of the probability of the sequence being generated by this model:

\[
R(x^{M}_1|\langle S_T, P_T \rangle) = -\frac{1}{M} \sum_{i=1}^{M} \log_2(p_T(x_i|ω_{S_T}(x^{i-1}_{i-1}))).
\]

(3)

For our problem, we use parameter \( p_T \) equals 1/4, when there is no leaf in \( S_T \) associated with a subsequence in \( x^{M}_1 \).

Clearly, compression rate of a sequence given its model depends on both accuracy and complexity of this model. Therefore, to take into account model complexity we will use compression rate of a sequence \( x \) given a source model of \( \bar{x} \) relative to the compression rate of this sequence given its own model. Thus in this work we use the normalized information gain as a similarity measure, defined as

\[
\frac{\Delta R(\bar{x})}{R_{\bar{a}}} = \frac{R(\bar{x}|\langle S_{T}, P_{T} \rangle_\bar{a}) - R_{\bar{a}}}{R_{\bar{a}}},
\]

(4)

where \( R_{\bar{a}} = R(\bar{x}|\langle S_{T}, P_{T} \rangle_\bar{a}) \) is the compression rate of the sequence \( \bar{x} \) given its own model.

Note that while estimating the compression rate for the query sequence, the best (lowest) compression rate is achieved with the model that corresponds to the query sequence itself. Furthermore, the more similar the query sequence is to the source sequence, the more similar their models are, and thus the better the compression that is achieved using the model corresponding to the source sequence. Therefore, for statistically similar sequences the resulting information gain will be small. Also the opposite is true, and for sequences with very distinct models, the information gain achieved with the correct model will be high.

We will use information gain estimates based on the context-tree models to determine whether the genetic sequences are (functionally) similar or not. The utility of our approach is tested on the publicly available genetic data to which mutations are introduced, in Section VI.

### V. Privacy analysis

Another aspect of genetic sequence modeling that we study in this paper is privacy. Here we regard privacy as uncertainty about the source sequence \( \bar{x} \), given its corresponding model \( \langle S_T, P_T \rangle_\bar{x} \). For the attack model we assume that an attacker only has access to the sequence models. Note that the sequence models actually correspond to a class of sequences, therefore the attacker’s best strategy is to reconstruct the most probable sequence that can be generated by the given sequence model. However, the context-tree models correspond to a class of sequences that are all generated by this model with equal probability. Thus the attacker cannot distinguish the original sequence \( x \) from the other sequences that can be generated by the model.

In order to measure the privacy level of our models, we define privacy as a function of the number of sequences corresponding to the model of the underlying source sequence. This measure of privacy is known as equivocation \[16\] and is given by

\[
E(\bar{x}) = H(\bar{x}|\langle S_{T}, P_{T} \rangle_\bar{a}) = \log_2(K),
\]

(5)

where \( K \) is the number of sequences that are generated by the model \( \langle S_T, P_T \rangle_\bar{x} \). The next step is to estimate the equivocation of our context-tree models.

#### A. Type-class cardinality

The type-class \( T \), see \[8\] and \[14\], of a sequence \( \bar{x} \) with respect to a tree model is defined as the set of sequences that have the same symbol counts \( n^a_s \) in the leafs of their tree model as the source sequence \( \bar{x} \), i.e.:

\[
T_{S_T}(\bar{x}) = \{ \bar{x} \in A^N : n^a_s(\bar{x}) = n^a_s(\bar{x}), \forall s \in S_T, a \in A \}.
\]

(6)

Note that our context-tree model only contains conditional probabilities and no symbol counts in its leafs. Therefore, to construct the type-class, one first needs to estimate the counts from the available conditional probabilities. This requires knowledge of the length of the original sequence used to construct the model. While this information is in general not available, we can assume that one (e.g. the attacker) can approximate or make an assumption about the sequence length \( \bar{N} \), approximate the counts, and then construct the type-class. Clearly, since all the sequences from the type-class are equiprobable from an attacker point of view, the cardinality of the type-class provides us with the number of sequences \( K \) that are generated by the corresponding model, and thus can be used to get the equivocation estimate.

We use Whittle’s formula \[18\] to calculate the cardinality of a type-class, given the transition frequency matrix \( F_S \) (see the next subsection for the details) and the initial \( s_1 \) and final \( s_L \) contexts corresponding to the source sequence:

\[
K = |T_S(\bar{x})| = CS \prod_{s \in S} F_S(s, \cdot)! \prod_{t, v \in S} F_S(t, v)!,
\]

(7)
where $F_S(s, \star) = \sum_{v \in S} F_S(s, v)$ is the number of symbols emitted with context $s$, and $C_S$ is the cofactor of entry $(s_1, s_1)$ of $I - F_S$, with $F_S$ being the transition frequency matrix with normalized rows.

B. Transition frequency matrix

Given the context-tree model and the symbol counts in its leaves, an element of the transition frequency matrix $F_S(t, v)$ gives the number of times context $t$ is being followed by context $v$ in the source sequence, i.e.

$$F_S(t, v) = |\{i : 1 \leq i \leq N, s_i = t, s_{i+1} = v\}|, \quad t, v \in S_T,$$

where the context sequence $s^L_1 = \{s_1, \ldots, s_L\}$ is the concatenated set of contexts that occur successively in the sequence.

For the context-tree models described in Section III, the next context $s_{i+1}$ follows from the current context $s_i$ and current ($i^{th}$) symbol $x_i$ in the sequence: $s_{i+1} = x_i s_i^{D-1}$, where $D$ is the depth of the tree. Therefore, the transition frequency matrix can be constructed directly from the model counts $n^o_{s,t}$, $s \in S_T$ as

$$F_S(t, v) = \begin{cases} n^o_{s,t}, & v = a s_1^{D-1}, \ a \in A, \ t, v \in S_T \ , \\ 0, & \text{otherwise} \ . \end{cases}$$

In order to apply Whittle’s formula and evaluate the type-class size, besides the transition frequency matrix $F_S$, we also need to know the initial and final contexts that occurred in the source sequence. We assume that the initial context $s_1$ is predefined and that it is known. The final context $s_L$ can then be derived from the transition frequency matrix and the initial context using the flow conservation equations:

$$F_S(s, \star) + \delta_{s,s_1} = F_S(s, \star) + \delta_{s,s_L}, \quad s \in S, \quad (10)$$

$$\delta_{s,t} = \begin{cases} 1 \text{ if } s = t, \\ 0 \text{ otherwise} \ , \end{cases} \quad (11)$$

where $F_S(t, s) = \sum_{t \in S} F_S(t, s)$ is the number of transitions into context $s$. Now, given the transition frequency matrix and initial and final contexts, the privacy-preserving properties of our context-tree models are given by equivocation (5) estimated with the help of Whittle’s formula (7).

VI. EXPERIMENTAL RESULTS

In order to evaluate the performance of context trees for privacy-preserving sequence modeling, we apply our method to subsequences of the human reference genome [17]. We use a set of distinct genomic subsequences, each corresponding to a different gene. Moreover, for each gene we have generated a set of similar sequences by applying a predefined number of mutations. It is well-known that on average the genomes of human individuals are 99.5% similar [13]. These 0.5% of genetic variations come from different types of mutations, such as single nucleotide variants, indels (insertions or deletions of a block of nucleotides of length $<100$), and large-scale structural variants. Furthermore, most genetic variation occurs in a limited region of the human genome. In this work, we use a simplified mutation model, where we apply single nucleotide mutations of 1 per 1000, 1 per 100, and 1 per 10 base-pairs, as well as indels of length 10, occurring once per 1000 base-pairs, in order to simulate a set of similar sequences.

A. Utility performance

First, we evaluate the utility performance of the models for genetic sequence comparison as a function of tree-depth (characterizing model complexity) and sequence length. We start with estimating the compression rate of the source sequence, see Figure 2. Note that as the compression rate is measured in bits per base-pair (bp), a compression rate smaller than 2 corresponds to actual compression of the sequence. On average the compression performance of the context-tree models improves when larger tree-depth is used. Since compression rate indicates how well the model fits the data, we may conclude that including larger memory in the models and thus increasing its complexity helps to better describe the gene data. This can be supported by data interpretation, since genes correspond to coding regions of the genomes. However, compression rate of individual sequences does not provide information about the specificity of the model when distinguishing between different sequences.

Next, we evaluate the performance of the context-tree models in distinguishing whether the sequences are similar or not. We have evaluated the normalized information gain for sequences with various rates of mutation in comparison to the source sequence, see Figure 3. Furthermore, we have also applied the context-tree models to estimate the normalized information gain corresponding to the other genes, see
Figure 3. Based on our results, we conclude that the context-tree models can be applied to efficiently distinguish between similar (sequences with mutation rate smaller than 1/100) and non-similar sequences by defining an appropriate threshold. Note that models with higher complexity perform better in distinguishing between similar and distinct sequences. This is not surprising given the compression results discussed above.

Finally, we evaluate the performance of the context-tree models for distinguishing sequences with different functionalities. In this experiment we use sequences corresponding to different genes (or functionalities). Furthermore, we have simulated a set of sequences with similar functionalities by introducing the following mutations: 1 mutation per 1000, 1 mutation per 100, and 10 indels per 1000 base-pairs in comparison to the source sequences. Figure 4 shows the resulting ROC curves demonstrating the performance of models with different complexity. We conclude that a perfect distinction can be achieved with the models of depth 3 or larger, but also the models of depth 2 achieve an acceptable performance.

B. Privacy performance

Finally, we evaluate the privacy-preserving properties of our models in terms of equivocation. We plot equivocation as a function of sequence length in Figure 5. We see that with our models we can achieve very high privacy levels. In contrast to the information gain, improved equivocation is achieved for smaller tree-depth. Therefore there exists a trade-off between privacy and utility that should be taken into account when selecting models for privacy-preserving genetic sequence comparison.

VII. CONCLUSIONS

In this paper we have studied the use of context-tree models for privacy-preserving modeling of genetic sequences in application to sequence comparison. We have focused on functional similarity that can be expressed as statistical similarity of compared sequences, and used normalized information gain as a similarity measure. Furthermore, privacy of the context-tree models is given in terms of equivocation, that characterizes uncertainty about the source sequence given its model. Based on the experimental results, we can conclude that context-tree models can be successfully applied for privacy-preserving sequence comparison resulting in both good discriminating and privacy performance. However, since
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Abstract—In this paper, we maximize the expected achievable rate of buffer-aided relaying by using a hybrid scheme that combines three transmission strategies, which are decode-and-forward (DF), compress-and-forward (CF) and direct transmission (DT). The proposed hybrid scheme is dynamically adapted based on the channel state information. This includes adjusting the data rate and compression when compress-and-forward is selected. We apply this scheme to three different models of the Gaussian block-fading relay channel, depending on whether the relay is half or full duplex and whether the source and the relay have orthogonal or non-orthogonal channel access. The integration and optimization of these three strategies provide a more generic and fundamental solution and give better achievable rates than the known schemes for buffer-aided relaying. We compare the achievable rates to the upper-bounds of the ergodic capacity for each one of the three channel models.

I. INTRODUCTION

As well-known, important capacity theorems were established for the physically degraded and reversely degraded discrete memoryless full-duplex relay channel in [1]. This topic has emerged as an important research area in the wireless communication field as well [2], [3]. Achievable rates and capacity upper-bound results for half-duplex relays in fixed-gain Gaussian channels were provided in the literature assuming non-orthogonal channel access of the source and relay [4], and also assuming orthogonal channel access [5], [6]. More recent results were provided in [7]. We know from these references that, similar to the full-duplex case [1], [8], the best known upper bounds on the capacity are the max-flow min-cut bounds, and that there are three different coding strategies that maximize the achievable rates, which are decode-and-forward (DF), compress-and-forward (CF) and direct transmission (DT) from the source to the destination. None of these three strategies is globally dominant over the other two, but rather each one of them can achieve higher rates than the others in specific scenarios depending on the qualities of the source-relay, source-destination and relay-destination channels. Furthermore, there are other contributions in the literature that consider fading relay channels. For example, the quasi-static (block-fading) half-duplex relay channel was studied, and it was shown that dynamic adaptation of the transmission strategies using DF and DT is needed in order to maximize the expected achievable rates [9]. However, CF was not considered and channel allocation was fixed beforehand and not subject to optimization therein. It is obvious that making channel allocation dynamic and subject to optimization would add to the degrees of freedom in the system design and enable achieving higher rates. Optimal channel allocation for Gaussian (non-fading) orthogonal and non-orthogonal relay channels was considered in a number of papers, and the obtained results for the best achievable schemes were based on DF only [5], [10], [4]. Recently, “buffer-aided relaying” was proposed and studied for the cases when there is no direct link from the source to the destination [11], [12], [13], and also when the direct link is available and utilized [14]. We are interested in the latter case in this work.

Having gone through many of the most important works in the literature that considered block-fading relay channels, we still believe that there is room for improvement since they all focus on dynamic adaptation of decode-and-forward relaying strategies and they do not consider compress-and-forward as well, although there are certain scenarios over which CF can be better than DF as we know from the case of fixed-gain channels. So, in this work, we consider a buffer-aided hybrid scheme that combines DF, CF and DT and switches among them dynamically based on the channel conditions, and we consider optimizing the resource allocation for this hybrid scheme to maximize the expected achievable rates. We believe that this is an important contribution to the literature since it is more generic than the known schemes and, hence, it can achieve higher rates when optimized properly.

Before we end this section, we want to mention that the concept of “buffer-aided relaying” was also considered for dual-hop broadcast channels and it was called “joint user-and-hop scheduling” since the buffering capabilities are actually needed to enable dynamic and flexible scheduling (i.e. channel allocation) among multiple users (destination nodes) and the relay [15]. Also, it was also applied to other channel models that involve relaying such as the bi-directional relay channel [16], [17], the shared relay channel [18] and overlay cognitive radio networks [19]. The list of references on buffer-aided relaying provided here is not exhaustive.

II. BLOCK-FADING RELAY CHANNEL MODELS

We consider a three-node network that consists of a source (S) that wants to send information to a destination (D) with the assistance of a relay (R). We assume a Gaussian block-fading model for the channels between the nodes. We also assume that all channel blocks have the same duration (T in seconds) and bandwidth (W in Hz) and that they are large enough to
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II. BLOCK-FADING RELAY CHANNEL MODELS

We consider a three-node network that consists of a source (S) that wants to send information to a destination (D) with the assistance of a relay (R). We assume a Gaussian block-fading model for the channels between the nodes. We also assume that all channel blocks have the same duration (T in seconds) and bandwidth (W in Hz) and that they are large enough to
achieve the instantaneous capacity\(^1\). Furthermore, we assume that the source and relay transmit using a constant (maximum) power per unit bandwidth (in Jouls/sec/Hz). We investigate three different models for the relay channel that are shown in Fig 1. We call them; (a) half-duplex – orthogonal access, (b) full-duplex – non-orthogonal access, and (c) orthogonal access. In the figure, \(X_S[k]\) and \(X_R[k]\) are the transmitted (complex field) source signal and relay signal, respectively, in channel block \(k\). Similarly, \(Y_S[k]\) and \(Y_D[k]\) are the received signals at the relay and destination, respectively, and \(Z_S[k]\) and \(Z_D[k]\) are the added Gaussian noise at these two nodes, which are mutually independent and have circularly symmetric, complex Gaussian distribution with unit variance. Furthermore, \(h_{S\to D}[k]\), \(h_{S\to R}[k]\) and \(h_{R\to D}[k]\) are the channel complex coefficients, which stay constant during one channel block \(k\) and change randomly afterwards. The corresponding signal-to-noise-ratio (SNR) of these channels, in a given channel block \(k\), are denoted \(\gamma_{S\to D}[k]\), \(\gamma_{S\to R}[k]\) and \(\gamma_{R\to D}[k]\), respectively, where \(\gamma[k] = |h[k]|^2 P\). The probability density function (PDF) of the channel gain (\(|h[k]|^2\)) over each one of the three links is a continuous function. Over each link, the receiver knows the channel complex coefficient \(h[k]\) perfectly, but the corresponding transmitter\(^2\) knows only the channel gain \(|h[k]|^2\).

The controllable switch in channel model (a) makes only one of the two nodes (source or relay) transmit (subject to optimization). In channel model (c), \(Y_D[k]\) and \(Y_D[k]\) are the received signals from the source and the relay, respectively, over orthogonal channels. Both \(Z_D[k]\) and \(Z_D[k]\) are added Gaussian noise with unit variance. We assume that the two orthogonal channels have the same size (TW).

The instantaneous (i.e. in a given channel block \(k\) ) channel capacities are denoted be \(C_{SD}[k]\), \(C_{SR}[k]\) and \(C_{RD}[k]\) for the source-destination, source-relay and relay-destination links, respectively. For channel models (a) and (c), where we have orthogonal access, the channel capacities (per unit bandwidth) follow the well-known capacity of AWGN channels \(C_x[k] = \log (1 + \gamma_x), \forall x \in \{SD, SR, RD\}\). For channel model (b), where we have non-orthogonal access, the source-relay link will still be an AWGN channel. On the other hand, the source-destination and relay-destination links form a multiple-access channel (MAC). It can be proven\(^3\) that for optimality, the destination should decode the relay’s message first and then process the source’s message. Thus, \(C_{SD}[k] = \log (1 + \gamma_{SD}[k])\) and \(C_{RD}[k] = \log \left(1 + \frac{\gamma_{RD}[k]}{1 + \gamma_{SD}[k]}\right)\).

### III. Communication System Description

#### A. System Requirements

We investigate a hybrid communication scheme that combines three different strategies: direct transmission (DT), decode-and-forward (DF) and compress-and-forward (CF). These schemes are adapted dynamically and optimally based on the channel conditions in order to maximize the expected achievable rate. When the source transmits a new codeword, it decides (subject to optimization) if the codeword will be used for DT, DF or CF, and it adjusts the data rate (denoted by \(R_{DT}[k]\), \(R_{DF}[k]\) and \(R_{CF}[k]\)) of the codeword accordingly. As an optimization framework, we assume that the proposed hybrid scheme uses orthogonal time-sharing of the three transmission strategies in the same channel block. The time sharing ratios are subject to optimization. For notation, \(\theta_{DT}[k]\), \(\theta_{DF}[k]\) and \(\theta_{CF}[k]\) denote the time sharing ratio in a given channel block \(k\) for the DT, DF and CF transmission

\(^1\)As well-known, achieving the capacity requires infinite code length. However, with sufficiently long codewords, we can transmit at channel capacity with negligible probability of error.

\(^2\)This assumption is stemmed from practical system design considerations. As a consequence of it, beamforming of the source and relay signals towards the destination is not feasible, and, hence, \(\beta\) in formulas (5) and (7) in [4] equals zero under our assumptions.

\(^3\)The proof is omitted here for brevity. It is available in the full-version of this paper, which is available online [20].
strategies, respectively. They refer to the source transmission phase of all of these strategies.

In the DF case, the relay fully decodes the source message and it generates and stores an amount of information, denoted by $R_{CF}[k]$ that would be sufficient for the destination to decode the source message reliably (given that the destination utilizes both the source and relay signals to decode the source codeword). For example, the relay can store a bin index (in the sense of Slepian-Wolf coding [21]) of the source message that indicates the partition at which the source codeword lies. In the CF case, the relay encodes and stores a quantized version of the received signal using, e.g., Wyner-Ziv lossy source coding [22]. The data rate of this generated message by the relay is denoted by $R_{CF}[k]$.

In addition to the availability of the channel state information, another important requirement to support the adaptivity of the system is having unlimited buffering capability at the relay and the destination. This is because when the source transmits a new codeword and the relay decodes or compresses it, it does not forward it directly to the destination in the same or the following channel block, but it rather stores it and it adjusts its transmission rate based on the relay-destination channel quality. Thus, the relay might send the information bits that corresponds to one codeword of the source over multiple channel blocks or combine the information bits that corresponds to more than one codeword of the source. This was properly explained in [14].

B. Data Rates of CF

In CF, the data rate of the source codeword is bounded by the capacity of the single-input multiple-output (SIMO) channel assuming that the relay and destination are two antennas of the same receiver.

$$R_{CF}[k] < \theta_{CF}[k] \log (1 + \gamma_{SR}[k] + \gamma_{SD}[k])$$

Notice that if $R_{CF}[k] \leq \theta_{CF}[k]C_{SD}[k]$, then the destination can decode the source message via direct transmission and the relay does not need to forward anything. For notation, we define $\gamma_{CF}[k] = \exp \left( \frac{R_{CF}[k]}{\theta_{CF}[k]} \right) - 1$, where the data rate is measured in nats/sec/Hz.

Theorem 1 (Rate of compressed signal at the relay):

Given that $\gamma_{SD}[k] < \gamma_{CF}[k] < \gamma_{SR}[k] + \gamma_{SD}[k]$, the data rate of the encoded compressed signal by the relay must satisfy

$$R_{CF}[k] \geq \log \left( 1 + \frac{\gamma_{CF}[k] - \gamma_{SD}[k]}{\gamma_{SD}[k] + \gamma_{SR}[k] - \gamma_{CF}[k]} \left( 1 + \gamma_{SD}[k] + \gamma_{SR}[k] \right) \right)$$

in order to enable the destination to decode the source message reliably.

The proof is omitted here due to space constraint. It is available in [20].

C. Optimization Problem Formulation

We write the main optimization problem in a generic form that is applied to the three channel models in Fig. 1. We want to maximize the average total achievable rate of the relay channel, which is the sum of the rates achieved by the three transmission strategies. The relay should transmit sufficient amount of rate to enable the destination to decode the source messages reliably.

$$\max_{\zeta[k] \forall k} R_{DT} + R_{DF} + R_{CF}$$ (3a)

subject to

$$R_{RD} \geq R_{DF} + R_{CF},$$ (3b)

$$R_{DT}[k] = \theta_{DT}[k]C_{SD}[k],$$ (3c)

$$R_{DF}[k] = \theta_{DF}[k]C_{SR}[k],$$ (3d)

$$R_{CF}[k] = \theta_{CF}[k] \left( C_{SR}[k] - C_{SD}[k] \right)^+, \quad \text{(3e)}$$

$$R_{RD}[k] = \min \left( \theta_{RD}[k]C_{RD}[k], Q[k] \right), \quad \text{(3f)}$$

in addition to (1) and (2) (at equality).

In (3), $X = \lim_{K \to \infty} \frac{1}{K} \sum_{k=1}^{K} X[k], \forall X \in \{ R_{DT}, R_{DF}, R_{CF}, R_{RD}, R_{DF}, R_{CF} \}$. Furthermore, $Q[k]$ is the normalized total amount of information stored in the relay’s buffers at the start of channel block $k$, and $(x)^+ = \max(x, 0)$. $\zeta[k] = \{ \theta_{DT}[k], \theta_{DF}[k], \theta_{CF}[k], R_{CF}[k], \theta_{RD}[k] \}$ is the set of optimization variables for channel model (a). They are constrained by

$$\theta_{DT}[k] + \theta_{DF}[k] + \theta_{CF}[k] + \theta_{RD}[k] = 1$$ (4)

Eq. (4) only applies to channel model (a). In channel models (b) and (c), $\theta_{RD}[k] = 1$ over all channel blocks, and

$$\theta_{DT}[k] + \theta_{DF}[k] + \theta_{CF}[k] = 1$$ (5)

IV. OPTIMAL SOLUTION

We go through the main steps to be able to obtain the solution of (3).

Lemma 1 (Queue at edge of non-absorption):

A necessary condition for the optimal solution of (3) is that the queue in the buffer of the relay is at the edge of non-absorption. Consequently, for $K \to \infty$, the impact of the event $Q[k] = \theta_{RD}[k]C_{RD}[k], k = 1, \cdots, K$ is negligible. Therefore, the optimal solution will have

$$R_{RD} = \lim_{K \to \infty} \frac{1}{K} \sum_{k=1}^{K} \theta_{RD}[k]C_{RD}[k]$$ (6)

and the constraint (3b) will be satisfied at equality.

The proof follows the same steps that are given in [11, Theorem 1 and Theorem 2].

By using the Lagrangian dual problem of (3), we get

$$\max_{\zeta[k] \forall k} R_{DT} + R_{DF} + R_{CF} - \lambda (R_{DF} + R_{CF} - R_{RD})$$ (7)

where $\lambda \geq 0$ is the Lagrangian multiplier. A direct consequence of Lemma 1, in particular (6), is that the achievable rates in a given channel block $k$ are only dependent on their respective optimization variables $\zeta[k]$. Therefore, (7) can be transformed into a number $K$ of independent optimization problems that are solved independently.

$$\max_{\zeta[k]} R_{DT}[k] + R_{DF}[k] + R_{CF}[k] - \lambda (R_{DF}[k] + R_{CF}[k] - R_{RD}[k])$$ (8)
and λ in all K optimization problems should be adjusted
globally such that the constraint (3b) is satisfied at equality.
Therefore, the optimal value of λ depends on the channel statistics of the three links SD, SR and RD.

Based on the new defined notations, we can show that (8) can be written as
\[
\max_{\zeta[k] \in \{R_{CF}[k]\}} \theta_{DT[k]} \phi_{DT[k]} + \theta_{DF[k]} \phi_{DF[k]} + \theta_{CF[k]} \phi_{CF[k]} + \theta_{RD[k]} \phi_{RD}[k]
\]
where
\[
\phi_{DT[k]} = C_{SD}[k] \tag{10a}
\phi_{DF}[k] = R_{DF}[k]/\theta_{DF[k]} - \lambda R_{DF}[k]/\theta_{DF}[k] \tag{10b}
\phi_{CF}[k] = \max_{R_{CF}[k]/\theta_{CF}[k]} (R_{CF}[k]/\theta_{CF}[k] - \lambda R_{CF}[k]/\theta_{CF}[k]) \tag{10c}
\phi_{RD}[k] = \lambda C_{RD}[k] \tag{10d}
\]

Consequently, the optimization of \( R_{CF}[k]/\theta_{CF}[k] \) is independent of the optimal value of the channel access ratios. It depends on the value of λ, which is a global variable that is not a function of the instantaneous channel capacities in a given channel block k. This is valid for all three channel models under consideration.

**Theorem 2 (Optimal RCF allocation):**

Given that 0 ≤ λ ≤ 1, then the optimal RCF allocation is given by
\[
\frac{R_{CF}[k]}{\theta_{CF}[k]} = \max \left( \log \left( (1 - \lambda)(1 + \gamma_{SD}[k] + \gamma_{SR}[k]) \right), C_{SD}[k] \right) \tag{11}
\]
The proof can be obtained by solving the optimization problem (10c). The solution steps are omitted for brevity. They are available in [20].

A direct consequence of Theorem 2 is that in all channel blocks k that have \( RCF[k] > \theta_{CF[k]}C_{SD}[k] \), we will have
\[
\phi_{CF}[k] = \log(1 + \gamma_{SR}[k] + \gamma_{SD}[k]) + \lambda \log \left( \frac{1}{\gamma_{SR}[k]} \right)
\]
\[
+ \lambda \log(\lambda) + (1 - \lambda) \log(1 - \lambda) \tag{12}
\]

**Theorem 3 (Selecting transmission strategy):**

Given that λ < 1, the optimal solution will have only one transmission strategy (DF, CF or DT) selected per channel block k, and in channel model (a), either the source or the relay transmits and not both of them. The transmission strategy is selected according to
\[
\xi[k] = \arg \max_x \phi_x[k] \tag{13}
\]
where \( x \in \{DT, DF, CF, RD\} \) for channel model (a), or \( x \in \{DT, DF, CF\} \) for channel models (b) and (c). Thus, we get \( \theta_x[k] = 1 \) if \( \xi[k] = x \), and \( \theta_x[k] = 0 \) if \( \xi[k] \neq x \).

The proof is straightforward by solving (9). Notice that we assume that the channel gains are random variables with continuous probability distribution. Therefore, \( \phi \) of each transmission strategy will also be random, and the probability that two different strategies maximize (13) in a given channel block is zero. Consequently, the solution of (9) is always unique when λ < 1.

We can also prove that we have strong duality since the time-sharing condition (refer to [23]) is satisfied in our problem. Furthermore, we can prove that, regardless of the channel statistics, the optimal value of λ that maintains the constraint (3b) at equality will satisfy 0 ≤ λ ≤ 1. At the special case when λ = 1, which happens when the SR link is very strong, the solution will not be unique since \( \phi_{DT}[k] = \phi_{DF}[k] \) for all values of k at which \( \gamma_{SR}[k] \geq \gamma_{SD}[k] \). However, we can show that in this case, the optimal achievable rate will equal the capacity upper-bound. All of these proofs and extra details, including the characterization of upper bounds, can be found in [20].

**V. Numerical Results**

We make our numerical results assuming that the distance between the source and the destination is \( d_{SR} \), and the relay is located on the straight line between the source and the destination such that the distance between the source and the relay is \( d_{SR} \), and the distance between the relay and the destination is \( d_{RD} = d_{SD} - d_{SR} \). The channels between the nodes are Rayleigh block-faded, and the average channel qualities are given by this formula
\[
\gamma_x = \epsilon \left( \frac{d_x}{d_{SD}} \right)^{-\alpha} \tag{14}
\]
where \( x \in \{SR, RD, SD\} \), \( \alpha = 3 \) is the path loss exponent, and \( \epsilon \) is a constant that is related to the transmission power, antenna gains and total distance. We use two cases in the simulation, \( \epsilon = 10^{4.5} \approx 3,1623 \), which gives \( \gamma_{SD} = 5 \) dB, and \( \epsilon = 1 \), which gives \( \gamma_{SD} = 0 \) dB.

In the simulations (Figs. 2, 3, 4), we plot the expected achievable rates versus the normalized distance of the relay to the source \( d_{RD}/d_{SD} \). Also, we compare the optimal hybrid scheme to the upper-bounds and to sub-optimal schemes that use DF and DT without CF, or use CF and DT without DF.
VI. CONCLUSIONS

We showed in this paper how to integrate compress-and-forward with decode-and-forward in buffer-aided relaying systems, and we have applied that to three different models of the relay channel. For optimality, only one transmission strategy is selected in a given channel block based on the channel conditions. The optimization of the data rate for compress-and-forward is obtained using a simple closed-form formula. The numerical results demonstrated the gains of the proposed scheme.
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Abstract—Cognitive radio transceiver can opportunistically access the underutilized spectrum resource of primary systems for new wireless services. With interweave implementation, secondary packet transmission may be interrupted by the primary user’s transmission. To complement previous work on the resulting extended delivery time (EDT) [1], we consider secondary packet transmission with non-work-preserving strategy, i.e. interrupted packets will be re-transmitted. Both continuous sensing and periodic sensing cases are considered, for which EDT distributions are derived. Selected numerical and simulation results are presented to verify the mathematical formulation.
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I. INTRODUCTION

Radio spectrum scarcity is one of the most serious problems nowadays faced by the wireless communications industry. Cognitive radio is a promising solution to this emerging problem by exploiting temporal/spatial spectrum opportunities over the existing licensed frequency bands [2], [3]. Different implementation strategies exist for opportunistic spectrum access (OSA). In underlay cognitive radio implementation, the primary and secondary users simultaneously access the same spectrum, with a constraint on the interference that secondary user (SU) may cause to primary transmission. With interweave implementation, the SU can access a primary user (PU) channel only when the channel is not used by PUs, and must vacate the occupied channel when the PU appears. The secondary transmission of a given amount of data may involve multiple transmission attempts, resulting in extra transmission delay. When the secondary transmission is interrupted by PU activities, the secondary system can adopt either non-work-preserving strategy, where interrupted packets transmission must be repeated [4], or work-preserving strategy, where the secondary transmission can continue from the point where it was interrupted, without wasting the previous transmission [5]. In our previous work [1], we carried out a thorough statistical analysis on the extended delivery time (EDT) [4] of secondary packet transmission with work-preserving strategy, and then applied these results to the secondary queuing analysis. Typically, work-preserving packet transmission requires packets to be coded with certain rateless codes such as fountain codes, which may not be available in the secondary system.

There has been a continuing interest in the delay and throughput analysis for secondary systems [6]–[11]. There has been little previous work on delay analysis with periodic spectrum sensing. [12] discusses periodic sensing, focusing on a single secondary transmission slot. Design of periodic sensing parameters has been discussed in [13], [14], [8] derives expressions for average delay for continuous and periodic sensing. A framework of Markov decision processes is presented by [15] to derive the optimal policy for channel access under periodic sensing assumption.

In this paper, we investigate the statistical characteristics of the EDT with non-work-preserving strategy, and apply them to evaluate the delay performance of secondary transmission considering a high SNR regime. Analysis with non-work-preserving strategy is, in general, more challenging as the transmission of a secondary packet will involve an interweaved sequence of wasted transmission slots and waiting time slots, both of which can have random time duration, followed by the final successful transmission slot. Note that with work-preserving strategy, these are no wasted transmission slots. To the best of our knowledge, the complete statistics of the EDT for non-work-preserving strategy has not been investigated in literature. In this work, we first derive the exact expressions for the distribution function of EDT assuming a fixed packet transmission time in terms of moment generating function (MGF) and probability density function (PDF). Two spectrum sensing scenarios are considered – continuous sensing and periodic sensing. The generalization to random packet transmission time, due to the effect of fading wireless channel and noise, can be addressed in a similar manner as in [1], and is omitted here due to space limitation. We then apply the results on EDT to the secondary queuing analysis. Numerical and simulation results are presented to verify the analytical approach and illustrate secondary queuing performance.

The rest of this paper is organized as follows. In section II, we introduce the system model and the problem formulation. In section III, we analyze the EDT of a single packet for both continuous sensing case and periodic sensing case. In section
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IV. we present the average queuing delay of the secondary system in a general M/G/1 queuing set-up. Finally, this paper is concluded in section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider the opportunistic access of a single channel of the primary system. The PU occupies that channel according to a homogeneous continuous-time Markov chain with an average on-time of $\lambda$ and an average off-time of $\mu$. The SU opportunistically accesses the channel for data transmission. Specifically, the SU can use the channel only after PU stops transmission. As soon as the PU restarts transmission, the SU instantaneously stops its transmission.

The SU monitors PU activity through spectrum sensing\footnote{We assume perfect spectrum sensing here. The effect of imperfect sensing \cite{16}, \cite{17} will be considered in future work.}. With continuous sensing, the SU senses the channel for availability with a very small sensing period. Thus, the SU can start its transmission soon after the channel becomes available, with a negligible time delay. With periodic sensing, the SU senses the channel with an interval of $T_s$. On each sensing instance, if the PU is sensed busy, the SU will wait for $T_s$ time period and re-sense the channel. With periodic sensing, there is a small amount of time when the PU has stopped its transmission, but the SU has not yet acquired the channel, as illustrated in Fig. 1. During transmission, the SU continuously monitors PU activity and discontinues its transmission as soon as the PU restarts transmission. The continuous period of time during which the PU is transmitting is referred to as a waiting slot. Similarly, the continuous period of time during which the PU is off and the SU is transmitting is referred to as a transmission slot. For periodic sensing case, the waiting slot also includes the time duration when the PU has stopped transmission, but the SU has not sensed the channel yet.

In this work, we analyze the packet delivery time of secondary system, which comprises of an interleaved sequence of the wasted transmission times and the waiting times, followed by a successful transmission time. Note that a transmission slot is wasted if its duration is less than the time required to transmit the packet. The resulting EDT for a packet is mathematically given by $T_{ED} = T_w + T_{tr}$, where $T_w$ is the total of the waiting time and wasted transmission times for the SU, and $T_{tr}$ is the packet transmission time. In what follows, we first derive the distribution of the EDT $T_{ED}$ for continuous sensing and periodic sensing cases, which are then applied to the secondary queuing analysis in section IV.

III. EXTENDED DELIVERY TIME ANALYSIS

A. Continuous Sensing

The EDT for packet transmission by the SU consists of interweaved waiting slots and wasted transmission slots, followed by the final successful transmission slot of duration $T_{tr}$. The distribution of waiting time $T_w$ depends on whether the PU was on or off at the instant of packet arrival. We denote the PDF of the waiting time of the SU for the case when PU is on at the instant of packet arrival, and for the case when PU is off at that instant, by $f_{T_{w,p\text{-}on}}(t)$ and $f_{T_{w,p\text{-}off}}(t)$, respectively. The PDF of the EDT $T_{ED}$ for the SU is then given by

$$f_{T_{ED}}(t) = \frac{\lambda}{\lambda + \mu} f_{T_{w,p\text{-}on}}(t - T_{tr}) + \frac{\mu}{\lambda + \mu} f_{T_{w,p\text{-}off}}(t - T_{tr}),$$

(1)

where $\frac{\lambda}{\lambda + \mu}$ and $\frac{\mu}{\lambda + \mu}$ are the probability stations that the PU is on or off at the instant of packet arrival, respectively. The two probability density functions $f_{T_{w,p\text{-}on}}(t)$ and $f_{T_{w,p\text{-}off}}(t)$ above are calculated independently as follows.

Let $P_k$ be the probability that the SU was successful in sending the packet in the $k^{th}$ transmission slot. This means that each of the first $(k - 1)$ slots had a time duration of less than $T_{tr}$, while the $k^{th}$ transmission slot had a duration more than $T_{tr}$. Thus, $P_k$ can be calculated, while noting that the duration of secondary transmission slots is exponentially distributed with mean $\mu$, as

$$P_k = e^{-\frac{T_{tr}}{\mu}} \cdot \left(1 - e^{-\frac{T_{tr}}{\mu}}\right)^{k-1}.$$  

(2)

For the case when PU is off at the instant of packet arrival, if a certain packet is transmitted completely in the $k^{th}$ transmission slot, then the total wait time for that packet includes $(k - 1)$ secondary waiting slots and $(k - 1)$ wasted transmission slots. Note that the duration of each of these $(k - 1)$ waiting slots, denoted by the random variable $T_{wait\text{-}t}$, which is equal to PU on time, follows an exponential distribution with PDF given by $f_{T_{wait\text{-}t}}(t) = \frac{1}{\lambda} e^{-\frac{t}{\lambda}}$, while the duration of each of the previous $(k - 1)$ wasted secondary transmission slots, denoted by the random variable $T_{wait\text{-}w}$, follows a truncated exponential distribution, with PDF given by

$$f_{T_{wait\text{-}w}}(t) = \frac{1}{1 - e^{-\frac{T_{tr}}{\mu}}} \cdot (u(t) - u(t - T_{tr})).$$

(3)

where $u(t)$ is the unit step function. The MGF of $T_{w,p\text{-}off}$ for the continuous sensing case, $M_{T_{w,p\text{-}off}}(s)$ can be calculated as

$$M_{T_{w,p\text{-}off}}(s) = \sum_{k=1}^{\infty} P_k \cdot (M_{T_{wait\text{-}t}}(s))^{k-1} \cdot (M_{T_{wait\text{-}w}}(s))^{k-1},$$

(4)
where $\mathcal{M}_c(T_{\text{wait}}) (s)$ is the MGF of $T_{\text{wait}}$ for the continuous sensing case, given by

$$\mathcal{M}_c(T_{\text{wait}}) (s) = \frac{1}{1 - \lambda s },$$

and $\mathcal{M}_{T_{\text{waste}}} (s)$ is the MGF of $T_{\text{waste}}$, given by

$$\mathcal{M}_{T_{\text{waste}}} (s) = \frac{1}{(1 - \mu s)(1 - e^{-\mu s})}. $$

After substituting Eqs. (2), (5), and (6) into Eq. (4), performing some manipulation, using the following general formula for partial fractions,

$$\frac{1}{[x(x - a)]^n} = \sum_{j=0}^{n-1} (-1)^n \left( \frac{2n - j - 2}{n - 1} \right) \frac{1}{a^{n-j+1}} \times \frac{1}{x^j + \frac{(-1)^{j+1}}{x - a} \frac{1}{(x - a)^{j+1}}},$$

the proof of which is given in the appendix of [18], and taking the inverse MGF, we obtain Eq. (8) as the PDF of $T_{\text{waste}}$ for continuous sensing case, where $F_1(\ldots)$ is the generalized Hypergeometric function [19]. Note that the impulse corresponds to the case that the packet is transmitted without waiting. Further simplification of Eq. (8) is not evident.

For the case when PU is on at the instant of packet arrival, the MGF of $T_{w,p_{on}}$ for the continuous sensing case $\mathcal{M}_c(T_{w,p_{on}}) (s)$ can be similarly calculated as

$$\mathcal{M}_c(T_{w,p_{on}}) (s) = \sum_{k=1}^{\infty} \mathcal{P}_k \cdot (\mathcal{M}_c(T_{\text{wait}}) (s))^{k+1} \cdot (\mathcal{M}_{T_{\text{waste}}} (s))^{k-1}. $$

Using similar manipulations used for the PDF of $T_{w,p_{off}}$, the PDF of $T_{w,p_{on}}$ is obtained after simplification as shown in Eq. (10).

### B. Periodic Sensing

For the periodic sensing case, the PDF of the EDT $T_{ED}$ for the SU packet transmission is given by

$$f^{(p)}_{T_{ED}}(t) = \frac{\lambda}{\lambda + \mu} f^{(p)}_{T_{w,p_{on}}}(t - T_{s}) + \frac{\mu}{\lambda + \mu} f^{(p)}_{T_{w,p_{off}}}(t - T_{s}),$$

where $f^{(p)}_{T_{w,p_{on}}}(t)$ and $f^{(p)}_{T_{w,p_{off}}}(t)$ denote the PDFs of the waiting time of the SU with periodic sensing, for the case when PU is on at the instant of packet arrival, and for the case when PU is off at that instant, respectively. We again derive the PDF of waiting time through MGF approach. The MGF of $T_{w,p_{off}}$ for the periodic sensing case, $\mathcal{M}_{T_{w,p_{off}}} (s)$, can be calculated as

$$\mathcal{M}_{T_{w,p_{off}}} (s) = \sum_{k=1}^{\infty} \mathcal{P}_k \cdot (\mathcal{M}_{T_{\text{wait}}}(s))^{k-1} \cdot (\mathcal{M}_{T_{\text{waste}}}(s))^{k-1},$$

where $\mathcal{P}_k$ is given in Eq. (2), $\mathcal{M}_{T_{\text{waste}}}(s)$ is the MGF of the time duration of a wasted transmission slot $T_{\text{waste}}$, which is, noting that the PDF of $T_{\text{waste}}$ remains the same as given in Eq. (3) due to the memoryless property of exponential distribution, given in Eq. (6), and $\mathcal{M}_{T_{\text{wait}}}(s)$ denotes the MGF of the wait time in a single waiting slot. With periodic sensing, $T_{\text{wait}}$ consists of multiple $T_{\text{wait}}$, and follows a geometric distribution. The MGF can be obtained as

$$\mathcal{M}_{T_{w,p_{on}}} (s) = \sum_{n=1}^{\infty} (1 - \beta)^{n-1} e^{\frac{\beta}{\lambda + \mu} - \beta T_{s}}, $$

where $\beta$ denotes the probability that the primary user is on at a given sensing instant provided that it was on at the previous sensing instant $T_{s}$ time units earlier, given by $\beta = \frac{\lambda}{\lambda + \mu} e^{-(\lambda + \mu)T_{s}}$. Note that $\beta$ is a constant again due to the memoryless property of exponential distribution. Substituting Eqs. (2), (6), and (13) into Eq. (12), performing some manipulation, and taking the inverse MGF, we obtain the expression for $f^{(p)}_{T_{w,p_{on}}}(t)$ as shown in Eq. (14).

For the case when PU is on at the instant of packet arrival, the PDF of $T_{w,p_{on}}$ for the periodic sensing case can be similarly calculated as shown in Eq. (15). Note that the sequence of impulses corresponds to the case that the packet is transmitted in the first transmission attempt on acquiring the channel after a random number of sensing intervals/ attempts.

Fig. 3 plots the cumulative distribution function (CDF) of the EDT with periodic sensing, $F^{(p)}_{T_{ED}}(t)$, obtained by numerical integration of the analytical PDF expression given by Eq. (11). The corresponding plot for the simulation results is also shown. The perfect match between analytical and simulation results verify our analytical approach.

### IV. Application to Secondary Queuing Analysis

In this section, we consider the average transmission delay for the secondary system in a queuing set-up as an application of the analytical results in previous section. In particular, the secondary traffic intensity is high and, as such, a first-in-first-out queue is introduced to hold packets until transmission.
\[ f_{\text{T}_{w,p}^{\text{off}}}(t) = e^{-\frac{T_{tr}}{\lambda}} \delta(t) + e^{-\frac{T_{tr}}{\lambda + \mu}} (1 - e^{-\alpha t}) u(t) - e^{-\frac{T_{tr}}{\lambda + \mu}} (1 - e^{-\alpha(t + T_{tr})}) u(t - T_{tr}) + \sum_{i=1}^{\infty} \left( \frac{\lambda}{\lambda + \mu} \right)^i e^{-\frac{T_{tr}}{\lambda + \mu}} \left( 1 - e^{-\alpha t} \right) u(t - (i + 1)T_{tr}) \]

\times \left[ \int F_1(-i; -2i; -\alpha(t - iT_{tr})) e^{-(i+1)\frac{T_{tr}}{\lambda + \mu}} u(t - iT_{tr}) - F_1(-i; -2i; -\alpha(t - (i + 1)T_{tr})) e^{-(i+2)\frac{T_{tr}}{\lambda + \mu}} u(t - (i + 1)T_{tr}) \right] \].

(8)

\[ E[ST_{\text{pon}}] = E[ST_{\text{poff}}] + T_s \frac{1 - \beta}{\mu} \cdot e^{\frac{T_s}{\lambda}} \cdot \frac{T_s}{1 - \beta} . \] 

(18)

---

Fig. 3. Simulation verification for the analytical CDF of \( T_{\text{ED}} \) with periodic sensing (\( T_{tr} = 4 \text{ ms}, \lambda = 3 \text{ ms}, \mu = 2 \text{ ms}, \) and \( T_s = 0.5 \text{ ms} \)).

We assume that equal-sized packet arrival follows a Poisson process with intensity \( \frac{1}{T_{tr}} \) [1]. For the sake of simplicity, transmission time \( T_{tr} \) of all packets is assumed to be a fixed constant. As such, the secondary packet transmission can be modelled as a general M/G/1 queue, where the service time is closely related to the EDT studied in the previous section. Following the similar approach in Sec. IV-B of [1], we can analyze the queuing delay for non-work-preserving strategy.

We focus on the periodic sensing case in the following while noting the analysis for the continuous sensing scenarios can be similarly solved. Note the service time of a packet depends on whether the PU is on or off when the packet is available for transmission. To facilitate queuing analysis, we now calculate the first and second moments of the service time for these two types of packets.

First moments. The service time for packets seeing PU off is denoted by \( ST_{\text{poff}} \). Noting that \( ST_{\text{poff}} = T_{w,p} + T_{tr} \), due to the memoryless property of the non-work-preserving strategy, we can calculate its first moment \( E[ST_{\text{poff}}] \) by following the conditional expectation approach as

\[ E[ST_{\text{poff}}] = e^{-\frac{T_{tr}}{\lambda}} \cdot T_{tr} + (1 - e^{-\frac{T_{tr}}{\lambda}}) \cdot E[T_{\text{waste}} + T_{\text{wait}} + ST_{\text{poff}}] . \]

(16)

Here the first addition term corresponds to the case that the complete packet is successfully transmitted in the first transmission slot, and the second addition term refers to the case when the complete packet is not successfully transmitted. For periodic sensing, it can be shown, from Eqs. (6) and (13), that

\[ E[ST_{\text{poff}}] = \left( \frac{\mu}{\lambda} - 1 \right) \left( \mu + \frac{T_s}{1 - \beta} \right) . \]

(17)

The first moment of \( ST_{\text{poff}} \) can be calculated from Eq. (16) as

\[ E[ST_{\text{poff}}] = e^{-\frac{T_{tr}}{\lambda}} \cdot T_{tr} + (1 - e^{-\frac{T_{tr}}{\lambda}}) \cdot E[T_{\text{waste}} + T_{\text{wait}} + ST_{\text{poff}}] . \]

(18)

Since the case with PU on at the instant of packet arrival is precisely the same as the case of PU off at the instant of packet arrival preceded by a waiting slot, we can calculate \( E[ST_{\text{pon}}] \), the first moment of the service time for packets seeing PU on, as

\[ E[ST_{\text{pon}}] = E[ST_{\text{poff}}] + \frac{T_s}{1 - \beta} = \left( \frac{\mu}{\lambda} - 1 \right) \mu + e^{-\frac{T_{tr}}{\lambda}} \cdot \frac{T_s}{1 - \beta} . \]
Second moments. It can be shown from Eqs. (6) and (13) that $E[T_{w,1}^2] = T_{tr}^2 \frac{1}{1-\beta}$ and $E[T_{w,2}^2] = 2\mu^2 + \frac{e^{-\beta T_{tr}}}{1-e^{-\beta T_{tr}}} \left(-T_{tr}^2 - 2\mu T_{tr}\right)$. Using a similar equation as Eq. (16) for second moment, and simplifying, we obtain

$$E[ST_{p,eff}] = e^{\frac{T_{tr}}{\mu}} \left[-2T_{tr} \frac{T_s}{1-\beta} - 2\mu T_{tr}\right] + \left(\frac{e^{\frac{T_{tr}}{\mu}}}{\mu} - 1\right) \left(\frac{e^{\frac{T_{tr}}{\mu}}}{\mu} \left[2\mu T_{tr} + 2\mu^2 T_s + \mu T_s \frac{T_s}{1-\beta}\right]\right) + \left(\frac{e^{\frac{T_{tr}}{\mu}}}{\mu} - 1\right) \left(\frac{e^{\frac{T_{tr}}{\mu}}}{\mu} \frac{2T_s^2}{1-\beta} + 2\mu T_s \frac{T_s}{1-\beta}\right).$$

Similarly, the second moment of the service time for packets seeing PU on can be defined as $E[ST_{p,m}] = E[(T_{w,1} + ST_{p,eff})^2]$, and calculated as

$$E[ST_{p,m}^2] = e^{\frac{T_{tr}}{\mu}} \left[-2T_{tr} \frac{T_s}{1-\beta} - 2\mu T_{tr} + T_s \frac{T_s}{1-\beta}\right] + \left(\frac{e^{\frac{T_{tr}}{\mu}}}{\mu} - 1\right) \left(e^{\frac{T_{tr}}{\mu}} \left(\mu + T_s \frac{T_s}{1-\beta}\right)^2\right).$$

Finally, these moments can be substituted into Eqs. (45)-(55) of [1] to calculate the average queuing delay.

Fig. 4 shows the average delay including the queuing delay against the rate of arrival of data packets, for various values of $T_{tr}$, both for work-preserving and non-work-preserving strategies. It can be seen that as expected, work-preserving strategy always performs better than non-work-preserving strategy. Also, the performance difference between the two strategies reduces as the packet transmission time $T_{tr}$ decreases, as shown by the vertical lines in the figure.

V. CONCLUSION

This paper studied the extended delivery time of a data packet appearing at the secondary user in an interweave cognitive setup assuming non-work-preserving strategy. Exact analytical results for the probability distribution of the EDT for a fixed-size data packet were obtained for continuous sensing and periodic sensing cases. These results were then applied to analyze the expected delay of a packet at SU in a queuing setup. Simulation results were presented to verify the analytical results.
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Abstract—We show how a beamforming technique for analytical spatial filtering, called flexibeam, can be applied to mobile phone mast broadcasting so as to result in concentrations of power where devices are.

To that end, flexibeam is interpreted as transmission beamforming. An analytically described radiation pattern is extended from a sphere to Euclidean space. A continuous beamforming function is then obtained by the Fourier transform of the extended radiation pattern. We then show how a Gaussian filter can be approximately achieved using beamforming.

The method is then expanded by means of an example of a collection of mobile phone masts covering an area of Zurich city so as to concentrate energy where devices are concentrated.

I. INTRODUCTION

Beamforming has been deployed in mobile phone standards starting already with 2G. The techniques have become ever more sophisticated with each iteration. 4G/LTE, for example, deploys MIMO-based beamforming.

In general, direct multi-user beamforming [1], [2] – creating beams for each individual devices from mobile phone masts – is a gargantuan task. There are simply too many users, and a steady stream of accurate channel feedback [3] would be required to account people and vehicles moving around.

Yet algorithms deployed to date are variations on a theme within the MIMO framework: steering the beam towards a single point [4], [5], [6]. In practise, one would like to be able to concentrate energy in a way commensurate with the locations of devices, namely target areas of interest not single points, all the while building in tolerance for movement and imprecise location information.

To increase received power, LTE devices can receive signal from multiple base stations. This is a complex coordination protocol in general, and one key component to its efficiency is to have base stations target areas of importance. In this paper, we apply a technique called flexibeam, which determines beamforming weights that when applied approximate an optimal radiation pattern, so as to enable base stations to jointly concentrate energy where most devices are. The analytic framework allows tractable, numerically stable determination of beamforming weights. Aiming for areas rather than points minimises the required update rate, and reduces the communication requirement.

To this end, Section II derives flexibeam from an explicit transmit beamforming perspective. We then, in Section III, illustrate its application using a Gaussian approximation to track an object in the presence of uncertainty. Afterwards, in Section IV, we illustrate how energy can be concentrated around a certain area. There we take an example of devices concentrated around an area of Zurich city, and show how the target radiation pattern can be approximated by a series of Gaussian filters. We then illustrate how to determine each base station’s beamforming weights so as to concentrate energy where most devices are.

II. FLEXIBEAM FROM THE TRANSMIT PERSPECTIVE

In [7], we derived the receiving case for flexibeam. As a consequence of the reciprocity theorem [8], beam-shapes so designed can be used to receive or transmit. However, to gain insight into its operation and application, we now derive the transmission case directly.

Consider an array of \( L \) omni-directional receiving antennas, with unit gains and positions \( p_1, \ldots, p_L \in \mathbb{R}^n \). Each antenna emit an identical narrow-band signal \( s(t) \in \mathbb{C} \). Without loss of generality, let the wavelength of this signal be \( \lambda = 1 \). The signals originating from each antenna will sum coherently, producing a radiation pattern, also called beam-shape of the antenna array. To control this radiation pattern, different delays and gains are introduced at each antenna:

\[
x_i(t) = \gamma_i e^{j\phi_i} s(t),
\]

where \( \gamma_i > 0 \) and \( \phi_i \in [0, 2\pi] \) are respectively the gain and phase delay for antenna \( i \).

To increase received power, LTE devices can receive signal from multiple base stations. This is a complex coordination protocol in general, and one key component to its efficiency is to have base stations target areas of importance. In this paper, we apply a technique called flexibeam, which determines beamforming weights that when applied approximate an optimal radiation pattern, so as to enable base stations to jointly concentrate energy where most devices are. The analytic framework allows tractable, numerically stable determination of beamforming weights. Aiming for areas rather than points minimises the required update rate, and reduces the communication requirement.

To this end, Section II derives flexibeam from an explicit transmit beamforming perspective. We then, in Section III, illustrate its application using a Gaussian approximation to track an object in the presence of uncertainty. Afterwards, in Section IV, we illustrate how energy can be concentrated around a certain area. There we take an example of devices concentrated around an area of Zurich city, and show how the target radiation pattern can be approximated by a series of Gaussian filters. We then illustrate how to determine each base station’s beamforming weights so as to concentrate energy where most devices are.
where $r_0 \in S^{n-1}$ is the steering direction. Thus, the gains and delays at each antenna are respectively $\gamma_i = 1$ and $\phi_i = 2\pi (r_0, p_i)$.

Now consider a notional continuous field of antennas covering $\mathbb{R}^n$, over which we define a broadcast function $x(t, p) \in L^2(\mathbb{R}^n, \mathbb{C})$. This describes the signal that would be broadcasted by an antenna located at position $p$, and extends (1) to cover all points in $\mathbb{R}^n$:

$$x(t, p) = \gamma(p)e^{j\phi(p)}s(t) = w^*(p)s(t),$$

where $w \in L^2(\mathbb{R}^n, \mathbb{C})$ is the beamforming function, that generalises the concept of beamforming weights, and describes the gains and delays to be applied at each position $p \in \mathbb{R}^n$. The signals emitted by this continuous field of antennas generate constructive interference, and Eq. (2) becomes

$$y(t, r) = s(t) \left( \int_{\mathbb{R}^n} w^*(p)e^{-j2\pi (r,p)} dp \right),$$

$$= s(t)\hat{w}^*(r).$$

(3)

The beam-shape for the notional antenna field is then $\hat{w}(r) \in L^2(S^{n-1}, \mathbb{C})$. It describes the radiation strength of the beamformed antenna field towards various directions, and as such acts as a spatial filter. The link to the beamforming function is as follows:

$$\hat{w}(r) = \int_{\mathbb{R}^n} w(p)e^{j2\pi (r,p)} dp.$$  

The beamforming function was defined thus far only over the sphere $S^{n-1}$. To enable sampling at any point in the plane, and to have a realisable n-dimensional Fourier transform relationship, the filter needs to be extended to $\mathbb{R}^n$. Let then $\hat{w}: \mathbb{R}^n \rightarrow \mathbb{C}$ be a function whose $n$D Fourier transform exists, and on the hypersphere $S^{n-1}$ is equal to the target radiation pattern we would like to achieve. We call $\hat{w}(r)$ thus designed the extended radiation pattern.

The actual choice of extension is application dependent, and part of the design. The beamforming function can now be computed by the Fourier transform

$$w(p) = \int_{\mathbb{R}^n} \hat{w}(r)e^{-j2\pi (r,p)} dr.$$  

which, for an arbitrary target radiation pattern, would be calculated numerically. However, the target and extended radiation pattern can be designed so that an analytical Fourier transform exists. In particular, and relevant for the example we show in the next section, the n-dimensional symmetric Gaussian

$$\hat{w}(r) = \frac{1}{(2\pi)^{n/2} \sigma^n} e^{-\frac{|r-r_0|^2}{2\sigma^2}},$$

(5)

with mean $r_0 \in S^{n-1}$ and standard deviation $\sigma$ has Fourier transform

$$w(p) = (2\pi)^{n} e^{-2\pi^2 \sigma^2 ||p||^2} e^{-j2\pi (p,r_0)}.$$  

Consider now $L$ antennas with positions $p_i, i = 1 \ldots L$. The beamforming weight for antenna $i$ is then

$$\frac{w(p_i)}{\sqrt{\sum_{i=1}^L |w(p_i)|^2}} = \frac{w(p_i)}{\beta}.$$  

Hence, the gains $\gamma_i$ and phase delays $\phi_i$ for antenna $i$ are given by

$$\gamma_i = \frac{|w(p_i)|}{\beta}, \quad \phi_i = \arg(w(p_i)), \quad i = 1, \ldots, L.$$  

The normalisation $\beta$ prevents antennas from having too high diversity in magnitude, which would magnify their response to channel noise.
How closely the beamforming achieves the target radiation filter over the sphere \(S^0\) depends strongly on the number and position of the antennas. This effectively is the ability of an FIR filter to approximate an IIR filter using a given number of taps (antennas).

## III. Tracking with Flexibeam

Suppose we wish to track the direction of a target moving on the plane. We initially think it is located at \(\theta_0 = 45^\circ\), but are uncertain. If we try to target it using too narrow a beam we could miss the target altogether. We thus calculate beamforming weights using flexibeam so as to obtain a radiation pattern with a wide enough main lobe, centred around our estimate \(\theta_0 = 45^\circ\). This wider beam permits tracking for a longer period of time, which avoids having to refresh the beam too often as the target moves.

From experimental conditions, the optimal radiation pattern \(\hat{\bar{w}}(\theta)\) was estimated to be

\[
\hat{\bar{w}}(\theta) = \frac{1}{\sqrt{2\pi\Theta}} e^{-\frac{(\theta-\theta_0)^2}{2\Theta^2}},
\]

where \(\theta\) is an angle on the unit circle \(S^1\) measured in degrees, and \(\Theta = 40^\circ\) is the desired width of the main lobe. For practical purposes, we propose to extend \(\hat{\bar{w}}(\theta)\) to \(\mathbb{R}^2\) by the 2D symmetric Gaussian function (5), with \(r_0 = (1, 1)/\sqrt{2} \in S^1\), \(\sigma = \sqrt{2 - 2\cos \Theta}\). Strictly speaking, this is only an approximate extension of Eq. (7). However, for reasonable beam widths \(\Theta\), this approximation is accurate enough (see Fig. 2a), and conveniently provides us with an analytical expression for the beamforming function, shown on Fig. 2b.

The beamforming weights are determined by sampling the beamforming function at the antennas’ positions (see Fig. 2b). The resultant beam-shape in Fig. 2c can be seen in general to be a good approximation. In contrast, matched beamforming would require steering towards many directions to cover the same area, and hence would be more likely to miss the moving target if the refresh rate is not high enough.

For a fixed number of antennas Fig. 3a shows that for very small \(\Theta\) the beam-shape is essentially identical to the one from matched beamforming, while for larger \(\Theta\), the beam-shape struggles to cover the whole range (because the 2D Gaussian extension does not approximate well enough the target radiation filter over the sphere). For fixed \(\Theta\), Fig. 3b shows that the beam-shape becomes increasingly accurate as the number of antennas increases.

## IV. Example Using Mobile Base Stations

We now illustrate an example for beamforming a collection of 3G/4G transmitters, in order to cover optimally Bellevueplatz, a portion of the city of Zurich, given probable client positions. Bellevueplatz has an approximate area of 0.08 km\(^2\), and welcomes one of the biggest tram stations with correspondingly dense pedestrian traffic. For this experiment, we gathered positions of pedestrians in this area (black dots on Fig. 4), and inferred a continuous density function (the coloured regions). This density function is called the preference function. It describes where the power is most needed. The goal is then to beamform from each of the 10 transmitters (the coloured dots), so that they, based on pedestrian density, jointly cover the area well.

We assume devices are in the far-field and that the channel has a narrow bandwidth. For simplicity, we neglect signal attenuation. Each transmitter has 27 antennas arranged on three concentric circles of radii 5, 15 and 25cm respectively. Moreover, they are assumed to have an emission range of approximatively 100m. Hence, each transmitter only sees a circular cut of a 100m radius of the density function, which defines the individual transmitter preference function \(f_i \in L^2(\mathbb{R}^2), i = 1, \ldots , 10\).

The beam determination problem for each transmitter consists then of four steps:

1) Compute the target radiation pattern by taking the radial projection of the individual preference functions from...
Fig. 5: Circular cuts of the density function in Fig. 4 based on the range of each transmitter.

Fig. 6: Target radiation patterns for each transmitter and their approximation by a sum of weighted Gaussian functions.

(a) Target radiation patterns for each transmitter plotted over a segment of length $2\pi$.

(b) Approximation of the target radiation patterns by a sum of weighted Gaussian functions.

Fig. 7: Comparison between the target radiation pattern (coloured lines) and the actual achieved beam-shape (dashed grey lines) for each transmitter.

Fig. 8: The transmitters cover more areas with a high density of pedestrian (compare with Fig. 5).

Fig. 9: The summation of the beam-shapes from each transmitter gives the joint coverage. Joint coverage achieved by all the transmitters after choosing the beamforming weights. Areas with high pedestrian density are better covered.
Fig. 5, 
\[ \hat{w}_i(\theta) = \int_0^{100} f_i(r \cos \theta, r \sin \theta) dr, \]
with \( \theta \in [0, 2\pi] \).

2) Approximate this target filter by a sum of weighted Gaussian functions (see Fig. 6b),
\[ \hat{w}_i(\theta) \simeq \sum_{k=1}^{N_i} \frac{\alpha_k^{(i)} \Theta_k^{(i)}/2 \pi}{\sigma_k^{(i)^2}} e^{-\frac{1}{2} \left( \frac{x - \mu_k^{(i)}}{\sigma_k^{(i)}} \right)^2}, \]
where \( N_i \in \mathbb{N} \), \( \alpha_k^{(i)}, \Theta_k^{(i)}, \mu_k^{(i)} > 0 \) and \( \mu_k^{(i)} \in [0, 2\pi] \) are respectively the least squares estimates of the number of Gaussian components and their associated weights, standard deviations and means.

3) Extend this filter to the plane with the same technique as described in Section III and compute its Fourier transform analytically using Eq. (6). We get
\[ \hat{\omega}_i(x, y) = \sum_{i=1}^{N_i} \Phi \left( \frac{x - \cos(\mu_k^{(i)})}{\sigma_k^{(i)}}, \frac{y - \sin(\mu_k^{(i)})}{\sigma_k^{(i)}} \right), \]
where \((x, y) \in \mathbb{R}^2 \), \( \Phi \in \mathcal{L}^2(\mathbb{R}^2) \) is the standard 2D Gaussian function and \( \sigma_k^{(i)} = \sqrt{2 - 2 \cos(\Theta_k^{(i)})} \).

4) Compute the weights to be applied to each antenna composing the transmitter by sampling the Fourier transform at the locations of the antennas.

Most of the transmitter beam-shapes, shown in Fig. 7, approximate the associated target filter well, despite unavoidable side-lobes due to the finite number of antennas. Fig. 9 shows that areas with higher pedestrian density are better covered than before, giving them better signal, as less power is dissipated in unnecessary areas.

V. CONCLUSIONS

We took the flexibeam technique to determine beamforming weights for a target spatial filter, and explained it from the transmit beamforming perspective. We then showed on an example how it can be used by groups of mobile base stations to concentrate energy where devices are concentrated.

We argued the case for targeting regions rather than single points, and showed that this could be achieved. One interesting effect is that the MIMO optimisation tradeoff between (focused) beamforming and spatial diversity (multiple replicas of the radio signal from different directions) \[10\] can be circumvented.

Of course in practise real-life data transfer and the resultant communications protocol is far more complicated, and beamforming is just one component in the mix. Future work includes incorporating these together, and adding cooperation between the stations to maximise throughput and minimise latency.
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Abstract— For communications at sea and underwater, Very Low Frequency (VLF) telecommunications are typically used. These exist in a channel that is subject to highly impulsive noise, primarily due to the effects of worldwide lightning activity. There is currently a drive to increase range and depth of these communications and as such there is a need for novel energy efficient error correction schemes to be trialled and developed in these environments. This paper aims to use EXIT chart analysis to understand the performance of the Universal Mobile Telecommunications System (UMTS) Turbo code in these environments.

I. INTRODUCTION

VLF (3 - 30 kHz) electromagnetic waves are used for long range communication from shore infrastructure to submarines or ships due to low path attenuation, of the order of 2 - 3 dB per 1000 km [1] by utilising the ionosphere as a waveguide. VLF channels are greatly impacted by atmospheric noise, primarily due to the propagation of the impulsive noise created by lightning strikes, which can be observed around the globe [2].

Communications at VLF are assigned very little bandwidth due to electrically short antenna and frequency limitations therefore the majority of channels have a 3 dB bandwidth of approximately 120 Hz [3].

The VLF channel offers a non-trivial engineering challenge for information theory and communications as it does not conform to a traditional noise model, exhibiting a high level of kurtosis and as such can provide unusual results on communications through this channel.

The channel also exhibits characteristic properties that are hugely variant upon geographic location and diurnal conditions, due to variations in the ionosphere affecting propagation and the frequency of impulsive noise due to lightning activity.

In addition to this the effects of sea state can create large phase variations into a phase modulated communications system. These phase variations, provide a significant limitation in underwater reception, and tracking methods are currently under investigation at QinetiQ.

Current VLF systems use MSK modulation combined with a Wagner parity check [4], the next generation will use iterative LDPC Forward Error Correction (FEC) in order to achieve as low a Bit Error Rate (BER) as possible, the details of this FEC and frame size for VLF communications is defined in various military interoperability standards. For the purpose of simulation these will be modelled as frames of 1000 bits of length.

Previous analytical methods used to provide evidence to support the decision to use a LDPC were based on simple BER analysis. However in recent years, advances by Ten Brink [5] and Hanzo et al. [6] and their contemporaries have facilitated a deeper understanding of turbo and turbo like codes by observing the message passing and the transfer of extrinsic information within the decoder itself.

II. METHODOLOGY

In order to simulate the VLF channel it is necessary to understand the effects of impulsive noise in the VLF channel. In order to do that off air recordings at VLF were taken. Within these recordings the impulsive noise was measured at a frequency clear of any other communications, in this case 27 kHz.

These recordings then allowed a hard decision mask to be created dependent on the noise power which directly relates back to the Signal to Noise Ratio that will be observe by the submarine. This mask or error profile could then be applied to a frame, in order to represent where bits would be erased, effectively creating a Binary Erasure Channel (BEC).

An example of the VLF noise spectrum can be seen in Fig. 1
Using an off air recording taken at VLF frequencies, it is possible to create an erasure mask, representing when information is unable to pass through the VLF channel due to the presence of impulsive noise spikes. An example of this can be seen in Fig. 2 which shows the error distribution (where a 1 represents an erasure and a 0 represents a symbol being received intact).

This mask could then be applied to the transmitted information in the channel simulation in order to understand the impact that this VLF noise will have on the received signal, and how it will affect the decoder.

For the UMTS decoder to decode the information a Gaussian distributed set of Logarithmic Likelihood Ratios (LLRs) of the information was generated to represent the transmitted encrypted information.

For the modelling the erasure mask was applied with varying levels of AWGN, this is a rudimentary technique used to simulate VLF noise - a future implementation will aim to have statistically generated ‘soft’ error masks which will be validated against off air recordings.

The UMTS decoder has been built according to the specification in ETSI TS 125 212.

Concurrent analysis [7] has identified that a LDPC code with a degree of 4 will require a signal to noise ratio greater than 0 dB for full convergence. in an impulsive noise channel.

All modelling assumes link encryption and that all error correction will be conducted on cipher text.

III. RESULTS

Gaussian distributed Logarithmic Likelihood Ratios (LLRS) were generated and passed through the channel model at varying SNRs in order to generate the following EXIT charts.

As can be seen from the results the EXIT tunnel closes at -7 dB SNR (referenced to a 1 kHz Bandwidth), suggesting that at higher SNRs the error rate will exist in the error floor region of the BER curve [6] due to full convergence of the code.
The EXIT tunnel closure can be seen in Fig. 4 at -7 dB SNR whereas in Fig. 3 taken at -8 dB SNR the EXIT tunnel remains firmly closed preventing the passage of information through the iterative decoding process.

Conversely it can be observed that at higher SNRs such as can be seen in Fig. 5 at -6 dB SNR the EXIT tunnel is large enough to provide information transfer for all possible information trajectories, suggesting a high level of convergence for the Turbo code.

IV. DISCUSSION

As can be seen from the prior analysis the UMTS turbo code offers a performance advantage of 7 dB SNR over the current implementation of the LDPC error correction code which can only operate up to 0 dB SNR for full convergence.

In order to demonstrate the performance advantage that this provides the Long Wavelength Propagation Capability (LWPC) tool was used to produce of Fig. 6. The input parameters for this plot are as follows:

- Transmitter Location - Cutler, Maine
- Transmitter Power - 200 kW
- Transmit Frequency - 24 kHz
- Time and Date - July 15 2015, 0300 hrs

As can be seen the benefit that the UMTS code offers is rather significant, and can vastly increase the area of operations that VLF communications can cover.

The hard erasure mask used in this modelling will force an erasure, however this may cause the modelled UMTS code to function at pessimistic SNRs. In the future it is intended for a statically generated ‘soft’ mask to be produced which will not force an erasure due to impulsive noise, and instead permit the signal through with a reduced LLR, allowing for further analysis of a coding scheme.

V. CONCLUSION

The analysis has shown that the UMTS turbo code is resilient to VLF noise to a far greater degree than an LDPC code as is currently implemented. However it may be that the LDPC code which at this moment is of degree 4 may be a sub-optimal design for the VLF channel.

For this reason it is recommended that further research must be conducted on the optimal LDPC design for resilience to noise in VLF channels, before any conclusive proof is put forward for the proposed error correction scheme for use in VLF channels.

![Fig 6 - VLF coverage plot showing the difference in coverage area between a LDPC (d=4) coded signal and a UMTS Turbo coded signal](image-url)
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Abstract—In this paper, we propose efficient algorithms for estimating the signal subspace of mobile users in a wireless communication environment with a multi-antenna base-station with $M$ antennas. When $M$ is large, because of the high angular resolution of the receiver, any realization of the random channel vector of any given user is approximately contained in a user-specific subspace of dimension $p \ll M$. Efficient multiuser MIMO schemes can be obtained from such subspace information, which is stable in time and can be accurately estimated even in the presence of fast fading (e.g., for mm-Wave channels). We are interested in the massive MIMO regime of $M \gg 1$. In order to reduce the RF front-end complexity and overall A/D conversion rate, the $M$-antenna base-station transmitter/receiver is split into the product of a baseband linear projection (digital) and an RF reconfigurable beamforming network (analog) with only $m \ll M$ RF chains. Hence, only $m$-dimensional analog observations can be obtained for subspace estimation. We develop efficient algorithms that estimate the dominant signal subspace of the users from sampling only $m = O(2\sqrt{M})$ specific array elements according to a coprime scheme. For a given target dimension of the signal subspace $p \leq M$, our algorithms return a $p$-dimensional beamformer with a performance comparable with the best $p$-dim beamformer designed by knowing the exact covariance matrix of the received signal. We assess the performance of our proposed estimators both analytically and empirically via numerical simulations, and compare it with that of the other state-of-the-art methods in the literature.

1 INTRODUCTION

Consider a multiuser MIMO channel formed by a base-station with $M$ antennas and $K$ single-antenna mobile users in a cellular network. We focus here on a flat-fading channel in which the bandwidth of the signal is less than the channel’s coherence bandwidth. Following the current massive MIMO approach [1, 2], we assume that the uplink and the downlink are organized in Time Division Duplexing (TDD), where the base-station estimates the channel vectors of the users from orthogonal pilots that are sent by the users in the uplink in the same channel coherence time [1]. It turns out that for isotropically distributed channel vectors it is optimal to devote half the coherence time to estimate the channel, and to devote the remaining half to serve the users.

In the massive MIMO setup, the number of antennas $M$ is large, and the receiver antenna at the base-station has a high angular resolution. Consequently, in many relevant scenarios, the channel is far from isotropic. Indeed, as the propagation for a user occurs only through a small set of Angles of Arrivals (AoAs), its channel vectors in consecutive coherence blocks lie on very low-dimensional subspaces. This underlying structure can be exploited to improve the system multiplexing gain via decreasing the training overhead. For example, one approach would be to cluster the users based on the dominant subspace of their channel vectors, and apply the classical channel estimation on a per-group basis, on the low-dimensional projected channel matrices [3]. This requires estimating the dominant signal subspace of each individual user. Although the channel vector changes in every coherence time, in many practical scenarios, the signal subspace remains stationary across many coherence blocks, thus, it can be reliably estimated.

A direct naive approach for estimating the signal subspace is to first estimate the $M \times M$ covariance matrix of the channel coefficient of each user via sampling the whole array elements, and then identify the signal subspace by applying the singular value decomposition (SVD). This requires sampling the whole array elements which requires $M$ RF chains. Since in massive MIMO setup $M \gg K$, this is inefficient and very difficult to implement. Different architectures such as Hybrid Digital Analog (HDA) have been proposed to reduce hardware complexity (notably, the A/D overall bit-rate and the number of RF modulation/demodulation chains). The main idea is to implement the $M \times K$ beamforming matrix as the product of two matrices: an $M \times m$ beamforming matrix implemented in the RF analog domain, and an $m \times K$ precoding matrix implemented in the digital baseband domain, so that only $m \ll M$ A/D converter and RF chains be used. This implies that exploiting the subspace information is possible only when it can be extracted (estimated) from $m$-dimensional sketches ($m \ll M$) of the received signal.

In this paper, we aim to design suitable subspace estimators from low-dimensional sketches of the input signal for a uniform linear array (ULA). The geometry of the array and the scattering channel is shown in Fig. 1. Array elements have a uniform distance $d = \frac{\lambda}{2 \sin(\theta_m)}$, and scan the angular range $[-\theta_m, \theta_m]$ for some $\theta_m \in (0, \pi/2)$. We use a coprime sampling scheme, introduced in [4], that samples only $O(2\sqrt{M})$ specific array elements. We propose several algorithms for estimating the signal subspace and cast them as convex optimization problems that can be solved efficiently. We also analyze the performance of our estimators in terms of the dimension of the desired signal subspace $p$, array size $M$, training length $T$, and signal-to-noise ratio (SNR).

2 RELATED WORK

Several works in the literature are related to the problem addressed in this paper, which can be summarized in the
following four categories: Subspace tracking, Low-rank matrix recovery, Direction-of-arrival (DoA) estimation, and Multiple Measurement Vectors (MMV) problem in compressed sensing (CS). Let us consider a simple model in which the transmission between a user and the base-station occurs through $p$ scatterers (see Fig. 1). One snapshot of the received signal is given by

$$y = \sum_{t=1}^{p} a(\theta_t) w_t x + n,$$

where $x$ is the transmitted (training) symbol, $w_t \sim \mathcal{CN}(0, \sigma_t^2)$ is the channel gain of the $t$-th multipath component, $n \sim \mathcal{CN}(0, I_d)$ is the additive white Gaussian noise of the receiver antenna, and where $a(\theta) \in \mathbb{C}^M$ is the array response at AoA $\theta$, whose $k$-th component is given by

$$[a(\theta)]_k = e^{j k \sin(\theta) \Delta \lambda} = e^{j k e^{\frac{\theta m}{\pi d}}}. \quad (2)$$

According to the WSSUS model, the channel gains for different paths, i.e., $\{w_t\}_{t=1}^{p}$, are uncorrelated, and since they are (jointly) Gaussian, they are statistically independent. Without loss of generality, we suppose $x = 1$ in all training snapshots. Letting $A = [a(\theta_1), a(\theta_2), \ldots, a(\theta_p)]$, we have

$$y(t) = Aw(t) + n(t), \quad t \in [T], \quad (3)$$

where $w(t) = [w_1(t), w_2(t), \ldots, w_p(t)]^T$ for different $t \in [T] := \{0, 1, \ldots, T - 1\}$ are statistically independent. We assume that the AoAs $\{\theta_t\}_{t=1}^{p}$ remain invariant over a long time $T$. From (3), the covariance of $y(t)$ is given by

$$C_y = A \Sigma A^H + I_M = \sum_{t=1}^{p} \sigma_t^2 a(\theta_t) a(\theta_t)^H + I_M. \quad (4)$$

Let $C_y = U \Lambda U^H$ be the singular value decomposition (SVD) of $C_y$, where $A = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_M)$ denotes the diagonal matrix of singular values. We always assume that the singular values are sorted in a non-increasing order. If we denote by $U_M$ the $M \times p$ matrix consisting of the first $p$ columns of $U$, it is not difficult to see that the columns of $U_M$ span the signal space. In particular, $\text{span}(A) = \text{span}(U_M).$ We need to identify this subspace from noisy low-dimensional sketches $x(t) = B y(t)$, where $B$ is the sampling matrix. This problem for the noiseless case was studied by Chi et al. in [5] where they developed PETRELS algorithm to estimate the underlying subspace. Another algorithm named GROUSE was proposed by Balzano et. al. in [6] which uses a low-complexity stochastic gradient update over the Grassmanian manifold. Both algorithms mainly optimize the computational complexity rather than the data size, and principally suit situations in which the dimension is high (very large $M$ and $T$). We empirically compare the performance of our proposed algorithms with PETRELS for a fixed data size in Section 5.

For $p \ll M$ and for a high SNR, the covariance matrix $C_y$ in (4) is nearly low-rank. Recovery of low-rank matrices from a collection of a few possibly noisy samples is of great importance in signal processing and machine learning. Recently, it has been shown that this can be done via nuclear norm minimization, which is a convex optimization and can be efficiently solved [7]:

$$X^* = \arg \min_{M} \|M\|_1, \text{ subject to } M \Omega = X \Omega, \quad (5)$$

where the nuclear norm $\|M\|_1$ is given by the sum of the absolute value of the eigen-values of $M$, and reduces to $\text{Tr}(M)$ when $M$ is positive semi-definite (PSD). In practice, we have only a collection of $T$ snapshots of sketches $x(t) = B y(t)$, $t \in [T]$, rather than the whole covariance matrix or even the sketches thereof. Let

$$\hat{C}_y = \frac{1}{T} \sum_{t=1}^{T} y(t)y(t)^H, \quad \hat{C}_x = B \hat{C}_y B^H \quad (6)$$

be the sample covariance of the full and subsampled signal. We compare the performance of our algorithms with the following nuclear norm minimization

$$\min_{M} \text{Tr}(M) \text{ subject to } M \in T_+, \|\hat{C}_x - B \hat{C}_y B^H\| \leq \epsilon, \quad (7)$$

where $T_+$ is the space of $M \times M$ PSD Toeplitz matrices, and where $\epsilon$ is an estimate of the $\ell_2$-norm of the error.

From (3), it is seen that the received signal $y(t)$ is a noisy superposition of $p$ independent Gaussian sources arriving from $p$ different angles. This is the same model studied for direction-of-arrival (DoA) estimation. There are two main categories of algorithms for DoA estimation: classical algorithms such as MUSIC and ESPRIT that use subspace methods to locate the AoAs, and more recent compressed sensing based algorithms that use the angular sparsity of the signal over a prespecified grid (see [8], [9] and refs. therein). Recently, Candès and Fernandez-Granda [10] developed an off-grid super-resolution (SR) technique using total-variation (TV) minimization. This algorithm was extended by Tan et al. in [11] to DoA estimation with coprime arrays when the sources are sufficiently separated. In a wireless environment the AoAs are clustered. This implies that the separation requirement for the super-resolution setup may not be met. Since in this paper we aim at estimating the subspace of the signal rather than DoAs, in section 4.2.3 we extend the super-resolution method to develop a new algorithm for estimating the signal subspace.

It is seen from (3) that, neglecting the measurement noise $n(t)$, the signal $y(t)$ has typically a sparse representation over the continuous dictionary $\{a(\theta)\} \subset [\theta_m, \theta_m]$, i.e., only $p$ atoms of the dictionary, i.e., $\{a(\theta)\}_{\theta_m}^{\theta_m}$, are needed to represent the signal. Thus, $x(t) = B y(t)$ can be seen as identifying a sparse vector from a collection of sketches, which coincides with the traditional CS problem. An extension of this problem involves Multiple Measurement Vectors (MMV).
The underlying assumption is that \( y(t) \), for different snapshots \( t \in \{T\} \), have the same sparsity pattern or support over the underlying dictionary even though they might have different coefficients \( w(t) \) for each \( t \). This problem has been widely studied in the literature (see [9, 12, 13] and refs. therein), where two main approaches have been proposed for estimating the common support of the signals: using a greedy algorithm or convex optimization via a regularizer promoting group sparsity; and using covariance matrix of data and subspace techniques. Once the support is identified, the standard Least-Squares method can be used to find the coefficients. Since the underlying dictionary is continuous, both classes exploit either grid-based or more recently developed off-grid techniques. We will compare the performance of our algorithm with grid-based approach in [13], and the grid-less one in [14–16].

3 Statement of the Problem

In (3), we introduced the channel model given by \( y(t) = Aw(t) + n(t), t \in \{T\} \), where \( A \) contains the array response for the AoAs. Let \( y(t) = \text{diag}(\sigma_1^2, \ldots, \sigma_p^2) \) be the matrix containing the channel strengths for the AoAs \( \{\theta_j\}_j \). We can prove the following simple result.

**Proposition 3.1.** Let \( \tilde{C}_z = \frac{1}{T} \sum_{t=1}^{T} x(t)x(t)^H \) be the sample covariance of the sketches \( x(t) = By(t), t \in \{T\} \). Then \( \tilde{C}_z \) is a sufficient statistics for estimating \( A \) and \( \Sigma \).

For a more practical scenario, we consider the following continuum model

\[
y(t) = \sqrt{\text{snr}} \int_{-1}^{1} \sqrt{f(u)a(u)z(u,t)}du + n(t), \quad t \in \{T\},
\]

where \( \text{snr} \) is the SNR and \( z(u,t) \) is a circularly symmetric Gaussian process with \( \mathbb{E}\{z(u,t)z(u',t')^*\} = \delta(u - u')\delta_{t,t'} \). The measure \( f(u) \) models the distribution of the received signal's power over \( u \in [-1, 1] \), where \( u = \frac{\sin(\theta)}{\sin(\theta_m)} \) for \( \theta \in [-\theta_m, \theta_m] \). With some abuse of notation, we denote the array vector in the \( u \) domain by \( a(u) \) where \( a(u)_k \) is \( k \)-th element.

Let \( C(f) = S(f)I_m \) be the covariance matrix of the received signal, where \( S(f) = \text{snr} \int_{-1}^{1} f(u)a(u)a(u)^Hdu \) is the covariance of the signal of the user with power distribution \( f(u) \). We define the best \( p \)-dim beamformer for \( S(f) \) as \( V_p = \arg \max_{V \in \mathbb{H}(M,p)} \langle S, VV^H \rangle \), where \( \mathbb{H}(M,p) \) is the space of all \( M \times p \) matrices with \( UU^H = I_p \). We assess the efficiency of \( V_p \) for capturing the signal's power by

\[
\delta_p = \frac{\langle S, V_p V_p^H \rangle}{\text{Tr}(S)} = \frac{\text{Tr}(V_p^H S V_p)}{\text{Tr}(S)},
\]

where \( \delta_p \approx 1 \) implies that a significant amount of signal's power is concentrated in a \( p \)-dim subspace. Let \( S \) be an estimate of \( S \) and let \( V_p \) be its best \( p \)-dim beamformer. We can use \( \hat{V}_p \) as an estimate of the optimal beamformer \( V_p \). We define the following metric for the efficiency of \( V_p \)

\[
\Gamma_p = \frac{\langle S, \hat{V}_p \hat{V}_p^H \rangle}{\langle S, V_p V_p^H \rangle} = 1 - \frac{\langle S, V_p V_p^H \rangle - \langle S, \hat{V}_p \hat{V}_p^H \rangle}{\langle S, V_p V_p^H \rangle},
\]

where \( \langle S, V_p V_p^H \rangle - \langle S, \hat{V}_p \hat{V}_p^H \rangle \geq 0 \) is the amount of power lost due to the mismatch between \( V_p \) and the estimate \( \hat{V}_p \).

Note that \( \Gamma_p \in [0, 1] \), and the aim is to design an estimator with a \( \Gamma_p \) as close to 1 as possible.

4 Sampling Operator, Algorithms and Results

4.1 Coprime Subsampling Operator

In this section, we introduce our coprime sampling scheme, which samples only \( m \approx \sqrt{M} \) carefully selected array elements. Suppose \( q_1, q_2 \) are coprime numbers, i.e., \( \gcd(q_1, q_2) = 1 \), with \( q_1q_2 \approx M \) and \( q_1 \approx q_2 \approx \sqrt{M} \). Let \( D \) be the set of all nonnegative integer combinations of \( q_1 \) and \( q_2 \) less than or equal to \( M - 1 \), i.e., \( D = \cup_{i=1,2} \{k \in [M], \mod(k, q_i) = 0\} \), where \( |M| = \{0, 1, \ldots, M - 1\} \). Note that \( |D| \approx 2\sqrt{M} \).

Since \( q_1 \) and \( q_2 \) are coprime, for sufficiently large \( M \), we have \( D \) and \( D \) are sorted in an increasing order with \( d_j \in D \) being the \( j \)-th largest element in the list. Also, let \( m = |D| \) be the number of elements in \( D \) and let \( B \) be the binary matrix with \( B_{d_j} = 1 \) for \( j \in [1, 2, \ldots, m] \) and zero otherwise. We can simply check that \( BB^H = I_m \). We also prove the following result, which shows the efficiency of the coprime matrix \( B \) for sampling Hermitian Toeplitz matrices.

**Proposition 4.1.** Let \( S \) be an \( M \times M \) Hermitian Toeplitz matrix and let \( B \) be the coprime sampling matrix. Then the mapping \( S \to BB^H \) is a bijection.

4.2 Proposed Algorithms for Subspace Estimation

4.2.1 Algorithm 1: Approximate Maximum Likelihood (AML) Estimator

Let \( S = \text{snr} \int_{-1}^{1} f(u)a(u)a(u)^Hdu \) be the covariance matrix of a user with power distribution \( f(u) \). It is easy to check that for the coprime sampling matrix \( B \), we have

\[
p(x(1):T|S) = \exp \left\{ -T \text{Tr} \left( \tilde{C}_z (I_m + BB^H)^{-1} \right) \right\} \frac{1}{\pi^T \text{det}(I_m + BB^H)^H},
\]

where \( \tilde{C}_z = \frac{1}{T} \sum_{t=1}^{T} x(t)x(t)^H \) is the sample covariance of the sketches \( x(t) \). The ML estimator for \( S \) can be written as \( S^* = \arg \min_{S \in \mathbb{C}(T)} L(S) \), where \( T \) is the space of PSD Toeplitz matrices and where \( L(S) \) is given by

\[
L(S) = \log \det(I_m + BB^H) + \text{Tr} \left( \tilde{C}_z (I_m + BB^H)^{-1} \right).
\]

**Proposition 4.2.** Let \( L(S) \) be as in (11). Then, \( L(S) \) is the sum of the concave function \( L_{\text{cav}}(S) = \log \det(I_m + BB^H) \) and the convex one \( L_{\text{conv}}(S) = \text{Tr} \left( \tilde{C}_z (I_m + BB^H)^{-1} \right) \).

As \( L(S) \) is not convex, the ML estimation is generally intractable. However, since the signal covariance matrix \( S \) scales linearly with \( \text{snr} \), it is possible to obtain a convex (indeed, linear) approximation of \( L_{\text{cav}}(S) \), which is tight especially for low SNR.

**Proposition 4.3.** Let \( L_{\text{cav}}(S) = \log \det(I_m + BB^H) \). Then, \( L_{\text{cav}}(S) \leq \text{Tr}(BB^H) \) for all \( S \in T \). Moreover, for low \( \text{SNR}, L_{\text{cav}}(S) \approx \text{Tr}(BB^H) + o(\text{snr}) \).

From Proposition 4.3, we define the AML cost function by

\[
L_{\text{AML}}(S) = \text{Tr}(BB^H) + \text{Tr} \left( \tilde{C}_z (I_m + BB^H)^{-1} \right),
\]

as the best convex upper bound for \( L(S) \), which is tight for very low SNR. In particular, AML can be formulated as a semi-definite program (SDP) that can be solved efficiently.
Proposition 4.4: Let $L_{app}(S)$ be as in (12). Suppose that $\text{UAU}^H$ is the SVD of $C_x$ and set $\Delta = C^{1/2}_x = \text{UA}^{1/2}$. Then the AML estimate is obtained from the following SDP
\[
(S^*, W^*) = \arg \min_{S \in T_+, W \in \mathbb{C}^{m \times m}} \text{Tr}(BSB^H) + \text{Tr}(W)
\]
subject to \[
\begin{bmatrix}
S & \Delta \\
\Delta^H & W
\end{bmatrix} \preceq 0, \quad \|\bar{X} - BZ\| \leq \delta,
\]
where $\delta$ is an estimate of the $\ell_2$-norm of $\bar{N}$. For sufficiently large $m$, the optimal $\delta$ is given by $\delta^* = \sigma\sqrt{m^2} = n\sigma \approx 2\sigma\sqrt{M}$, where $\sigma^2$ is the noise variance in each array element, which can be estimated during the system’s operation.

4.2.4 Algorithm 1: Super Resolution (SR): Consider a user with a power distribution $f(u)$ and let $S(f)$ be its signal covariance matrix. Note that $S$ is a Toeplitz matrix whose first column is given by $f = (f, a) := f f(u)a(u)du \in \mathbb{C}^M$, where $[f_n]_n = \int f(u)e^{kn\pi}du$ is the $k$-th Fourier coefficient of $f$.
This section, we assume that $f$ is merely a positive measure and not necessarily a normalized one. Since $S$ is Toeplitz, from Proposition 4.1, it is seen that for the coraprime sampling matrix $B$ introduced in Section 4.1, all the elements of $S$, and as a result the vector of Fourier coefficients $f$ can be identified from $BSB^H$. This implies that for a sufficiently large $T$, we can estimate $f$ accurately using the elements of the sample covariance matrix $\hat{C}_x = BCB^H$. Let $\hat{\lambda}_k = \{i, i': i \geq i', d_i - d_{i'} = k\}$, where $\hat{D}$ and $\hat{D}_i$ are as in Section 4.1. Let $c_k = |\hat{\lambda}_k|$, and define the estimator $\hat{f}_k = \frac{\sum_{i, i'} \hat{c}_k x_{i,i'}}{c_k}$ for $\hat{f}_k$. We propose the following TV-minimization to recover the subspace of the signal from the estimates $\hat{f}$
\[
\min_{f} \|f\|_{\text{TV}} \text{ subject to } \|f(a) - \hat{f}\| \leq \epsilon,
\]
where $\epsilon$ is an estimate of the $\ell_2$-norm of the noise in the data. Since $f$ is a positive measure, $\|f\|_{\text{TV}}$ is given by $f\{[-1, 1]\} = \int_{-1}^{1} f(u)du = \hat{f}_0$, thus, we obtain the following result.

Proposition 4.5: Consider the TV-minimization in (16). Then, (16) can be equivalently written as
\[
S^* = \arg \min_{T} \text{Tr}(S) \text{ subject to } T e_1 - \hat{f} \preceq \sqrt{\frac{M}{T}(\sigma^2 + |T|_{11})},
\]
where $e_1 = (1, 0, \ldots, 0)^T$ is an $M \times 1$ vector, where $|T|_{11}$ is the diagonal element of the Toeplitz matrix $T$ (equivalent to $\hat{f}_0$), and where $\sigma^2$ is an estimate of noise variance.

4.2.4 Algorithm 4: Covariance Matrix Projection (CMP): Let $B$ be the $m \times M$ subsampling matrix as in Section 4.1, where $m = O(2\sqrt{M})$. Let $\bar{C}_x$ be the sample covariance of the subsampled signal. In order to recover the dominant $p$-dim subspace of the signal, we first find an estimate of the signal covariance matrix $S$. In particular, no prior knowledge of SNR is necessary.

\[
C'_x = \arg \min_{C \in \mathbb{T}_+} \|LT(\bar{C}_x) - LT(BBB^H)|
\]
where $LT$ keeps the lower-diagonal elements of $\bar{C}_x$. Then, an estimate of signal subspace is obtained from $C'_x$. The following theorem shows the resulting performance.

Theorem 4.6: Consider the optimization problem (18). Then, for a given $p$ with $1 \leq p \leq M$, the CMP estimator recovers a $p$-dim subspace of the signal, and has a performance measure $\Gamma_p$ satisfying
\[
\begin{align}
E(\Gamma_p) &\geq \max \left\{ 1 - \frac{2\sqrt{p}}{\delta_p \sqrt{T}}, 1 + \frac{1}{\text{snr}} \right\}, \\
\text{Var}(\Gamma_p) &\leq \frac{4p}{T \delta_p^2} (1 + \frac{1}{\text{snr}})^2.
\end{align}
\]
where $\delta_p$ is defined as in (9), and where $\text{snr}$ is the received SNR in one snapshot $t \in [7]$.

5 Simulations

In this section, we assess the performance of our proposed estimators via numerical simulations. We use the CVX package [17] for running all the convex optimizations. We assume that the AoAs are uniformly distributed in $\Theta = [40, 50] \cup [100, 110]$ with an angular spread of 20 degrees. We use an array of size $M = 80$, and a coprime sampling with $q_1 = 7$, $q_2 = 9$, where we sample only 19 out of 80 array elements that are located at $D = \{0, 7, \ldots, 77\} \cup \{0, 9, \ldots, 72\}$.

Fig. 2 compares the performance of our proposed algorithms with PETRELS, nuclear norm minimization (NucNorm) in (7), grid-based (GBMMV) in [13], and grid-less MMV (GLMMV) in [14–16].

Performance of different estimators vs. SNR for $T = 100$
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Fig. 2: Comparison of the performance of the estimators versus SNR for the training length $T = 100$. It is seen that AML, RMMV, and SR perform comparably with the GLMMV but they have lower computational complexity which does not scale with $T$. The CMP is as good as GBMMV and better than NucNorm especially for higher SNR but its complexity is much lower than GBMMV since it does not scale with $T$. PETRELS does not perform very well for the fixed data size, e.g., its performance even for $T = 800$ is worse than that of the other algorithms for $T = 100$.

Fig. 3 compares the scaling performance of our algorithms with Nuclear norm minimization for different training lengths $T$. As the performance of AML and RMMV is comparable with the GLMMV and better than GBMMV and since for large training length $T$, these algorithms are really time-consuming to run, we have not included them in this figure.

Fig. 3: Scaling of the performance of different estimators with training length $T \in \{200, 400, 800, 1600\}$
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Abstract—In this paper, lattice-reduction-aided and integer-forcing equalization are contrasted. In both approaches, the determination of an integer matrix is essential. The different criteria for this calculation available in the literature are summarized in a unified way. A new factorization algorithm for obtaining the integer matrix is proposed. Via extensive numerical simulations the gains of the respective optimization criterion and the gain of the new algorithm over the classical Lenstra-Lenstra-Lovász algorithm are assessed. The paper is organized as follows: In Sec. II the system model is introduced and in Sec. III LRA and IF strategies are contrasted and the different factorization criteria are summarized. A new factorization algorithm is presented in Sec. IV followed by numerical examples in Sec. V. Sec. VI briefly summarizes the paper.

I. INTRODUCTION

The design of joint receivers for signals transmitted in parallel, e.g., in multi-user uplink scenarios, is still an important topic in research. The simplest approach for handling the interference in the underlying multiple-input/multiple-output (MIMO) channels is to use linear equalization (either optimized according to the zero-forcing (ZF) or the minimum-mean squared error (MMSE) criterion). Via a (pseudo left) inverse of the channel matrix, the interference is eliminated at the cost of noise enhancement. However, as the users are perfectly decoupled, individual channel decoding can be performed and individual codes can be used. Some improvement can be gained by utilizing decision-feedback equalization (DFE), also known as successive interference cancellation (SIC) and as Bell Laboratories space-time (BLAST). The optimum receive strategy is maximum-likelihood decoding, which, however, for coded transmission has infeasible complexity.

Since more than one decade, low-complexity but well-performing approaches are of particular interest. Lattice-reduction-aided (LRA) techniques, e.g., [19], [16], [18], were proven to achieve the optimum diversity behavior [15]. Recently, the concept of integer-forcing (IF) receivers [20] was proposed. Both strategies are tightly related: the term “LRA” can be interpreted as a channel-oriented view—it puts emphasis on the mathematical tool applied to the channel matrix. In contrast, the denomination “IF” is signal-oriented—it highlights the main operation on the signals.

In this paper, a brief comparison of both approaches is given and the advantages and disadvantages of the respective procedures are enlightened. Moreover, the different criteria for selecting the integer matrix—which is central in both fields—available in the literature are summarized in a unified way. A new factorization algorithm for determining this matrix in an optimum way is presented. Using this algorithm, via extensive numerical simulations, the gains of the respective optimization criterion and the gain of the new algorithm over the classical Lenstra-Lenstra-Lovász algorithm are assessed.

The paper is organized as follows: In Sec. II the system model is introduced and in Sec. III LRA and IF strategies are contrasted and the different factorization criteria are summarized. A new factorization algorithm is presented in Sec. IV followed by numerical examples in Sec. V. Sec. VI briefly summarizes the paper.

II. SYSTEM MODEL

We assume a classical MIMO channel model with $K$ non-cooperating transmitters (single-antenna users) and a joint receiver with $N$ antennas. Fig. 1 shows the block diagram of the system model.

Each user $k$, $k = 1, \ldots, K$, wants to communicate its source symbols $q_k$ drawn from a finite field $\mathbb{F}_p$. Blocks of source symbols are encoded via some channel code: the coded symbols $c_k$ are then mapped to complex-valued transmit symbols $x_k$, drawn from some signal constellation $A$. Via a suited choice of the code (including interleaving where required) and the mapping this generic model includes all types of coded modulation schemes, lattice-coding approaches, as well as uncoded transmission.

The symbols $x_k$ are then radiated over the users’ antennas. Denoting the transmit vector (dimension $K$) as $\mathbf{x}$, the $N \times K$ channel matrix as $H$, and the $N$-dimensional noise vector as $n$, the receive vector $y$ is given by

$$y = H\mathbf{x} + n.$$  \hfill (1)

The transmit symbols (per user) have variance $\sigma_x^2$ and the zero-mean Gaussian noise has variance $\sigma_n^2$ per dimension. Noteworthy, all signals and channel coefficients are complex-valued in the equivalent complex baseband domain.
At the receiver side, the $N$ components of the receive vector $y$ can be processed jointly in order to produce estimates of the source symbols $q_k$. To this end, some form of equalization has to take place and suited channel decoding has to be performed. In the next section, we will have a closer look at the low-complexity, well-performing LRA and IF strategies.

### III. Lattice-Reduction-Aided Equalization and Integer-Forcing Equalization

Lattice-reduction-aided (LRA) and integer-forcing (IF) receivers share the same fundamental principle. The main idea is to factorize the channel matrix as

$$H = C Z.$$  \hspace{1cm} (2)

The receive vector can then be written as

$$y = H x + n = C Z x + n = C \bar{x} + n.$$  \hspace{1cm} (3)

Then, not the transmit vector $x$ itself (blocks of vectors in the coded case) is recovered but the vector $\bar{x} \equiv Z x$. If $Z$ is chosen suitably, this may be done with much less power enhancement. Taking into account that the symbols of the vector $\bar{x}$ are correlated (due to $Z$), the respective MMSE linear equalizer calculates to [5], [20] (inverse SNR vector enhancement. Taking into account that the symbols of the source symbols are delivered by the encoders, estimates $\tilde{q}_k$ of the source symbols are delivered by the decoders and the integer matrix is inverted over $\mathbb{F}_p$.

### A. Lattice-Reduction-Aided Equalization

LRA equalization has its roots in the field of lattice reduction, i.e., the question of finding a suited basis for a given lattice; here the lattice spanned by the columns of the channel matrix $H$. Consequently, $Z$ is chosen as an integer unimodular matrix. In the complex case, the coefficients of $Z$ are drawn from the Gaussian integers $\mathbb{Z}[\sqrt{-1}]$ and $|\det(Z)| = 1$, such that $Z^{-1}$ is also an (complex) integer unimodular matrix. Using lattice-reduction algorithms, most prominently the LLL algorithm [10] or its complex-valued generalization [6], a solution can readily be found.

Decoding and resolution of the interference via $Z^{-1}$ is done over the complex numbers; the linear combinations $\bar{x}$ of the transmit symbols have to be estimated by the decoders. Then, an estimate of the transmit symbols is obtained via $\hat{x} = Z^{-1} \bar{x}$. Finally, via the encoder inverses, estimates $\tilde{q}_k$ of the source symbols are obtained.

LRA equalization only\footnote{Generalization to other lattices, e.g., the Eisenstein integers [2], are possible. In each case, the signal constellation and the entries of $Z$ have to be taken from the same lattice/algebraic structure, cf. [4].} works if the signal constellation $A$ is a subset\footnote{If an offset is present as in usual QAM constellations, LRA equalization still works if this offset is adequately taken into account, e.g., [17].} of $G$, i.e., $\bar{x} \in G^p$. Since the integer interference is resolved over the finite field, rather than over the complex numbers. To this end, linear combinations $q_k$ of the source symbols are delivered by the decoders and the integer matrix is inverted over $\mathbb{F}_p$. Put simply, the order of encoder inverse and inverse of $Z$ is reversed.

However, this imposes much stronger constraints on the codes and the mapping as in the LRA case. Basically, arithmetic over the complex numbers (modulo $p$) has to be isomorphic to the arithmetic of the finite field $\mathbb{F}_p$.

### B. Integer-Forcing Equalization

Recently, originating from compute-and-forward relaying schemes [11], an integer-forcing linear equalization scheme was proposed in [20]. The main difference, see Fig. 2, is that the integer interference is resolved over the finite field rather than over the complex numbers. To this end, linear combinations $q_k$ of the source symbols are delivered by the decoders and the integer matrix is inverted over $\mathbb{F}_p$. Put simply, the order of encoder inverse and inverse of $Z$ is reversed.

### C. Comparison

Even though LRA and IF are tightly related, the constraints and restrictions are different. IF imposes strong constraints on the signal constellation and its cardinality and in turn on the applicable codes. In LRA only linearity in signal space is required. Contrary, here unimodularity of $Z$ is forced.
The presentation of the IF schemes has sparked a rethinking of the LRA approach—indeed, unimodularity is not required. If \( |\det(Z)| > 1 \) the vector \( \bar{x} = Zx \), with \( x \in \mathbb{G}^K \), is not taken from \( \mathbb{G}^K \) but a sublattice thereof.\(^3\) Given the points from this sublattice, \( Z^{-1} \)—which has a determinant smaller than one—will recover the original transmit vector \( x \). Hence, the LRA equalizer structure can be used with any full-rank integer matrix \( Z \), enabling the same gains as in IF but without the restrictions on the signal constellation and the codes.

IF schemes have their main justification not in central but in decentralized receivers. In a distributed antenna system, the partial equalization via \( F \) cannot be applied; the residual interference is taken as it is and the decoders produce estimates on linear combinations. In IF schemes, only symbols from \( \mathbb{F}_p \) have to be communicated over the backhaul. The integer interference is taken as it is and the decoders produce estimates. However, the calculation of the integer matrix can have to be communicated over the backhaul. In a central receiver the LRA structure is preferable.

In summary, LRA and IF have their individual advantages and constraints. However, the calculation of the integer matrix can be done in the same way for both approaches. For that we have to distinguish between the different criteria the optimization is based on and between different factorization algorithms.

D. Factorization Criteria

We now give an overview on the different criteria the factorization task (2) is usually based on.

C-I Based on \( H \): In the initial publications \([19], [16]\), lattice reduction is directly applied to the channel matrix \( H \)

\[
H = C_1Z_1.
\] (6)

Any lattice reduction algorithm may be used, e.g., minimizing the orthogonality defect of \( C \).

C-II Based on \( H^{-1} \): In \([15]\), the factorization

\[
H^{-1} = F^H_1 Z_1^H
\] (7)

has been proposed. As for square matrices \( F^H = C^{-1} = H^{-1} Z^H \) follows from (6), \( F \) is immediately the (ZF) equalization matrix and \( Z \) is the required integer matrix. Here, lattice reduction is applied to \( H^{-1} \) instead of \( H \) (for non-square channel matrices the Hermitian of the left pseudoinverse has to be used). Since the squared lengths of the columns of \( F^H \) give the noise enhancement (in case of ZF linear equalization), this criterion directly optimizes the performance of the scheme instead of a substitute measure as above.

C-III Based on \( H^* \): In \([18]\), an MMSE version to LRA equalization has been given. The main idea is to calculate the ZF solution for the augmented\(^4\) channel matrix; the result is exactly the MMSE solution. The factorization reads

\[
\begin{bmatrix} H \\ \sqrt{C} \end{bmatrix}^* \overset{\text{I}}{\Rightarrow} H = C_{11} Z_{11} = \begin{bmatrix} C_{11} \\ \sqrt{C} Z_{11} \end{bmatrix} Z_{11}.
\] (8)

Interestingly, the left pseudoinverse\(^6\) \( C^+ \) of \( C \), immediately gives the augmented receive matrix, as a comparison with (4) shows \([5]\).

C-IV Based on \( (H^*)^H \): In \([20]\) a criterion for directly minimizing the noise variance after MMSE linear equalization of the part \( C \) has been given. With \( Z^H = [z_1, \ldots, z_K] \) it reads

\[
Z^H = \underset{Z \in \mathbb{C}^{K \times K \setminus \{0\}}}{\text{argmin}} \max_{m} \frac{||L^H z_m||^2}{L^H L}.
\] (9)

where \( L^H = (H^H H + \zeta I)^{-1} = (H^H H + \zeta I)^{-1} \). (10)

Noteworthy, for all optimization criteria a respective factorization task\(^7\) can be stated in which \( Z \) has to be chosen such that the squared lengths of the columns of the matrix \( C_{11}, F^H_1, C_{11}^* \), or \( F^H_1 \), respectively, are as short as possible.

Table I gives an overview on the different criteria for the factorization problem.

### IV. Factorization Algorithm

The above overview has shown that regardless which optimization criterion is used, a factorization problem has to be solved in order to obtain the required integer matrix \( Z \). If we follow the original LRA approach and restrict \( Z \) to be unimodular, any lattice reduction algorithm, in particular the LLL algorithm \([10]\), can be used. For the complex-valued setting at hand, the CLLL \([6]\) may be applied.

If the unimodularity is dropped, an algorithm for solving the shortest independent vector problem (SIVP) has to be applied. Unfortunately, in the literature, only a few approaches are available. In \([20]\), the optimization problem (9) or (12) is solved via a brute-force search with some restrictions to the search space. In \([13]\), \([14]\), low-complexity factorization approaches, all directly based on the CLLL and hence resulting in a unimodular matrix, are given. An algorithm to solve the successive minima problem has been published in \([3]\). For the distributed antenna setting, in \([8]\) a suited factorization is given, taking into account that no joint feedforward equalization via \( F \) is possible.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>OVERVIEW ON FACTORIZATION STRATEGIES.</th>
</tr>
</thead>
<tbody>
<tr>
<td>based on</td>
<td>channel matrix ( H ) (&quot;ZF solution&quot;)</td>
</tr>
<tr>
<td>( H^H )</td>
<td>( H = CZ )</td>
</tr>
<tr>
<td>( (H^*)^H )</td>
<td>( (H^*)^H = F^H Z^H )</td>
</tr>
</tbody>
</table>

\( F \) hence denote the corresponding procedure factorization algorithm.
Alg. 1 Pseudocode of the factorization algorithm.

```plaintext
function Z = factorize(H, ζ )
1 G = (HH + ζ I)^{-1/2} // generator matrix
2 \( G_{\text{LLL}}, Z_{\text{LLL}} = \text{LLL}(G) \) // reduced basis
3 R_{\text{max}} = \max_i |g_{i,\text{LLL}}|^2 // search radius
4 U = getlist(G_{\text{LLL}}, R_{\text{max}}) // get list of short vectors
5 \{i_1, \ldots , i_K\} = \text{getindices}(U) // indices of lin. indep. vectors
6 Z = Z_{\text{LLL}} \cdot U(\{i_1, \ldots , i_K\}) // integer matrix
```

We now present an algorithm which is feasible for MIMO scenarios typically of interest; a pseudocode description is given in Alg. 1. Via numerical simulations we can then study the gain possible by the respective criteria and the loss when restricting Z to be unimodular. To have a compact notation, we rewrite (10), (12) as

\[
G_{\text{opt}} = G Z^H, \quad (13)
\]

with \( G = L^H, Z^H = [z_1, \ldots, z_K] \in \mathbb{C}^{K \times K}, \text{rank}(Z) = K, \)
and the columns of \( G_{\text{opt}} \) as short as possible. This means that given the basis \( G \) of a lattice, find \( K \) linearly independent vectors (lattice points) \( G u_i, u_i \in \mathbb{C}^K \) which are as short as possible. We do this via performing the following steps:

1. **LLL Reduction:**
   - First, the LLL reduced basis \( G_{\text{LLL}} = [g_{1,\text{LLL}}, \ldots, g_{K,\text{LLL}}] \) is calculated. Since the SIVP is more relaxed than the shortest basis problem, the LLL basis gives an upper bound \( R_{\text{max}} = \max_i |g_{i,\text{LLL}}|^2 \) on the norms of the vectors possible in the SIVP. We denote this step as \( G_{\text{LLL}}, Z_{\text{LLL}} = \text{LLL}(G) \).

2. **List of Lattice Points:**
   - Then, a (sorted) list of vectors (lattice points) with squared norms bounded by \( R_{\text{max}}^2 \) is calculated. Let the list be written as matrix \( U = [u_1, u_2, \ldots, u_\ell] \), with \( |G_{\text{LLL}} u_i|^2 \leq |G_{\text{LLL}} H_{+1}|^2 \). Since for complex lattices the volume is given by the squared magnitude of the determinant of the generator matrix [2, Eq. (87)]), the list size can be approximated by \( \ell = (\pi R_{\text{max}}^2)^K/(|K|!\det(G)|^2) \). We denote this step as \( U = \text{getlist}(G_{\text{LLL}}, R_{\text{max}}) \).
   - This step can be implemented efficiently using the idea of the list sphere decoder, Alg. A. **CLOSEST POINTS** in [1]. In principle, this calculation has exponential complexity, however, if the LLL basis is used and \( R_{\text{max}}^2 \) is small and, thus, the number \( \ell \) of points within the search sphere is small, still an efficient search is obtained.

3. **Select Points:**
   - Among the vectors in the list (matrix \( U \)) the best combination of vectors, i.e., indices \( i_1, \ldots, i_K \), has to be found such that \( Z = [u_{i_1}, \ldots, u_{i_K}] \) has full rank and \( G_{\text{LLL}} u_{i_K} \) is as small as possible.
   - The last step can be solved by performing Gaussian elimination on the matrix \( U \), i.e., transforming it to row echelon form. Since the list is sorted according to increasing (squared) norms \( |G_{\text{LLL}} u_i|^2 \), the best choice is to select the vectors \( u_i \), which first define a new dimension; in row echelon form these are the vectors at the steps. We denote this step as \( \{i_1, \ldots, i_K\} = \text{getindices}(U) \).

Please note, if some restrictions (e.g., on the determinant) of \( Z \) have to be obeyed, a search over combinations of candidates can be performed instead of the simple Gaussian elimination. This step can efficiently be implemented by the sphere decoder and offers degrees of freedom not present in other algorithms.

V. NUMERICAL RESULTS

The factorization algorithm has been implemented and extensive numerical simulations have been performed. Thereby, \( H \) is an \( N \times K \) i.i.d. random zero-mean unit-variance complex Gaussian matrix. The aim is to assess which gains can be attributed to which factorization criterion or algorithm. The proposed straight-forward algorithm gives the same results as the recent one in [3]. For \( K \) up to 8 our strategy is faster for most of the realizations; however for a few matrices it requires significant higher complexity. A detailed complexity evaluation is beyond the scope of the present paper.

First, in Fig. 3 the cumulative distribution function of the list size (number of columns in \( U \)) is plotted. Please note, all apparently linearly dependent vectors (those multiplied by \(-1, j, \) and \(-j\)) are not added to the list in getlist. It can be seen that for practical values of \( K \) the list size is small to moderate and can easily be handled. The chosen SNR is almost the worst case; for large SNR \( LL^H \approx (H^H H)^{-1} \). For small SNRs smaller list sizes are obtained as \( LL^H \approx \frac{\sigma^2}{\sigma^2} I \) and thus \( Z = I \) is optimum.

Second, Tab. II summarizes the distribution of the determinant of \( Z \) over \( 10^6 \) channel realizations. As the dimension of the channel matrix increases, the number of channels where

---

**Fig. 3.** Cumulative distribution function (cdf) of the list size. I.i.d. channel matrix \( H \) with \( K = N, \sigma^2/\sigma^2 \equiv 20 \) dB.

**TABLE II**

<table>
<thead>
<tr>
<th>( \det(Z) )</th>
<th>1</th>
<th>( \sqrt{2} )</th>
<th>2</th>
<th>( \sqrt{3} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K = N = 2 )</td>
<td>100 %</td>
<td>0.2 %</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>( K = N = 3 )</td>
<td>99.8 %</td>
<td>1.0 %</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>( K = N = 4 )</td>
<td>99.0 %</td>
<td>2.4 %</td>
<td>0.005 %</td>
<td>—</td>
</tr>
<tr>
<td>( K = N = 5 )</td>
<td>97.5 %</td>
<td>4.5 %</td>
<td>0.03 %</td>
<td>0.003 %</td>
</tr>
<tr>
<td>( K = N = 6 )</td>
<td>95.4 %</td>
<td>7.1 %</td>
<td>0.15 %</td>
<td>0.02 %</td>
</tr>
<tr>
<td>( K = N = 7 )</td>
<td>89.3 %</td>
<td>10.2 %</td>
<td>0.39 %</td>
<td>0.06 %</td>
</tr>
</tbody>
</table>
Algorithm which relaxes the constraint on the determinant of some additional gain is possible. This gain, as already can be deduced from Tab. II, increases when $K$ gets larger. Compared to classical LRA equalization using C-I and the LLL, gains in the order of 5 dB are possible for $K = N = 8$ by replacing the criterion and the factorization algorithm. Thereby, however, the LRA receiver structure can be utilized as it is—the constraints on the constellation and the code design in IF can be avoided.

VI. SUMMARY AND CONCLUSIONS

The tight relation between LRA and IF schemes has been highlighted and a new, optimum factorization algorithm has been proposed. We have restricted ourselves to linear equalization of the residual part. The extension to successive equalization and decoding (DFE/SIC, cf. [12]) is immediately possible. Moreover, the transformation to transmitter-side precoding, dual to receiver-side equalization, is also directly possible, cf. [8], [7].
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Recent information theoretic results on a class of broadcast channels with layered decoding and/or layered secrecy are overviewed. Designs for different models are compared and applications of these results to fading wiretap channels and secret sharing are briefly discussed. An outlook, focusing on theoretical challenges concludes the overview.

1. INFORMATION THEORETIC MODELS

We briefly introduce four models all belonging to the class of degraded broadcast channels with layered decoding and/or layered secrecy. More details can be found in [1].

The first model is the degraded broadcast channel with layered decoding and non-layered secrecy, in which a transmitter sends \( K \) messages \( W_1, \ldots, W_K \) to \( K \) receivers with each receiver \( k \), decoding the first \( k \) messages, the eavesdropper ignorant of all messages. The capacity achieving scheme superposes multiple layers together with each layer carrying one more message than its previous layer. Furthermore, each layer applies random binning to secure not only the message in this layer but also all higher-layer messages.

The second model is the degraded broadcast channel with non-layered decoding and layered secrecy, in which a transmitter sends \( K \) messages \( W_1, \ldots, W_K \) to one legitimate receiver, and each eavesdropper \( k \), needs to be kept ignorant of the messages \( W_{k+1}, \ldots, W_K \), for \( k = 1, \ldots, K \). The capacity achieving scheme encodes each codeword with multiple messages so that lower-layer messages can serve as a random source to protect higher-layer messages.

The third model is the degraded broadcast channel with layered decoding and layered secrecy, in which a transmitter sends \( K \) messages \( W_1, \ldots, W_K \) to \( K \) receivers. Receiver \( k \) is required to decode the first \( k \) messages \( W_1, \ldots, W_k \), and is kept ignorant of messages \( W_{k+1}, \ldots, W_K \). The capacity achieving scheme is similar to that for the first model except that random binning within one layer only protects the message corresponding to the same layer.

The fourth model is the degraded broadcast channel with layered decoding and layered secrecy and with secrecy outside a bounded range. We focus on the case in which the transmitter has four messages \( W_1, \ldots, W_4 \) intended for the four receivers. Receiver \( k \) is required to decode the messages \( W_1, \ldots, W_k \). Furthermore, \( W_4 \) needs to be kept secure from receiver 1, and \( W_4 \) needs to be kept secure from receivers 1 and 2. Hence, each message is secured from a receiver with two-level worse channel quality. The capacity achieving scheme applies the joint design of superposition, embedded coding, random binning, and rate splitting and sharing.

2. APPLICATIONS

We discuss two applications of the broadcast models described in Section 1. The first application is to the fading wiretap channel, in which the legitimate and eavesdropping channels are corrupted by multiplicative random fading gains. In the case that the transmitter does not know the fading gains, the legitimate and eavesdropping channels can be viewed as having multiple states. A layered transmission scheme can be designed so that more layers can be decoded if the legitimate channel has better quality, and more layers can be made secure if the eavesdropping channel has lower quality. Thus, such an approach naturally yields a degraded broadcast channel with layered decoding and secrecy requirements as discussed in Section 1, and the secrecy capacity results for such models can be applied.

The second application is to the secret sharing problem with multiple secrets, which can be shown to be equivalent to the broadcast channel with secrecy requirements. Namely, the groups of participants that are required to determine secrets should be viewed as legitimate receivers and the groups of participants that are required to be ignorant of secrets should be viewed as eavesdroppers.
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Semantic Security using a Stronger Soft-Covering Lemma

Paul Cuff, Ziv Goldfeld, and Haim Permuter

I. SOFT COVERING

A soft-covering theorem was introduced by Wyner [1, Theorem 6.3] and is the central analysis step for achievability proofs of information theoretic security, resolvability, and channel synthesis. It can also be used for simple achievability proofs in lossy source coding. Recently in [2] we have sharpened the claim of soft-covering by moving away from an expected value analysis. Instead, a random codebook is shown to achieve the soft-covering phenomenon with high probability. The probability of failure is doubly-exponentially small in the block-length, enabling many applications through the union bound. In particular, it can be used to achieve semantic security in wiretap channels without loss of communication rate efficiency, as we demonstrate in [3].

The soft-covering concept says that the distribution induced by selecting an $X^n$ sequence at random from a codebook of sequences and passing it through the memoryless channel $Q_{Y^n|X^n}$ will be a good approximation of $Q_{Y^n}$ in the limit of large $n$ as long as the codebook is of size greater than $2^{nR}$ where $R > I(X;Y)$. The codebook can even be constructed randomly, drawing each sequence independently from the distribution $Q_{X^n}$.

The soft-covering lemmas in the literature claim that the distance (commonly total variation or relative entropy) between the induced distribution $P_{Y^n}$ and the desired distribution $Q_{Y^n}$ vanishes in expectation over the random selection of the codebook. This phenomenon has been studied and refined numerous times in the literature (see references in [2]). Sometimes it is referred to as “resolvability” or simply as a covering lemma. But always expected distance is analyzed.

In [2] we give a stronger claim. With high probability with respect to the codebook construction, the distance will vanish exponentially quickly with the block-length $n$. The negligible probability of the random set not producing this desired result is doubly-exponentially small.

Let us define precisely the induced distribution. Let $C = \{u^n(m)\}_{m=1}^M$ be the set of sequences, which will be referred to as the codebook. The size of the codebook is $M = 2^{nR}$. Then the induced distribution is:

$$P_{Y^n|C} = 2^{-nR} \sum_{u^n(m) \in C} Q_{V^n|U^n = u^n(m)}.$$

Lemma 1 ([2]). For any $Q_U$, $Q_{U|V}$, and $R > I(U;V)$, where $V$ has a finite support, there exists a $\gamma_1 > 0$ and a $\gamma_2 > 0$ such that for $n$ large enough

$$P \left( d(P_{Y^n|C}, Q_{Y^n}) > e^{-\gamma_1 n} \right) \leq e^{-\gamma_2 n},$$

where $d(\cdot, \cdot)$ is the relative entropy.

II. SEMANTIC SECURITY

Wyner’s soft-covering lemma has become a standard tool for proving that strong perfect secrecy is achieved in the wiretap channel (see e.g. [4]). Coincidentally, Wyner introduced both the idea of soft covering [1] and the wiretap channel [5] in the same year, but he didn’t connect the two together.

According to the usual definition, strong perfect secrecy is achieved if the mutual information (unnormalized) between the message and the eavesdropper’s channel output can be made arbitrarily small.

An even stronger notion of near-perfect secrecy is semantic security. This requires that any two messages cannot be distinguished, usually measured by total variation. This is not implied by the above strong secrecy because mutual information is an average quantity. Since there are so many messages, the mutual information can be small even if a few of the messages are perfectly distinguishable. In [6] a connection between mutual information and semantic security is established by maximizing over message distributions.

Lemma 1 allows us to show that the random codebook construction of Wyner actually achieves semantic security. This is argued by claiming that for every message, due to the randomization at the encoder, the soft-covering phenomenon causes the output distribution at the eavesdropper to be close to an i.i.d. output distribution. The union bound establishes that the probability that even a single message produces an output far from i.i.d. is vanishing quickly with $n$.

In [3] we use this technique to establish semantic security even for a wiretap channel setting with an active adversary.
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The wiretap channel (WTC), introduced by Wyner [1], is composed of a sender (“Alice”) who wishes to convey data to a legitimate user (“Bob”), such that the eavesdropper (“Eve”) cannot recover any information of this data. In the multiple-input multiple-output (MIMO) Gaussian WTC, Alice is connected to Bob and Eve by a MIMO broadcast channel. The capacity of this channel was found in [2]–[4].

Although the capacity of WTCs is well understood, construction of practical codes is still a challenge. For the scalar Gaussian case, various approaches have been suggested. The recent work of Tyagi and Vardy in [5] is particularly appealing, since it uses a black-box approach: it takes any code that is good for the ordinary (non-secrecy) AWGN channel, and turns it into a good wiretap code using a hashing procedure.

However, assuming that we have such a code for the scalar case, how do we extend it to the vector case? Do we need to construct different codes for every channel matrix? In [6] we have presented a scheme based on scalar random-binning wiretap codes, in conjunction with a linear encoder and a successive interference cancellation (SIC) decoder, which approaches the MIMO wiretap capacity. In fact, it can be described as a variant of VBLAST/GDFE schemes, used in MIMO communication without secrecy [7], [8]. Interestingly, the proof that Eve cannot extract information also hinges on the optimality of the SIC procedure, this time in a “ genie-aided” setting: after Eve extracts all possible information from a stream, the content of that stream is revealed to her for the sake of trying to decode the next streams.

Given the optimal SIC scheme for the MIMO WTC, it is natural to consider an explicit code construction, where the random-binning codes are replaced by ordinary AWGN codes, combined with some structured binning procedure, e.g. the hashing of [5]. Indeed, in [9] we have pursued this idea. The key point is that, as with random-binning codes, when any good set of codes is used, a “ genie-aided” Eve cannot do better than follow a SIC process. Since at any stage of a SIC decoding process, the decoder sees a multiple-access channel (MAC) where the inputs are the streams that are not decoded yet, the optimality of the scheme is intimately related to that of a scheme for the MAC WTC [10]. However, the construction of good MAC WTC codes is also not immediate.

Even without secrecy, not any collection of good AWGN codes is good for any Gaussian MAC, see e.g. [11]: if the codebooks have structure (as they should, in a practical construction), the signal resulting from one codebook may not look as noise in the process of decoding the other, as for some channel coefficients the codes may align. This compromises MAC decoding, whose optimality is needed both for the “Bob” and “Eve” parts of the secrecy proofs. This effect can be circumvented by a dithering process, which makes sure that codewords play the part of “independent noise” when decoding a different codebook. We thus define a class of MAC WTC codes that have both good individual secrecy properties, and mutual independence; such codebook sets can be obtained from any set of good AWGN codebooks by a two-stage process of hashing and then dithering. However, this still does not yield a practical code construction, as dithering, which must be performed modulo a shaping region to retain optimality, incurs decoding complexity that may be higher than that of the original code. Thus, in order to obtain a practical construction, we need to find a “simpler” procedure to perturb any given set of codebooks, such that the resulting codes are good for the MAC WTC. It is worth noting, that such a construction will also be theoretically significant in communication without secrecy constraints, as the problem of alignment already arises in VBLAST/GDFR schemes.
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Abstract—The broadcast channel with independent secret keys models a communication scenario in which a common message has to be securely broadcast to two legitimate receivers keeping an eavesdropper ignorant of it. The transmitter shares an independent secret key of arbitrary rate with each legitimate receiver. Depending on the channel qualities of the legitimate receivers and the eavesdropper, these secret keys must be used as one-time pads to encrypt the message, as fictitious messages for randomization in wiretap coding, or a combination of both to achieve the secrecy capacity. In this paper, communication takes place over independent parallel subchannels and the secrecy capacity is established for these cases, in which all parallel channels follow the same order of degradation.

I. INTRODUCTION

Security is traditionally implemented at higher layers of the communication protocol such as the application layer and usually based on cryptographic principles. Recently, information theoretic approaches to security have drawn considerable attention, especially for wireless communication systems, where it provides a promising complement to cryptographic approaches; see for example [1, 2] and references therein.

Information theoretic approaches realize security directly at the physical layer by exploiting the noisy properties of the underlying communication channel. This line of research was initiated by Wyner who studied the so-called wiretap channel in which a sender wants to securely transmit information over a noisy channel to a receiver keeping an eavesdropper in the dark [3]. In [4–7] this has been extended to the wiretap channel with a shared secret key.

While the basic wiretap channel with secret key is well understood, multi-user communication scenarios involving multiple secret keys have received much less attention. This is insofar surprising as the optimal use of the secret keys is no longer obvious in such scenarios. A transmitter and a receiver can use a shared secret key for encryption to securely transmit a certain message, but this might harm other receivers (of this particular message) that are not aware of this key. Accordingly, multiple secret keys can result in conflicting payoffs at different receivers making the optimal use of the secret keys a challenging and non-trivial problem.

The underlying phenomenon is captured by the broadcast channel (BC) with independent secret keys which has been studied in [8] and [9]. Here, a transmitter wishes to broadcast a common message to two legitimate receivers while keeping an eavesdropper ignorant of it. The transmitter shares independent secret keys of arbitrary rates with both receivers. Now, secure communication can be realized by different approaches. Secret keys can be used as one-time pads to encrypt the common message as in [10]. The drawback of this is that each receiver knows only its own secret key. Thus, the more one secret key is used, the more the other receiver is hurt as the encrypted message becomes useless for it. Another approach is to interpret the secret keys as fictitious messages used as randomization resources for wiretap codes [1, 2]. The drawback of this approach is that allocating certain resources for randomization reduces the available resources for the actual message transmission. Both approaches are conceptually different and surprisingly neither of them is superior to the other one. In fact, depending on the channel qualities of the legitimate receivers and the eavesdropper, either the one-time pad approach, the fictitious message approach, or a combination of both is needed to achieve capacity [8, 9].

In this paper we study the parallel BC with independent secret keys. In this model, the transmitter communicates with the legitimate receivers (and the eavesdropper) via multiple independent subchannels. We establish the secrecy capacity for the special cases of degraded subchannels, in which all subchannels follow the same order of degradation. The general model of parallel channels is of particular interest as it includes fading channels as a special case. Secure communication over parallel and fading channels for the BC (without secret keys) has been studied in [11] and [12].

II. BC WITH INDEPENDENT SECRET KEYS

Let \( X, Y_1, Y_2, \) and \( Z \) be finite input and output sets. For input and output sequences \( x^n \in X^n, y_1^n \in \mathcal{Y}_1^n, y_2^n \in \mathcal{Y}_2^n, \) and \( z^n \in \mathcal{Z}^n \) of length \( n \), the discrete memoryless broadcast channel is described by the transition probability

\[
P_{Y_1 Y_2 Z | X}(y_1^n, y_2^n, z^n | x^n) = \prod_{i=1}^{n} P_{Y_1 Y_2 Z | x}(y_{1,i}, y_{2,i}, z_i | x_i).
\]

The BC with independent secret keys models the communication scenario in which a transmitter broadcasts a common message \( M \) to legitimate receivers 1 and 2, while keeping

\[\text{Notation: The set of non-negative integers } \{1, 2, ..., L\} \text{ is denoted by} [1, L]; X_{[1,L]}^n \text{ denotes the group of length } n \text{ vectors } X_{1}^n, X_{2}^n, ..., X_{L}^n \text{ where} X_{l}^n = (X_{l,1}, X_{l,2}, ..., X_{l,n}), l \in [1, L].\]
If the eavesdropper has neither the strongest nor the weakest channel, a combination of both approaches is needed.

**Theorem 3 ([9]).** The secrecy capacity $C$ of the BC with independent secret keys for $X - Y_1 - Z - Y_2$ is

$$C = \max_{P_{UX}} \min \left\{ I(U; Y_2^*) \mid \frac{1}{2} I(X; Y_1) + I(X; Y_2) - I(X; Z) \right\}$$

(3)

where the max is over all input distributions $P_{UX}(u, x)$ such that $U - X - Y_1 - Z - Y_2$ form a Markov chain. The cardinality of the range of $U$ can be bounded by $|U| \leq |X| + 1$.

### III. Parallel Channels

In the following we consider a parallel BC with $L$ independent subchannels and each of them is a BC as introduced above. Now the transmitter wants to transmit the common message over these $L$ subchannels. Accordingly, the parallel BC consists of $L$ finite input alphabets $\{X_i\}_{i=1}^L$ and $3L$ finite output alphabets $\{Y_i^1, Y_i^2, Y_i^3\}_{i=1}^L$ and $Z_i^L$. The transition probability is then

$$P_{X_iY_iZ_i} = \prod_{i=1}^L P_{X_iY_iZ_i}(x_i, y_i^1, y_i^2, y_i^3, z_i^L)$$

(4)

with

$$P(\cdot)$$

the set of all probability distributions, and decoders

$$\varphi_1 : Y_i^{1L} \to K_1 \to \mathcal{M}$$

and

$$\varphi_2 : Y_i^{2L} \to K_2 \to \mathcal{M}$$

(5)

We denote the average probability of decoding error at receiver $i$ by $\epsilon_i$, $i = 1, 2$.

**Definition 1.** An $(n, M, K_1, K_2, \tau)$-code for the parallel BC with independent secret keys consists of (a stochastic) encoder

$$E : \mathcal{M} \times K_1 \times K_2 \to \mathcal{P}(X_i^{1L} \times \ldots \times X_i^{1L})$$

(7)

and with $P(\cdot)$ the set of all probability distributions, and decoders

$$\varphi_1 : Y_i^{1L} \to K_1 \to \mathcal{M}$$

and

$$\varphi_2 : Y_i^{2L} \to K_2 \to \mathcal{M}$$

(8)

We denote the average probability of decoding error at receiver $i$ by $\epsilon_i$, $i = 1, 2$. The secrecy criterion is

$$I(M; Z_i^L) = I(M; Z_1^L, Z_2^L, \ldots, Z_L^L)$$

(10)

for $\delta_n > 0$ with $M$ the random variable uniformly distributed over the set of messages $\mathcal{M}$ and $Z_i^L = (Z_{i1}, Z_{i2}, \ldots, Z_{iL})$ the output at the eavesdropper on subchannel $l$. This condition is termed strong secrecy.

**Definition 2.** A rate $R > 0$ is an achievable secrecy rate for the parallel BC with independent secret keys if for any $\tau > 0$ there exist an $n(\tau) \in \mathbb{N}$ and a sequence of $(n, M_n, K_{1n}, K_{2n})$-codes such that for all $n \geq n(\tau)$ we have

$$I(M; Z_i^L) \leq \delta_n$$

(11)

while $\epsilon_{1n}, \epsilon_{2n}, \delta_n \to 0$ as $n \to \infty$. The secrecy capacity $C$ is the supremum of all achievable rates $R$. 

---

**Fig. 1.** Broadcast channel with independent secret keys.

---

...is over all input distributions $P_{UX}(u, x)$ such that $U - X - Y_1 - Z - Y_2$ form a Markov chain. The cardinality of the range of $U$ can be bounded by $|U| \leq |X| + 1$.

**Theorem 2 ([8]).** The secrecy capacity $C$ of the BC with independent secret keys and reversely degraded channels $X - Z - Y_1 - Y_2$ is

$$C = \max_{P_X} \min \left\{ I(X; Y_1) \mid I(X; Y_2) - I(X; Z) \right\}$$

(1)

where the max is over all input distributions $P_{UX}(u, x)$ such that $U - X - Z - Y_1 - Y_2$ form a Markov chain. Further, the cardinality of the range of $U$ can be bounded by $|U| \leq |X| + 1$.

If the eavesdropper has the “strongest” channel in the sense that $X - Y_1 - Z$ and $X - Y_2 - Z$ are satisfied, the secret keys are used as fictitious messages playing the role of randomization resources for wiretap codes.

**Theorem 1 ([8]).** The secrecy capacity $C$ of the BC with independent secret keys and reversely degraded channels $X - Z - Y_1 - Y_2$ is

$$C = \max_{P_X} \min \left\{ I(X; Y_1) \mid I(X; Y_2) - I(X; Z) \right\}$$

(2)
A. Strongest Eavesdropper

We start with the scenario in which the eavesdropper is the “strongest” receiver for all parallel subchannels, i.e., we have the Markov chain relationships \( X_l - Z_l - Y_{1,l} - Y_{2,l} \) for all \( l \in [1, L] \).

Theorem 4. The secrecy capacity \( C \) of the parallel BC with independent secret keys for reversely degraded channels is

\[
C = \max \min \left\{ \frac{L}{L} \sum_{l=1}^{L} I(X_l; Y_{1,l}|U_l) \right\} \tag{11}
\]

where the max is over all input distributions \( \prod_{l=1}^{L} P(u_l x_l(u, x)) \) such that \( U_l - X_l - Z_l - Y_{1,l} - Y_{2,l} \) \( l \in [1, L] \), form Markov chains, i.e., superposition coding on each subchannel is optimal. Further, the cardinality of the range of \( U_l \) can be bounded by \( |U| \leq |X| + 1 \), \( l \in [1, L] \).

Proof: The achievability is based on [8, Theorem 2] by using superposition coding on each subchannel. More specifically, the secret keys \( K_1 \) and \( K_2 \) are used as one-time pads to encrypt the common message \( M \) into two individual messages \( M_1 = M \otimes K_1 \) and \( M_2 = M \otimes K_2 \). Both messages are split up into \( L \) submessages \( M_l = (M_{1,1}, M_{1,2}, ..., M_{1,L}) \) and \( M_2 = (M_{2,1}, M_{2,2}, ..., M_{2,L}) \).

Now, on each subchannel \( l \in [1, L] \) the message pair \( (M_{1,l}, M_{2,l}) \) is individually encoded and transmitted using superposition coding. Thereby, subchannel \( l \in [1, L] \) is a degraded BC supporting the rates \( R_{1,l} = I(X_l; Y_{1,l}|U_l) \) and \( R_{2,l} = I(U_l; Y_{2,l}) \). In total, we achieve with this strategy rates \( R_1 = \sum_{l=1}^{L} R_{1,l} \) and \( R_2 = \sum_{l=1}^{L} R_{2,l} \) yielding the desired achievable rate as in (11).

It remains to show the converse. At receiver \( i, i = 1, 2 \), we have the following version of Fano’s inequality:

\[
H(M; Y_{1,[1,L],i}^n) \leq n \epsilon_{i,n}
\]

with \( \epsilon_{i,n} \to 0 \) as \( n \to \infty \). Define the auxiliary random variables

\[
U_{l,i} = (M, K_1, Y_{1,[l-1],i}^{n-1}, Y_{1,l}^{n-1})
\]

for all \( l \in [1, L] \). For the weaker receiver we obtain

\[
nR \leq H(M) = H(M|K_2) \leq I(M; Y_{2,[1,L],i}^n) + n \epsilon_{i,n}
\]

where (15) follows from Fano’s inequality (12), (20) from the degradedness \( X_l - Y_{1,l} - Y_{2,l} \) for all \( l \in [1, L] \), and (21) from the definition of \( U_{l,i} \), cf. (13).

With the same definition for \( U_{l,i} \) we obtain for the stronger receiver

\[
nR \leq I(M, K_1; Y_{1,[1,L],i}^n) + n \epsilon_{i,n}
\]

where (15) follows from Fano’s inequality (12), (20) from the degradedness \( X_l - Y_{1,l} - Y_{2,l} \) for all \( l \in [1, L] \), and (21) from the definition of \( U_{l,i} \), cf. (13).
Weakest Eavesdropper

Now we look at the scenario in which the eavesdropper is the “weakest” receiver for all parallel subchannels, i.e., we have the Markov chain relationships $X_1 - Y_{1,l} - Z_l$ and $X_1 - Y_{2,l} - Z_l$ for all $l \in [1, L]$. Theorem 5. The secrecy capacity $C$ of the parallel BC with independent secret keys and degraded channels $X_1 - Y_{1,l} - Z_l$ and $X_1 - Y_{2,l} - Z_l$ is

$$C = \max \min \left\{ \sum_{l=1}^{L} I(X_l; Y_{1,l}) \right\}$$

where the max is over all input distributions $\prod_{i=1}^{L} P_{X_i}(x)$.

Proof: The achievability follows from [8, Theorem 3] by extending this coding scheme to the vector-valued case here, specifically, by setting $X = (X_1, X_2, ..., X_L)$, $Y_1 = (Y_{1,1}, Y_{1,2}, ..., Y_{1,L})$, $Y_2 = (Y_{2,1}, Y_{2,2}, ..., Y_{2,L})$, and $Z = (Z_1, Z_2, ..., Z_L)$ with $X$ having independent components.

For the converse we observe that the first two bounds in (35) are single-user bounds. The more interesting bound is the third, sum-rate-like bound which is as follows:

$$n2R = H(M) + H(M)$$

Similarly we get for the second term

$$I(M, K_{12}; Y_{2,1}[1,L]) \leq \sum_{i=1}^{L} I(X_i; Y_{2,l})$$

so that we can upper bound (41) by

$$n2R \leq \sum_{i=1}^{L} [I(X_i; Y_{1,l})|Z_l] + I(X_i; Y_{2,l}) + n\epsilon_n$$

which gives the desired sum-rate-like bound in (35). This completes the converse.

Eavesdropper in the Middle

Finally, we study the scenario in which the eavesdropper is neither the strongest nor the weakest receiver for all parallel subchannels. In particular, we assume that the Markov chain relationships $X_1 - Y_{1,l} - Z_l - Y_{2,l}$ hold for all $l \in [1, L]$. Theorem 6. The secrecy capacity $C$ of the parallel BC with independent secret keys for $X_1 - Y_{1,l} - Z_l - Y_{2,l}$ is

$$C = \max \min \left\{ \sum_{l=1}^{L} I(U_l; Y_{1,l}) \right\}$$

where the max is over all input distributions $\prod_{i=1}^{L} P_{U_i}(u, x)$ such that $U_l - X_l - Y_{1,l} - Z_l - Y_{2,l}$, $l \in [1, L]$, form Markov chains. Further, the cardinality of the range of $U_l$ can be bounded by $|U_l| \leq |X_l| + 1$, $l \in [1, L]$.

Proof: The achievability follows from [9, Theorem 4] by extending this coding scheme to the vector-valued case here, specifically, by setting $U = (U_1, U_2, ..., U_L)$, $X = (X_1, X_2, ..., X_L)$, $Y_1 = (Y_{1,1}, Y_{1,2}, ..., Y_{1,L})$, $Y_2 = (Y_{2,1}, Y_{2,2}, ..., Y_{2,L})$, and $Z = (Z_1, Z_2, ..., Z_L)$ with $U$ and $X$ having independent components.

For the converse we define the auxiliary random variables

$$U_{1,l} = (M, K_2, Z_{l,l-1}, Z_l^{l-1})$$

for all $l \in [1, L]$. For the first bound in (52) we obtain

$$nR = H(M) = H(M|K_2)$$

Similarly we get for the second term

$$I(M, K_{12}; Y_{2,1}[1,L]) \leq \sum_{i=1}^{L} I(X_i; Y_{2,l})$$

which gives the desired sum-rate-like bound in (35). This completes the converse.

C. Eavesdropper in the Middle

Finally, we study the scenario in which the eavesdropper is neither the strongest nor the weakest receiver for all parallel subchannels. In particular, we assume that the Markov chain relationships $X_1 - Y_{1,l} - Z_l - Y_{2,l}$ hold for all $l \in [1, L]$. Theorem 6. The secrecy capacity $C$ of the parallel BC with independent secret keys for $X_1 - Y_{1,l} - Z_l - Y_{2,l}$ is

$$C = \max \min \left\{ \sum_{l=1}^{L} I(U_l; Y_{1,l}) \right\}$$

where the max is over all input distributions $\prod_{i=1}^{L} P_{U_i}(u, x)$ such that $U_l - X_l - Y_{1,l} - Z_l - Y_{2,l}$, $l \in [1, L]$, form Markov chains. Further, the cardinality of the range of $U_l$ can be bounded by $|U_l| \leq |X_l| + 1$, $l \in [1, L]$.

Proof: The achievability follows from [9, Theorem 4] by extending this coding scheme to the vector-valued case here, specifically, by setting $U = (U_1, U_2, ..., U_L)$, $X = (X_1, X_2, ..., X_L)$, $Y_1 = (Y_{1,1}, Y_{1,2}, ..., Y_{1,L})$, $Y_2 = (Y_{2,1}, Y_{2,2}, ..., Y_{2,L})$, and $Z = (Z_1, Z_2, ..., Z_L)$ with $U$ and $X$ having independent components.

For the converse we define the auxiliary random variables

$$U_{1,l} = (M, K_2, Z_{l,l-1}, Z_l^{l-1})$$

for all $l \in [1, L]$. For the first bound in (52) we obtain
\[
\sum_{l=1}^{L} \sum_{i=1}^{n} I(M, K_2; Y^n_{2,[l−1],i}, Y^{l−1}_2, i) + n\epsilon_{i,n} \quad (59)
\]
\[
\sum_{l=1}^{L} \sum_{i=1}^{n} I(M, K_2, Z^n_{2,[l−1],i}, Z^{l−1}_2, i) + n\epsilon_{i,n} \quad (60)
\]
\[
\sum_{l=1}^{L} \sum_{i=1}^{n} I(U_{1,i}; Y^n_{2, l,i}) + n\epsilon_{i,n} \quad (61)
\]

where (55) follows from Fano’s inequality, (60) from the degradedness \(X_l − Y_{1,l} − Z_l − Y_{2,l}\) for all \(l \in [1, L]\), and (61) from the definition of \(U_{1,i}\).

For the second bound we proceed as follows. We know from the proof of Theorem 5 we know that we can bound the \(\epsilon\) term as follows:

\[
\sum_{l=1}^{L} \sum_{i=1}^{n} I(U_{1,i}; Y^n_{2, l,i}) + n\epsilon_{i,n}
\]

From the proof of Theorem 5 we know that we can bound the first and third term as

\[
I(M, K_{12}; Y^n_{1,[1,l],i}) − I(M, K_{12}; Z^n_{1,[1,l]}) \leq n \sum_{l=1}^{L} [I(X_l; Y_{1,l}) − I(X_l; Z_l)]. \quad (65)
\]

cf. (42)-(51). The second term is upper bounded by

\[
I(M, K_2; Y^n_{2,[1,l],i}) \leq \sum_{l=1}^{L} \sum_{i=1}^{n} I(U_{1,i}; Y^n_{2, l,i}) \quad (66)
\]

which follows as in (56)-(61). It remains to bound the last term as follows:

\[
I(K_1; Z^n_{1,[1,l],i}|M, K_2) \leq \sum_{l=1}^{L} I(K_1; Z^n_{1,[1,l]}) \quad (67)
\]

Now by inserting (65), (66), (71) into (64) and introducing a time-sharing random variable independent of all others and uniformly distributed over \([1, ..., n]\), it is straightforward to obtain the desired bounds in (52), thereby proving the converse. The cardinality bounds follow then immediately from [9, Theorem 4].

**IV. Conclusion**

In this paper we have studied the parallel BC with independent secret keys. Here, the transmitter sends a common message to two legitimate receivers via multiple independent subchannels. Parallel channels are of particular interest as they include fading channels as a special case. We have established the secrecy capacity of the parallel BC with independent secret keys for the cases in which the channels of the legitimate receivers and the eavesdroppers all follow the same order of degradation.

If the eavesdropper is weakest receiver for all subchannels, the optimal coding scheme is the vector-valued extension of the single-channel case. The same is true for the case in which the eavesdropper is neither the weakest nor the strongest for all subchannels. However, if the eavesdropper is the strongest receiver for all subchannels, the optimal coding scheme is based on individual superposition coding on each subchannel. All considered cases have in common that independent inputs for all subchannels are optimal which does not immediately follow from [8] and [9]. Moreover, for all considered cases the secrecy capacity of the parallel BC is in general larger than the sum of the secrecy capacities of all individual subchannels.
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Abstract—We consider a setup where a rechargeable battery is used to partially mask the load profile of a user from the utility provider in a smart-metered electrical system. We focus on the case of i.i.d. load profile, use mutual information as our privacy metric, and characterize the optimal policy as well as the associated leakage rate.

Our approach is based on obtaining single-letter expression for the leakage rate for a class of battery policies and providing a converse argument for establishing the optimality.

I. INTRODUCTION

Smart meters are becoming a critical part of modern electrical grids. They deliver fine-grained household power usage measurements to utility providers. This information allows them to implement changes to improve the efficiency of the electrical grid. However, despite the promise of savings in energy and money, there is potentially a loss of privacy. Anyone with access to the load profile may employ data mining algorithms to infer details about the private activities of the user [1]–[4].

In this paper, we investigate one possible solution to the privacy problem. Using a rechargeable battery, the user can distort the load profile generated by the appliances by charging and discharging the battery. Due to the proliferation of rechargeable batteries, energy harvesting devices and electric vehicles, the strategy of using these devices to partially obfuscate the user’s load profile is becoming more feasible. As we discuss below, a number of recent works have studied this approach in the literature.

A. Related Works

We consider a similar setup to [7] which introduces using mutual information as a privacy metric then considers an instance of the problem with binary alphabets. The setup is extended in [8], [9] where the multi-letter mutual information optimization problem is reformulated as a Markov Decision Process. The results in this paper mirror that of [10] where the optimal single-letter information leakage rate and policy is characterized using Markov Decision Theory. In this paper, we provide the proofs using purely information theoretic arguments which may be of interest in its own right. In other related works, rate-distortion type approaches for studying privacy-utility tradeoffs in smart grid systems have been studied in [11]–[14]. These works are not directly related to the present setup.

II. PROBLEM DEFINITION

We consider a smart metering system as shown in Fig. 1 where at each time a residence generates an aggregate demand that must either be satisfied by charges in the battery or by drawing power from the grid. \( \{X_t\}_{t \geq 1}, \ X_t \in \mathcal{X} \) where \( \mathcal{X} := \{0, 1, 2, \ldots, m_x\} \) denotes the (exogeneous) i.i.d. power demand process distributed according to \( Q_X \). \( \{Y_t\}_{t \geq 1}, \ Y_t \in \mathcal{Y} \) denotes the energy consumed from the grid where \( \mathcal{Y} := \{0, 1, 2, \ldots, m_y\} \) and \( \{S_t\}_{t \geq 1}, \ S_t \in \mathcal{S} \) denotes the energy stored in the battery where \( \mathcal{S} := \{0, 1, 2, \ldots, m_s\} \) and the initial charge \( S_1 \) of the battery is distributed according to probability mass function \( P_{S_1} \).

We assume that \( m_x \leq m_y \) so that the system is guaranteed to be able to satisfy the demand at any time by drawing solely from the grid i.e. \( Y_t = X_t, \ \forall t \). While in general, the alphabets \( \mathcal{X} \) and \( \mathcal{Y} \) can be any finite subset of the integers – where negative values of \( X \) and \( Y \) would model a situation where energy (possibly generated from an alternative energy source) is sold back to the utility provider – it is more realistic to for them to be a contiguous interval. In this case, without further assumptions on the battery size, the alphabets would have to satisfy \( \mathcal{X} \subset \mathcal{Y} \) in order to guarantee that energy is not wasted and the power demand can always be satisfied. Nonetheless, our results generalize to these cases.

We assume an ideal battery that has no conversion losses or other inefficiencies. Therefore, the following conservation equation must be satisfied at all time instances:

\[
S_{t+1} = S_t - X_t + Y_t. \tag{1}
\]

The energy management system observes the power demand and battery charge and consumes energy from the grid according to a randomized charging policy \( q = (q_1, q_2, \ldots) \). In particular, at time \( t \), given \( (x^t, s^t, y^{t-1}) \), the history of demand, battery charge, and past consumption, the battery policy chooses the level of current consumption \( Y_t \) to be \( y \) with probability \( q_t(y \mid x^t, s^t, y^{t-1}) \). For a randomized charging policy to be feasible, it must satisfy the conservation
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The simplest class of policies are stationary and memoryless, conditioning only on the current battery state and power demand:

\[ q(y|x, s). \]  

As such evaluating the leakage rate (3) even for this simplified class of policies requires numerical approaches, see e.g., [7], [13]. Our key insight is that if we further impose a certain invariance condition we can obtain a closed form expression for the leakage rate. Interestingly we will see that this class of policies also includes a globally optimal policy. Our proposed class preserves the following property:

\[ P(S_2 = s_2 | Y_1 = y_1) = P(S_1 = s_1), \quad \forall s_1, y_1 \in \hat{Y}, \quad \forall t. \]

where \( \hat{Y} := \{ y : P_T(y_1) > 0 \} \) for some initial battery state distribution \( P_{S_1} \). This invariance condition implies that \( S_t \perp Y_{t-1} \) and also that \( P_S = P_{S_1}, \forall t \). By exploiting this property, we can obtain single-letter achievable leakage rates as follows:

**Lemma III.1.** Given an instance of Problem A with i.i.d. power demand \( Q_X(x) \) and initial battery state distribution \( P_{S_1} \), if the stationary memoryless policy \( q = (q, q, \ldots) \in Q_A \) satisfies the invariance property (5), then

\[ L_\infty(q) = I^q(S_1, X_1; Y_1), \]

where \( (S_1, X_1, Y_1) \sim P_{S_1}(s_1)Q(x)q(y_1|x_1, s_1). \)

**Proof.** The invariance property and the memorylessness of \( q \) implies that \( (Y_t, X_t, S_t) \perp Y_{t-1}, \forall t \). Therefore we have

\[
\frac{1}{T} I^q(S_1, X^T; Y^T) \overset{(a)}{=} \sum_{t=1}^{T} \frac{1}{T} I^q(S^t, X^T; Y^T_{t-1}) \overset{(b)}{=} \sum_{t=1}^{T} \frac{1}{T} I^q(S_t, X_t; Y^T_{t-1}) \overset{(c)}{=} I^q(S_1, X_1; Y_1), \quad \forall T
\]

where (a) is due to the chain rule of mutual information and the fact that \( S^t \) is a deterministic function of \( (S_1, Y_{t-1}, Y^T_{t-1}) \) given by the battery update equation (1), (b) is due to the memoryless condition (4), and (c) is due to the invariance property (5).

We will next develop some further properties of the invariance condition (5). Let us define an auxiliary random variable \( W_t := S_t - X_t \) where \( W_t \in W := S - X \) and for \( w \in W \), let

\[ D(w) := \{ (x, s) \in X \times S : s - x = w \}. \]

**Lemma III.2.** An initial battery distribution \( P_{S_1} \) and a stationary memoryless policy \( q = (q, q, \ldots) \in Q_A \) satisfies the invariance property (5) iff for each \( (s_2, y_1) \in S \times X \), we have

\[
P_{S_1}(s_2)Q(y_1) = \sum_{(\tilde{x}, \tilde{s}) \in D(s_2 - y_1)} q(y_1 | \tilde{x}_1, \tilde{s}_1)Q(\tilde{x}_1)P_{S_1}(\tilde{s}_1).
\]
Proof. (If) Note that since the rhs is equal to the joint \( P^q(s_2, y_1) \), the systems of equations in the Lemma implies that \( S_2 \perp Y_1 \) and \( P^q_{2} = P_{S_2} \), which is the invariance property (5).

(Only if) Assuming the invariance property to be true, since \( S_1 - X_1 = S_2 - Y_1 \) given by the battery update equation (1) we must have \( P^q_{2}(y_1) = Q(y_1), \forall y_1 \in X \). Using Bayes rule and the definition of the joint distribution we recover the statement in the Lemma.

Lemma III.2 implies that the alphabet for \( \{Y_t\}_{t \geq 0} \) must be limited to \( X \) and \( P^q_{2} = Q \). In addition, Eq. (6) provides an explicit condition that must be satisfied by the stationary memoryless policies for any fixed \( P^q_{S_1} \in P_S \). Note that these are essentially \( |V| \) linear constraints. It should be clear that these constraints are always feasible. For example, using the policy \( Y_t = X_t \), any \( P^q_{S_1} \) will satisfy the invariance property (5). However, this will maximize the leakage rate. We next discuss a policy that turns out to be optimal.

A. Optimal Policy

Lemma III.3. Given a fixed \( P^q_{S_1} \) and \( W_1 = S_1 - X_1 \), the optimal policy \( q^* = (q^*, q^*, \ldots) \) satisfying the invariance property III.2 is

\[
q^*(y|x, s) = \begin{cases} \frac{Q(y)P_{S_1}(y+s-x)}{P_{W_1}(s-x)} & \text{if } y \in X \cap Y_2(s-x) \\ 0 & \text{otherwise} \end{cases}
\]

achieving a leakage rate of

\[
L_{\infty}(q^*) = I(S_1 - X_1; Y_1)
\]

where \( (S_1, X_1) \sim P^q_{S_1}(s_1)Q(x_1) \).

Proof. By definition, \( q^*(y|x, s) \geq 0 \), \( \forall s \in S, x \in X, y \in X \cap Y_2(s-x) \). Next, we show that \( q^* \) is properly normalized.

\[
\sum_{\tilde{y} \in X \cap Y_2(s-x)} Q(\tilde{y})P_{S_1}(\tilde{y} + s - x) = \sum_{(\tilde{x}, \tilde{s}) \in D(s-x)} Q(\tilde{x})P_{S_1}(\tilde{s})
\]

where the second step follows by substituting \( \tilde{x} = \tilde{y} \) and \( \tilde{s} = \tilde{y} + s - x \) and observing that \( \tilde{s} - \tilde{x} \in D(s-x) \). Therefore, \( q^* \) is admissible. The invariance property can be verified using Lemma III.2 or as follows:

\[
P^q(S_2 = s_2, Y_1 = y_1) = \begin{cases} a & P^q(S_2 = s_2, Y_1 = y_1, W_1 = s_2 - y_1) \\ b & P^q(Y_1 = y_1, W_1 = s_2 - y_1) \\ c & P^q(Y_1 = y_1|X_1 = y_1, S_1 = s_2)P(W_1 = s_2 - y_1) \\ d & P(y_1|y_1, s_2)P(W_1 = s_2 - y_1) \\ e & Q(y_1)P_{S_1}(s_2) \end{cases}
\]

where (a) and (b) use the fact that \( S_2 - Y_1 = W_1 \) holds from the battery update equation, (c) is because \( q^*(y|x, s) \) only depends on \( (x, s) \) via \( s - x \) and the last equality follows from the definition of \( q^* \). The last equality shows that the invariance property is satisfied.

To show optimality, fix \( P^q_{S_1} \) and let \( q \) be any policy satisfying Lemma III.2 and consider the following inequalities:

\[
L_{\infty}(q) = I(S_1, X_1; Y_1) \geq I(W_1; Y_1) = H(W_1) - H(W_1 + Y_1) \geq H(W_1) - H(S_2) \geq H(W_1) - H(S_1) \geq H(S_1 - X_1) = I(S_1 - X_1; X_1)
\]

(a) is due to Lemma III.2, (b) is due to the data processing inequality, (c) and (d) are due to the battery update equation (1) and the invariance property of \( q \), and (e) is by definition.

The achievability proof is completed by noting that under \( q^* \), we have \( Y_t - W_t - (X_t, S_t) \) and so the lower bound is obtained.

Proposition III.1. Minimizing over the initial battery distribution \( P_{S_1} \) in Lemma III.3 we obtain the optimal leakage rate in the class of policies satisfying the invariance property III.2.

Remark III.1. The limitation of this achievability scheme requires that the battery have a specific distribution over the battery’s initial states. However, this loss of generality is operationally insignificant since the user can start off by randomly charging the battery from an external source.

B. Converse

So far we have shown that the policy in Lemma III.3, is optimal for the class of invariance policies that satisfy (5). We will now prove an information theoretic converse that establishes that the stated policy is globally optimal among all policies in \( Q_A \). This provides the counterpart of the result in [10], but avoids the use of the dynamic programming framework. Consider the following inequalities: for any admissible policy \( q \in Q_A \) we have

\[
I(S_1, X^T; Y^T) \geq \sum_{t=1}^{T} I(S_1, X_t; Y_t|Y^{t-1}) \geq \sum_{t=1}^{T} I(W_t; Y_t|Y^{t-1})
\]

\[
= H(W_1) - H(W_1|Y_1) + H(W_2|Y_1) - H(W_2|Y^2) + \cdots
\]

\[
= H(W_1) - H(S_2|Y_1) + H(S_2 - X_2|Y_1) - H(S_3|Y^2) + \cdots
\]

\[
= H(W_1) + \sum_{t=2}^{T} I(W_t; X_t|Y^{t-1}) - H(W_T|Y^T)
\]
where (a) is because $S_{t+1}$ is an invertible function of $W_t$ given $Y_t$. Now, taking the limit $T \to \infty$ to obtain a lower bound to the leakage rate we have

$$L_\infty(q) = \lim_{T \to \infty} \frac{1}{T} I(S_t, X_t; Y^T_t)$$

$$\geq \lim_{T \to \infty} \frac{1}{T} \left[ H(W_t) + \sum_{t=2}^T I(W_t; X_t | Y^{t-1}_t) - H(W_T | Y^T_t) \right]$$

$$= \lim_{T \to \infty} \frac{1}{T} \sum_{t=2}^T I(W_t; X_t | Y^{t-1}_t)$$

$$\geq \min_{P_S \in \mathcal{P}_S} I(S - X; X),$$

(a) is because the entropy of any discrete random variable is bounded and (b) follows from the observation that every term in the summation is only a function of the posterior $P(S_t | Y^{t-1}_t)$. Therefore, minimizing each term over a $P_S \in \mathcal{P}_S$ results in a lower bound to the optimal leakage rate which is achievable using Proposition III.1.

IV. Conclusions

In this paper, we provide a single-letter characterization of the optimal private information leakage rate using information theoretic arguments. While the result was already established in [10], the proof provided in this paper is based on more elementary arguments and avoids the use of the dynamic programming framework. Our proof shows that the optimal leakage rate is achieved using a class of stationary memoryless policies that preserve the posterior distribution of the battery state. We believe that the techniques discussed here also extend to continuous valued input and output alphabets.
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Abstract—This paper takes a rate-distortion approach to the caching problem of Maddah-Ali and Niesen. We characterise the optimal tradeoffs between compression rate, reconstruction distortion and cache capacity for a single-user problem and special cases of a two-user problem. These tradeoffs illustrate some interesting connections between optimal caching strategies, Gaës-Körner common information, and Wyner’s common information.

I. INTRODUCTION AND SETUP

We address a communication scenario where users request files from a server during peak-traffic periods. The server reduces the peak-traffic by pre-placing information in cache memories close to the users during prior periods of low traffic. In these low-traffic periods, communication rate is not a limiting resource and the amount of pre-placed information is mainly restricted by the cache memory sizes.

More specifically, in this paper we consider the scenario in Figure 1. The server has access to a library with $L$ files:

\[
\text{Library} \quad X := (X^n_1, X^n_2, \ldots, X^n_L),
\]

where each file is a sequence of $n$ symbols

\[
X^n_r := (X^n_{r,1}, X^n_{r,2}, \ldots, X^n_{r,n})
\]

taking value in a finite alphabet $X_r$. For simplicity, we assume that each file is a sequence of independent and identically distributed (i.i.d.) symbols, where symbols pertaining to different files can be correlated:

\[
(X_{1,1}, \ldots, X_{L,1}), \ldots, (X_{1,n}, \ldots, X_{L,n}) \sim \text{i.i.d.} \sim P_X.
\] (1)

for some given joint law $P_X$ over $X := X_1 \times \cdots \times X_L$.

Assume that there is a single user, which selects an index

\[
\ell \in L := \{1, 2, \ldots, L\}
\]

arbitrarily and requests the corresponding file $X^n_{\ell}$ from the server. The user has a local cache memory of size $nC$ bits where the server can pre-place information $M_\ell$, and which the user can access to reconstruct its requested file $X^n_{\ell}$. A central assumption in our work is that the server has to place the information in the cache before it learns the user’s request. The information $M_\ell$ stored in the cache should thus be chosen such that it is useful for (or common to) as many files as possible.

Once the server learns the user’s request $\ell \in L$, it sends an $nR$-bit delivery message $M$ to the user. Based on this message $M$ and the cache content $M_\ell$, the user attempts to reconstruct its requested file $X^n_{\ell}$. Hence, the delivery message $M$ should contain all the information about $X^n_{\ell}$ that is relevant to the user and that is not yet stored in the cache memory.

Such a cache-aided setup was first considered by Maddah-Ali and Niesen in [1, 2] and triggered a series of fruitful results [3]–[9]. The works in [1]–[7] studied the problem where independent files $X^n_1, \ldots, X^n_L$ had to be reconstructed losslessly by multiple users. More specifically, these works presented various upper and lower bounds on the minimum required delivery-rate $R$ for given cache capacity $C$. While we limit ourselves to a single user with cache memory, we extend the analysis to lossy reconstruction of potentially correlated files, cf. (1). We furthermore analyse the problem when a second user without cache memory is present, see the setup in Figure 4.

The main problem of interest in this paper is thus the optimal tradeoff between the delivery rate $R$, the cache capacity $C$, and the user’s reconstruction distortion. Notice that the delivery rate $R$ is a worst-case rate (or a compound rate) in the sense that it has to be sufficiently large so that the user can reconstruct every file $X^n_{\ell}$, $\ell \in L$, with desired accuracy. The problem setup by Wang, Lim and Gastpar [9], can be considered as an ergodic average-case equivalent of our worst-case (or compound) setup.

II. SINGLE USER

A. Formal Problem Definition

Let $\hat{X}_1, \ldots, \hat{X}_L$ be given reconstruction sets. A joint rate-distortion-cache (RDC) code for a given blocklength $n$ consists of $(2L+1)$-mappings:

(i) A cache encoder $f_c : X^n \rightarrow M_\ell$, where $M_\ell$ is finite.
(ii) A file encoder $f_\ell : X^n \rightarrow M$ for each $\ell \in L$, where $M$ is finite.
(iii) A file decoder $g_\ell : M \times M_\ell \rightarrow \hat{X}^n_\ell$ for each $\ell \in L$.

For brevity, we will call the above collection of encoders and decoders an $(n, M, M_\ell)$-code. Given demand $\ell \in L$, the cache content and the delivery message are

\[
M_\ell := f_c(X^n) \quad \text{and} \quad M := f_\ell(X^n);
\]
and the user’s reconstruction is
\[ \hat{X}^{\ell}_n := g_\ell(M, M_c) \in \hat{X}^{\ell}_n. \]

As per the usual rate-distortion (RD) paradigm, let us assume that the quality of \( \hat{X}^n \) can be meaningfully measured using average per-letter distortions. Specifically, for each \( \ell \in \mathcal{L} \), let
\[ \delta_\ell : \hat{X}_\ell \times X_\ell \to [0, \infty) \]
be a bounded distortion function. For simplicity, we assume that for each symbol \( x_\ell \in X_\ell \) there always exists an \( \hat{x}_\ell \) in \( \hat{X}_\ell \) such that \( \delta_\ell(\hat{x}_\ell, x_\ell) = 0 \).

**Definition 1:** Let \( \mathbf{D} := (D_1, D_2, \ldots, D_L) \) and \( C \) be arbitrary nonnegative reals. We say that a delivery rate \( R \geq 0 \) is \((\mathbf{D}, C)\)-admissible if for every \( \epsilon > 0 \) there exists a sufficiently large blocklength \( n \) and an \((n, M, M_c)\)-code such that
\[ \forall \ell \in \mathcal{L} : \mathbb{E} \left[ \frac{1}{n} \sum_{i=1}^{n} \delta_\ell(\hat{X}_{\ell,i}, X_{\ell,i}) \right] \leq D_\ell + \epsilon, \]
and
\[ |M| \leq 2^{n(C+\epsilon)} \quad \text{and} \quad |M| \leq 2^{n(R+\epsilon)}. \quad (2) \]

We call \( C \) the cache capacity and \( \mathbf{D} \) the distortion constraints. The optimal RDC tradeoff for blocklengths \( n \to \infty \) is characterised by the following function.

**Definition 2:** The RDC function is
\[ R(\mathbf{D}, C) := \inf \{ R \geq 0 : R \text{ is } (\mathbf{D}, C)\text{-admissible} \}. \]

**B. Main Results**

The RDC function has the following properties:

**Proposition 1:**
(i) \( R(\mathbf{D}, C) \) is jointly convex and non-increasing in \( \mathbf{D} \) and \( C \).
(ii) If \( C \geq H(X) \), then \( R(\mathbf{D}, C) = 0 \) for all \( \mathbf{D} \).
(iii) If \( C = 0 \), then
\[ R(\mathbf{D}, 0) = \max_{\ell \in \mathcal{L}} R_{X_\ell}(D_\ell), \]
where \( R_{X_\ell}(D_\ell) \) is the usual RD function for \( X_\ell \),
\[ R_{X_\ell}(D_\ell) := \min_{p_{\hat{X}_\ell} \mid P_{X_\ell} \rightarrow \hat{X}_\ell} I(X_\ell; \hat{X}_\ell), \]
s.t. \( \mathbb{E}[\delta_\ell(\hat{X}_\ell, X_\ell)] \leq D_\ell \).

Let
\[ R^*(\mathbf{D}, C) := \min_{\ell} \max_{U} I(X_\ell; \hat{X}_\ell|U), \]
where the minimum is taken over all \((U, \hat{X}_1, \hat{X}_2, \ldots, \hat{X}_L)\) jointly distributed with \( X \) such that \( I(X; U) \leq C \) and \( \mathbb{E}[\delta_\ell(\hat{X}_\ell, X_\ell)] \leq D_\ell \) for all \( \ell \in \mathcal{L} \).

**Theorem 1:**
\[ R(\mathbf{D}, C) = R^*(\mathbf{D}, C). \]

**C. Connections to the Gray-Wyner Network**

For the case of \( L = 2 \) files, \( X^n = (X^n_1, X^n_2) \), there is a close connection between the RDC function and Gray and Wyner’s classic “source coding for a simple network” problem [10]. The Gray-Wyner network is illustrated in Figure 2: A transmitter is connected to two different receivers via a common link of rate \( R_c \) and two private links of rates \( R_1 \) and \( R_2 \). The set of all achievable rate tuples \( (R_c, R_1, R_2) \) for which receivers 1 and 2 can respectively reconstruct \( X^n_1 \) and \( X^n_2 \) to within distortions \( D_1 \) and \( D_2 \) is given by [10, Thm. 8]
\[ \mathcal{R}_{GW}(D_1, D_2) := \bigcup \left\{ (R_c, R_1, R_2) : \begin{cases} R_c \geq I(X_1, X_2; U) \\ R_1 \geq I(X_1; X_2^1|U) \\ R_2 \geq I(X_1^2; X_2|U) \end{cases} \right\}, \]
where the union is over all tuples \((X_1, X_2, U, \hat{X}_1, \hat{X}_2)\) satisfying \( \mathbb{E}[\delta_\ell(\hat{X}_\ell, X_\ell)] \leq D_\ell \), for \( \ell \in \{1, 2\} \). The next proposition can be proved by associating the common rate \( R_c \) of the Gray-Wyner problem with the rate of the caching message \( M_c \), and the two private rates \( R_1 \) and \( R_2 \) of the Gray-Wyner problem with the rates of our delivery message \( M \) when the user demands \( X^n_1 \) and \( X^n_2 \), respectively.

**Proposition 2:**
\[ R((D_1, D_2), C) = \min_{(R_c, R_1, R_2) \in \mathcal{R}_{GW}(D_1, D_2)} \max \{ R_1, R_2 \}. \]

**D. Almost Lossless Compression**

Let us now restrict attention to the case where the user wants to reconstruct \( X^n_1 \) (almost) losslessly(12,11),(986,993). Specifically, suppose that \( \hat{x}_\ell = x_\ell \) and \( \delta_\ell(\hat{x}_\ell, x_\ell) = I \{ \hat{x}_\ell \neq x_\ell \} \) for all \( \ell \in \mathcal{L} \) are Hamming distortion functions; and \( 0 := (0, \ldots, 0) \) is a tuple of \( L \) zeros. Given these assumptions, define the rate-cache (RC) function
\[ R_0(C) := R(0, C). \]
From Theorem 1 we have the next corollary.

**Corollary 1.1:**
\[ R_0(C) = R^*(0, C) = \min_{U} \max_{X(U)} I(X; U), \]
where the minimum is taken over all auxiliary random variables \( U \), jointly distributed with \( X \), satisfying \( I(X; U) \leq C \).

Figure 3 shows the typical behaviour of \( R_0(C) \). To obtain better understanding, we propose two lower bounds and study conditions when they are tight.
Further, let
\[ C_{\text{Genie}}^* := \max_U I(X; U), \]
where the maximum is taken over all auxiliary random variables \( U \) jointly distributed with \( X \) for which the following statements hold:

(i) For every \( \ell^* \in \mathcal{L}^* \), we have \( U \leftrightarrow X_{\ell^*} \leftrightarrow X_{\mathcal{L}\setminus\ell^*} \), where \( X_{\mathcal{L}\setminus\ell^*} := (X_1, X_2, \ldots, X_{\ell^*-1}, X_{\ell^*+1}, \ldots, X_L) \).

(ii) For every \( \ell^* \in \mathcal{L}^* \),
\[ H(X_{\ell^*}; U) = \max_{\ell \in \mathcal{L}} H(X_{\ell} | U), \]

(iii) \( U \) is defined on an alphabet \( \mathcal{U} \) with \( |\mathcal{U}| \leq |\mathcal{X}| + |\mathcal{L}^*| + L. \)

**Proposition 4:**
\[ C_{\text{Genie}} = C_{\text{Genie}}^*. \]

The critical cache capacity \( C_{\text{Genie}}^* \) is related to the natural L-variable generalisation [12] of Gács and Körner’s common information:
\[ K_{\mathcal{GK}}^* := \max_{U : H(U | X_\ell) = 0, \forall \ell \in \mathcal{L}} H(U). \]

**Proposition 5:**
\[ C_{\text{Genie}}^* \geq K_{\mathcal{GK}}^*. \] (4)

If \( H(X_1) = \cdots = H(X_L) \), then (4) holds with equality.

3) Lower Bound \( R_{0, \text{Super}}(C) \) on \( R_0(C) \): Now imagine a situation where we have a superuser that requests all the \( L \) sources \( X_1^*, \ldots, X_L^* \) and that obtains \( L \) delivery messages of rate \( R \) each. Moreover, suppose that as before this superuser has a local cache memory of size \( nC \) bits that can be filled by the server. The optimal strategy for this superuser problem is again obvious, since it is equivalent to a standard RD problem with a single compression message of rate \( LR + C \). The server takes an optimal code to compress the entire library \( \mathcal{X}^n \) and distributes the produced bits in the cache memory and over the \( L \) delivery messages. The RC function of this superuser system, \( R_{0, \text{Super}}(C) \), hence is:
\[ R_{0, \text{Super}}(C) = R_{0, \text{Super}}^*(C) := \max \left\{ 0, \frac{1}{L} \left( H(X) - C \right) \right\}. \]

If one limits the superuser to reconstruct each source \( X_{\ell^*}^* \), \( \ell \in \mathcal{L} \), solely based on the content in the cache memory and the \( \ell \)-th delivery message, one obtains our original setup. The RC function of the superuser system thus can not exceed the RC function of the original setup:

**Proposition 6:**
\[ R_0(C) \geq R_{0, \text{Super}}(C). \]

For independent and identically distributed files, above lower bound is tight:

**Example 2:** Let the DMS \( X \) follow the product distribution \( P_X = \prod_{\ell=1}^L P_X \). In this case,
\[ R_0(C) = R_{0, \text{Super}}(C) = \max \left\{ 0, \frac{1}{L} \left( H(X) - C \right) \right\}. \]
4) Connection to Wyner’s Common Information: The superuser lower bound is trivially tight when \( C \geq H(X) \). So it is natural to consider the smallest cache capacity for which there is no rate loss with respect to the optimal superuser system,

\[
C_{\text{Super}} := \inf \{ C \geq 0 : R_0(C) = R_0(\text{Super}(C)) \}.
\]

Let

\[
C_{\text{Super}}^* := \min_U I(X; U),
\]

where the minimum is taken over all auxiliary random variables \( U \) jointly distributed with \( X \) such that

(i) \( X_t \leftrightarrow U \leftrightarrow X_{L,t} \) for all \( t \in L \);

(ii) \( H(X_t|U) = \cdots = H(X_L|U) \); and

(iii) \( U \) is defined on \( \mathcal{U} \) with \( |\mathcal{U}| \leq |\mathcal{X}| + 2L \).

**Proposition 7:**

\[
C_{\text{Super}} = C_{\text{Super}}^*.
\]

The critical cache capacity \( C_{\text{Super}}^* \) is related to the natural \( L \)-variable generalisation [11] of Wyner’s common information:

\[
K_W(X) := \inf_U I(X; U),
\]

where the minimum is taken over all \( U \) jointly distributed with \( X \) for which

(i) \( X_t \leftrightarrow U \leftrightarrow X_{L,t} \) for all \( t \in L \); and

(ii) \( U \) is defined on an alphabet \( \mathcal{U} \) with \( |\mathcal{U}| \leq |\mathcal{X}| + 2L \).

**Proposition 8:**

\[
C_{\text{Super}} \geq K_W.
\]

If the source \( X \) is sufficiently symmetric, above inequality holds with equality.

### III. Two-Users with One Cache

**A. Setup**

We now consider a two-user extension of the problem in Section II. Let us assume that user 1 has a cache with capacity \( C \), while user 2 does not have a cache; see Figure 4. The library consists of the same \( L \) files \( X^o := (X_1^o, \ldots, X_L^o) \) used in Section II, and communication again takes place in two phases — a caching phase and a delivery phase. Let \( L_1, L_2 \subseteq L \) denote those indices that can be potentially selected by users 1 and 2, respectively. That is, user \( k \) (for \( k = 1, 2 \)) will request a file from \( \{X^o_k : k \in L_k \} \). Let \( L_1 := |L_1| \) and \( L_2 := |L_2| \).

A two-user joint RDC code with blocklength \( n \) consists of

(i) A cache encoder

\[
f_c : X^n \rightarrow M_c,
\]

(ii) A file encoder

\[
f_{(\ell_1, \ell_2)} : X^n \rightarrow M_c, \quad (\ell_1, \ell_2) \in L_1 \times L_2.
\]

(iii) A user-1 file decoder

\[
g^{(1)}_{\ell_1, \ell_2} : M \times M_c \rightarrow \hat{X}^{(1,n)}_{\ell_1}, \quad (\ell_1, \ell_2) \in L_1 \times L_2.
\]

(iv) A user-2 file decoder

\[
g^{(2)}_{\ell_1, \ell_2} : M \rightarrow \hat{X}^{(2,n)}_{\ell_2}, \quad (\ell_1, \ell_2) \in L_1 \times L_2.
\]

Notice that we allow the decoders to depend on the demands of both users. We call the above collection of encoders and decoders an \((n, M, M_c)\)-two-user-code.

During the caching phase, the server pre-places the message \( M_c := f_c(X^n) \) in the cache of user 1. After the demands \((\ell_1, \ell_2) \in L_1 \times L_2 \) are revealed to the server and both users, the server sends the message \( M := f_{(\ell_1, \ell_2)}(X^n) \) to both users. Users 1 and 2 respectively output

\[
\hat{X}^{(1,n)}_{\ell_1} := g^{(1)}_{\ell_1, \ell_2}(M, M_c) \quad \text{and} \quad \hat{X}^{(2,n)}_{\ell_2} := g^{(2)}_{\ell_1, \ell_2}(M).
\]

For convenience, we index user 1’s reconstruction sequence only with its own demand \( \ell_1 \); it can however also depend on user 2’s demand \( \ell_2 \). Similarly, for user 2’s reconstruction.

The users might have differing exigencies regarding the files in the library. To account for this, we admit both users to measure reconstruction accuracy with different bounded per-letter distortion functions \( \delta^{(1)}_k : \hat{X}^{(1)}_{\ell_1} \times X_{\ell,k} \rightarrow [0, \infty) \) and \( \delta^{(2)}_k : \hat{X}^{(2)}_{\ell_2} \times X_{\ell,k} \rightarrow [0, \infty) \) (for indices \( \ell_1 \in L_1 \) and \( \ell_2 \in L_2 \).

**Definition 3:** Let \( C \) be a nonnegative real number, and let \( D^{(1)} := \{D^{(1)}_{\ell_1} \}_{\ell_1 \in \mathcal{L}_1} \) and \( D^{(2)} := \{D^{(2)}_{\ell_2} \}_{\ell_2 \in \mathcal{L}_2} \) be \( L_1 \)- and \( L_2 \)-tuples of nonnegative real numbers.

We say that a compression rate \( R \geq 0 \) is \((D^{(1)}, D^{(2)}, C)\)-admissible if for any \( \epsilon > 0 \) there exists a sufficiently large blocklength \( n \) and an \((n, M, M_c)\)-code satisfying (2) and

\[
\forall k \in \{1, 2\}; \forall \ell \in L_k:
\]

\[
\mathbb{E} \left[ \frac{1}{n} \sum_{i=1}^{n} \delta^{(k)}_i(\hat{X}^{(k)}_{\ell,i}, X_{\ell,i}) \right] \leq D^{(k)}_{\ell} + \epsilon. \quad (5)
\]

**Definition 4:** The two-user RDC function is

\[
R_{\text{2user}}(D^{(1)}, D^{(2)}, C) := \inf \{ R \geq 0 : R \text{ is } (D^{(1)}, D^{(2)}, C)\text{-admissible} \}.
\]

**B. Genie-Aided Lower Bound on the RDC Function**

If both users’ demands were revealed by a genie to the server even before the caching phase, our setup would coincide with a “worst-case” (or compound) successive-refinement setup. The rate-distortions function of this worst-demands successive refinement problem thus forms a lower bound on \( R_{\text{2user}}(D^{(1)}, D^{(2)}, C) \).

**Definition 5:** Let \( R_{\text{genie}}(D^{(1)}, D^{(2)}, C) \) be the RDC function defined in (6) on top of the next page, where the minimum is taken over all tuples \((X, \hat{X}^{(1)}_{\ell_1}, \hat{X}^{(2)}_{\ell_2})\) such that for \( k \in \{1, 2\} \):

\[
\forall \ell \in L_k: \mathbb{E} \left[ \delta^{(k)}_i(\hat{X}^{(k)}_{\ell,i}, X_{\ell,i}) \right] \leq D^{(k)}_{\ell}. \quad (7)
\]
\[ R_{\text{secRef}}(D^{(1)}, D^{(2)}, C) := \max_{(\ell_1, \ell_2) \in L_1 \times L_2} \min_{P_{X, \hat{X}(1), \hat{X}(2)}} \max \left\{ I(X; \hat{X}(2)^{\ell_2}), I(X; \hat{X}(1)^{\ell_1}, \hat{X}(2)^{\ell_2}) - C \right\} \] (6)
\[ R_{\text{2user,Ach}}(D^{(1)}, D^{(2)}, C) := \min_{(\ell_1, \ell_2) \in L_1 \times L_2} \max \left\{ I(X; \hat{X}(2)^{\ell_2}) + I(X; \hat{X}(1)^{\ell_1}, \hat{X}(2)^{\ell_2}) - C \right\} \] (8)
\[ R_{\text{2user}(0, 0, C)} \leq \min_{P_{U|X}} \max_{(\ell_1, \ell_2) \in L_1 \times L_2} \left\{ H(X_{\ell_2}) + H(X_{\ell_2}|U, X_{\ell_2}), H(U, X_{\ell_1}, X_{\ell_2}) - C \right\} \] (9)

**Theorem 2:**
\[ R_{\text{2user}}(D^{(1)}, D^{(2)}, C) \geq R_{\text{secRef}}^* (D^{(1)}, D^{(2)}, C). \]

**C. Upper Bound on the RDC Function**

We have the following upper bound on the RDC function.

**Definition 6:** Let \( R_{\text{user,Ach}}(D^{(1)}, D^{(2)}, C) \) be defined as in (8) on top of the next page, where the minimum is taken over all tuples \((U, X^{(1)}), (X^{(2)})\) jointly distributed with \(X\) such that (7) holds for \( k \in \{1, 2\}\).

**Theorem 3:**
\[ R_{\text{2user}}(D^{(1)}, D^{(2)}, C) \leq R_{\text{2user,Ach}}(D^{(1)}, D^{(2)}, C). \]

**D. Almost Lossless Reconstructions**

Let now both users reconstruct their demanded files \(X_{\ell_1}^{n}\) and \(X_{\ell_2}^{n}\) (almost) losslessly. From Theorem 3:

**Corollary 3.1:** The RC-function for the lossless setup satisfies the upper bound in (9) on top of this page.

**Corollary 3.2:** Bound (9) holds with equality when
1. \( L_1 = L_2 = \{\ell, \ell'\} \) for \( \ell, \ell' \in \mathcal{L} \);
2. \( L_1 = \{\ell\} \) for some \( \ell \in \mathcal{L} \);
3. \( L_2 = \{\ell'\} \) for some \( \ell' \in \mathcal{L} \).

**Proof:** To prove cases 1.) and 2.), specialise the lower bound in Theorem 2 to the lossless case and to \( U = (X_1, X_{\ell'}) \) and \( U = X_{\ell'} \), respectively. For case 3.) a new converse is required.
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Abstract—We consider the discrete memoryless symmetric primitive relay channel, where, a source $X$ wants to send information to a destination $Y$ with the help of a relay $Z$ and the relay can communicate to the destination via an error-free digital link of rate $R_0$, while $Y$ and $Z$ are conditionally independent and identically distributed given $X$. We develop two upper bounds on the capacity of this channel that are tighter than existing bounds, including the celebrated cut-set bound. Our approach significantly differs from the standard information-theoretic approach for proving upper bounds on the capacity of multi-user channels. We build on the blowing-up lemma to analyze the probabilistic geometric relations between the typical sets of the $n$-letter random variables associated with a reliable code for communicating over this channel. These relations translate to new entropy inequalities between the $n$-letter random variables involved.

I. INTRODUCTION

Characterizing the capacity of relay channels [1] has been a long-standing open problem in network information theory. The seminal work of Cover and El Gamal [2] has introduced two basic achievability schemes: Decode-and-Forward and Compress-and-Forward, and derived a general upper bound on the capacity, now known as the cut-set bound. Over the last decade, significant progress has been made on the achievability side: these schemes have been extended and unified to multi-relay networks [3]–[4] and many new relaying strategies have been discovered, such as Amplify-and-Forward, Compute-and-Forward, Noisy Network Coding etc. [5]–[7]. However, the progress on developing upper bounds that are tighter than the cut-set bound has been relatively limited. In particular, in most of the special cases where the capacity is known, the upper bound is given by the cut-set bound [2], [8]–[10].

In general, however, the cut-set bound is known to be not tight. Specifically, consider the primitive relay channel depicted in Fig. 1, where the source’s input $X$ is received by the relay $Z$ and the destination $Y$ through a channel $p(y,z|x)$, and the relay $Z$ can communicate to the destination $Y$ via an error-free digital link of rate $R_0$. When $Y$ and $Z$ are conditionally independent given $X$, and $Y$ is a stochastically degraded version of $Z$, Zhang [11] used the blowing up lemma to show that the inequality between the capacity and the cut-set bound is indeed strict in certain regimes of this channel.
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However, Zhang’s result does not provide any information regarding the gap or suggest a way to compute it. For a special case of the primitive relay channel where the noise is modulo additive and $Z$ is a corrupted version of the noise for the $X$-$Y$ link, Aleksić, Razaghi and Yu characterize the capacity and show that it is strictly lower than the cut-set bound [12]. While this result provides an exact capacity characterization for a non-trivial special case, it builds strongly on the peculiarity of the channel model and in this respect its scope is more limited than Zhang’s result.

More recently, a new upper bound demonstrating an explicit gap to the cut-set bound was developed by Xue [13] for general primitive relay channels. Xue’s bound relates the gap of the cut-set bound to the reliability function of the $X$-$Y$ link. Unlike Zhang’s result, Xue’s bound can be numerically computed. While it is strictly tighter than the cut-set bound in certain regimes of the primitive relay channel, with an explicit computable gap, it can also be looser than the cut-set bound.

In [14], we presented two new upper bounds on the capacity of the primitive relay channel. The first of these bounds can be regarded as a direct improvement of Xue’s bound. It is indeed strictly tighter than both Xue’s bound and the cut-set bound and like Xue’s bound involves the reliability function of the $X$-$Y$ link. Our second bound was based on a new set of arguments and is structurally different than the first one. It can be significantly tighter than our first bound as demonstrated in [14] for the binary symmetric relay channel, however it can be also looser than it for some other channel models.

The current paper is a continuation of our work in [14]. We present a new bound which is strictly tighter than our first bound in [14] and is also structurally different from it. In particular, it does not involve the reliability function of the $X$-$Y$ link but is structurally closer to our second bound in [14]. The more important contribution of this paper is to distill a new proof technique which significantly differs from existing...
converse approaches in the literature and can be potentially useful for other multi-user problems. In general, proving an upper bound on the capacity of a multi-user channel involves dealing with entropy relations between the various $n$-letter random variables induced by the reliable code and the channel structure (together with using Fano’s inequality). In order to prove the desired relations between the entropies of the $n$-letter random variables involved, in this paper we consider their $B$-letter i.i.d. extensions (leading to length $B$ i.i.d. sequences of $n$-letter random variables). We then use the blowing up lemma to analyze the geometry of the typical sets associated with these $B$-letter sequences. We present two different ways to translate the (probabilistic) geometric relations between these typical sets into new entropy relations between the random variables involved. This leads to two different bounds on the capacity of the primitive relay channel which do not include each other in general. As pointed out before, the first of these bounds is new to this paper, the second one recovers the second bound we presented in [14].

II. PRELIMINARIES

Consider a primitive relay channel as depicted in Fig. 1. The source’s input $X$ is received by the relay $Z$ and the destination $Y$ through a channel

$$(\Omega_X, p(y, z|x), \Omega_Y \times \Omega_Z)$$

where $\Omega_X$, $\Omega_Y$ and $\Omega_Z$ are finite sets denoting the alphabets of the source, the destination and the relay, respectively, and $p(y, z|x)$ is the channel transition probability; the relay $Z$ can communicate to the destination $Y$ via an error-free digital link of rate $R_0$.

For this channel, a code of rate $R$ for $n$ channel uses, denoted by $(C_{(n,R)}, f_n(z^n), g_n(y^n, f_n(z^n)))$, or simply, $(C_{(n,R)}, f_n, g_n)$, consists of the following:

1) A codebook at the source $X$,

$$(\Omega_X^n, p(y^n, z^n|x), \Omega_X^n \times \Omega_Z^n)$$

where $\Omega_X^n, \Omega_Y^n$ and $\Omega_Z^n$ are finite sets denoting the alphabets of the source, the destination and the relay, respectively, and $p(y^n, z^n|x)$ is the channel transition probability; the relay $Z$ can communicate to the destination $Y$ via an error-free digital link of rate $R_0$.

2) An encoding function at the relay $Z$,

$$f_n : \Omega_Z^n \rightarrow \{1, 2, \ldots, 2^{nR_0}\};$$

3) A decoding function at the destination $Y$,

$$g_n : \Omega_Y^n \times \{1, 2, \ldots, 2^{nR_0}\} \rightarrow \{1, 2, \ldots, 2^{nR_0}\}.$$

The average probability of error of the code is defined as

$$P^{(n)}_e = \Pr(g_n(Y^n, f_n(z^n)) \neq M),$$

where the message $M$ is assumed to be uniformly drawn from the message set $\{1, 2, \ldots, 2^{nR_0}\}$. A rate $R$ is said to be achievable if there exists a sequence of codes

$$(C_{(n,R)}, f_n, g_n)_{n=1}^\infty$$

such that the average probability of error $P^{(n)}_e \rightarrow 0$ as $n \rightarrow \infty$.

The capacity of the primitive relay channel is the supremum of all achievable rates. The well-known cut-set bound on the capacity of the primitive relay channel is stated as the following.

**Proposition 2.1 (Cut-set Bound):** For the general primitive relay channel, if a rate $R$ is achievable, then there exists some $p(x)$ such that

$$R \leq I(X; Y, Z)$$

$$R \leq I(X; Y) + R_0. \quad (2)$$

Inequalities (1) and (2) are generally known as the broadcast bound and multiple-access bound, since they correspond to the broadcast channel $X-YZ$ and multiple-access channel $XZ-Y$, respectively.

A. Symmetric Primitive Relay Channel

To simplify the exposition, in this paper, we only concentrate on the symmetric case of the primitive relay channel, that is, when $Y$ and $Z$ are conditionally independent and identically distributed given $X$, however our results can be extended to the asymmetric case by using channel simulation arguments. Formally, a primitive relay channel is said to be symmetric if

1) $p(y, z|x) = p(y|x)p(z|x)$,

2) $\Omega_Y = \Omega_Z := \Omega$, and $\Pr(Y = \omega|X = x) = \Pr(Z = \omega|X = x)$ for any $\omega \in \Omega$ and $x \in \Omega_X$.

In this case, we also use $p(\omega|x)$ to denote the transition probability of both the $X-Y$ and $X-Z$ channels.

III. MAIN RESULTS

This section presents two new upper bounds on the capacity of symmetric primitive relay channels that are generally tighter than the cut-set bound. Before stating our main theorems, in the following section we first explain the relation of our new bounds to the cut-set bound.

A. Improving on the Cut-Set Bound

Let the relay’s transmission be denoted by $I_n = f_n(Z^n)$. Let us recall the derivation of the cut-set bound. The first step in deriving (1)–(2) is to use Fano’s inequality to conclude that

$$nR \leq I(X^n; Y^n, I_n) + n\epsilon.$$

We can then either proceed as

$$nR \leq I(X^n; Y^n, I_n) + n\epsilon$$

$$\leq I(X^n; Y^n, Z^n) + n\epsilon$$

$$\leq nI(X; Y, Z) + n\epsilon$$

to obtain the broadcast bound (1), where the second inequality follows from the data processing inequality and the single letterization in the third line can be either done with a time-sharing or fixed composition code argument; or we can

1Note that the time-sharing or the fixed composition code argument for single letterization is needed to preserve the coupling to the second inequality in (4) via $X$.  
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proceed as
\[ nR \leq I(X^n; Y^n, In) + n\epsilon \]
\[ \leq I(X^n; Y^n) + H(In|Y^n) - H(In|X^n) + n\epsilon \quad (3) \]
\[ \leq nI(X; Y) + nR_0 + n\epsilon \quad (4) \]
to obtain the multiple-access bound (2), where to obtain the last inequality we upper bound \( H(In|X^n) \) by \( nR_0 \) an use the fact that \( H(In|X^n) \) is non-negative.

Instead of simply lower bounding \( H(In|X^n) \) by 0 in the last step, our bounds presented in the next two subsections are based on letting \( H(In|X^n) = n\alpha_n \), and prove a third inequality that forces \( \alpha_n \) to be strictly positive. Intuitively, it is easy to see that \( \alpha_n \) cannot be arbitrarily small. Specifically, suppose \( \alpha_n \approx 0 \), then roughly speaking, this implies that given the transmitted codeword \( X^n \), there is no ambiguity about \( I^n \), or equivalently, all the \( Z^n \) sequences jointly typical with \( X^n \) are mapped to the same \( I_n \). Since \( Y^n \) and \( Z^n \) are statistically equivalent given \( X^n \) (they share the same typical set given \( X^n \)) this would further imply that \( I_n \) can be determined based on \( Y^n \) and therefore the transmitted codeword can be decoded based solely on \( Y^n \), which forces the rate to be even smaller than \( I(X; Y) \). In general, there is a trade-off between how close the rate can get to the multiple-access bound \( I(X; Y) + R_0 \) and how much it can exceed the point-to-point capacity \( I(X; Y) \) of the \( X-Y \) link.

In our new bounds, we capture this trade-off by leaving \( \alpha_n \) as it is in (3), yielding
\[ R \leq I(X; Y) + R_0 - \alpha_n + \epsilon \]
and proving a new constraint on the rate involving \( \alpha_n \). This new constraint is obtained by writing
\[ nR \leq I(X^n; Y^n, In) + n\epsilon \]
\[ = H(Y^n, I_n) - H(Y^n|X^n) - H(In|X^n) + n\epsilon \quad (5) \]
and upper bounding \( H(Y^n, I_n) \) in terms of \( \alpha_n \). We do this in two different ways corresponding to the two different ways of expanding \( H(Y^n, I_n) \), i.e.
\[ H(Y^n, I_n) = H(Y^n) + H(I_n|Y^n) \]
\[ = H(I^n) + H(Y^n|I^n). \]

Our first bound attacks the first conditional entropy term and is based on proving that
\[ H(In|Y^n) \leq H \left( \frac{\alpha_n \ln 2}{2} \right) + \sqrt{\frac{\alpha_n \ln 2}{2}} \log(|\Omega|-1), \quad (6) \]
while our second bound attacks the second conditional entropy term and is based on proving that
\[ H(Y^n|I^n) \]
\[ \leq H(X^n|I^n) - H(X^n|Y^n) + n(H(Z|X) + \Delta(p(x), \alpha_n)), \]
where \( \Delta(p(x), \alpha_n) \) is a quantity that depends on the input distribution \( p(x) \) and \( \alpha_n \), which we formally define in Section III-C. Once these entropy relations are proved, it is not difficult to plug them in (5) and see how they lead to the theorems stated in the next two sections. The heart of our argument is therefore to prove these two entropy inequalities. To accomplish this, we suggest a new set of proof techniques.

In particular, we look at the \( B \)-letter i.i.d. extensions of the random variables \( X^n, Y^n \) and \( I_n \) and study the geometric relations between their typical sets by using the generalized blowing-up lemma. While we use this same general approach for bounding the two entropy terms, we build on different arguments in each case, which eventually leads to two different bounds on the capacity of the relay channel that do not include each other in general.

B. Bounding \( H(In|Y^n) \)

Our first bound builds on bounding \( H(In|Y^n) \) and it is given by the following theorem that will be proved in Section IV. This bound is new and in particular strictly tighter than our first bound in [14].

**Theorem 3.1:** For the symmetric primitive relay channel, if a rate \( R \) is achievable, then there exists some \( p(x) \) and
\[ a \in \left[ 0, \min \left\{ R_0, \frac{1}{2} \ln \frac{2}{|\Omega|-1}, \frac{1}{2} \ln \frac{2}{|\Omega|-1} - a \right\} \right] \quad (7) \]
such that
\[ R \leq I(X; Y, Z) \]
\[ R \leq I(X; Y) + R_0 - a \quad (8) \]
\[ R \leq I(X; Y) + H \left( \frac{\alpha_n \ln 2}{2} \right) \]
\[ + \sqrt{\frac{\alpha_n \ln 2}{2}} \log(|\Omega|-1) - a. \quad (10) \]

Clearly our bound in Theorem 3.1 implies the cut-set bound in Proposition 2.1. In fact, it can be checked that our bound is strictly tighter than the cut-set bound for any \( R_0 > 0 \). For this, note that (9) will reduce to (2) only if \( a = 0 \); however, if \( a = 0 \) then (10) will constrain \( R \) by the rate \( I(X; Y) \) which is lower than the cut-set bound.

C. Bounding \( H(Y^n|I_n) \)

Before presenting our second upper bound, we first define a parameter \( \Delta(p(x), a) \) that will be used in stating the theorem. This bound is equivalent our second bound in [14], however we provide an alternative definition for \( \Delta(p(x), a) \) in terms of information-theoretic quantities.

**Definition 3.1:** Given a fixed channel transition probability \( p(\omega|x) \), for any \( p(x) \) and \( a \geq 0 \), \( \Delta(p(x), a) \) is defined as
\[ \Delta(p(x), a) := \max_{\tilde{p}(\omega|x)} H(\tilde{p}(\omega|x)|p(x)) + D(\tilde{p}(\omega|x)||p(\omega|x))p(x)) \]
\[ - H(p(\omega|x)p(x)) \quad (11) \]
s.t.
\[ \sum_{(x, \omega)} |p(x)\tilde{p}(\omega|x) - p(x)p(\omega|x)| \leq 2 \sqrt{\frac{\alpha_n \ln 2}{2}}. \quad (12) \]

In the above, we adopt the notation in [16]. Specifically, \( D(p(\omega|x)||p(\omega|x))p(x)) \) is the conditional relative entropy.
defined as
\[ D(\tilde{p}(\omega|x)||p(\omega|x)) := \sum_{(x, \omega)} p(x)\tilde{p}(\omega|x) \log \frac{\tilde{p}(\omega|x)}{p(\omega|x)}, \]
and \( H(p(\omega|x)||p(x)) \) is the conditional entropy defined with respect to the joint distribution \( p(x)p(\omega|x) \), i.e.,
\[ H(p(\omega|x)||p(x)) := -\sum_{(x, \omega)} p(x)p(\omega|x) \log p(\omega|x), \]

and \( H(p(\omega|x)||p(x)) \) is the conditional entropy similarly defined with respect to \( p(x)p(\omega|x) \).

It can be easily seen that \( \Delta(p(x), a) \geq 0 \) for all \( p(x) \) and \( a \geq 0 \), and \( \Delta(p(x), a) = 0 \) when \( a = 0 \). Moreover, for any fixed \( p(x) \) and \( a > 0 \), \( \Delta(p(x), a) = \infty \) if and only if there exists some \( x \) with \( p(x) > 0 \), and some \( \omega \) and \( \omega' \) such that \( p(\omega|x) = 0 \) and \( p(\omega'|x) > 0 \). Thus, a sufficient condition for \( \Delta(p(x), a) < \infty \) for all \( p(x) \) and \( a > 0 \) is that the channel transition matrix is fully connected, i.e., \( p(\omega|x) > 0, \forall (x, \omega) \in \Omega_X \times \Omega \). In this case, \( \Delta(p(x), a) \rightarrow 0 \) as \( a \rightarrow 0 \) for any \( p(x) \).

We are now ready to state our second new upper bound, which is proved by bounding \( H(Y^n|I_n) \).

**Theorem 3.2.** For the symmetric primitive relay channel, if a rate \( R \) is achievable, then there exists some \( p(x) \) and \( a \in [0, \min \{R_0, H(Z|X)\}] \) such that
\[
\begin{align*}
R &\leq I(X;Y, Z) \quad (13) \\
R &\leq I(X;Y) + R_0 - a \quad (14) \\
R &\leq I(X;Y) + \Delta(p(x), a) \quad (15)
\end{align*}
\]

Theorem 3.2 also implies the cut-set bound in Propositions 2.1. In particular, when the channels \( X'Y \) and \( XZ \) have a fully connected transition matrix, our new bound is strictly tighter than the cut-set bound since \( \Delta(p(x), a) \rightarrow 0 \) as \( a \rightarrow 0 \) for any \( p(x) \) in this case.

In the remaining space we provide the proof of Theorem 3.1.

**IV. PROOF OF THEOREM 3.1**

Based on the discussion in Section III-A, to show Theorem 3.1, it suffices to prove the entropy inequality (6) between various \( n \)-letter random variables. For this, we go to the higher dimensional, say \( nB \) dimensional space, to invoke the concepts of typical sets, and resort to a result on measure concentration, namely, the generalized blowing-up lemma.

Specifically, consider the \( B \)-length i.i.d. extensions of the random variables \( X^n, Y^n, Z^n \) and \( I_n \), i.e.,
\[
\{(X^n(b), Y^n(b), Z^n(b), I_n(b))\}_{b=1}^n, \]
where for any \( b \in [1 : B] \), \( (X^n(b), Y^n(b), Z^n(b), I_n(b)) \) has the same distribution as \( (X^n, Y^n, Z^n, I_n) \). For notational convenience, in the sequel we write the \( B \)-length vector \( \{X^n(1), X^n(2), \ldots, X^n(B)\} \) as \( X \) and similarly define \( Y, Z \) and \( I \); note here we have \( I = \{f_a(Z^n(1)), f_a(Z^n(2)), \ldots, f_a(Z^n(B))\} = : f(Z) \).

The following lemma is critical for establishing inequality (6). Its own proof is given at the end of the paper.

---

**Lemma 4.1:** Let \( f^{-1}(i) := \{\omega \in \Omega^n : f(\omega) = i\} \) and \( \Gamma_{nB(\sqrt{\frac{\ln 2}{2}} + \delta)}(f^{-1}(i)) \) be its blown-up set defined as
\[
\Gamma_{nB(\sqrt{\frac{\ln 2}{2}} + \delta)}(f^{-1}(i)) := \{\omega \in \Omega^n : \exists \omega' \in f^{-1}(i) \text{ s.t. } d(\omega, \omega') \leq nB \left( \sqrt{\frac{\ln 2}{2}} + \delta \right) \}
\]
where \( d(\omega, \omega') \) denotes the Hamming distance between \( \omega \) and \( \omega' \). Then for any \( \delta > 0 \) and \( B \) sufficiently large,
\[
\Pr(Y \in \Gamma_{nB(\sqrt{\frac{\ln 2}{2}} + \delta)}(f^{-1}(I))) \geq 1 - \delta.
\]

With the above lemma, we now upper bound \( H(I|Y) \).

\[
E = \mathcal{I}(Y) \in \Gamma_{nB(\sqrt{\frac{\ln 2}{2}} + \delta)}(f^{-1}(I))
\]
where \( \mathcal{I}(\cdot) \) is the indicator function defined as
\[
\mathcal{I}(A) = \begin{cases} 1 & \text{if } A \text{ holds} \\ 0 & \text{otherwise.} \end{cases}
\]

We have
\[
H(I|Y) \leq \mathcal{H}(I, E|Y) = \mathcal{H}(E|Y) + \mathcal{H}(I|X, E) \leq H(I|Y, E) + 1
\]
\[
= \Pr(E = 1)H(I|Y, E = 1) + \Pr(E = 0)H(I|Y, E = 0) + 1
\]
\[
\leq H(I|Y, E = 1) + \delta nBR_0 + 1. \quad (17)
\]

To bound \( H(I|Y, E = 1) \), consider a Hamming ball\(^2\) centered at \( Y \) of radius \( nB(\sqrt{\frac{\ln 2}{2}} + \delta) \). The condition \( E = 1 \), i.e., \( Y \in \Gamma_{nB(\sqrt{\frac{\ln 2}{2}} + \delta)}(f^{-1}(I)) \), ensures that there is at least one point \( \omega \in f^{-1}(I) \) belonging to this ball, and therefore, given \( E = 1 \) and \( Y \) there are at most \( \mathcal{B}(nB(\sqrt{\frac{\ln 2}{2}} + \delta))) \) possibilities of \( I \), leading to the following upper bound on \( H(I|Y, E = 1) \),
\[
H(I|Y, E = 1) \leq \log \mathcal{B}(nB(\sqrt{\frac{\ln 2}{2}} + \delta))) \]
\[
\leq nB \left( H \left( \sqrt{\frac{\ln 2}{2}} + \delta \right) \right) + \delta nBR_0 + 1. \quad (18)
\]

\(^2\)A Hamming ball centered at \( \epsilon \) of radius \( r \), denoted by \( \mathcal{B}(\epsilon, r) \), is defined as the set of points that are within Hamming distance \( r \) of \( \epsilon \). The center \( \epsilon \) can be omitted in the notation when it becomes irrelevant.
Dividing $B$ at both sides of the above inequality and noting that
\[
H(I|Y) = \sum_{b=1}^{B} H(I_n(b)|Y_n(b)) = BH(In|Yn),
\]
we have
\[
H(I_n|Y_n) \leq n \left[ H \left( \sqrt{\frac{a_n \ln 2}{2}} + \sqrt{\frac{a_n \ln 2}{2} \log(|\Omega| - 1)} + \delta_1 + \delta_0 + \frac{1}{nB} \right) \right].
\]
(19)
Since $\delta, \delta_1$ and $\frac{1}{nB}$ in (19) can all be made arbitrarily small by choosing $B$ sufficiently large, we obtain (6).

We next prove Lemma 4.1.

**Proof of Lemma 4.1:** Consider any $(x, i) \in T^B \epsilon(X^n, I_n)$, where $T^B \epsilon(X^n, I_n)$ denotes the $\epsilon$-jointly typical sets with respect to $(X^n, I_n)$. From [17, Sec. 2.5], we have for some $\epsilon_1 \to 0$ as $\epsilon \to 0$,
\[
p(i|x) \geq 2^{-B(H(In|x^e)+\epsilon_1)} \geq 2^{-nB(a_n+\epsilon_1)},
\]
i.e.,
\[
\Pr(Z \in f^{-1}(i)|x) \geq 2^{-nB(a_n+\epsilon_1)}.
\]

We now apply the generalized blowing-up lemma as stated in the following.

**Lemma 4.2 (Generalized Blowing-Up Lemma):** Let $U_1, U_2, \ldots, U_n$ be $n$ independent random variables taking values in a finite set $\mathcal{U}$. Then, for any $A \subseteq \mathcal{U}^n$ with $\Pr(U^n \in A) \geq 2^{-n\mu_n}$,
\[
\Pr(U_n \in \Gamma_{n\sqrt{\frac{2a_n \ln 2}{B} + 2\sqrt{\tau_1}}}(A)) \geq 1 - e^{-2n\mu_n}, \forall \tau > 0.
\]

With Lemma 4.2, we have
\[
\Pr(Z \in \Gamma_{nB(\sqrt{\frac{2a_n \ln 2}{B} + 2\sqrt{\tau_1}})}(f^{-1}(i))|x) = \Pr(Z \geq \Gamma_{nB(\sqrt{\frac{2a_n \ln 2}{B} + 2\sqrt{\tau_1}})}(f^{-1}(i))|x) \geq \Pr(Z \geq \Gamma_{nB(\sqrt{\frac{2a_n \ln 2}{B} + 2\sqrt{\tau_1}})}(f^{-1}(i))|x) \geq 1 - e^{-2nB_{\tau_1}} \geq 1 - \sqrt{\tau_1}
\]
for sufficiently large $B$. Noting that $Y$ and $Z$ are identically distributed given $X$, we obtain
\[
\Pr(Y \in \Gamma_{nB(\sqrt{\frac{2a_n \ln 2}{B} + 2\sqrt{\tau_1}})}(f^{-1}(i))|x) \geq 1 - \sqrt{\tau_1}.
\]

and thus,
\[
\Pr(Y \in \Gamma_{nB(\sqrt{\frac{2a_n \ln 2}{B} + 2\sqrt{\tau_1}})}(f^{-1}(i))) = \sum_{(x,i)} \Pr(Y \in \Gamma_{nB(\sqrt{\frac{2a_n \ln 2}{B} + 2\sqrt{\tau_1}})}(f^{-1}(i))|x,i)p(x,i) \geq (1 - \sqrt{\tau_1}) \sum_{(x,i) \in T^B \epsilon(X^n, I_n)} p(x,i) \geq 1 - 2\sqrt{\tau_1}
\]
for sufficiently large $B$, where (20) follows due to the Markov chain: $Y \leftrightarrow X \leftrightarrow Z \leftrightarrow I$. Finally, choosing $\delta$ to be $2\sqrt{\tau_1}$ concludes the proof of Lemma 4.1. ■
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Abstract—The capacity region of the semideterministic relay channel has been characterized using the idea of partial-decode-forward. However, the requirement to explicitly decode part of the message at the relay can be restrictive, for example, when nodes have different side information regarding the state of the channel. In this paper, we generalize this scheme to cooperative-bin-forward by building on the observation that explicit recovering of part of the message is not needed to induce cooperation. Instead, the relay can bin its received signal and the bin index is cooperatively forwarded to the decoder. The main advantage of this new scheme is illustrated by considering a state-dependent extension. While partial-decode-forward is suboptimal in the new setup, cooperative-bin-forward continues to achieve capacity.
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I. INTRODUCTION

The capacity region of the semideterministic relay channel, depicted in Figure 1, is characterized in [1] using the partial-decode-forward scheme. In this scheme, the source splits its message into two parts and encodes them using superposition coding. The relay decodes one part of the message, and maps this to a codeword to be transmitted in the next block. The codebooks at the source are generated conditioned on the relay’s transmission, which results in coherent transmissions from the source and the relay.

![Diagram of Semideterministic Relay Channel](image)

Fig. 1: Semideterministic Relay Channel

Consider now the extension of this model depicted in Figure 2, which corresponds to a state-dependent semideterministic relay channel where the state information is causally available only at the source and the destination. This model captures the natural cellular downlink scenario, in which training enables the source and the destination to learn the channel gain between them (state = channel gain), while a relay could be potentially available to assist the communication, e.g. a wifi access point. In this scenario, it is typically unrealistic to assume that the relay is also able to obtain timely information about the channel state between the source and the destination.

![Diagram of State-dependent Semideterministic Relay Channel](image)

Fig. 2: State-dependent Semideterministic Relay Channel with Causal State Information at Source and Destination

As such, requiring the relay to decode part of the source message, without any state information, is unduly restrictive and to the best of our knowledge, the capacity has not been characterized previously.

The main contribution of this paper is to develop a new scheme which we call cooperative-bin-forward. This new scheme does not require the relay to decode part of the message; instead, the relay simply bins its received signal and maps the bin-index to a codeword to be transmitted in the next block. As in partial-decode-forward, the codebooks at the source are generated conditioned on the relay’s transmission, resulting in coherent cooperation. This cooperative aspect of the scheme distinguishes it from bin-forward (a.k.a. hash-forward) that has been considered previously for primitive relay channels in [2]. For the vanilla semideterministic relay channel in Figure 1, cooperative-bin-forward recovers the capacity achieved by partial-decode-forward. However, while partial-decode-forward is suboptimal for the state-dependent semideterministic relay channel in Figure 2, cooperative-bin-forward continues to achieve the capacity.

Another setup we consider, motivated by the relay-without-delay channel considered in [3], is the “without-delay” variation of the state-dependent setup described above, depicted in Figure 3. In this setup, the transmission of the relay is allowed to depend on its past and current received signal. The capacity region for this setup without state is characterized in [3], using partial-decode-forward combined with instantaneous relaying (a.k.a. codetrees or Shannon strategies). We show that cooperative-bin-forward combined with instantaneous relaying achieves the capacity regions of this setup too, while partial-decode-forward suffers from the same shortcoming mentioned in the previous paragraphs.
Related Work

Various cases of state-dependent relay channels have been considered in [4]–[10]. The achievability schemes in these works combine well-known block-Markov relay algorithms such as partial-decode-forward and compress-forward with Shannon strategies or (Gelfand-Pinsker) multicoading. A class of state-dependent orthogonal relay channels with state information only at decoder was considered in [11], and optimality of a partial-decode-compress-forward scheme was proved. To the best of our knowledge, the state-dependent relay channel considered in this paper has not been previously studied, and as mentioned previously, standard combinations of available ideas are not sufficient to obtain good achievability schemes.

Organization

The following section describes the models and notation. Section III contains the formal statements of the main results described in the introduction. A toy example is considered in Section IV for the purpose of explicitly illustrating the advantage of cooperative-bin-forward over partial-decode-forward. The following sections contain the proof of the main result. We conclude by describing some open problems in section VI.

II. System Models

As standard, capital letters denote random variables, small letters denote realizations, and calligraphic letters denote the alphabet of the corresponding random variable. The notation $T^{(n)}_{\epsilon}$ stands for the $\epsilon$-strongly typical set of sequences for the random variables in context.

A. State-Dependent Semideterministic Relay Channels

The state-dependent semideterministic relay channel is depicted in Figure 2, and described by the pmf $p_{Y|X,X_r,S}(y|x,x_r,s)$ and $Z = z(X,X_r,S)$. The encoder and decoder have causal state information. So a $(n,2^nR,\epsilon)$ code for the above channel consists of the source encoding, relay encoding and decoding functions:

$$x_i : [1 : 2^nR] \times S^i \rightarrow X, \quad 1 \leq i \leq n,$$

$$x_{r,i} : 2^{n-1} \rightarrow X_r, \quad 1 \leq i \leq n,$$

$$\hat{m} : Y^n \times S^n \rightarrow \{1 : 2^nR\},$$

such that

$$\Pr \{\hat{m}(Y^n,S^n) \neq M\} \leq \epsilon,$$

where $M \in [1 : 2^nR]$ denotes the transmitted message. A rate $R$ is said to be achievable if for every $\epsilon > 0$, there exists a $(n,2^nR,\epsilon)$ code for sufficiently large $n$. The capacity is defined to be the supremum of achievable rates.

The state-dependent semideterministic relay-without-delay channel is depicted in Figure 3, and described by the pmf $p_{Y|X,X_r,S}(y|x,x_r,s)$ and $Z = z(X,S)$. The difference from the previous setup is that the relay encoding function is now allowed to depend also on $Z_i$:

$$x_{r,i} : Z^i \rightarrow X_r, \quad 1 \leq i \leq n.$$

Note that here we need to restrict $Z$ to be $z(X,S)$, instead of $z(X,X_r,S)$.

III. MAIN RESULTS

The first result provides an expression for the capacity of the state-dependent semideterministic relay channel.

**Theorem 1.** The capacity of the state-dependent semideterministic relay channel, shown in Figure 2, is given by

$$\min \left\{ I(X,X_r;Y|S), H(Z|S,X_r) + I(X;Y|S,X_r,Z) \right\},$$

maximized over distributions that can be factorized as $p_X(x_r)p_{X|X_r,S}(x|x_r,s)$.

The proof of the achievability part is presented in the next section. We refer the reader to the longer version of this paper [12] for all the missing proofs (including converses).

The difference between the capacity expression in Theorem 1 and the capacity of the semideterministic relay channel [13, Eq. (16.8)] is that the mutual information and entropy terms involve a conditioning on $S$. Such an expression would also characterize the capacity if the relay is provided with the state information, and it would be achievable by performing partial-decode-forward while treating the state as a time-sharing sequence. It is quite interesting then that the capacity expression remains the same even when the relay does not have state information. However, the limitation is reflected in the fact that the choice of pmf is restricted to be $p_{X,s}(x_r)p_{X|X_r,S}(x|x_r,s)$ instead of $p_{X,X_r|S}(x,x_r|s)$. So, the cost of not having state information at the relay is reflected entirely in the limited choice of pmf.

The following theorem states the capacity of the without-delay variation of the above case. The expression involves an auxiliary random variable, which allows the relay to perform instantaneous relaying on top of the binning.

**Theorem 2.** The capacity of the state-dependent semideterministic relay-without-delay channel, shown in Figure 3, is given by

$$\min \left\{ I(U,X;Y|S), H(Z|U,S) + I(X;Y|U,Z,S) \right\},$$

maximized over distributions of the form $p_U(u)p_{X|U,S}(x|u,s)$ and $X_r = x_r(U,Z)$, and $|U| \leq |S|(|X| |X_r| - 1) + 2$.

The capacity region for the setup of Theorem 2 in the absence of states is characterized in [3, Proposition 7]. Setting $S$ to be the empty random variable in Theorem 2 recovers this
result. Note that the objective in (2) is the same as that in (1) with $X_r$ being replaced by $U$. However, the optimization in (2) is over a different domain since the dependence of $X_r$ on $Z$ can now be chosen and is not specified by the channel.

IV. ILLUSTRATIVE EXAMPLE

Consider the following special case of Figure 2. Let the state $S$ be the ternary random variable

$$p_S(s) = \begin{cases} 
  p/2, & \text{if } s = 0, \\
  p/2, & \text{if } s = 1, \\
  1 - p, & \text{if } s = 2,
\end{cases}$$

where $p < 1/2$. The other variables are all binary. The channel $z(X, S)$ is the memory-with-stuck-at-faults channel considered in [13, Figure 7.7], while the channel $p_{Y|X, X_r, S}$ is specialized to be a noiseless channel from $X_r$ to $Y$. Formally,

$$z(X, S) = \begin{cases} 
  0, & \text{if } S = 0, \\
  1, & \text{if } S = 1, \\
  X, & \text{if } S = 2,
\end{cases}$$

where $Y = X_r$.

Recall that the source and the destination know the state information causally while the relay has no state information. If, motivated by the optimality of decode-forward in the case of a line network with no state, the relay is required to decode the message, then the achievable rate is limited to be no more than the capacity of the memory-with-stuck-at-faults channel when the state is known causally only to the source, which is $1 - H_2(\frac{p}{2})$. We point out that this cannot be improved by using partial-decode-forward, because the absence of a direct link between the source and destination means that any part of the message that is not forwarded by the relay cannot be communicated to the destination in any manner. However, a higher rate can be achieved if the relay simply forwards its received signal, resulting in an effective channel between the source and the destination that is the memory with stuck-at-faults channel with state known causally both to the source and the destination. The capacity of this channel is $1 - p$, which is achieved by multiplexing at the source and demultiplexing at the destination according to the observed state. Thus, a rate $1 - p$, which is higher than $1 - H_2(\frac{p}{2})$, can be achieved.

What if the channel from the relay to destination is not a noiseless bit-pipe, but a general noisy channel with capacity at least $1 - p$? The rate $1 - p$ can still be achieved if the operation at the relay is changed from simply forwarding to randomly binning its received signal into $\approx 2^{n(1-p)}$ bins and forwarding a codeword corresponding to the chosen bin. To recover the message, the destination can first decode the bin-index. Since the destination has state information, it can reconstruct the state-multiplexed codebook at the source. Hence, it can recover the message by finding the unique source codeword, if any, that results in the received signal at the relay falling in the correct bin.

The above example serves to illustrate the limitation of partial-decode-forward when nodes have different side-information. This example did not require cooperative transmissions from the source and the relay, because the source transmission did not directly affect the received signal at the destination. When there is also a direct link between the source and the destination, as allowed in the general models that we consider in this paper, the source and relay need to perform the bin-forward operation in a cooperative fashion.

V. PROOF OF THEOREM 1

Due to the availability of causal state information at the source encoder and the decoder, the source encoder constructs codebooks for each state symbol and treats the state sequence as a time-sharing sequence (i.e. it performs multiplexing). Note that since the relay does not have state information, it might not be able to decode part of the message. However, it can still perform the bin-forward operation, allowing us to establish coherence between the source and the relay transmissions without sacrificing unnecessarily on the rate.

Proof:

Fix a pmf $p_{X_r}(x_r)p_{X|X_r,S}(x|x_r,s)$ and $\epsilon > 0$. Split $R$ as $R' + R''$, with the message $M$ denoted accordingly as $(M', M'')$. Divide the total communication time into $B$ blocks, each of length $n$.

**Fig. 4:** The figure depicts the cribbed codewords generated for encoding $m'$ for a given $x_i^B(l_i)$. Each node corresponds to a $z$ symbol that is generated independently according to $p_{Z|X_r,S}(z|x_r,l_i,s)$. The red circles show how encoder 1 chooses the codeword if it wants to transmit $m'^1 = 2$ and observes $s^0 = (0,0,1,0,1,0)$. This construction is not identical but equivalent to that described in [13, Section 7.4.1].

**Codebook Generation:**

For each block $b \in [1 : B]$, a codebook is generated independently of the other blocks as follows.

- **Cooperation codewords**
  
  $\text{Generate } 2^mR' \text{ codewords } x^n_{rb}(l_{b-1}), \text{ i.i.d. according to } p_{X_r}, \text{ where } l_{b-1} \in [1 : 2^mR']$.

- **Cribbed codewords**
  
  For each $l_{b-1}$ and each $s \in S$, generate a codebook of $2^mR''$ codewords. The $i$th symbol of such a codeword is chosen independently according to $p_{Z|X_r,S}(z|x_{rb}(l_{b-1}), s)$. The result of this is that for each $l_{b-1}$, each $m'_b \in [1 : 2^mR'']$ and each $s_b^0 = (s_{b1}, s_{b2}, \ldots, s_{bn})$, the source encoder can form an effective codeword $s_b^0(m'_b|l_{b-1}, s_b^0)$, whose $i$th
symbol can be causally chosen as the \( i \)th symbol of the \( m'_b \)-th codeword from the codebook corresponding to \( l_{b-1} \) and \( s_{b} \). See Figure 4.

Transmission codewords
For each \( l_{b-1} \), each \( m'_b \in \{1 : 2^{nR}'\} \) and each \( s \in S \), generate a codebook of \( 2^{nR'} \) codewords. The \( i \)th symbol of such a codeword is generated independently according to \( p_{X|X_S}\{X|s_{b}\}(l_{b-1}) \). The result of this construction is that for each \( l_{b-1} \), each \( m'_b \in \{1 : 2^{nR'}\} \) and each \( s_{b} \), the source encoder can form an effective codeword \( x'_b(m'_b[l_{b-1}, m'_b, s_{b}]) \), whose \( i \)th symbol can be causally chosen as the \( i \)th symbol of the \( m'_b \)-th codeword from the codebook corresponding to \( l_{b-1} \) and \( s_b \).

Binning
Partition the set \( Z^\infty \) into \( 2^{nR} \) bins, by choosing a bin for each \( z^\infty \) independently and uniformly at random. Denote the index of the chosen bin for \( z^\infty \) by \( \text{bin}_b(z^\infty) \).

Encoding:
Fix \( l_0 = 1 \) and \((m'_b, m''_b) = (1, 1)\). Since the message in the last block is fixed, the effective rate of communication is \( \frac{D-1}{2^D-1} \), which can be made as close as desired to \( R \) by choosing a sufficiently large \( D \).

In block \( b \), \( l_{b-1} \) is known to the source encoder. To communicate message \( m_b = (m'_b, m''_b) \), it transmits \( x''_b(m''_b[l_{b-1}, m'_b, s''_b]) \). The relay transmits \( x'_b(l_{b-1}) \). Due to the deterministic link from source to relay and the codebook construction, the received signal at the relay in block \( b \) is the codeword \( z''_b(m''_b[l_{b-1}, s''_b]) \). The source and the relay set \( l_b \) to be the index of the bin containing \( z''_b(m''_b[l_{b-1}, s''_b]) \).

From the encoding operation described above, we can see that the label \( l_b \) depends on \((l_{b-1}, m'_b, s''_b)\). We do not require the relay to decode \( m'_b \), but the source and the relay can still establish cooperation by directly performing a binning on the \( z''_b \) codeword to agree on the \( s''_b \)-th codeword to be used in the next block, thus providing the scheme with the title "cooperative-bin-forward". The term cooperative is added to emphasize that the source and the relay agree on the binning and transmit coherently. Thus, the scheme achieves cooperation by communicating \( l_b \) via the relay, instead of \( m'_b \).

While the relay is not required to decode the partial message, we still need the destination to be able to decode all parts of the transmitted message successfully. In the following, appropriate conditions are imposed so that the destination can utilize the state information at its disposal to achieve successful decoding.

Decoding:
The decoder performs backward decoding, starting from block \( B \) and moving towards block 1, performing the following two steps for each block \( b \):

1. Assuming that \( l_b \) is known from previous operations, the decoder, for each \( l_{b-1} = (1 : 2^{nR'}) \), finds the unique \( m'_b \) such that
\[
\text{bin}_b(z''_b(m''_b[l_{b-1}, s''_b])) = l_b.
\]
Whenever a unique \( m'_b \) cannot be found for some \( l_{b-1} \), the decoder chooses any \( m'_b \) arbitrarily. So after this operation, the decoder has chosen one \( m'_b \) for each \( l_{b-1} \), given its knowledge of \( l_b \) and \( s''_b \). We will signify this explicitly by denoting the chosen message as \( m'_b(l_{b-1}, s''_b, l_b) \).

2. Now it looks for the unique \((l_{b-1}, m''_b)\) such that
\[
\begin{align*}
\left(x''_b(l_{b-1}), z''_b(m''_b[l_{b-1}, s''_b, l_b]) \right), \\
x'_b(l_{b-1}) & \in T_{\epsilon}^{(n)}.
\end{align*}
\]

Probability of Error:
In the following error analysis, we will observe that in order to achieve the largest rate, the scheme will set \( R' \approx H(Z|X_S) \). The causal multiplexing-demultiplexing strategy proposed above effectively creates a different codebook for \( m'_b \) for each \( s''_b \) sequence. The total number of \( z''_b \) codewords constructed by the source encoder considering only the typical \( s''_b \) sequences is therefore \( 2^nH(S) \approx 2^nH(S,Z|X_S) \). However, these codewords cannot be distinct since there are only \( 2^nH(Z|X_S) \) distinct typical sequences \( z''_b \) (conditioned on \( l_{b-1} \)). This implies that multiple \((s''_b, m'_b)\) pairs will be mapped to the same codeword \( z''_b \) and therefore, the relay will be not able to decode \( m'_b \) due to the lack of state information. In the absence of state, the scheme will set \( R' \approx R' \approx H(Z|X_S) \). In this case, it is easy to see that given its knowledge of \( l_{b-1} \), the relay can indeed recover \( m'_b \), since each message \( m'_b \) is mapped to a different bin. Thus, cooperatively communicating the bin index becomes equivalent to cooperatively communicating the partial message \( m'_b \), so cooperative-bin-forward for setup without states is indeed equivalent to partial-decode-forward. When we have states, even though we still set \( R' \approx R' \), the relay is not be able to decode any part of the message, so the binning aspect of the scheme is instrumental.

By symmetry, we can assume without loss of generality that the true messages and bin-indices corresponding to the current block are all 1, i.e.
\[
(l_{b-1}, M'_b, M''_b) = (1, 1, 1).
\]

We bound the probability of decoding error in block \( b \) conditioned on successful decoding for blocks \([B, B-1, \ldots, b+1]\), averaged over the randomness in the messages and codebook generation. In particular, successful decoding in block \( b+1 \) means that \( L_b \) has been decoded successfully, where we remark ourselves that
\[
L_b = \text{Bin}_b(Z^\infty_b(1,1, S''_b)).
\]

An error occurs in block \( b \) only if any of the following events occur:

(a) \( M'_b(1, S''_b, L_b) \neq 1 \),
(b) \( (L_{b-1}, M''_b) \neq (1,1) \) given \( M'_b(1, S''_b, L_b) = 1 \).
Event (a): \( M'(1, S_n^b, L_b) \neq 1 \): We have
\[
\Pr \left( M'(1, S_n^b, L_b) \neq 1 \right) = \Pr \left( \text{Bin}_b(Z_n^b(m'\mid 1, S_n^b)) = L_b \text{ for } m' > 1 \right)
\]
\[
\leq \sum_{m' > 1} \Pr \left( \text{Bin}_b(Z_n^b) = \text{Bin}_b(\tilde{Z}_n^b) \mid Z_n^b \neq \tilde{Z}_n^b \right)
\]
\[
\leq 2^n R' - 2^{-n H(Z|X,S) - \delta(\epsilon)} + 2^n R' - 2^{-n \tilde{R}},
\]
where we use \( \delta(\epsilon) \) to denote any function of \( \epsilon \) for which \( \delta(\epsilon) \rightarrow 0 \) as \( \epsilon \rightarrow 0 \). Hence, we get that
\[
\Pr \left( M'(1, S_n^b, L_b) \neq 1 \right) \rightarrow 0 \text{ as } n \rightarrow \infty,
\]
if the following two constraints are satisfied:
\[
R' < \tilde{R},
\]
\[
R' < H(Z|X,S) - \delta(\epsilon).
\]

Event (b): \( \hat{L}_{b-1}, M'_b \neq (1, 1) \) given \( M'_b(1, S_n^b, L_b) = 1 \): For brevity, we do not mention the conditioning on \( M'_b(1, S_n^b, L_b) = 1 \) in the following expressions. The probability of this event is upper bounded by
\[
\Pr(\text{Condition (3) not satisfied by } (b_{-1}, m'_b) = (1, 1)) + \Pr(\text{Condition (3) satisfied by some } (b_{-1}, m'_b) \neq (1, 1)).
\]

The first term goes to zero as \( n \rightarrow \infty \) by the law of large numbers. The second term can be analyzed as follows:
\[
\sum_{(b_{-1}, m'_b) \neq (1, 1)} \Pr(\text{Condition (3) satisfied by } (b_{-1}, m'_b))
\]
\[
+ \sum_{b_{-1} > 1, m'_b \geq 1} \Pr(\text{Condition (3) satisfied by } (b_{-1}, m'_b))
\]
\[
\leq 2^n R' - 2^{-n(I(X;Y|X,Z,S) - \delta(\epsilon))} + 2^n (R' + R'') - 2^{-n(I(X,Z,Y|S) - \delta(\epsilon))},
\]
which follows by applying the packing lemma. Note that when \( b_{-1} > 1 \), it so happens due to the codebook construction that \( y_n^b \) is independent of all the other sequences for any value of \( m'_b \). So the joint distribution of the sequences has the same factorization no matter what \( m'_b \) is chosen for \( b_{-1} > 1 \). The only fact that matters for our analysis is that at most one \( m'_b \) has been chosen somehow for each \( b_{-1} > 1 \). This allows us to write the fourth event as the union of at most \( 2^n (R' + R'') \) events, where each corresponds to a different value of \( (b_{-1}, m'_b) \). Thus, as \( n \rightarrow \infty \), we get that
\[
\Pr \left( \left( L_{b-1}, M'_b \right) \neq (1, 1) \mid M'_b(1, S_n^b, L_b) = 1 \right) \rightarrow 0,
\]
if
\[
R'' < I(X;Y|X,Z,S) - \delta(\epsilon),
\]
\[
R + R'' < I(X,X';Y|S) - \delta(\epsilon).
\]

The proof is concluded by performing Fourrier-Motzkin elimination, and letting \( n \rightarrow \infty \), \( B \rightarrow \infty \) and \( \epsilon \rightarrow 0 \).
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I. INTRODUCTION

A. Previous Work

The two-user interference channel (IFC) models a general scenario of communication between two transmitters and two receivers (with no cooperation at either side), where each receiver decodes its intended message from an observed signal, which is interfered by the other user, and corrupted by channel noise. The information-theoretic analysis of this model has begun over more than four decades ago and has recently witnessed a resurgence of interest. Most of the previous work on multiuser communication, and specifically, on the IFC, has focused on obtaining inner and outer bounds to the capacity region (see, for example, [1, Ch. II.7]). In a nutshell, the study of this kind of channel has started in [2], and continued in [3], where simple inner and outer bounds to the capacity region were given. Then, in [4], by using the well-known superposition coding technique, the inner bound of [3] was strictly improved. In [5], various inner and outer bounds were obtained by transforming the IFC model into some multiple-access or broadcast channel. Unfortunately, the capacity region for the general interference channel is still unknown, although it has been solved for some very special cases [6, 7]. The best known inner bound is the Han-Kobayashi (HK) region, established in [8], and which will also be considered in this paper.

To our knowledge, [9, 10] are the only previous works which treat the error exponents for the IFC under optimal decoding. Specifically, [9] derives lower bounds on error exponents of random codebooks comprised of i.i.d. codewords uniformly distributed over a given type class, under maximum likelihood (ML) decoding at each user, that is, optimal decoding. Contrary to the error exponent analysis of other multiuser communication systems, such as the multiple access channel [11], the difficulty in analyzing the error probability of the optimal decoder for the IFC is due to statistical dependencies induced by the interfering signal. Indeed, for the IFC, the marginal channel determining each receiver’s ML decoding rule is induced also by the codebook of the interfering user. This indeed extremely complicates the analysis, mostly because the interfering signal is a codeword and not an i.i.d. process. Another important observation, which was noticed in [9], is that the usual bounding techniques (e.g., Gallager’s bounding technique) on the error probability fail to give tight results. To alleviate this problem, the authors of [9], combined some of the ideas from Gallager’s bounding technique [12] to get an upper bound on the average probability of decoding error under ML decoding, the method of types [13], and used the method of distance enumerators, in the spirit of [14], which allows to avoid the use of Jensen’s inequality in some steps. Finally, another relevant work is [15], where lower bounds on the error exponents of both standard and cognitive multiple-access channels (MACs), were derived assuming suboptimal successive decoding scheme.

B. Contributions

The main purpose of this paper is to extend the study of achievability schemes to the more refined analysis of error exponents achieved by the two users, similarly as in [9]. Specifically, we derive single-letter expressions for the error exponents associated with the average error probability, for the finite-alphabet two-user IFC, under several random coding ensembles. The main contributions of this paper are as follows:

- Similarly as in recent works (see, e.g., [11, 16-19] and references therein) on the analysis of error exponents, we derive single-letter lower bounds for the random coding error exponents. For the standard random coding ensemble, considered in Subsection II-B, we analyze the optimal decoder
for each receiver, which is interested solely in its intended message. This is in contrast to usual decoding techniques analyzed for the IFC, in which each receiver decodes, in addition to its intended message, also part of (or all) the interfering codeword (that is, the other user’s message), or other conventional achievability arguments [1, Ch. II.7], which are based on joint-typicality decoding, with restrictions on the decoder (such as, “treat interference as noise” or to “decode the interference”). This enables us to understand whether there is any significant degradation in performance due to the sub-optimality of the decoder. Also, since [9] analyzed the optimal decoder as well, we compare our formulas with those of [9], and show that our error exponent can be strictly better, which implies that the bounding technique in [9] is not tight. It is worthwhile to mention that the analytical formulas of our error exponents are simpler than the lower bound of [9].

• As was mentioned earlier, in [9] only random codebooks comprised of i.i.d. codewords (uniformly distributed over a type class) were considered. These ensembles are much simpler than the superposition codebooks of [8]. Unfortunately, it very tedious to analyze superposition codebooks using the methods of [9], and even if we do so, the tightness is questionable. In this paper, however, the new tools that we have derived enable us to analyze more involved random coding ensembles. Indeed, we can consider the coding ensemble used in the HK achievability scheme [8] and derive the respective error exponents. We also discuss an ensemble of hierarchical/tree codes [20].

• The analysis of the error exponents, carried out in this paper, turns out to be much more difficult than in previous works on point-to-point and multiuser communication problems, see, e.g., [11, 16-19]. Specifically, we encounter two main difficulties in our analysis: First, typically, when analyzing the probability of error, the first step is to apply the union bound. Usually, for point-to-point systems, under the random coding regime, the average error probability can be written as a union of pairwise independent error events. Accordingly, in this case, it is well known that the truncated union bound is exponentially tight [21, Lemma A.2]. This is no longer the case, however, when considering multiuser systems, and in particular, the IFC. For the IFC, the events comprising the union are strongly dependent, especially due to the fact that we are considering the optimal decoder. Indeed, recall that the optimal decoder for the first user, for example, declares that a certain message was transmitted if this message maximizes the likelihood pertaining to the marginal channel. This marginal channel is the average of the actual channel over the messages of the interfering user, and thus depends on the whole codebook of the that user. Accordingly, the overall error event is the union of an exponential number of error events where each event depends on the marginal channel, and thus on the codebook of the interfering user. To alleviate this difficulty, following the ideas of [11], we derived new upper bounds on the probability of a union of events, which take into account the dependencies among the events. The second difficulty that we have encountered in our analysis is that in contrast to previous works, applying the type class enumerator method [14] is not simple, due to the reason mentioned above. Using some methods from large deviations theory, we were able to tackle this difficulty.

• Recently, in [15], the authors independently suggested lower bounds on the error exponents of both standard and cognitive multiple-access channels (MACs), assuming suboptimal successive decoding scheme, and using the standard random coding ensemble (considered in Subsection II-B). Although the motivation in [15] is different, the codebook construction and the decoding rule are the same as in the first part of this paper, and thus, essentially, their results apply also for the IFC. Now, despite the fact that the analysis in our paper is not the same as in [15], for the standard random coding ensemble, our lower bound coincides with that of [15]. More importantly, as was mentioned above, we consider also the more complicated ensemble pertaining to the HK scheme. Accordingly, the derivation of the lower bound on the error exponent of this ensemble is built upon the derivation of the lower bound on the error exponent of the standard random coding ensemble, and thus it makes useful and convenient to start with the analysis of the latter ensemble. We emphasize that the techniques used in [15] are not sufficient to analyze the ensemble pertaining to the HK scheme. Finally, we mention that the focus in [15] was on achievable rate region, rather than the error exponents, and thus no comparison to [9] was provided.

• We believe that by using the techniques and tools derived in this paper, other multiuser systems, such as the IFC with mismatched decoding, the MAC [11], the broadcast channel, the relay channel, etc., and accordingly, other coding schemes, such as binning [16], and hierarchical codes [20], can be analyzed.

C. Notation Conventions

Throughout this paper, scalar random variables (RVs) will be denoted by capital letters, their sample values will be denoted by the respective calligraphic letters, e.g., \( X \), \( x \), and \( X^* \) respectively. A similar convention will apply to random vectors of dimension \( n \) and their sample values, which will be denoted with the same symbols in the boldface font. We also use the notation \( X^n \) (\( j > i \)) to designate the sequence of RVs \( X_2, X_{i+1}, \ldots, X_j \). The set of all \( n \)-vectors with components taking values in a certain finite alphabet, will be denoted as the same alphabet superscripted by \( n \), e.g., \( X^n \). Generic channels will be usually denoted by the letters \( P \), \( Q \), or \( W \). We shall mainly consider joint distributions of two RVs \( (X, Y) \) over the Cartesian product of two finite alphabets \( X \) and \( Y \). For brevity, we will denote any joint distribution, e.g., \( Q_{X,Y} \), simply by \( Q \), the marginals will be denoted by \( Q_X \) and \( Q_Y \), and the conditional distributions will be denoted by \( Q_{X|Y} \) and \( Q_{Y|X} \). The joint distribution induced by \( Q_X \) and \( Q_{Y|X} \) will be denoted by \( Q_X \times Q_{Y|X} \), and a similar notation will be used when the roles of \( X \) and \( Y \) are switched.

The expectation operator will be denoted by \( E \{ \cdot \} \), and when we wish to make the dependence on the underlying distribution \( Q \) clear, we denote it by \( E_Q \{ \cdot \} \). Information measures induced by the generic joint distribution \( Q_{X,Y} \), will be subscripted by \( Q \), for example, \( I_Q(X;Y) \) will denote the corresponding mutual information, etc. The divergence (or, Kullback-Liebler distance) between two probability measures \( Q \) and \( P \) will be denoted by \( D(Q|P) \). The conditional information divergence between the conditional distributions

---

1 The precise definition will be given in the sequel.
Consider a two-user interference channel of two senders, two receivers, and a discrete memoryless channel (DMC), defined by a set of single-letter transition probabilities, $W_{Y_1,Y_2|X_1,X_2}$, with finite input alphabets $X_1,X_2$ and finite output alphabets $Y_1,Y_2$. Here, each sender, $k \in \{1,2\}$, wishes to communicate an independent message $M_k \in \{1,2,\ldots,2^{nR_k}\}$ at rate $R_k$, and each receiver, $l \in \{1,2\}$, wishes to decode its respective message. Specifically, a $(2^{nR_1},2^{nR_2},n)$ code $C_n$ consists of:

- Two message sets $M_1 \triangleq \{0,\ldots,2^{nR_1}-1\}$ and $M_2 \triangleq \{0,\ldots,2^{nR_2}-1\}$ for the first and second users, respectively.
- Two encoders, where for each $k \in \{1,2\}$, the $k$-th encoder assigns a codeword $x_{k,i}^n \triangleq (x_{k,i,1},x_{k,i,2},\ldots,x_{k,i,n})$ to each message $i \in M_k$.
- Two decoders, where for each $l \in \{1,2\}$, an estimate $\hat{M}_l$ is assigned.

We assume that the message pair $(M_1,M_2)$ is uniformly distributed over $M_1 \times M_2$. It is clear that the optimal decoder of the first user, for this problem, is given by:

$$M_1 = \arg \max_{i \in M_1} P(y_1^n|x_1^i)$$

(1)

$$ = \arg \max_{i \in M_1} e^{-nR_2} \sum_{j=1}^{2^{nR_2}} P(y_1^n|x_1^i,x_2^j)$$

(2)

where $P(y_1^n|x_1^i,x_2^j)$ is the marginal channel defined as:

$$P(y_1^n|x_1^i,x_2^j) \triangleq \prod_{k=1}^{n} W_{Y_1|X_1,X_2}(y_1|x_1,i,x_2,j,k),$$

(3)

and

$$W_{Y_1|X_1,X_2}(y_1|x_1,i,x_2,j,k) \triangleq \sum_{x_2,k \in \mathcal{Y}_2} W_{Y_1,Y_2|X_1,X_2}(y_1,k|x_1,i,k,x_2,j,k).$$

(4)

The optimal decoder of the second user is defined similarly. Since there is no cooperation between the two receivers, the error probabilities for the code $C_n$, are defined as:

$$P_{e,i}(C_n) \triangleq 2^{-n(R_1+R_2)} \sum_{M_1,M_2} P\left(M_i(Y_i^n) \neq m_i | M_1 = m_1, M_2 = m_2\right), \quad i = 1,2.$$

(5)

**B. The Ordinary Random Coding Ensemble**

In this subsection, we consider the ordinary random coding ensemble: For each $k \in \{1,2\}$, we select independently $M_k$ codewords $x_{k,i}^n$, for $i \in M_k$, under the uniform distribution across the type class $T(P_{X_k})$, for a given distribution $P_{X_k}$ on $X_k$. Our goal is to assess the exponential rate of $P_{e,i}$.
\[
f(Q_{X1,X2,Y1}) \triangleq \mathbb{E}_{Q} \left[ \log W_{Y1|X1,X2}(Y1|X1,X2) \right],
\]
\[t0(Q_{X1,Y1}) \triangleq R2 + \max_{\hat{Q} : \hat{Q}_{X2} = P_{X2}, \hat{Q}_{X1,Y1} = Q_{X1,Y1}} \left\{ f(\hat{Q}) - I_{Q}(X2;X1,Y1) \right\},
\]
\[
\mathcal{L}(Q_{X1,X2,Y1}, Q_{X1,X2,Y1}) \triangleq \left\{ \hat{Q} : \max \left\{ t0(Q_{X1,X2,Y1}), f(Q_{X1,X2,Y1}) \right\} \right\} \leq \max \left\{ f(\hat{Q}_{X1,X2,Y1}), f(\hat{Q}) + \left[ R2 - I_{Q}(X2;X1,Y1) \right]_{+} \right\},
\]
\[
E1(Q_{X1,X2,Y1}, R2) \triangleq \min_{\hat{Q} : \hat{Q}_{X1} = P_{X1}, \hat{Q}_{X1,X2,Y1} = Q_{X1,X2,Y1}} \left\{ I_{Q}(X1;X2,Y1) + E1(Q_{X1,X2,Y1}, Q_{X1,X2,Y1}) \right\},
\]
\[
\mathcal{E}1(R1, R2) \triangleq \min_{Q_{Y1|X2}:Q_{X1} = P_{X1}, Q_{X2} = P_{X2}} \left\{ D(Q_{Y1|X1,X2}||W_{Y1|X1,X2}|P_{X1} \times P_{X2}) + \left[ \mathcal{E}1(Q_{X1,X2,Y1}, R2) - R1 \right]_{+} \right\}.
\]

\[
\tilde{P}_{e,1}^{(n)} = \Pr \left[ \bigcup_{i=1}^{M1-1} \left\{ \sum_{j=0}^{M2-1} P(Y_{1}^{n}|X_{1}^{n}, X_{2}^{n}) \geq \sum_{j=0}^{M2-1} P(Y_{1}^{n}|X_{10}, X_{2j}^{n}) \right\} \right],
\]
\[= \mathbb{E} \left\{ \Pr \left[ \bigcup_{i=1}^{M1-1} \left\{ \sum_{j=0}^{M2-1} P(Y_{1}^{n}|X_{1}^{n}, X_{2j}^{n}) \geq \sum_{j=0}^{M2-1} P(Y_{1}^{n}|X_{10}, X_{2j}^{n}) \right\} \right] \mathcal{F}_{0} \right\},
\]

which is a useful result when assessing the exponential behavior of such probabilities. Equation (12) is one of the building blocks of tight exponential analysis of previously considered point-to-point systems (see, e.g., [16-19], and many references therein). However, it is evident that in our case the various events are not pairwise independent, and therefore this result cannot be applied directly. Indeed, since we are interested in the optimal decoder, each event of the union in (11), depends on the whole codebook of the second user. One may speculate that this problem can be tackled by conditioning on the codebook of the second user, and then (12). However, the cost of this conditioning is a very complicated (if not intractable) large deviations analysis of some quantities. To alleviate this problem, we derived new upper bounds on the probability of union of events, which takes into account the dependencies among the events. This was done using the techniques of [11].

Another difficulty that arises in the error exponent analysis of the IFC model, is that in contrast to previous works, applying the distance enumerator\footnote{For a given \(y^n \in \mathcal{Y}^n\), and a given joint probability distribution \(Q_{XY}^n\) on \(X \times Y\), the distance enumerator (or, type class enumerator), \(N(Q_{XY})\), is the number of codewords \(\{x^n\} \in \mathcal{C}_n\) whose conditional empirical joint distribution with \(y^n\) is \(Q_{XY}^n\); namely, \(N(Q_{XY}) = |\{x^n \in \mathcal{C}_n : Q_{x^n y^n} = Q_{XY}^n\}|\). Where \(Q_{x^n y^n}\) is the empirical joint distribution of \(x^n\) and \(y^n\), and \(|A|\) designates the cardinality of a finite set \(A\).} method [14], is not a simple task. Again, our optimal decoder compares two quantities (i.e., likelihoods) which are both depend on the whole codebook of the second user. The consequence of this situation, is that in order to analyze the probability of error, it is required to analyze the joint distribution of class type enumerators, and not just rely on their marginal distributions, as usually done, e.g., [16-19].

**Comparison with [9]:** Similarly to [9], we present results...
Fig. 2. Comparison between our error exponent $E^*_1(R_1, R_2)$ and the lower bound $E_{LB}(R_1, R_2)$ of [9], as a function of $R_1$ for two different values of $R_2$ and fixed choices of $P_{X_1}$ and $P_{X_2}$.

for the binary Z-channel model defined as follows: $Z_1 = X_1 \cdot X_2 \oplus Z$ and $Z_2 = X_2$, where $X_1, X_2, Y_1, Y_2 \in \{0,1\}$, $Z \sim \text{Bern}(p)$, “” is multiplication, and “$\oplus$” is modulo-2 addition. In the numerical calculations, we fix $p = 0.1$. Fig. 2 presents the lower bound on the error exponent under optimal decoding, derived in this paper, compared to the lower bound $E_{LB}(R_1, R_2)$ of [9], as a function of $R_1$, for different values of $P_{X_1}, P_{X_2}$. It can be seen that our exponents can be strictly better than those of [9].

- **Generalization to other ensemble:** As was mentioned before, in [9] only random codebooks comprised of i.i.d. codewords were considered. These ensembles are much simpler than the superposition codebooks of [8]. Unfortunately, it very tedious to analyze superposition codebooks using the methods of [9], and even if we do so, the tightness is questionable. However, the new tools that we have derived enable us to analyze more involved random coding ensembles. Due to space limitations, we do not present the error exponents achieved by the following schemes. All the details can be found in [22, Subsection III.C]. For example, we can derive the error exponents for the HK scheme, which gives the best known inner bound. The idea in this scheme is to split the message $M_1$ into “private” and “common” messages, $M_{11}$ and $M_{12}$ at rates $R_{11}$ and $R_{12}$, respectively, such that $R_1 = R_{11} + R_{12}$. Similarly $M_2$ is split into $M_{21}$ and $M_{22}$ at rates $R_{21}$ and $R_{22}$, respectively, such that $R_2 = R_{21} + R_{22}$. Then, receiver $k = 1, 2$, recovers its intended message $M_k$, and the common message from the other sender (although it is not required to) each decoder. Also, using the same techniques, we can analyze the error exponents resulting from the *hierarchical code ensemble* [20], in which the case has a tree structure with two levels, where the first serves for “cloud centers”, and the second for the “satellites”.
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Abstract—The Shannon lower bound is one of the few lower bounds on the rate-distortion function that holds for a large class of sources. In this paper, it is demonstrated that its gap to the rate-distortion function vanishes as the allowed distortion tends to zero for all sources that have a finite differential entropy and whose integer parts have a finite entropy. Conversely, it is demonstrated that if the integer part of the source has an infinite entropy, then its rate-distortion function is infinite for any finite distortion. Consequently, the Shannon lower bound provides an asymptotically tight bound on the rate-distortion function if, and only if, the integer part of the source has a finite entropy.

I. INTRODUCTION

Suppose a source produces the sequence of independent and identically distributed (i.i.d.), real-valued, random variables \( \{X_k, k \in \mathbb{Z}\} \) according to the distribution \( P_X \), and suppose that we employ a vector quantizer that produces a sequence of reconstruction symbols \( \{\hat{X}_k, k \in \mathbb{Z}\} \) satisfying

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \mathbb{E}[(X_k - \hat{X}_k)^2] & \leq D.
\]

(We use \( \lim \) to denote the limit superior and \( \lim \) to denote the limit inferior.) Rate-distortion theory tells us that if for every blocklength \( n \) and distortion constraint \( D \) we quantize the sequence of source symbols \( X_1, \ldots, X_n \) to one of \( c^n R(D) \) possible sequences of reconstruction symbols \( \hat{X}_1, \ldots, \hat{X}_n \), then the smallest rate \( R(D) \) (in nats per source symbol) for which there exists a vector quantizer satisfying (1) is given by [1], [2]

\[
R(D) = \inf_{P_{X|\hat{X}}} I(X; \hat{X})
\]

(2)

where the infimum is over all conditional distributions of \( \hat{X} \) given \( X \) satisfying

\[
\mathbb{E}[(X - \hat{X})^2] & \leq D
\]

(3)

and where the expectation is computed with respect to the joint distribution \( P_X P_{\hat{X}|X} \). Here and throughout the paper we omit the time indices where they are immaterial. The rate \( R(D) \) as a function of \( D \) is referred to as the rate-distortion function.

Unfortunately, the rate-distortion function is unknown except in very few special cases. It therefore needs to be assessed by means of upper and lower bounds. Arguably, for sources with a finite differential entropy, the most important lower bound is the Shannon lower bound [1], [2]

\[
R_{\text{SLB}}(D) = h(X) - \frac{1}{2} \log(2\pi e D)
\]

(4)

where \( \log() \) denotes the natural logarithm. While this lower bound is tight only for some special sources, it converges to the rate-distortion function as the allowed distortion \( D \) tends to zero, provided that the source satisfies some conditions [3]–[6]. Thus, in this case the Shannon lower bound provides a good approximation of the rate-distortion function for small distortions. A finite-blocklength refinement of the Shannon lower bound has recently been given by Kostina [7].

To the best of our knowledge, the most general conditions for the asymptotic tightness of the Shannon lower bound are due to Linder and Zamir [6]. While Linder and Zamir considered more general distortion measures, specialized to quadratic distortion (3), they showed the following.

Theorem 1 (Linder and Zamir [6, Cor. 1]): Assume that \( X \) has a probability density function (pdf) and \( h(X) > -\infty \). Further assume that there exists an \( \alpha > 0 \) such that \( \mathbb{E}[|X|^\alpha] < \infty \). Then the Shannon lower bound is asymptotically tight, i.e.,

\[
\lim_{D \to 0} \left\{ R(D) - R_{\text{SLB}}(D) \right\} = 0.
\]

(5)

The theorem’s conditions are very mild and satisfied by the most common source distributions. In fact, Theorem 1 demonstrates that the Shannon lower bound is asymptotically tight even if there exists no quantizer with a finite number of codevectors and of finite distortion, i.e., when \( \mathbb{E}[X^2] = \infty \). However, the conditions are more stringent than the ones sometimes required for the analysis of the rate and distortion redundancies of high-resolution quantizers. For example, in [8] Gray et al. analyzed the asymptotic distortion of entropy-constrained vector quantization in the limit as the rate tends to infinity, thereby rigorously proving a theorem by Zador [9]. In their work, they considered source vectors \( X \) that have a density, whose differential entropy is finite, and that satisfy

\[
H(|X|) < \infty
\]

(6)

where \( |a| \) denotes the integer part of \( a \), i.e., the largest integer not larger than \( a \). Furthermore, Koch and Vázquez-Vilar [10]...
demonstrated that these assumptions are also sufficient to recover the result by Gish and Pierce [11] that, among all scalar quantizers, uniform quantizers are asymptotically optimal as the allowed distortion tends to zero. In words, condition (6) demands that quantizing the source with a uniform quantizer of unit-length cells gives rise to a discrete random variable of finite entropy. This ensures that the quantizer output can be further compressed using a lossless variable-length code of finite expected length.

The quantity $H(\lfloor X \rfloor)$ is intimately related with the Rényi information dimension [12], defined as

$$d(X) \triangleq \lim_{m \to \infty} \frac{H(\lfloor mX \rfloor / m)}{\log m},$$

if the limit exists (7) which in turn coincides with the rate-distortion dimension introduced by Kawabata and Dembo [13]; see also [14]. Indeed, the Rényi information dimension is finite if and only if, condition (6) is satisfied [14, Prop. 1]. Furthermore, a sufficient condition for finite Rényi information dimension is $E[\log(1 + |X|)] < \infty$ [14, Prop. 1], which in turn holds for any source for which $E[|X|^\alpha] < \infty$ for some $\alpha > 0$. Thus, (6) is weaker than the assumption that $E[|X|^\alpha] < \infty$.

It is common to assume that the differential entropy is finite but [16, Cor. 1]. Conversely, one can find sources for which $h(\lfloor X \rfloor) < \infty$. In fact, one can show that if (6) holds and $X$ has a pdf, then $h(\lfloor X \rfloor) \leq H(\lfloor X \rfloor)$ [16, Cor. 1]. Conversely, one can find sources for which the differential entropy is finite but $H(\lfloor X \rfloor)$ is infinite. For example, consider a source with pdf

$$f_X(x) = \sum_{m=2}^{\infty} p_m m \cdot \mathbb{1}\{m \leq x < m + \frac{1}{m}\}, \quad x \in \mathbb{R}$$

(8)

where

$$p_m = \frac{1}{Km \log^2 m}, \quad m = 2, 3, \ldots$$

(9a)

$$K = \sum_{m=2}^{\infty} \frac{1}{m \log^2 m}$$

(9b)

and $\mathbb{1}\{}$ denotes the indicator function. It is easy to check that for such a source

$$H(\lfloor X \rfloor) = \sum_{m=2}^{\infty} p_m \frac{1}{p_m} = \sum_{m=2}^{\infty} \frac{\log K + \log m + 2 \log \log m}{Km \log^2 m} = \infty$$

(10)

and

$$h(X) = -\int_{\mathbb{R}} f_X(x) \log f_X(x) \, dx = \sum_{m=2}^{\infty} \frac{\log K + 2 \log \log m}{Km \log^2 m} < \infty.$$ 

(11)

(See remark after Theorem 1 in [12, pp. 197–198].) Thus, for sources satisfying $h(X) > -\infty$, a finite Rényi information dimension implies a finite differential entropy but not vice versa.

In this paper, we demonstrate that for sources that have a pdf and whose differential entropy is finite, the Shannon lower bound (4) is asymptotically tight if (6) is satisfied. This ensures the asymptotic tightness of the Shannon lower bound under the most general conditions imposed in the analysis of high-resolution quantizers. Conversely, we demonstrate that for sources that do not satisfy (6) the rate-distortion function is infinite for any finite distortion.

II. PROBLEM SETUP AND MAIN RESULT

We consider a one-dimensional, real-valued source $X$ with support $X \subseteq \mathbb{R}$ whose distribution is absolutely continuous with respect to the Lebesgue measure, and we denote its pdf by $f_X$. We assume that $x \mapsto f_X(x) \log f_X(x)$ is integrable, ensuring that the differential entropy $h(X) \triangleq -\int_{\mathbb{R}} f_X(x) \log f_X(x) \, dx$ (12) is well-defined and finite. We have the following result.

Theorem 2 (Main Result): Assume that the one-dimensional, real-valued source $X$ has a pdf and $h(X) > -\infty$. If $H(\lfloor X \rfloor) < \infty$, then the Shannon lower bound is asymptotically tight, i.e.,

$$\lim_{D \to 0}\{R(D) - R_{SLB}(D)\} = 0.$$ 

(13)

Conversely, if $H(\lfloor X \rfloor) = \infty$, then $R(D) = \infty$ for $D > 0$.

Proof: See Section III.

Theorem 2 thus demonstrates that the Shannon lower bound is asymptotically tight if, and only if, $H(\lfloor X \rfloor)$ is finite.

III. PROOF OF THEOREM 2

The proof consists of two parts. In the first part, we show that if $H(\lfloor X \rfloor) < \infty$, then the Shannon lower bound is asymptotically tight (Section III-A). In the second part, we show that if $H(\lfloor X \rfloor) = \infty$, then $R(D) = \infty$ for every $D > 0$ (Section III-B).

A. Asymptotic Tightness

In this section, we demonstrate the asymptotic tightness of the Shannon lower $R_{SLB}(D)$ for sources that satisfy $H(\lfloor X \rfloor) < \infty$ and $h(X) > -\infty$. The first steps in our proof are identical to the ones in the proof of Theorem 1 in [6]. To keep this paper self-contained, we reproduce the main steps.

To prove the asymptotic tightness of $R_{SLB}(D)$, we derive an upper bound on $R(D)$ whose gap to $R_{SLB}(D)$ vanishes as $D$ tends to zero. In view of (2), an upper bound on $R(D)$ follows by choosing $\hat{X} = X + \hat{Z}_D$, where $\hat{Z}_D$ is a zero-mean, variance-$D$, Gaussian random variable that is independent of $X$. It follows that

$$R(D) \leq I(X; X + \hat{Z}_D) = h(X + \hat{Z}_D) - h(\hat{Z}_D).$$ 

(14)
Furthermore, using that \( h(Z_D) = \frac{1}{2} \log(2\pi e D) \), the Shannon lower bound (4) can be written as
\[
R_{SLB}(D) = h(X) - h(Z_D). \tag{15}
\]
Combining (14) and (15) gives
\[
0 \leq R(D) - R_{SLB}(D) \leq h(X + Z_D) - h(X). \tag{16}
\]
Thus, the asymptotic tightness of \( R_{SLB}(D) \) follows by proving that
\[
\lim_{D \to 0} h(X + Z_D) \leq h(X). \tag{17}
\]
To this end, we follow the steps (17)–(21) in [6] but with \( Y_{\Delta(D)} \) and \( Y_{\Delta(0)} \) replaced by the random variables \( Y_D \) and \( Y_0 \) with respective pdfs
\[
f_{Y_D}(y) = \sum_{i \in Z} \Pr([X + Z_D] = i) \mathbb{1}\{y = i\} \tag{18a}
\]
\[
f_{Y_0}(y) = \sum_{i \in Z} \Pr([X] = i) \mathbb{1}\{y = i\}. \tag{18b}
\]
It follows that
\[
D(f_{X + Z_D} \| f_{Y_D}) = h([X + Z_D]) - h(X + Z_D) \tag{19}
\]
and
\[
D(f_X \| f_{Y_0}) = h([X]) - h(X). \tag{20}
\]
The random variable \( Z_D \) converges to zero almost surely as \( D \) tends to zero and, hence, also in distribution. Since \( X \) and \( Z_D \) are independent, it follows that \( X + Z_D \to X \) in distribution as \( D \) tends to zero. Furthermore, since by assumption the distribution of \( X \) is absolutely continuous with respect to the Lebesgue measure, for every \( i \in Z \) the interval \([i, i+1)\) is a continuity set of \( X \), so
\[
\lim_{D \to 0} \Pr([X + Z_D] = i) = \Pr([X] = i), \quad i \in Z. \tag{21}
\]
Thus, the pdf of \( Y_D \) (18a) converges pointwise to the pdf of \( Y_0 \) (18b), which by Scheffe’s lemma [17, Th. 16.12] implies that \( Y_D \to Y_0 \) in distribution as \( D \) tends to zero.

By the lower semicontinuity of relative entropy (see, e.g., the proof of Lemma 4 in [18] and references therein),
\[
\lim_{D \to 0} D(f_{X + Z_D} \| f_{Y_D}) \geq D(f_X \| f_{Y_0}). \tag{22}
\]
Combining (22) with (19) and (20) yields
\[
\lim_{D \to 0} D(f_{X + Z_D} \| f_{Y_D}) \geq h([X]) - h(X). \tag{23}
\]
Since \( h(X) > -\infty \) and \( H([X]) < \infty \), the claim (17) (and hence the asymptotic tightness of \( R_{SLB}(D) \)) follows by showing that \( H([X + Z_D]) \) tends to \( H([X]) \) as \( D \) tends to zero. We present this result in the following lemma.

**Lemma 1:** Assume that \( X \) has a pdf and \( H([X]) < \infty \). Let \( Z_D \) be a zero-mean, variance-\( D \), Gaussian random variable that is independent of \( X \). Then
\[
\lim_{D \to 0} H([X + Z_D]) = H([X]). \tag{24}
\]

**Proof:** Using basic properties of entropy, we obtain
\[
H([X + Z_D]) \leq H([X]) + H([X + Z_D] \mid [X]) \leq H([X]) + H(V_D) \tag{25}
\]
and
\[
H([X + Z_D]) \geq H([X]) - H([X] \mid [X + Z_D]) \geq H([X]) - H(V_D) \tag{26}
\]
where \( V_D \triangleq [X + Z_D] - [X] \). Lemma 1 follows therefore by showing that \( H(V_D) \) vanishes as \( D \) tends to zero. We first show that
\[
\lim_{D \to 0} \Pr(V_D = i) = \mathbb{1}\{i = 0\}. \tag{27}
\]
Indeed, let \( \bar{X} \triangleq X - [X] \), and recall that \( Z_D \to 0 \) in distribution as \( D \) tends to zero. Noting that \( V_D = [X + Z_D] - [X] \), the probability mass function of \( V_D \) can be written as
\[
\Pr(V_D = i) = \Pr([\bar{X} + Z_D] = i), \quad i \in Z. \tag{28}
\]
Furthermore, the independence of \( X \) and \( Z_D \) implies that \( X + Z_D \to X \) in distribution as \( D \) tends to zero. Since the distribution of \( X \) is absolutely continuous with respect to the Lebesgue measure, so is the distribution of \( \bar{X} \). Consequently, for every \( i \in Z \) the interval \([i, i+1)\) is a continuity set of \( \bar{X} \) and
\[
\lim_{D \to 0} \Pr([X + Z_D] = i) = \Pr([\bar{X}] = i) = \mathbb{1}\{i = 0\} \tag{29}
\]
where the last step follows because the support of \( \bar{X} \) is \([0, 1)\). This proves (27).

We continue by expressing the entropy of \( V_D \) as
\[
H(V_D) = \sum_{i = 1}^{\infty} \Pr(V_D = i) \log \frac{1}{\Pr(V_D = i)} + \sum_{i \in Z, |i| > 1} \Pr(V_D = i) \log \frac{1}{\Pr(V_D = i)} \tag{30}
\]
The first sum on the right-hand side (RHS) of (30) consists of finitely many terms, so (27) and the continuity of \( x \mapsto x \log(1/x) \) give
\[
\lim_{D \to 0} \sum_{i = 1}^{\infty} \Pr(V_D = i) \log \frac{1}{\Pr(V_D = i)} = \sum_{i = 1}^{\infty} \lim_{D \to 0} \Pr(V_D = i) \log \frac{1}{\Pr(V_D = i)} = 0. \tag{31}
\]
To show that the second sum on the RHS of (30) vanishes as \( D \to 0 \), it suffices to show that
\[
\lim_{D \to 0} \sum_{i \in Z, |i| > 1} \Pr(V_D = i) \log \frac{1}{\Pr(V_D = i)} \leq 0 \tag{32}
\]
since the summands are nonnegative. As observed above, the distribution of \( \bar{X} \) is absolutely continuous with respect to the

\footnote{Here and throughout the paper we define \( 0 \log(1/0) = 0 \).}
Lebesgue measure, so \( X \) has a pdf which we shall denote by \( f_X \). Since \( Z_D \) and \( X \) are independent, the pdf of \( X + Z_D \) is given by [19, Th. 4.10, p. 29]

\[
f_{X+Z_D}(\xi) = \int_{0}^{1} f_X(\bar{x}) \frac{1}{\sqrt{2\pi D}} e^{-\frac{(\xi-\bar{x})^2}{2D}} d\bar{x}, \quad \xi \in \mathbb{R}. \tag{33}
\]

Combining (28) and (33), we obtain

\[
\Pr(V_D = i) = \Pr(\{X + Z_D = i\}) = \int_{i}^{i+1} f_{X}(\bar{x}) \frac{1}{\sqrt{2\pi D}} e^{-\frac{(\xi-\bar{x})^2}{2D}} d\bar{x} \geq \frac{1}{\sqrt{2\pi D}} e^{-\frac{(i+1)^2}{2D}}, \quad i \in \mathbb{Z}
\]

where the inequality follows because for \( \xi \in [i, i+1) \) and \( \bar{x} \in [0, 1) \) we have \( |\xi - \bar{x}| \leq |i| + 1 \). Applying (34) to the second sum on the RHS of (30) gives

\[
\sum_{i \in \mathbb{Z}} \Pr(V_D = i) \log \frac{1}{\Pr(V_D = i)} \leq \log (2\pi D) \sum_{i \in \mathbb{Z}} \Pr(V_D = i) + \sum_{i \in \mathbb{Z}} \Pr(V_D = i) \frac{(|i| + 1)^2}{2D}. \tag{35}
\]

To demonstrate that the first term on the RHS of (35) vanishes as \( D \to 0 \), we use that any variable \( z \) satisfying \( |\bar{z} + z_D| > 1 \) must also satisfy \( |z| > 1 \), irrespective of \( \bar{z} \in [0, 1) \). Consequently,

\[
\sum_{i \in \mathbb{Z}} \Pr(V_D = i) = \Pr(\{|X + Z_D| > 1\}) \leq \Pr(\{|Z_D| > 1\}) \leq D \tag{36}
\]

where the last inequality follows from Chebyshev’s inequality [20, Th. 4.10.7, p. 192]. Combining (36) with (35), we obtain

\[
\left| \frac{1}{2} \log (2\pi D) \sum_{i \in \mathbb{Z}} \Pr(V_D = i) \right| \leq \frac{D}{2} \left| \log (2\pi D) \right| \tag{37}
\]

which tends to zero as \( D \to 0 \).

We next consider the second term on the RHS of (35). To this end, we write

\[
\Pr(V_D = i)(|i| + 1)^2 = \int_{0}^{i+1} f_{X+Z_D}(\xi)(|i| + 1)^2 d\xi. \tag{38}
\]

By Fubini’s theorem [20, Th. 2.6.4, p. 105], we obtain from (38) and (33) that

\[
\sum_{i \in \mathbb{Z}} \Pr(V_D = i)(|i| + 1)^2 = \sum_{i \in \mathbb{Z}} \int_{0}^{i+1} f_X(\bar{x}) \frac{1}{\sqrt{2\pi D}} e^{-\frac{(|i| + 1)^2}{2D}} d\bar{x} \geq \int_{0}^{1} f_X(\bar{x}) \sum_{|i| + 1 \geq 1} \int_{i}^{i+1} \frac{(|i| + 1)^2}{\sqrt{2\pi D}} e^{-\frac{z^2}{2\pi D}} dz d\bar{x}. \tag{39}
\]

For every \(|i| = 2, 3, \ldots, z \in [i - \bar{x}, i + 1 - \bar{x}], and \bar{x} \in [0, 1)\) we have \(|i| + 1 \leq 3|z|\). Hence,

\[
\sum_{i \in \mathbb{Z}} \int_{i}^{i+1} \frac{(|i| + 1)^2}{\sqrt{2\pi D}} e^{-\frac{z^2}{2\pi D}} dz \leq \sum_{i \in \mathbb{Z}} \int_{i}^{i+1} \frac{9\pi^2}{\sqrt{2\pi D}} e^{-\frac{z^2}{2\pi D}} dz \leq 9 \int_{|i| \geq 1} \frac{z^2}{\sqrt{2\pi D}} e^{-\frac{z^2}{2\pi D}} dz \tag{40}
\]

where the last inequality follows because, for every \( \bar{x} \in [0, 1)\),

\[
\bigcup_{i \in \mathbb{Z}} [i - \bar{x}, i + 1 - \bar{x}] \subseteq \{z \in \mathbb{R} : |z| \geq 1\}
\]

The RHS of (40) does not depend on \( \bar{x} \), so together with (39) this yields

\[
\sum_{i \in \mathbb{Z}} \Pr(V_D = i)(|i| + 1)^2 \leq 9E[Z_D^2]E[|Z_D| \geq 1]. \tag{41}
\]

Writing \( Z_D \) as \( Z_D = \sqrt{D}Z_1 \), where \( Z_1 \) is a zero-mean, unit-variance, Gaussian random variable, the expected value on the RHS of (41) can be written as

\[
E[Z_D^2]E[|Z_D| \geq 1] = D E[Z_1^2]E[Z_1^2 \geq 1/D]. \tag{42}
\]

Combining (42) and (41), we obtain

\[
\sum_{i \in \mathbb{Z}} \Pr(V_D = i)(|i| + 1)^2 \leq \frac{9}{2} E[Z_1^2]E[Z_1^2 \geq 1/D]. \tag{43}
\]

Since the function \( z \mapsto z^21\{z^2 \geq 1/D\} \) is dominated by \( z \mapsto z^2 \), and since \( E[Z_1^2] = 1 \), it follows from the Dominated Convergence Theorem [20, Th. 1.6.9, p. 50] that

\[
\lim_{D \to 0} E[Z_1^2]E[Z_1^2 \geq 1/D] = 0. \tag{44}
\]

Together with (43) this demonstrates that the second term on the RHS of (35) vanishes as \( D \) tends to zero.

Thus, (35), (37), (43), and (44) prove (32), which together with (30) and (31) demonstrates that

\[
\lim_{D \to 0} H(V_D) = \lim_{D \to 0} \sum_{i \in \mathbb{Z}} \Pr(V_D = i) \log \frac{1}{\Pr(V_D = i)} = 0. \tag{45}
\]

This was the last step required to prove Lemma 1.  

Combining Lemma 1 with (23) implies (17), which in turn demonstrates that the Shannon lower bound is asymptotically tight if \( H(|X|) < \infty \) and \( h(X) > -\infty \). This proves the first part of Theorem 2.
B. Infinite Rate-Distortion Function

To prove that \( H(\lfloor X \rfloor) = \infty \) implies \( R(D) = \infty \) for every \( D > 0 \), we show that \( I(X; \hat{X}) = \infty \) for every pair of random variables \( (X, \hat{X}) \) satisfying (3) and \( H(\lfloor X \rfloor) = \infty \). To this end, we follow along the lines of the proof of Theorem 6 in [16, App. A]. Indeed, by the Data Processing Inequality [21, Cor 7.16],

\[
I(X; \hat{X}) \geq I(\lfloor X \rfloor; \lfloor \hat{X} \rfloor). \tag{46}
\]

The mutual information on the RHS of (46) can be written as

\[
I(\lfloor X \rfloor; \lfloor \hat{X} \rfloor) = H(\lfloor X \rfloor) - H(\lfloor X \rfloor | \lfloor \hat{X} \rfloor). \tag{47}
\]

Since \( H(\lfloor X \rfloor) = \infty \) by assumption, the claim follows by showing that the conditional entropy on the RHS of (47) is bounded for every pair of random variables \( (X, \hat{X}) \) satisfying (3). Indeed, we have

\[
H(\lfloor X \rfloor | \lfloor \hat{X} \rfloor) \leq H(\lfloor X - \hat{X} \rfloor) + H(\lfloor X \rfloor | \lfloor \hat{X} \rfloor, [X - \hat{X}]). \tag{48}
\]

Since \( \mathbb{E}[\log(1 + |X - \hat{X}|)] < \infty \) for \( (X, \hat{X}) \) satisfying (3), Proposition 1 in [14] yields that

\[
H([X - \hat{X}] ) < \infty. \tag{49}
\]

Furthermore, denoting \( Y = X - \hat{X} \), we obtain

\[
H(\lfloor X \rfloor | \lfloor \hat{X} \rfloor, [X - \hat{X}]) = H([X + Y] | \lfloor \hat{X} \rfloor, [Y]) \leq \log 2 \tag{50}
\]

since, conditioned on \( \lfloor \hat{X} \rfloor \) and \( \lfloor Y \rfloor \), the random variable \( [X + Y] \) can only take on the values \( \lfloor X + Y \rfloor \) or \( \lfloor X \rfloor + \lfloor Y \rfloor + 1 \). Combining (48)–(50) yields

\[
H(\lfloor X \rfloor | \lfloor \hat{X} \rfloor) < \infty. \tag{51}
\]

Summing up, (46)–(51) demonstrate that \( I(X; \hat{X}) = \infty \) for every pair of random variables \( (X, \hat{X}) \) satisfying (3) and \( H(\lfloor X \rfloor) = \infty \). Hence, the rate-distortion function \( R(D) \) is infinite for every finite \( D \). This proves the second part of Theorem 2.

IV. CONCLUSIONS

The Shannon lower bound is one of the few lower bounds on the rate-distortion function that hold for a large class of sources. We have demonstrated that this lower bound is asymptotically tight as the allowed distortion vanishes for all sources having a finite differential entropy and a finite Rényi information dimension. Conversely, we have demonstrated that if the source has an infinite Rényi information dimension, then its rate-distortion function is infinite for any finite distortion.

Assuming a finite Rényi information dimension is tantamount to assuming that quantizing the source with a uniform scalar quantizer of unit-length cells gives rise to a discrete random variable of finite entropy. The latter assumption is natural in rate-distortion theory and often encountered. To this effect, we have demonstrated that this assumption is not only natural, but it is also a necessary and sufficient condition for the asymptotic tightness of the Shannon lower bound.

Finally, the presented results can be generalized to \( d \)-dimensional, real-valued sources and distortion measures of the form \( \|x - \hat{x}\|^r \), where \( \| \cdot \| \) is an arbitrary norm on \( \mathbb{R}^d \) and \( r > 0 \). For details, see our paper [22] on arXiv.
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Abstract—In this work, we establish the rate-distortion function \( R(D_1, D_2) \) of a Heegard-Berger Problem with two sources, \( S_1 \) and \( S_2 \), under the assumption of degraded reconstruction sets and common encoder-receivers reconstruction. Specifically, the source \( S_1 \) needs to be recovered at only Decoder 1, to within some prescribed average distortion level \( D_1 \); and the source \( S_2 \) needs to be recovered at both decoders, to within some prescribed average distortion level \( D_2 \). In addition, the encoder and decoders must agree on a common reconstruction version of \( S_2 \).

I. Introduction

The Heegard Berger problem [1] is one of the most crucial extensions of Wyner and Ziv’s result, on lossy source coding with side information, to multi-terminal scenarios. In such a setting, a memoryless source \( S^n \) has to be reconstructed at two decoders 1 and 2, respectively to within prescribed distortion levels \( D_1 \) and \( D_2 \) – Decoder 1 has access to side information \( Y_1^n \), and Decoder 2 has access to side information \( Y_2^n \). Heegard and Berger derived in [1] an inner bound on the rate-distortion function \( R(D_1, D_2) \) of the model that remains the best bound known to date for the two-user case. This inner bound proves to be optimal for many a setting, among which, degraded side information and the wider class of conditionally less-noisy side information as summarized by Timo et al. in [2], as well as for some settings where the side information sequences are not ordered, e.g. the complementary delivery investigated by Kimura et al. in [3], and the unmatched product of two degraded sources investigated by Watanabe in [4].

In this work, we investigate a wider class of Heegard-Berger problems in which we assume that the source is composed of two sources \( S_1^n \) and \( S_2^n \) arbitrarily correlated between them, and to the side information sequences \( Y_1^n \) and \( Y_2^n \). The source sequence \( S_1^n \) has to be reconstructed at only receiver 1 to with some prescribed distortion \( D_1 \), while the source \( S_2^n \) has to be reconstructed at both receivers. As such, we impose a degraded reconstruction set but we do, by no means, impose any sort of hierarchy or ordering on the side information sequences \( Y_1^n \) and \( Y_2^n \). In previous works [5] and [6], the authors derived the optimal rate-distortion function \( R(D_1) \) where \( S_2^n \) had to be recovered losslessly at both decoders. In this work, we investigate the more general case where we allow the source \( S_2^n \) to be reconstructed to within a certain distortion \( D_2 \), but impose however that the reconstructions of \( S_2^n \) at all terminals, including the source, be almost equal. This model, as depicted in Figure 1, is useful for applications in which the source component \( S_2^n \) represents some critical information, such as sensitive medical information, and each of the sender and the receivers need to share a common compressed version of it. Such a common reconstruction constraint was first investigated by Steinberg in [7] for a Wyner-Ziv setting and it was shown that, under a common source-receiver reconstruction constraint, the use of side information was prevented in the estimation phase and allowed only in the binning phase, as elaborated on in Section II-A. Yet, the utility of side information is less easy to understand in multi-terminal settings, such as the Heegard-Berger problem with common reconstruction constraints. Indeed, as an intuitive result for the Heegard-Berger problem with a common source-receivers reconstruction constraint as in Figure 2, [8] shows that side information is only useful for binning since it is not known to the source and can be of no use for estimation. However, for the Heegard-Berger problem with common receivers reconstruction only shown in Figure 3, Vellambi and Timo [8] observed that the common part of the two side information sequences can still be used at the estimation phase. (The reader may also refer to the related work in [9] where Ahmadi et al. investigate a Heegard-Berger problem with degraded side information in which the encoder is constrained to be able to produce each of the receivers reconstructions, without imposing that these...
FIG. 2. Heegard-Berger problem with common source-receiver reconstruction

\[ E( d_1(S_n^1, \hat{S}_n^1) ) \leq D_1 \quad (10) \]

\[ E( d_2(S_n^2, \hat{S}_n^2,s) ) \leq D_2 \quad (11) \]

Notations

We use the following notations. Upper case letters are used to denote random variables, e.g., \( \mathcal{S} \); lower case letters are used to denote realizations of random variables, e.g., \( s \); and calligraphic letters designate alphabets, i.e., \( \mathcal{S} \). \( \mathcal{S} \) denotes the cardinality of a set \( A \). For random variables \( X, Y \) and \( Z \), the notation \( X \rightarrow Y \rightarrow Z \) indicates that \( X, Y \) and \( Z \), in this order, form a Markov Chain. For integers \( i \leq j \), we define \( [i : j] := \{i,i+1, \ldots, j\} \). P.m.f stands for probability mass function while a.r.v. stands for auxiliary random variable.

II. PROBLEM SET Up AND DEFINITIONS

Let \( (S_1 \times S_2 \times Y_1 \times Y_2, P_{S_1,S_2,Y_1,Y_2}) \) be a discrete memoryless four-source with generic variables \( S_1, S_2, Y_1 \) and \( Y_2 \). Also, let \( \mathcal{S}_1 \) and \( \mathcal{S}_2 \) be two reconstruction alphabets and, for \( i \in \{1,2\} \), \( d_i \) a distortion measure defined as

\[ d_i : S_i \times \hat{S}_i \rightarrow \mathbb{R}_+ \]

\[ (s_i, \hat{s}_i) \rightarrow d_i(s_i, \hat{s}_i). \quad (1) \]

An \((n, M_n, D_1, D_2)\) code for the lossy Heegard-Berger problem with degraded reconstruction sets and common reconstruction consists of:

- A set of messages \( \mathcal{W} \triangleq [1 : M_n] \). An encoding function \( f \) such that:

\[ f : S_n^1 \times S_n^2 \rightarrow \mathcal{W} \]

\[ (S_n^1, S_n^2) \rightarrow W = f(S_n^1, S_n^2). \quad (2) \]

- Two decoding functions \( g_1 \) and \( g_2 \), one at each user:

\[ g_1 : \mathbb{W} \times Y_n^1 \rightarrow \hat{S}_n^1 \times \hat{S}_n^1 \quad (3) \]

and

\[ g_2 : \mathbb{W} \times Y_n^2 \rightarrow \hat{S}_n^2 \quad (4) \]

- An additional encoder reconstruction function \( g_s \) defined by

\[ g_s : \mathbb{W} \rightarrow \hat{S}_n^2 \quad (5) \]

The expected distortions of this code are given by

\[ E \left( d_1(S_n^1, \hat{S}_n^1) \right) \triangleq E \left( \frac{1}{n} \sum_{i=1}^{n} d_1(S_{1,i}, \hat{S}_{1,i}) \right) \quad (6) \]

\[ E \left( d_2(S_n^2, \hat{S}_n^2,s) \right) \triangleq E \left( \frac{1}{n} \sum_{i=1}^{n} d_2(S_{2,i}, \hat{S}_{2,i},s) \right), \text{ for } j = 1,2 \quad (7) \]

The probability of error of this code is given by

\[ P_e^{(n)} \triangleq P \left( \hat{S}_{2,1}^n \neq S_{2,1}^n \text{ or } \hat{S}_{2,s}^n \neq S_{2,s}^n \right). \quad (8) \]

NB: Imposing that the probability of error of the source \( S_2 \)'s reconstructions be arbitrarily small implies that the three terminals, i.e. encoder and receivers, can not have distinct distortion levels and thus, we only impose one common distortion level for the source \( S_2 \).

Definition 1. A rate \( R \) is said to be \((D_1, D_2)\)-achievable for the lossy HB problem with degraded reconstruction sets and common source-receivers reconstruction if there exists a sequence of codes \((n, M_n, D_1, D_2)\) such that:

\[ \limsup_{n \rightarrow \infty} P_e^{(n)} = 0, \quad (9) \]

\[ \limsup_{n \rightarrow \infty} E \left( d_1(S_n^1, \hat{S}_n^1) \right) \leq D_1, \quad (10) \]

\[ \limsup_{n \rightarrow \infty} E \left( d_2(S_n^2, \hat{S}_n^2,s) \right) \leq D_2, \quad (11) \]
The rate-distortion function $R(D_1, D_2)$ of this problem is defined by
\[
R(D_1, D_2) \triangleq \inf \{ R : R \text{ is } (D_1, D_2)\text{-achievable} \} .
\]

A. Role of Side Information, Binning and/or Estimation

In source coding problems with side information at the decoder, side information may be utilized for binning and/or estimation, depending on the configuration. For example, in the standard Wyner-Ziv setup [11] with source $S$ and arbitrarily correlated side information $Y$ available non-causally only at the decoder, the side information is utilized both for binning and for the estimation of the reconstruction. This is reflected through the following rate-distortion function,
\[
R_{\text{WZ}} = \min_{P_{V|SY}} I(V; S|Y) \tag{14}
\]
where $P_{V|SY}$ is such that:
1) $V \rightarrow S \rightarrow Y$
2) $\exists \hat{S} \triangleq \phi(V; Y)$ s.t. $\text{Ed}(S, \hat{S}) \leq D$. \tag{15}

In which it is clear that the rate $I(V; S|Y) = I(V; S) - I(V; Y)$ takes benefit from the binning against side information, while the reconstructed sequence at the estimation is allowed to depend on the side information sequence through the function $\phi(\cdot)$.

The side information plays a similar role, but with a generally stronger binning leading to a better rate, if it is also given to the encoder (i.e., the standard conditional rate-distortion problem [12]); and it plays a less important role (only estimation) if it is given only causally to the decoder but not to the encoder [13]. If the encoder is constrained to produce an exact copy of the decoder’s reconstruction, referred to as common source-receiver reconstruction constraint in [7], side information can be used for binning but not for estimation – as otherwise, the encoder, which does not know the side information, cannot estimate the decoder’s reconstruction. This is reflected through the associated rate-distortion function, which in this case reduces to [7]
\[
R_{\text{CR}} = \min_{P_{S|Y}} I(\hat{S}; S|Y) \tag{17}
\]
where $P_{S|Y}$ is such that:
1) $\hat{S} \rightarrow S \rightarrow Y$
2) $\text{Ed}(S, \hat{S}) \leq D$. \tag{18}

It is clear from the above equation that the reconstruction $\hat{S}$ can not depend on the side information sequence $Y$ due to the Markov Chain $S \rightarrow S \rightarrow Y$ while the transmission rate still from the binning the binning.

III. RATE-DISTORTION FUNCTION

Recall the definitions of section II. The following theorem characterizes the rate-distortion function of the Heegard-Berger model with degraded reconstruction sets and common reconstruction shown in Figure 1.

Theorem 1 (The rate-distortion function). The rate-distortion function $R(D_1, D_2)$ of the Heegard-Berger model with degraded reconstruction sets and common reconstruction shown in Figure 1 is given by
\[
R(D_1, D_2) = \min_{P} \max \{ I(U_0, \hat{S}_2; S_1|Y_1), I(U_0, \hat{S}_2; S_1, S_2|Y_2) \}
+ I(U_1; S_1, S_2|Y_2, U_0) \tag{20}
\]
where the minimization is over of the set $P$ of joint conditional p.m.fs $P_{U_0, \hat{S}_2, |S_1, S_2}$ that satisfy i), ii), and iii) where:

i) $(U_0, U_1, S_2) \rightarrow (S_1, S_2) \rightarrow (Y_1, Y_2)$ forms a Markov chain,

ii) there exists a function $\Phi$ such that:
\[
\Phi : U_0 \times U_1 \times \hat{S}_2 \times Y_1 \rightarrow \hat{S}_1 = \Phi(U_0, U_1, \hat{S}_2, Y_1)
\]
and $\text{Ed}(d_1(S_1, \hat{S}_1)) \leq D_1$.

iii) The distortion constraint of source $S_2$ is such that
\[
\text{Ed}(d_2(S_2, \hat{S}_2)) \leq D_2. \tag{21}
\]

Proof: The proof of Theorem 1 is given in Appendix IV.

In the following remarks, we elaborate more on Theorem 1 and its connection to related results.

Remark 1. The result of Theorem 1 can be seen as a generalization of that of [5, Theorem 1], in the sense that setting $D_2 = 0$ in Theorem 1, one recovers [5, Theorem 1]. Also, a characterization of the rate-distortion function for the model of Figure 2 can be readily obtained from the result of Theorem 1 by setting $S_1 = \emptyset$. In this sense, Theorem 1 can also be seen as a generalization of [8, Theorem 1] to the case in which one of the decoders also recovers an individual description.

Remark 2. The coding scheme that we use for the proof of achievability of Theorem 1 requires that for the encoding and decoding of the source component $S_2^0$, the side information sequences $y_1^0$ and $y_2^0$ are used for the binning stage, but not for the estimation stage. However, they are used for both binning and estimation for the encoding/decoding of the source component $S_2^1$.

IV. PROOF OF THEOREM 1

A. Proof of converse

Let $R$ be a $(D_1, D_2)$-achievable rate for our Heegard-Berger problem with degraded reconstruction sets and common reconstruction of Figure 1. Let $\Phi$ be the associated encoding function, and $g_1$, $g_2$, and $g_3$ the associated reconstruction functions. That is, $W = \Phi(S_1^0, S_2^0)$, $S_1^0 = g(W, Y_1^0)$, $S_2^1 = g_1(W, Y_1^0)$ and $S_2^2 = g_2(W, Y_2^0)$ with
\[
P_\epsilon^{(n)} = P(S_1^0 \neq S_2^0, S_2^1 \neq S_2^0, S_2^2 \neq S_2^0, S_2^1 \neq S_2^2) \leq \epsilon_n. \tag{22}
\]

First, note that the imposed common encoder-decoders reconstruction constraint for the source component $S_2^0$ implies the following Fano’s inequalites,
\[
\frac{1}{n} H(\hat{S}_2^0|S_2^1) \leq \frac{1}{n} \log_2(||\hat{S}_2^0||) P_\epsilon^{(n)} \tag{23}
\]
\[ \frac{1}{n} H(\hat{S}_n^{(1)}|\hat{S}_n^{(2)}) \leq \frac{1}{n} + \log_2(||\hat{S}_n^{(1)}||)P(n). \]  

Combining (22) and (24), one gets that
\[ \frac{1}{n} H(\hat{S}_n^{(1)}|\hat{S}_n^{(2)}) \leq \epsilon_n \]  

where \( \lim_{n \to \infty} \epsilon_n = 0. \)

Next, for the first constraint on the rate \( R \), we have
\[ nR \geq H(W|Y_n) \geq I(W;S_n^{(1)},S_n^{(2)}) \geq I(W;S_n^{(1)},S_n^{(2)},Y_n^{(1)}) - 2n\epsilon_n \]  

For the second constraint on the rate \( R \), we have
\[ nR \geq H(W|Y_n) \geq I(W;S_n^{(1)},S_n^{(2)}) \geq I(W;S_n^{(1)},S_n^{(2)},Y_n^{(1)}) - 2n\epsilon_n \]  

Note then that:
\[ I(W;S_n^{(1)},S_n^{(2)}|Y_n^{(1)}) \]
\[ = \sum_{i=1}^{n} I(W;S_n^{(1)}_{i+1},S_n^{(2)}_{i+1}|Y_n^{(1)}_{1:i}) \]  

where \( (a) \) holds using (25) and \( (b) \) holds using the following Markov chain the justification of which will follow,
\[ Y_n^{(1)} \rightarrow (W,S_n^{(1)},Y_n^{(1)}_{1:i+1},S_n^{(2)}_{i+1}) \rightarrow (S_n^{(1)},S_n^{(2)},Y_n^{(1)}_{1:i+1}). \]  

At this stage, we pause to justify (33). We have the following list of Markov chains and implications,
\[ (Y_n^{(1)} - S_n^{(1)} - S_n^{(2)}) \rightarrow (Y_n^{(1)} - S_n^{(1)}_{i+1} - S_n^{(2)}_{i+1}) \rightarrow (Y_n^{(1)} - S_n^{(1)}_{i+1} - S_n^{(2)}_{i+1}) \rightarrow (Y_n^{(1)} - S_n^{(1)}_{i+1} - S_n^{(2)}_{i+1}) \rightarrow (Y_n^{(1)} - S_n^{(1)}_{i+1} - S_n^{(2)}_{i+1}) \rightarrow (Y_n^{(1)} - S_n^{(1)}_{i+1} - S_n^{(2)}_{i+1}) \rightarrow (S_n^{(1)},S_n^{(2)}). \]  

where \( (a) \) holds since the source is memoryless and \( (b) \) holds since \( W \) and so \( S_n^{(1)},S_n^{(2)} \) are deterministic functions of \( S_n^{(1)},S_n^{(2)} \).

Defining, for \( i \in [1:n] \), the auxiliary random variables
\[ U_{0:i} = W_{2:i+1}S_n^{(1)}_{i+1}Y_n^{(1)}_{i+1} \text{ and } U_{1:i} = (U_{0:i},Y_n^{(1)}), \]
the inequality (33) given
\[ nR \geq \sum_{i=1}^{n} I(U_{0:i},U_{1:i},S_n^{(2)},S_n^{(1)}|Y_n^{(1)}_{i:i}) - 2n\epsilon_n. \]
Finally, we terminate the proof of converse of Theorem 1 by noticing that the reconstruction \( \hat{S}_{1,i} = g(W,Y_n) \) clearly satisfies \( \hat{S}_{1,i} = g'(U_{0,i},U_{1,i},Y_{1,i}) \) for some function \( g' \).

\[ R(D_1, D_2) = \min \{ I(U; S_1, S_2(Y_1)), I(U; S_1 S_2(Y_2)) \} + I(U_1; S_1 S_2| Y_1) \]

(56)

where the minimization is over all conditionals \( P_{U|S_1 S_2} \) satisfying that \( (U, U_1) \to (S_1, S_2) \to (Y_1, Y_2) \) is a Markov chain and there exist functions \( \phi \) and \( \psi \) such that:

\[ E_d(S_1, \hat{S}_1) \leq D_1 E_d(S_2, \hat{S}_2) \leq D_2 \]

(57)

where

\[ \hat{S}_2 = \psi(U) \text{ and } \hat{s}_1 = \psi(Y_1, U, U_1). \]

Next, we evaluate the above region with the choice \( U = (U_0, \hat{S}_2) \) to recover the result of Theorem 1.

Codebook generation:
Generate \( 2^{nR_0} \) sequences \( u^n(w_0) \) following \( \prod_{i=1}^{nR_1} P_{w_i} \) where \( w_0 \in [1 : 2^{nR_0}] \) and set them in \( 2^{nR_1} \) bins \( B^n(w_0') \) with \( w_0' \in [1 : 2^{nR_1}] \). Then, for each \( w_0 \), generate \( 2^{nR_1} \) sequences \( u^n_1(w_0, w_1) \) following \( \prod_{i=1}^{nR_1} P_{w_i|U} \) with \( w_1 \in [1 : 2^{nR_1}] \) and set them in \( 2^{nR_1} \) bins \( B^n(u^n_0, u^n_1) \) with \( w_1' \in [1 : 2^{nR_1}] \). Also, fix a reconstruction function \( \psi \) such that: \( E_d(S_2, \psi(U)) \leq D_2 \) and denote \( \psi^n \) its n-letter extension such that \( \hat{s}_2^n = \psi^n(u^n(w_0)) \).

Encoding:
Upon observing \( S_1^n \) and \( S_2^n \), find an index \( w_0 \in [1 : 2^{nR_0}] \) such that:

\[ (u^n(w_0), s_2^n, s_1^n) \in T[n|(U,S_1,S_2)] \]

(59)

and an index \( w_1 \in [1 : 2^{nR_1}] \) such that:

\[ (u^n_1(w_0, w_1), u^n(w_0), s_2^n, s_1^n) \in T[n|(U,Y_1,U_1,S_1,S_2)] \]

(60)

The encoder transmits \( u^n_0 \) and \( u^n_1 \), i.e., the indices of the bins in which \( u^n \) and \( u^n_1 \) lie. This encoding step has small error as long as \( n \) is large and

\[ R_0 \geq I(U; S_1 S_2) \]

(61)

\[ R_1 \geq I(U_1; S_1 S_2| U) \]

(62)

Decoding:
Decoder 2 reconstructs the sequences \( \hat{s}_2^n \). To this end, it first looks for the unique sequence \( u^n(w_0) \in B^n(w_0') \) such that

\[ (u^n(w_0), y^n_1) \in T[n|(U,Y_1)] \]

(63)

Then, it sets \( \hat{s}_2^n = \psi^n(u^n(w_0)) \) as the final reconstruction. (Note here that the reconstruction \( \hat{s}_2 \) can not depend on the available side information sequence).

The error in this decoding step can be made arbitrarily small as long as \( n \) is large and

\[ R_0 - R_0' \leq I(U; Y_2) \]

(64)

Decoder 1 looks for a sequence \( u^n \in B^n(w_0') \) such that:

\[ (u^n(w_0), y^n_1) \in T[n|(U,Y_1)] \]

(65)

and then looks for a sequence \( u^n_1 \in B^n(w_0', u_1^n) \) verifying:

\[ (u^n(w_0), u^n_1(w_0, w_1), y^n_1) \in T[n|(U,Y_1,Y_2)] \]

(66)

Then, from \( (u^n(w_0), u^n_1(w_0, w_1), y^n_1) \) the decoder can recover the reconstruction sequences \( \hat{s}_2^n = \psi^n(u^n(w_0)) \) and \( \hat{s}_1^n = \psi^n(u^n_1(w_0, w_1)) \).

Similarly, the error in this decoding step can be made arbitrarily small as long as \( n \) is large and

\[ R_0 - R_0' \leq I(U; Y_1) \]

(67)

\[ R_1 - R_1' \leq I(U_1; Y_1| U) \]

(68)

Note that, in this scheme, if the encoding and decoding steps are performed correctly are successful, then all terminals can reconstruct \( \hat{s}_2 \) with essentially no error.

The rest of the proof follows by a standard application of FME to eliminate \( R_0, R_1 \) and \( R_2 \) from inequalities (61) – (68) and substituting \( R = R_0' + R_1' + R_2' \) to get the desired result.
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Abstract—Spatially-Coupled LDPC (SC-LDPC) ensembles achieve the capacity of binary memoryless channels, asymptotically, under belief-propagation decoding. In this work, we are interested in the finite-length performance of these ensembles on binary channels with memory. We study the average performance of random regular SC-LDPC ensembles on single-burst-erasure channels and provide tight bounds for the block erasure probability. Further, we show the effect of expurgation on the performance by analyzing the minimal stopping sets.

I. INTRODUCTION

Low-density parity-check (LDPC) codes are widely used due to their outstanding performance under low-complexity belief propagation (BP) decoding. However, an error probability exceeding that of maximum-a-posteriori (MAP) decoding has to be tolerated with (sub-optimal) BP decoding. Recently, it has been empirically observed for spatially coupled LDPC (SC-LDPC) codes—first introduced by Jimenez Felström and Zigangirov as convolutional LDPC codes [1]—that the BP performance of these codes can improve dramatically towards the MAP performance of the underlying LDPC code under many different settings and conditions, e.g. [2]. This phenomenon, termed threshold saturation, has been proven rigorously in [3], [4]. In particular, the BP threshold of a coupled LDPC ensemble tends to its MAP threshold on any binary memoryless symmetric channel (BMS).

Besides their excellent performance on the BEC and AWGN channels, much less is known about the burst error correctability of SC-LDPC codes. In [5], the authors consider SC-LDPC ensembles over a block erasure channel (BLEC) where the channel erases complete spatial positions instead of individual bits. This block erasure model mimics block-fading channels frequently occurring in wireless communications. The authors give asymptotic lower and upper bounds for the bit and block erasure probabilities obtained from density evolution. In [6], the authors construct protograph-based codes that maximize the correctable burst length, while the authors in [7] apply interleaving (therein denoted band splitting) to a protograph-based SC-LDPC code to increase the correctable burst length.

If windowed decoding is used, this approach results in an increased required window length and thus complexity. Recently, it has been shown that protograph-based LDPC codes can increase the diversity order of block fading channels and are thus good candidates for block erasure channels [8], [9]; however, they require large syndrome former memories if the burst length becomes large.

In this paper, we consider the \((d_v, d_c, w, L, M)\) code ensemble introduced in [3] and derive tight lower bounds on the correctability of a long burst of erasures. First, we consider the case when a complete spatial position is erased and then generalize the expression to the case where the burst can occur at any position within a codeword. We show that estimating the capability of correcting long burst erasures reduces to the problem of finding small stopping sets in the code structure. Also, we demonstrate that if we properly expurgate the ensemble, then a random code from the ensemble has very good average burst erasure capabilities. We focus on the general \((d_v, d_c, w, L, M)\) code ensemble as the common protograph-based approach contains unavoidable small stopping sets in each spatial position, which are not recoverable if erased [10].

II. PRELIMINARIES

A. The Regular \((d_v, d_c, w, L, M)\) SC-LDPC Ensemble

We now briefly review how to sample a code from a random regular \((d_v, d_c, w, L, M)\) SC-LDPC ensemble [3]. We first lay out a set of positions indexed from \(z = 1\) to \(L\) on a spatial dimension. At each spatial position (SP), \(z\), there are \(M\) variable nodes (VNs) and \(M d_c w z\) check nodes (CNs), where \(M d_c w z \in \mathbb{N}\) and \(d_v\) and \(d_c\) denote the variable and check node degrees, respectively. Let \(w > 1\) denote the smoothing (coupling) parameter. Then, we additionally consider \(w - 1\) sets of \(M d_c w z\) CNs in SPs \(L + 1, \ldots, L + w - 1\). Every CN is assigned with \(d_v\) "sockets" and made to impose an even parity constraint on its \(d_c\) neighboring VNs. Each VN in SP \(z\) is connected to \(d_v\) CNs in SPs \(z, \ldots, z + w - 1\) as follows: each of the \(d_v\) edges of this VN is allowed to randomly and uniformly connect to any of the \(w M d_c w z\) sockets arising from the CNs in SPs \(z, \ldots, z + w - 1\), such that parallel edges are avoided in the resultant bipartite graph. This graph represents the code so that we have \(n = LM\) code bits, over \(L\) SPs.
Because of additional check nodes in SPs \( z > L \), the code rate \( r = 1 - \frac{d_v}{d_c} - \delta \), where \( \delta = O(\frac{1}{wL}) \). Throughout this paper, we assume that \( d_v \geq 3 \) and \( wM > 2(d_v + 1)d_c \).

### B. Single-Burst-Erasure Channel Models

We introduce two channel models for computing the burst erasure recoverability. First, the Single Position Burst Channel (SPBC) erases all \( M \) VNs of exactly one SP in the transmitted codeword and leaves all other bits undecided.

The second model is the more general Random Burst Channel (RBC) whose burst pattern is denoted by \( \text{RBC}(\ell,s,b) \) where \( s \in \{1, \ldots, M\} \) is the starting bit index of the burst in SP \( \ell \in \{1, \ldots, L\} \), indicating the offset from the first VN of the SP \( \ell \), and \( b \) is the length of the burst. Note that in general \( 0 < b \leq (L-\ell)M-s \). As for the SPBC, all VNs in the random burst are erased while all other VNs are received correctly. We sometimes omit the SP \( \ell \) when referring to the RBC for the following reason: neglecting boundary effects in the limit of large enough \( L \), all SPs are structured identically. With some abuse of terminology, we will use the same notation to refer to the channel itself, rather than the burst introduced by it.

While multiple models exist for a correlated erasure channel, like the Gilbert-Elliott model used in [6], we use this model because it is sufficient to describe the scenarios that we consider: for instance, the SPBC can be used to model a slotted-ALOHA multiple access scheme where each user transmits an SC-LDPC codeword over \( L \) time slots, but one SP might be erased in the case of a collision. Additionally, long burst erasures might occur in block fading scenarios, or in optical communications with, e.g., polarization dependent loss, where long burst erasures are common. Another scenario is optical storage, where long erasure bursts may occur as well.

### III. Error Analysis on the SPBC

Let \( P_{n}^{\text{SPBC}}(d_v,d_c,w,L,M) \) denote the average block erasure (decoding error) probability of the \((d_v,d_c,w,L,M)\) ensemble on the SPBC under BP decoding, i.e., the probability that the iterative decoder fails to recover the codeword. For large enough \( M \), size-2 stopping sets (each of which also form a codeword) are the dominant structures in the graph that cause the BP decoder to fail [10]. Stopping sets are subsets \( A \) of the VNs such that every neighbor of the VNs in \( A \) connects to \( A \) at least twice [11, Def. 3.138]. A minimal stopping set is one which does not contain a smaller size non-empty stopping set within itself. Hence, the number of size-2 stopping sets per SP, denoted \( N_{2}^{\text{SP}} \), is a good starting point for analyzing the performance of the ensemble. We have

\[
P_{n}^{\text{SPBC}} = \text{Prob} \left[ \text{At least one stopping set in a SP} \right] \\
\geq \text{Prob} \left[ N_{2}^{\text{SP}} \geq 1 \right] \\
\geq \frac{\langle a \rangle}{\mathbb{E}[N_{2}^{\text{SP}}]} \geq \mathbb{E}[N_{2}^{\text{SP}}] \left(1 - \frac{M^2}{d_c(M-3)d_v}\right) \\
= \mathbb{E}[N_{2}^{\text{SP}}] \left(1 - O\left(\frac{1}{M^2d_v}\right)\right) \approx \mathbb{E}[N_{2}^{\text{SP}}] = \lambda_{\text{SP}}. \tag{1}
\]

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig1}
\caption{A size-2 stopping set from a (3,6) random ensemble. CNs \( \{c_1,c_2,c_3\} \) and VNs \( \{v_1,v_2\} \) have been labeled for convenience. CNs have been expanded to show all their neighbors. The solid edges indicate the connections of the VN and the dashed edges represent the configuration where they are in the same SP.}
\end{figure}

where \((a)\) is the application of the second moment method and \((b)\) can be shown as follows: Define \( U_{ij} = 1 \) if VNs \( i \) and \( j \) form a stopping set, otherwise \( U_{ij} = 0 \). Then \( N_{2}^{\text{SP}} = \sum_{1 \leq i < j \leq M} U_{ij} \) where the summation is over all \( \binom{M}{2} \) pairs of VNs from a SP. We can see that \( \lambda_{\text{SP}} = \mathbb{E}[N_{2}^{\text{SP}}] = \binom{M}{2}p \) where \( p = \mathbb{E}[U_{ij}] \) is the probability of forming a size-2 stopping set. Furthermore,

\[
\mathbb{E}\left[N_{2}^{\text{SP}}\right] = \mathbb{E}\left[\left(\sum_{1 \leq i < j \leq M} U_{ij}\right)^2\right] = \sum_{1 \leq i < j \leq M} \mathbb{E}[U_{ij}] + \sum_{(i,j) \neq (k,l) < j,k \leq i} \mathbb{E}[U_{ij}U_{kl}],
\]

where in the last step, \( \sum_{1 \leq i < j \leq M} \mathbb{E}[U_{ij}^2] = \binom{M}{2}p \) as \( U_{ij} \in \{0,1\} \) and the second term is over the remaining \( \binom{M}{2} \) combinations. Using some combinatorial arguments, we can show that \( \mathbb{E}[U_{ij}U_{kl}] = \mathbb{P}(U_{ij} = 1)\mathbb{P}(U_{kl} = 1|U_{ij} = 1) \leq 2p/(wM\frac{d_v}{d_c} - 2d_c) \). As a result, we have

\[
\mathbb{E}[N_{2}^{\text{SP}}] < \mathbb{E}[N_{2}^{\text{SP}}] \left(1 + \frac{2\binom{M}{2}}{wM\frac{d_v}{d_c} - 2d_c}\right) < \mathbb{E}[N_{2}^{\text{SP}}] \left(1 + \frac{M^2}{(\frac{d_v}{d_c}M - 3)d_v}\right),
\]

which eventually implies (1). Note that following standard arguments [10], [11, Appendix C], we can also approximate the bound on \( P_{n}^{\text{SPBC}} \) by a Poisson distribution with mean \( \lambda_{\text{SP}} \), for a large \( M \), so that

\[
P_{n}^{\text{SPBC}} \approx 1 - e^{-\lambda_{\text{SP}}} \approx \lambda_{\text{SP}}. \tag{2}
\]

Both (1) and (2) are very tight when \( w \geq d_v \) (which is a prerequisite for constructing capacity-achieving codes [3]) as otherwise, we have observed that the contribution of larger stopping sets becomes non-negligible.

### A. Calculation of \( p \)

We now calculate the probability \( p \) of finding a size-2 stopping set within an SP of a code uniformly sampled from
an ensemble. As example, we randomly choose two VNs $v_1$ and $v_2$ from an SP of the $(d_v = 3, d_w = 6, w, L, M)$ ensemble. First, we connect the $d_v = 3$ edges of $v_1$ to randomly chosen empty sockets of $d_w$ distinct CNs as described in Section II-A. Let $c_1, c_2, c_3$ denote the CNs adjacent to $v_1$. A stopping set (and in this case, also a low-weight codeword) is formed if and only if the edges of $v_2$ are connected to the same CNs, i.e., $c_1, c_2, c_3$. This situation is shown in Fig. 1: once we have assigned $d_v$ CNs to $v_1$, we have $d_v - 1 = 5$ free distinct sockets each for CNs $c_1, c_2, c_3$. Thus, the first edge of $v_2$ has $d_w(d_w - 1) = 15$ ways to attach to these sockets, the second edge has $(d_w - 1)(d_w - 2) = 10$ ways and the last edge has $(d_w - 2)(d_w - 1) = 5$ ways. In general, the edges of $v_2$ can be connected to any of the $w!M_{d_w} - d_w$ possible sockets.

By a counting argument, we can compute $p = \frac{T_{ss}}{w!}$ where $T_{ss}$ is the total number of combinations by which the edges of $v_2$ can form a stopping set with $v_1$ and $T$ is the total number of combinations by which the edges of $v_2$ can be fit to the possible CN sockets without forming parallel edges.

Hence, for a general $(d_v, d_w, w, M)$ ensemble we can calculate $p = \frac{T_{ss}}{w!}$ with

\[
T_{ss} = \prod_{i=0}^{d_v-1} (d_w - i)(d_w - 1) = d_w!(d_w - 1)^{d_v},
\]

\[
T = \sum_{i=0}^{d_v-1} \frac{(d_w - 1)!}{(d_w - i)!} \left( \begin{array}{l} d_v \end{array} \right) \left( \prod_{k=0}^{d_w-1} (w!M_{d_w} - (d_w + k)!) \right)
\]

For large $M$, $T$ can be well approximated by the dominating summand $(i = 0)$ leading to

\[
p \approx \prod_{i=0}^{d_v-1} \frac{d_w!(d_w - 1)^{d_v}}{(w!M_{d_w} - (d_w + i)!d_w)^{d_w}} \approx \frac{d_w!(d_w - 1)^{d_v}}{(w!M_{d_w} - d_w)^{d_w}}.
\]

We observe that $\lambda_{SP} = \left( \frac{M}{2} \right) p \sim O(M^{2-d_v})$.

### B. Simulations

We performed Monte-Carlo simulations where we randomly selected a spatial position from the middle of the graph (to avoid boundary effects) to be erased, for each transmitted codeword. At the receiver we performed BP decoding and averaged over the ensemble. We counted 1000 decoding failures for each $M$ to assess the average block erase probability $P_B^{SPBC}$. The simulation results for a $(3, 6)$ random ensemble with $w = 3$ and $w = 4$ are shown in Fig. 2 along with their respective lower bounds calculated using (1) and (3). We observe that the bound indeed becomes a good approximation for large $M$, since large-size stopping sets (larger than 2) vanish. The simulation curve is slightly unstable because counting 1000 failures is not enough to keep the sample variance small as $P_B^{SPBC}$ decreases by $O(M^{2-d_v})$.

### IV. ERROR ANALYSIS ON THE RBC

We now generalize our results to the RBC, where a burst can span multiple spatial positions and can be of arbitrary length. Besides the stopping sets within a single spatial position, we first have to derive an expression for stopping sets that span multiple SPs.

#### A. Size-2 Stopping Sets across Coupled SPs

The results from Sec. III can be extended when the channel is a RBC, i.e., the burst occurs at arbitrary location and is of arbitrary length. This means that size-2 stopping sets formed across coupled SPs will also contribute to decoding failures. Hence, we will now calculate the probability that two VNs chosen each from two coupled spatial positions form a stopping set.

Let us first consider two VNs chosen from two adjacent SPs: w.l.o.g. call them $v_1$ and $v_2$ chosen from SPs 1 and 2, respectively. We immediately notice that the check positions adjacent to $v_1$ are $1, 2, \ldots, w$ and to $v_2$ are $2, 3, \ldots, w + 1$. Hence, to form a stopping set, $v_1$ should not have any edge connected to check position 1. This restricts the number of favorable constellations [3] for $v_1$ to be $(w - 1)^{d_v}$. Using the same ideas as in Section III-A and restricting the constellations for $v_1$, we have

\[
p_{(1, 2)} = \left( \frac{w - 1}{w} \right)^{d_v} p,
\]

where $p$ can be approximated by (3). This idea can now be extended to VNs chosen from positions $(1, 3), (1, 4), \ldots, (1, w)$ by restricting the number of favorable constellations for $v_1$. Hereafter, we will refer to these as size-2 $(1, i)$-stopping sets. Hence, a $(d_v, d_w, w, L, M)$ ensemble can be completely characterized, for large enough $M$, by the vector

\[
\left( \prod_{i=0}^{d_v-1} \left( \frac{d_w!(d_w - 1)^{d_v}}{(w!M_{d_w} - (d_w + i)!d_w)^{d_w}} \right) \right) \left( \begin{array}{l} w \end{array} \right)^{d_v} p.
\]

The average number of size-2 stopping sets of each type, $\lambda_{(1,i)}$, can be calculated as

\[
\lambda_{(1,1)} = \frac{M}{2} p_{(1,1)} = \lambda_{SP} ; \lambda_{(1,i)} = M^2 p_{(1,i)},
\]

where $i = 2, 3, \ldots, w$. Again, we see that $\lambda_{(1,i)} \sim O(M^{2-d_v})$. 
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B. Performance on the RBC

Now let us see the effect of RBC($s$, $b$) on the ensemble in terms of the average block erasure probability, $P_{\text{RBC}}$. For keeping the expressions simple, let us assume in the example that $w = 3$ and $0 < b \leq 2M$. This means that the burst can span a maximum of 3 SPs. Applying the same argument as in Section III and assuming all values for $s$ are equally likely,

$$P_{\text{RBC}} \approx \sum_{s=1}^{M} \frac{1 - P_{(1,1)}P_{(2,2)}P_{(3,3)}P_{(1,2)}P_{(2,3)}P_{(1,3)}}{M}; (6)$$

where $m_1 = (M - s), m_2 = \min(b - m_1, M), m_3 = (b - m_1 - m_2)$ are the lengths of the burst in each SP that it affects, progressing from left to right. If any of these lengths is zero, all probabilities involving that length are 1, i.e., the probability of forming no size-2 stopping sets involving the SP corresponding to this (zero) length is 1. For general $w$ and longer bursts, this strategy can be extended for finding a very good approximation for the average block erasure probability for the ensemble.

To verify the tightness of (6), we again performed Monte-Carlo simulations and counted 10000 decoding failures for each $M$ to assess the average block erasure probability $P_{\text{RBC}}$. For the sake of example, we fixed the burst length to be $b = 1.25M$. We selected a value for $s$, uniformly from the ensemble. Once again we have $p = \frac{L}{M}$, where $T_{ss}$ is the total number of combinations of the edges of $v_1, v_2, v_3, v_4$ that form a stopping set and $T$ is the total number of combinations by which these edges can fit to the available CN sockets. Since $T$ is the total number of combinations in which the edges of $(d_v + 1)$ VNs can be assigned to sockets ensuring no 4-cycles, we can again approximate it by its dominant term as

$$T \approx \prod_{j=0}^{d_v} \left(\frac{wMd_v - jd_v}{j+1}\right).$$

For a general $(d_v, d_c, w, M)$ random ensemble, the expression for $T_{ss}$ can be calculated as

$$T_{ss} = \prod_{i=0}^{d_v} \left(\prod_{j=1}^{i} \frac{j(d_v - 1)(d_v - i + 1)}{j+1}\right) \times \frac{\sum_{m=0}^{d_v} (d_v - m)(d_v - i - 1)}{\sum_{m=0}^{d_v} (d_v - m)} \left(\frac{wMd_v - kd_v}{i+1}\right)^i.$$
Fig. 5. Monte Carlo simulations on the SPBC with an expurgated (3,6) random ensemble for w = 3 along with the theoretical approximation. The approximation becomes tight very quickly with M.

Fig. 6. The theoretical approximation (1) and (7) on $P_{SPBC}^{n_{exp}}$ for various ensembles in both the unexpurgated and expurgated scenarios.

where, $T_{1/2} = \prod_{i=0}^{d_v(d_v+1)-1} (wM^2 - k d_e)$ is the first half of the products in T which can be canceled while calculating $p$ so that

$$T \approx \frac{d_v(d_v+1)-1}{\prod_{j=d_v(d_v+1)}^{d_v(d_v+1)-1} (wM^2 - j d_v)}.$$

Hence, for a general $(d_v, d_e, w, L, M)$ ensemble, the probability of forming such a minimal stopping set of size $(d_v + 1)$ can be shown to be

$$p = \frac{T_{ss}}{T} \approx \prod_{i=1}^{d_v} \frac{(d_v - 1)(d_v - i + 1)^{d_v}}{d_v^d_v(d_v+1)} \frac{d_v(d_v+1)}{wM^2 - j d_v} \quad (7)$$

which means the expected number of such stopping sets within a SP of the code is $\lambda_{SP} = \left( \frac{M}{d_v + 1} \right) p$. Using similar arguments as in Section III, we have $P_{SPBC}^{n_{exp}} \approx \lambda_{SP}$. C. Comparison of Ensembles

We now compare the average performance of different SC-LDPC ensembles on the SPBC. We fix the asymptotic design code rate as $r = \frac{1}{2}$, the smoothing parameter as $w = d_v$, and plot the (tight) approximations on $P_{SPBC}^{n_{exp}}$ of three ensembles, namely (3,6), (4,8), and (5,10), for both the unexpurgated and the expurgated cases in Fig. 6.

For the unexpurgated case, the average block erasure probability varies as $P_{SPBC}^{n_{exp}} \sim O(M^{2-d_v})$. When the ensemble is expurgated, the improvement is by an order of $d_v w M^2$ in M and we have $P_{SPBC}^{n_{exp}} \sim O((d_v+1)/2 - d_v)/2)$. Therefore, for a fixed (asymptotic design) rate of $\frac{1}{2}$, a unit increase in $d_v$ improves the performance by a factor of about $M^{-d_v}$.

VI. CONCLUSION

We have analyzed random regular SC-LDPC ensembles on the burst erasure channel and provided insights into improving the block erasure probability by increasing VN degree and expurgating the code. We have shown, through these results, that the vector in (4) completely characterizes the average ensemble performance on the erasure channel.

Future work will focus on, among others, finding good approximations for the expurgated ensembles in the case of the RBC model and to extend the considerations to the case where we have independent random erasures besides the burst erasures. We note that the vector in (4) will play a significant role in the analysis of random ensembles too.
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Abstract—The generator matrix of a polar code is obtained by selecting rows from the Kronecker product of a lower-triangular binary square matrix. The selection is based on the Bhattacharyya parameter of the row, which is closely related to the error probability of the corresponding input bit under sequential decoding. This work investigates the properties of the index set pointing to those rows in the infinite blocklength limit. In particular, the Lebesgue measure, the Hausdorff dimension, and the self-similarity of this set will be discussed. It is shown that these index sets fulfill several properties that are common to fractals.

I. INTRODUCTION

Applying the polarization transform proposed by Arıkan [1] to sufficiently many instances of a binary-input memoryless channel, causes a portion of the resulting channels to have a capacity close to one, while the remaining portion has a capacity close to zero. These polarized channels can thus be split into two sets: The set of “good” channels, and the set of “bad” channels. Despite their importance for code construction, very little is known about their structure. A recent exception is the work by Renes, Sutter, and Hassani, stating conditions under which polarized sets are aligned, i.e., under which the good (bad) channels derived from one binary-input memoryless channel is a subset of the good (bad) channels derived from another [2].

Polar codes are Kronecker product-based codes. Such a code of block-length $2^n$ is based on the $n$-fold Kronecker product $G(n) := F^{2^n}$, where

$$F := \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix}. \quad (1)$$

Following the terminology of [3], a rate-$K/2^n$ Kronecker product-based code is uniquely defined by a set $\mathcal{F}$ of $K$ indices: Its generator matrix is the submatrix of $G(n)$ consisting of the rows indexed by $\mathcal{F}$. For polar codes, in which each row of $G(n)$ can be interpreted as a (partially polarized) channel, $\mathcal{F}$ consists of rows corresponding to the $K$ channels with the lowest Bhattacharyya parameter [4] (see Section II).

That Kronecker product-based codes, such as polar codes [1] or Reed-Muller codes, possess a fractal nature has been observed in [3], where it was noted that $G(n)$ resembles a Sierpinski triangle. Much earlier, Abbe suspected that the set of “good” channels has fractal nature [5]. Nevertheless, to the best of the author’s knowledge, no definite statement regarding this fractal nature has been made yet. In this paper, we try to fill this gap and present results about the set of “good” channels (Sections III). Specifically, we study the properties of the set $\mathcal{F}$ for infinite blocklengths, i.e., for $n \to \infty$.

To simplify analysis, we represent every infinite binary sequence indexed in $\mathcal{F}$ by a point in the unit interval $[0, 1]$. Let $\Omega = \{0, 1\}^\infty$ be the set of infinite binary sequences, and let $b := (b_1 b_2 \cdots) \in \Omega$ be an arbitrary such sequence. We abbreviate $b^n := (b_1 b_2 \cdots b_n)$. Let $(\Omega; \mathcal{B}; \mathbb{P})$ be a probability space with $\mathcal{B}$ the Borel field generated by the cylinder sets $S(b^n) := \{w \in \Omega: w_1 = b_1, \ldots, w_n = b_n\}$ and $\mathbb{P}$ a probability measure satisfying $\mathbb{P}(S(b^n)) = 1/2^n$. The following function $f: \Omega \to [0, 1]$ permits us to convert these sequences to real numbers:

$$f(b) := \sum_{n=1}^{\infty} \frac{b_n}{2^n} \quad (2)$$

Letting $\mathbb{D} := [0, 1] \cap \{p/2^n: p \in \mathbb{Z}, n \in \mathbb{N}\}$ denote the set of dyadic rationals in the unit interval, we recognize that $f$ is not injective:

Example 1. $f$ maps both $b = (01111111\cdots)$ and $b = (10000000\cdots)$ to 0.5. We call the latter binary expansion terminating.

However, as the following lemma shows, $f$ is bijective if we exclude the dyadic rationals:

Lemma 1 ([6, Exercises 7-10, p. 80]). Let $\mathcal{B}_{[0,1]}$ be the Borel $\sigma$-algebra on $[0, 1]$ and let $\lambda$ be the Lebesgue measure. Then, the function $f$ in (2) satisfies the following properties:

1) $f$ is measurable w.r.t. $\mathcal{B}_{[0,1]}$
2) $f$ is bijective on $\Omega \setminus f^{-1}(\mathbb{D})$
3) for all $I \in \mathcal{B}_{[0,1]}$, $\mathbb{P}(f^{-1}(I)) = \lambda(I)$

We believe that the results we prove in the following not only improve our understanding of polar codes: Since its introduction in 2009, the polarization technique proposed by Arıkan has found its way into areas different from polar coding. Haghighatshoar and Abbe showed in the context of compression of analog sources that Rényi information dimension can be polarized [7], and Abbe and Wigderson used polarization for the construction of high-girth matrices [8]. Recently, Nasser proved that a binary operation is polarizing if and only if it is uniformity preserving and its inverse is strongly ergodic [9], [10]. We believe that our results might carry over to these areas as well and point to possible extensions in Section IV.

II. PRELIMINARIES FOR POLAR CODES

We adopt the notation of [1]: Let $W: \{0, 1\} \to \mathcal{Y}$ be a binary-input memoryless channel with output alphabet $\mathcal{Y}$, capacity $0 < I(W) < 1$, and with Bhattacharyya parameter

$$Z(W) := \sum_{y \in \mathcal{Y}} \sqrt{W(y|0)W(y|1)}. \quad (3)$$
That $Z(W) = 0 \iff I(W) = 1$ and $Z(W) = 1 \iff I(W) = 0$ is a direct consequence of [1, Prop. 1].

The heart of Arıkan’s polarization technique is that two channel uses of $W$ can be **combined and split** into one use of a “worse” channel

$$W_2^b(y_2^n | u_1) := \frac{1}{2} \sum_{u_2} W_2(y_1^n | u_1 \oplus u_2) W_2(y_2^n | u_2)$$  \hspace{1cm} (4a)

and one use of a better channel

$$W_2^b(y_2^n, u_1 | u_2) := \frac{1}{2} W_2(y_1^n | u_1 \oplus u_2) W_2(y_2^n | u_2)$$  \hspace{1cm} (4b)

where $u_1, u_2 \in \{0, 1\}$ and $y_1, y_2 \in \mathcal{Y}$. In essence, the combining operation codes two input bits by $F$ (in (1)) and transmits the coded bits over $W$ via two channel uses, creating a vector channel. The splitting operation splits this vector channel into the two binary-input memoryless channels indicated in (4). Of these, the better (worse) channel has a strictly larger (smaller) capacity than the original channel $W$, i.e., $I(W_2^b) < I(W)$. This is preserved by twice the capacity of the original channel, i.e., $I(W_2^b) + I(W_2^b) = 2I(W_2^b)$ [1, Prop. 4].

The effect of combining and splitting on the channel capacities $I(W_2^b)$ and $I(W_2^b)$ admits no closed-form expression; the effect on the Bhattacharyya parameter at least admits bounds:

**Lemma 2** ([1, Prop. 5 & 7]),

$$Z(W_2^n) = g_1(Z(W)) = Z^2(W_2^n) - Z(W)$$  \hspace{1cm} (5a)

$$Z(W) < Z(W_2^n) \leq g_0(Z(W)) = 2Z(W) - Z^2(W)$$  \hspace{1cm} (5b)

with equality if $W$ is a binary erasure channel.

Channels with larger blocklengths $2^n$, $n > 1$, can either be obtained by direct $n$-fold combining (using the matrix $G(n)$) and $n$-fold splitting, or by recursive pairwise combining and splitting. For $b^n \in \{0, 1\}^n$, we obtain

$$\begin{pmatrix} W_{2^n}^{b^n} \end{pmatrix} \rightarrow \begin{pmatrix} W_{2^{n+1}}^{b^n} \end{pmatrix}$$  \hspace{1cm} (6)

where $b^0$ and $b^1$ denote the sequences of zeros and ones obtained by appending 0 and 1 to $b^n$, respectively. Note that $g_1$ and $g_0$ from Lemma 2 are non-negative and non-decreasing functions mapping the unit interval onto itself, hence the inequality in (5b) is preserved under composition:

$$Z(W_{2^n}^{b^n}) \leq p_{b^n}(Z(W)) := g_{b_0}(g_{b_1}(\cdots g_{b_n}(Z(W)) \cdots))$$  \hspace{1cm} (7)

The channel polarization theorem shows that, with probability one, after infinitely many combinations and splits, only perfect or useless channels remain, i.e., either $I(W_{2^n}^\infty) = 1$ or $I(W_{2^n}^\infty) = 0$ for $b \in \{0, 1\}^\infty$. This is made precise in:

**Proposition 1** ([1, Prop. 10]). With probability one, the limit $R V I_{\infty} = I(W_{2^n}^\infty)$ takes values in the set $\{0, 1\}$: $P(I_{\infty} = 1) = I(W)$ and $P(I_{\infty} = 0) = 1 - I(W)$.

If the polarization procedure is stopped at a finite blocklength $2^n$ for $n$ large enough, it can still be shown that the vast majority of the resulting $2^n$ channels are either almost perfect or almost useless, in the sense that the channel capacities are close to one or to zero (or, that the corresponding Bhattacharyya parameters are close to zero or one). The idea of polar coding is to transmit data only on those channels that are almost perfect: $n$-fold combining, which employs the matrix $G(n)$, leads to $2^n$ virtual channels, each corresponding to a row of $G(n)$. The channels with high capacity are indicated by the set $\mathcal{F}$, and the generator matrix of the corresponding polar code is precisely the submatrix of $G(n)$ consisting of those indicated rows.

The difficulty of polar coding lies in code construction, i.e., in determining which channels/rows indices are in the set $\mathcal{F}$. This immediately translates to the question which sequences $b \in \{0, 1\}^\infty$ correspond to combinations and splits leading to a perfect channel (or which finite-length sequences $b^n$ lead to channels with capacity sufficiently close to one). Determining the capacity of the virtual channels is an inherently difficult operation, since, whenever $W$ is not a binary erasure channel (BEC), the cardinality of the output alphabet increases exponentially in $2^n$ [11, Ch. 3.3], [12, p. 36]. To circumvent this problem, Tal and Vardy presented an approximate construction method in [13], that relies on working with reduced output alphabet channels that are either upgraded or degraded w.r.t. the real channel. As these upgrading/degrading properties – mentioned earlier in Korada’s PhD thesis [12] – will play a fundamental role in this work, we present

**Definition 1** (Channel Up- and Degrading). A channel $W^+ : \{0, 1\} \rightarrow Z$ is **upgraded** w.r.t. the channel $W$ (short: $W^+ \preceq W$) if there exists a channel $P : Z \rightarrow Y$ such that

$$W^+(z \mid u) = \sum_{y \in Y} W(y \mid u) P(z \mid y).$$  \hspace{1cm} (8)

A channel $W^+ : \{0, 1\} \rightarrow Z$ is **upgraded** w.r.t. the channel $W$ (short: $W^+ \preceq W$) if there exists a channel $P : Z \rightarrow Y$ such that

$$W^+(z \mid u) = \sum_{z \in Z} W^+(z \mid u) P(z \mid z).$$  \hspace{1cm} (9)

Moreover, $W^+ \preceq W$ if and only if $W \preceq W^+$.

The upgraded (degraded) approximation remains upgraded (degraded) during combining and splitting:

**Lemma 3** ([12, Lem. 4.7] & [13, Lem. 3]). Assume that $W \preceq W \preceq W^+$. Then,

$$I(W) \leq I(W^+) \leq I(W^+)$$  \hspace{1cm} (10a)

$$Z(W^+) \leq Z(W) \preceq Z(W^+)$$  \hspace{1cm} (10b)

$$W^+ \preceq W^+ \preceq W^+ \preceq W^+$$  \hspace{1cm} (10c)

$$W^+ \preceq W^+ \preceq W^+ \preceq W^+.$$

It can be shown that the better channel (4b) obtained from combining and splitting is upgraded w.r.t. the original channel (as already mentioned in [11, p. 9]). That the worse channel (4a) is degraded holds at least for the BEC:

**Lemma 4.** $W \preceq W^+_2$. If $W$ is a BEC, then $W_2^0 \preceq W \preceq W_2^2$.

**Proof.** The proof of the first part follows by choosing

$$P(y | y_2^n, u_1) = \begin{cases} 1, & \text{if } y = y_2 \\ 0, & \text{else.} \end{cases}$$  \hspace{1cm} (11)
For the BEC, note that if $W$ has erasure probability $\epsilon$, then $W^{1/2}$ is a BEC with erasure probability $\epsilon^2$ and $W^{0/2}$ is a BEC with erasure probability $2\epsilon - \epsilon^2$ [1, Prop. 6]. The channel $W^{1/2}$ is an upgrade of $W$, because it can be degraded to $W$ by appending a BEC with erasure probability $\epsilon/(1 + \epsilon)$. The channel $W^{0/2}$ is degraded w.r.t. $W$ by appending a BEC with erasure probability $\epsilon$.

III. PROPERTIES OF THE SETS $\mathcal{G}$ AND $\mathcal{B}$

In this section we develop the properties of the sets of good and bad channels. For the sake of brevity, we only sketch the proofs here; complete proofs are given in [14].

**Definition 2** (The Good and the Bad Channels). Let $\mathcal{G}$ denote the set of good channels, i.e.,

$$x \in \mathcal{G} \Leftrightarrow \exists b \in f^{-1}(x): I(W^b_k) = 1;$$

(12)

let $\mathcal{B}$ denote the set of bad channels, i.e.,

$$x \in \mathcal{B} \Leftrightarrow \exists b \in f^{-1}(x): I(W^b_k) = 0.$$

(13)

**Proposition 2.** For almost all $x$, there exists a value $0 \leq \vartheta(x) \leq 1$ such that $Z(W) < \vartheta(x)$ implies $x \in \mathcal{G}$. If $W$ is a BEC, then additionally $Z(W) > \vartheta(x)$ implies $x \in \mathcal{B}$. 

**Sketch of Proof:** This proposition is an adaption of [15, Lem. 11] to our setting: The lemma states that, for $P$-almost every sequence $b$, there is a threshold $\vartheta(b)$ such that $\lim_{n \to \infty} p_b(z) \rightarrow 0$ whenever $z$ is smaller (larger) than $\vartheta(b)$. The proof follows from Lemma 2.

Note that if $W$ is not a BEC, it may occur that $Z(W) > \vartheta(f(b))$ while still $I(W^b_k) = 1$. This in turn opens the possibility that $Z(W) < \vartheta(x)$ implies $x \in \mathcal{G}$. If $W$ is a BEC, then additionally $Z(W) > \vartheta(x)$ implies $x \in \mathcal{B}$.

**Example 2.** For $x \in \mathcal{G}$, $\vartheta(x) > 1$: If $Z(W) < 1$, i.e., if the channel is not completely useless, the non-terminating expansion of $x$ will make it a perfect channel (cf. Proposition 3).

**Example 3.** Let $x = 2/3$, hence $f^{-1}(x) = 101010101 \cdots$. The binary expansion is recurring. It thus suffices to consider exactly one period of the recurring sequence and determine its fixed points. In this case we get $p_{100}(z) = 2z^2 - z^4$. Its fixed point lies at the intersection of $p_{100}(z)$ and $z$, removing the trivial intersections at $z = 0$ and $z = 1$ leaves two further roots at $(\pm \sqrt{5} - 1)/2$. One of these roots lies outside $[0, 1]$ and is hence irrelevant. The remaining root determines the threshold: $\vartheta(2/3) = (\sqrt{5} - 1)/2$. Now let $W$ be a BEC with erasure probability $\epsilon = Z(W) = \vartheta(2/3)$.

**Sketch of Proof:** The proposition states that, at least for the BEC, there is no interval which contains only good channels. Hence, given a specific channel $W^a_0$, it is possible to assume that a well-specified subset of channels (e.g., all $W^a_0$ for $a$ starting with 1) generated from this channel by combining and splitting will be perfect. The construction algorithm for an infinite-blocklength, vanishing-error polar code hence cannot stop at a finite blocklength, as it can be done for a finite-blocklength polar code, cf. [17].

**Proposition 5.** $\mathcal{G}$ is Lebesgue measurable and has Lebesgue measure $\lambda(\mathcal{G}) = I(W)$. $\mathcal{B}$ is Lebesgue measurable and has Lebesgue measure $\lambda(\mathcal{B}) = I(W)$. The Hausdorff dimensions of $\mathcal{G}$ and $\mathcal{B}$ satisfy $d(\mathcal{G}) = 1$ and $d(\mathcal{B}) = 1$.

**Sketch of Proof:** The proof for the good channels follows

{0, 1}. This example illustrates why Proposition 1 holds only almost surely.

**Proposition 3.** $\mathcal{G} \cap \mathcal{B} = \emptyset$.

**Sketch of Proof:** The proof is based on the fact that dyadic rationals admit two possible binary expansions (see Example 1): The Bhattacharyya parameter of the non-terminating expansion $a^k111 \cdots$, for $a^k \in \{0, 1\}^k$ an appropriate prefix, is driven down to zero by squaring $Z(W^a_k)$ infinitely often.

The terminating expansion has the same prefix $a^k$ with the last bit inverted. All binary sequences starting with this prefix lead to a channel that is upgraded w.r.t. the one corresponding to the terminating expansion (Lemmas 3 and 4). By Proposition 1, some sequences with this prefix lead to bad channels, hence the terminating expansion must lead to a bad channel as well.

That the intersection of the sets of good and bad channels is non-empty is a direct consequence of the non-injectivity of $f$. Note further that this intersection cannot be larger, since $\mathbb{D}$ is the only set to which $f$ maps non-injectively. Since $\mathbb{D}$, a common subset of $\mathcal{G}$ and $\mathcal{B}$, is dense in $[0, 1]$, both the set of good channels and the set of bad channels are dense in the unit interval. But even if dyadic rationals are excluded, results about denseness can be proved:

**Proposition 4.** $\mathcal{G} \setminus \mathbb{D}$ is dense in $[0, 1]$. If $W$ is a BEC, then also $\mathcal{B} \setminus \mathbb{D}$ is dense in $[0, 1]$.
from the fact that \( \lambda(G) = \lambda(G \setminus \mathbb{D}) \), from Definition 2 stating
\[
x \notin \mathbb{D}: x \in G \iff I(W_n^{-1}(x)) = 1,
\]
and from Proposition 1; the proof for the bad channels follows along the same lines. That the Hausdorff dimension of both sets is unity follows from the fact that the one-dimensional Hausdorff measure of a set equals its Lebesgue measure up to a constant [18, eq. (3.4), p. 45].

Note that despite the fact that \( \lambda(G \cup B) = 1 \), \( G \cup B \subset [0,1] \). The reason is that convergence to good or bad channels is only almost sure, and that there may be channels \( W_n^k \) which are neither good nor bad (see Example 3).

We finally come to the claim that polar codes are fractal. Following Falconer’s definition [18, p. xxviii], a set is fractal if it is (at least approximately) self-similar and has detail on arbitrarily small scales, or if its fractal dimension (e.g., its Hausdorff dimension) is larger than its topological dimension. Whether or not the result shown below will convince the reader of this property is a mere question of definition; strictly speaking, we can show only quasi self-similarity of \( G \):

**Proposition 6.** Let \( G_n(k) := G \cap [(k-1)2^{-n}, k2^{-n}] \) for \( k = 1, \ldots, 2^n \). \( G = G_0(1) \) is quasi self-similar in the sense that, for all \( n \) and all \( k \), \( G_n(k) = G_{n+1}(2k-1) \cup G_{n+1}(2k) \) is quasi self-similar to its right half:
\[
G_n(k) \subset 2G_{n+1}(2k) - k2^{-n}
\]
If \( W \) is a BEC, \( G_n(k) \) is quasi self-similar:
\[
2G_{n+1}(2k-1) - (k-1)2^{-n} \subset G_n(k) \subset 2G_{n+1}(2k) - k2^{-n}
\]

**Sketch of Proof:** We only prove the result for \( x \notin \mathbb{D} \), since the dyadic rationals are self-similar and since \( \mathbb{D} \subset G \).

If \( b_n^k = b_1 b_2 \cdots b_n \) is the terminating binary expansion of \((k-1)2^{-n}\), every value in \([\lfloor k-1 \rfloor 2^{-n}, k2^{-n}]\) has a binary expansion \( b_n^k \alpha \) for some \( \alpha \in \{0,1\}^\infty \), where \( b_n = 1 \) if and only if \((k-1)\) is odd. Similarly, and since \((2k-1)\) is always odd, every value in \([\lceil 2k - 1 \rceil 2^{-n-1}, k2^{-n}]\) has a binary expansion \( b_n^k \alpha' \) for some \( \alpha' \in \{0,1\}^\infty \). Assume that \( \alpha' = a \). Then, by Lemmas 3 and 4, \( W_n^{b_n^k} \preceq W_n^{b_n^k \alpha} \) for all \( \alpha \). Hence, if \( f(b_n^k \alpha) \in G_n(k) \), then \( f(b_n^k \alpha) \in G_{n+1}(2k) \). The proof follows by showing that \( 2f(b_n^{k+1}) - f(b_n^k) = f(b_n^k \alpha) \). For the BEC, the proof follows from the fact that by Lemmas 3 and 4, \( W_n^{b_n^k} \preceq W_n^{b_n^k \alpha} \) for all \( \alpha \).

In other words, at least for the BEC, \( G \) is composed of two
similar copies of itself (see Fig. 1). Along the same lines, the quasi self-similarity of $B$ can be shown.

**Example 4.** By careful computations we obtain $\vartheta(1/6) \approx 0.214$, $\vartheta(1/3) \approx 0.382$, and $\vartheta(2/3) \approx 0.618$. Indeed, if we consider $1/3$ in $G$, then $1/6$ and $2/3$ are the corresponding values in $G_1(1)$ and $G_1(2)$. Since $\vartheta(1/6) < \vartheta(1/3) < \vartheta(2/3)$, for the BEC we have the inclusion indicated in Proposition 6.

**IV. DISCUSSION & OUTLOOK**

That polar codes satisfy fractal properties has long been suspected: Every nontrivial, partly polarized channel $W_n^b$ gives rise, by further polarization, to both perfect and useless channels, regardless how close $I(W_n/W_0)$ is to zero or one. This fact is reflected in our Propositions 3 and 4, which state that the good channels are dense in the unit interval (and so are the bad channels for BECs): A partial polarization with sequence $b^n$ corresponds to an interval with dyadic endpoints, and denseness implies that in this interval there will be both perfect and useless channels. Proposition 6, claiming the self-similarity of the sets of good and bad channels, goes one step further and gives these sets structure: If a channel polarized according to the sequence $b^n a$ is good, then so is the channel polarized according to $b^n 1a$. Proposition 2 is also of interest in this context: In [14, Prop. 3], we prove that the thresholds $\vartheta(x)$ are symmetric, in the sense that $\vartheta(1-x) = 1 - \vartheta(x)$, a fact that is also visible in Fig. 1.

An obvious extension of our work should deal with the fractal properties of non-binary polar codes. If $q$ is a prime number, then every invertible $\ell \times \ell$ matrix with entries from $\{0, \ldots, q-1\}$ is polarizing, unless it is upper-triangular [11, Thm. 5.2]. The $n$-fold Kronecker product of one of these matrices generates $\ell^n$ channels. It should be easily possible to design a function mapping $\{0, \ldots, \ell-1\}^\infty$ to $[0, 1]$ (cf. (2)), admitting an analysis similar to the one presented in this paper. Since choosing appropriate polarization matrices for non-binary alphabets is not trivial, we propose to evaluate choices based on the properties of the corresponding polar fractal (see Fig. 1). This would, in addition to error probabilities or polarization rates, present another objective for the design of non-binary polar codes.

Whether binary or not, it is presently not clear if our infinite-blocklength results can be carried over to practically relevant finite-length codes. If this was the case, a possible application of our results would be code construction, which requires knowledge about the structure of the set of good channels. Future work shall investigate this issue.
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Abstract—We consider the problem of sampling a discrete Gaussian distribution whose support is an \( n \)-dimensional lattice. Fast sampling algorithms for lattices decomposed as a finite union of cosets are proposed. This includes the low dimensional lattices with the best coding gains, their duals, and the 24 dimensional Leech lattice. Our methods are then applied to assess the performance of recent sampling-based codes for the AWGN channel, illustrating the gains of the discrete Gaussian distribution.

In the derivation of our algorithms, a number of results concerning the theta series of notable lattices will be discussed, including relations between the theta series and its derivatives.

I. INTRODUCTION

In recent capacity achieving lattice coding schemes for the AWGN channel \([7]\) and for the semantically secure wiretap channel \([8]\), the sent vector is drawn from a discrete Gaussian distribution whose support is a multidimensional Euclidean lattice, as in Figure 1. Other applications of such a distribution include some of the state-of-the-art lattice-based cryptographic models (e.g. \([11], [2]\)) and the generation of information theoretic secure secret keys \([9]\).

A worth element towards practical implementations of all aforementioned schemes is the ability of sampling from the lattice Gaussian distribution. This is not a trivial task, and even unidimensional samplers for the lattice \( \mathbb{Z} \) have been object of research (see \([5], [6] \) and \([2, \text{Sec. 5.1}]\)) - in fact, most multidimensional samplers use them as sub-routines. An obstacle for these algorithms is sampling over Gaussians which are not sufficiently flat, i.e., when the variance parameter \( \sigma \) is small or moderate.

In this work we focus on specialized algorithms for lattices commonly used for coding. We propose algorithms for sampling on lattices obtained from constructions A, B, their complex versions, and the density doubling construction. This includes the low dimensional lattices with best coding gain, their duals, and the 24 dimensional Leech lattice. In the derivation of our algorithms, a number of results concerning the theta series of these lattices and their relations to coding parameters will be discussed. Particularly interesting are closed form expressions for the power and rate of a lattice Gaussian code (Prop. 5) in terms of the theta series and its derivative.

Our algorithms output the correct distribution for the specific lattices and any \( \sigma \), comparing favorably to universal Markov Chain based algorithms like \([14]\). For a concrete example, sampling within statistical distance \( 10^{-3} \) from the centered discrete Gaussian over the Leech lattice \( \Lambda_{24} \), in the worst case \( \sigma = 1/\sqrt{2\pi} \) requires 13434 iterations (cf. \([14, \text{Eq. 26 and Lem. 3}]\)), or \( 24 \times 13434 = 322416 \) calls of an unidimensional \( \mathbb{Z} \)-sampler. In a huge contrast, the number of calls of the \( \mathbb{Z} \)-sampler for our tailor-made Leech lattice sampler is 24. This is the same contrast between universal decoders (e.g. the sphere decoder) and specialized decoders for particular lattices (e.g., root lattices, etc.).

The rest of this paper is organized as follows. In Section III we review unidimensional samplers for cosets of the lattice \( \mathbb{Z} + c \). In Section IV, we describe a general principle for lattices decomposed as the union of cosets, which is then applied in Sections V-VII to several lattices obtained from codes. In Section VIII, we apply our algorithm to assessing the codeword error probability performance of lattice Gaussian codes \([7]\) for a code based on the Leech lattice \( \Lambda_{24} \).

II. PRELIMINARIES AND NOTATION

A. Lattices

We consider real and complex lattices. A real lattice \( \Lambda \) is a discrete additive subgroup of \( \mathbb{R}^n \), whereas a complex lattice is a discrete additive subgroup of \( \mathbb{C}^n \). A complex lattice can be always identified with a real lattice in \( \mathbb{R}^{2n} \) in a straightforward way by considering the real and imaginary parts. For example, when \( \omega = -1/2 + \sqrt{3}/2i \), the lattice of Eisenstein integers \( \mathbb{Z}[\omega] = \{a + b\omega : a, b \in \mathbb{Z}\} \) is identified with the real hexagonal plane lattice denoted by \( \Lambda_2 \) \([4]\).

There are classical ways of constructing lattices from error correcting codes. Let \( C \subset \mathbb{R}_2^n \) be a linear code and \( P_c \subset \mathbb{F}_2^n \) be the parity-check code. By identifying the elements of \( \mathbb{F}_2^n \)
as elements of \( \mathbb{Z} \) we can write the constructions A and B of \( C \) via the "code-formulas":

\[
\Lambda A(C) = 2 \mathbb{Z} n + C \quad \text{and} \quad \Lambda B(C) = 4 \mathbb{Z} n + 2 \mathbb{P} n + C.
\]

Alternatively \( \Lambda B(C) = 2 \mathbb{D} n + C \), where \( \mathbb{D} n = \Lambda A(\mathbb{P} n) \). We can write analogous formulas for complex lattices:

\[
\Lambda A(C) = \theta^2 \mathbb{Z}[\omega] n + C \quad \text{and} \quad \Lambda B(C) = \theta^2 \mathbb{Z}[\omega] n + \theta \mathbb{P} n + C,
\]

where \( \theta \in \mathbb{Z}[\omega] \) is a prime with norm \(|\theta|^2 = p \) and \( C \subset \mathbb{F}_p \) is a linear code. Again, \( \Lambda B(C) = \theta \Lambda n + C \), where \( \Lambda n = \Lambda A(\mathbb{P} n) \).

**B. Jacobi Theta Functions**

Let \( \Lambda \) be a lattice and \( c \) a vector in \( \mathbb{R}^n \). The theta series of \( \Lambda + c \) is defined as:

\[
\Theta_{\Lambda + c}(\tau) := \sum_{y \in \Lambda + c} e^{-\pi \tau \|y\|^2} = \sum_{x \in \Lambda} e^{-\pi \tau \|x + c\|^2}.
\]

The theta series provides useful information about a lattice, such as its minimal norm, kissing number and determinant (for undefined terms, see [4]). In Communications, the theta series bounds the probability of error of a lattice code used for the Gaussian channel (see, e.g., [4, Ch. 3, Eq. (35)]) and for the Gaussian wiretap channel [10] among other applications.

The theta series of all lattices discussed in this paper can be written in terms of the Jacobi theta functions (in what follows, let \( q = e^{-\pi \tau}, \tau > 0 \) and \( z = i \tau \)):

\[
\theta_3(z) := \sum_{m = -\infty}^{\infty} e^{2|m|^2 \pi z^2} = \sum_{m = -\infty}^{\infty} \cos(2m \pi z) e^{\pi m^2},
\]

\[
\theta_2(\tau) := \sum_{m = -\infty}^{\infty} q^{(m+1/2)^2}, \quad \theta_3(\tau) := \sum_{m = -\infty}^{\infty} q^m.
\]

Notice that \( \theta_2(\tau) \) and \( \theta_3(\tau) \) are the theta series of the unimodular lattice \( \mathbb{Z} \) and its shift \( \mathbb{Z} + 1/2 \), respectively. More generally (see Eq. (2.2.5) of [1]):

\[
\Theta_{\Lambda + c}(\tau) = \sum_{m = -\infty}^{\infty} e^{-\pi \tau (m+c)^2} = \tau^{-2} \sum_{m = -\infty}^{\infty} e^{2\pi m c - \pi m^2 / \tau} = \tau^{-2} \theta_3(\pi c / \tau^{-1}).
\]

For numerical aspects and efficient evaluations of the Jacobi series the reader is referred to [1, Ch. 2-3].

**C. Discrete Gaussian Distributions**

Define the Gaussian function \( \rho_\sigma(x) = e^{-|x|^2 / (2 \sigma^2)} \) and, for a discrete set \( S \subset \mathbb{R}^n \), let

\[
\rho_\sigma(S) := \sum_{x \in S} \rho_\sigma(x).
\]

The discrete Gaussian distribution over \( \Lambda + c \) is defined as the distribution with support in \( \Lambda + c \), such that the probability of choosing a vector \( y \in \Lambda + c \) is proportional to \( \rho_\sigma(y) \). We denote the probability that a random vector drawn according to the discrete Gaussian distribution is equal to \( y \in \Lambda + c \) by

\[
D_{\Lambda + c, \sigma}(y) := \frac{\rho_\sigma(y)}{\rho_\sigma(\Lambda + c)} = \frac{\rho_\sigma(x + c)}{\Theta_{\Lambda + c}(1 / (2 \pi \sigma^2))}.
\]

Some simple but useful properties of \( D_{\Lambda + c, \sigma}(y) \) are stated next:

**Proposition 1.** The lattice Gaussian distribution satisfies:

(i) \( D_{\Lambda + c, \sigma}(cy) = D_{\Lambda + c, \sigma}(y) \).

(ii) \( D_{\Lambda + c, \sigma}([y_1, y_2]) = D_{\Lambda + c, \sigma}(y_1)D_{\Lambda + c, \sigma}(y_2) \).

A lattice Gaussian sampler is an algorithm that outputs a point \( y \in \Lambda + c \) with probability \( D_{\Lambda + c, \sigma}(y) \).

**III. Building Blocks: Gaussians over \( \mathbb{Z} + c \)**

Unidimensional discrete Gaussians are the building blocks for the main multi-dimensional samplers, including the ones described in this paper. Efficient practical samplers over \( \mathbb{Z} \) can be found e.g., in [5], [6] and all these methods can be used as subroutines our algorithms. A theoretical method described in [2] shows that it is possible to output the exact distribution \( D_{\mathbb{Z} + c} \) by calling a continuous Gaussian sampler and using a rejection principle. The expected number of iterations is \((2, Sec. 5.1)) \) (consider \( 0 < c < 1 \) for simplicity):

\[
\rho_\sigma(c) + \rho_\sigma(1 - c) + \int_{1-c}^{\infty} \rho_\sigma(x) dx + \int_{-\infty}^{1-c} \rho_\sigma(x) dx
\]

Using Equation (4) we can prove that the expected number of iterations tend to 1 as \( \sigma \to 0 \) or \( \sigma \to 1 \). Numerical evaluations for the probability of acceptance (inverse of expected iterations) are shown in Fig. 2.

![Fig. 2. Acceptance probability as a function of \( \sigma \) for fixed \( l = 1 \) (left) and fixed \( c = 0 \) (right). In the worst case, \( c = 0 \) and \( \sigma = 0.412680 \), the average number of iterations is no bigger than \( 1.426764 \).](image)

**IV. Coset Decompositions**

Suppose that the lattice \( \Lambda \) can be decomposed as the disjoint union of cosets \( \Lambda = \bigcup_{\lambda \in \Lambda'} \Lambda + \lambda + c \). Let \( p_c = D_{\Lambda, \sigma}(c + \Lambda') \) be the probability that a point drawn from a discrete Gaussian in \( \Lambda \) lies in the coset \( \Lambda' + c \). A general principle for sampling \( \Lambda \) is the following:

1) Pick a vector \( c \) at random, with probability \( p_c \).

2) Pick a vector from \( D_{\Lambda' + c, \sigma} \) and output it.

The procedure outputs a point \( c + x \in c + \Lambda' \) with the correct probability \( p_c \) \( D_{\Lambda' + c, \sigma}(c + x) = D_{\Lambda, \sigma}(c + x) \). To apply the general principle we to calculate the probabilities \( p_c \), samplers for shifts of the superlattice \( \Lambda' \) and a systematic description of the cosets.

The following table is a collection of results on the theta series of some lattices constructed from codes. To facilitate the statements, let

\[
\phi_0(\tau) := \theta_3(\tau) \theta_3(3\tau) + \theta_2(\tau) \theta_2(2\tau),
\]
\[ \phi_1(\tau) := \theta_2(\tau)\theta_3(3\tau) + \theta_3(\tau)\theta_2(3\tau) = \frac{1}{2} \theta_2(\tau/4)\theta_2(3\tau/4), \]

and

\[ \phi_2(\tau) := \frac{\phi_0(\tau/3) - \phi_0(\tau)}{2}. \]

(\(\phi_0\) and \(\phi_1\) differ from [4] by a change of variables).

**Proposition 2.** Let \( \Lambda = \Lambda' + C \) be a lattice obtained from Construction A, B, A, \((\theta = \sqrt{-3} \text{ or } \theta = 2)\) or B, \((\theta = \sqrt{-3})\).

The probability of each coset, \( D_{\Lambda, \sigma}(\Lambda' + c) \), depends only on the Hamming weight of \( c \).

Proof. See Table A. The result for Constructions A, B, and A, follows from [4, p. 184], [4, Thm. 15, p. 191] and [12]. The result for Construction B, seems to be unpublished. For Construction B, \( \theta = 2 \), a result depending on the complete weight of \( c \) is proved in [3]. \( \Box \)

<table>
<thead>
<tr>
<th>Construction</th>
<th>Theta Series of a Coset</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>( b_2(4\tau)\theta_3(4\tau)^{n-w} )</td>
</tr>
<tr>
<td>B</td>
<td>((1/2)b_2(4\tau)^{w}\theta_3(4\tau)^{n-w}) ( w \geq 1 ), ((1/2)b_2(4\tau)^{w}\theta_3(4\tau)^{n-w}) ( w = 0 )</td>
</tr>
<tr>
<td>A, ( \theta = 2 )</td>
<td>( b_1(4\tau)^{w}\theta_3(4\tau)^{n-w} )</td>
</tr>
<tr>
<td>B, ( \theta = \sqrt{-3} )</td>
<td>( b_3(4\tau)^{w}\theta_3(4\tau)^{n-w} ) ( w \geq 1 ), ((1/3)b_3(4\tau)^{w}\theta_3(4\tau)^{n-w}) ( w = 0 )</td>
</tr>
</tbody>
</table>

**TABLE I**

**THETA SERIES OF A COSET** \( N + c \), \( W(c) = w \), for several values of \( \tau \).

In the constructions listed above, item 1) can be split in two parts. Let \( A_w \) be the number of codewords of weight \( w \) in \( C \).

Take any coset \( c \) over all codewords of weight \( w \).

If the code has small cardinality, item 1) can be performed by listing the codewords and organizing them by weight (this process can be done ad-hoc, only once for any number of samples). For some structured higher dimensional codes, we can explore their symmetries to get around the listing (see Section VII for the case of the binary Golay code).

**V. BASE-LATTICES**

Of course one can sample over \( Z^n + c \) with complexity \( n \) times the complexity of sampling over \( Z + c \). This is enough to sample binary Construction A lattices. As it happens, for sampling Construction B and Construction A lattices, we need to know how to sample over shifts of the base lattices \( A_2 \) and \( D_n \).

### A. The lattice \( A_2 \)

An efficient sampler for the \( A_2 \) lattice is based on the decomposition of \( A_2 \) as the disjoint union of two translates of a rectangular lattice. This follows from noting that the rectangular lattice \( Z \oplus \sqrt{3}Z \) is a sublattice of \( A_2 \) of index 2. We can write

\[ A_2 = \left( Z \oplus \sqrt{3}Z \right) \cup \left( Z \oplus \sqrt{3}Z + \left( \frac{1}{2}, \frac{\sqrt{3}}{2} \right) \right) \]

From this:

\[ D_{A_2, \sigma}(Z \oplus \sqrt{3}Z) = \frac{\theta_3 \left( \frac{1}{2\pi \sigma^2} \right) \theta_3 \left( \frac{3}{2\pi \sigma^2} \right)}{\theta_3 \left( \frac{1}{2\pi \sigma^2} \right) \theta_3 \left( \frac{3}{2\pi \sigma^2} \right) + \theta_4 \left( \frac{1}{2\pi \sigma^2} \right) \theta_4 \left( \frac{3}{2\pi \sigma^2} \right)}. \]

Note that if \( \sigma \) is small, all mass is concentrated in the origin, hence \( D_{A_2, \sigma}(Z \oplus \sqrt{3}Z) \approx 1 \), and if \( \sigma \) is large, the distribution is flat, therefore \( D_{A_2, \sigma}(Z \oplus \sqrt{3}Z) \approx 1/2 \).

### B. The lattice \( D_n \) and the shift \( D_n + (\alpha, \beta, \ldots, \beta) \)

Using Construction A, write \( D_n = 2Z^n + C \), where \( C \) is a parity-check code \((n, n-1)\). For sampling Construction B we need samplers over a shift of \( D_n \) lattice, by a vector of the form \((\alpha, \beta, \ldots, \beta)\). We begin by calculating the theta series of the shift via Construction A. Some of these calculations can be found in [4] for \((\alpha, \beta) = (0,0), (1,2), (1,2), (1,0)\).

### Proposition 3. Let

\[ W_c(X, Y) = \sum_{i=0}^{(n-1)/2} \left( \frac{n-1}{2} \right)^{n-1-2i} X^{n-1-2i} + \]

\[ W_{c'}(X, Y) = \sum_{i=1}^{(n+1)/2} \left( \frac{n-1}{2} \right)^{n-1-2i} X^{n-1-2i} \]

be the weight enumerators of the vectors in \( Z_2^n \) with even and odd weights, respectively. We have

\[ \Theta_{D_n + (\alpha, \beta, \ldots, \beta)}(q) = \Theta_{Z^n + q^{(4)}} W_n(\Theta_{Z^n + q^{(4)}}, \Theta_{Z^n + q^{(14)}} + \Theta_{Z^n + q^{(14)}}). \]

The case \( \alpha = 1/2 \) is very particular, since the theta series of all cosets \( c + (1/2, 1/2, \ldots, 1/2) + 2Z^n \) are equal. Hence, a simple sampler in this case is obtained by sampling a word \( c \) uniformly at random over all codewords in \( C \) and then sampling over the lattice \( c + (1/2, \ldots, 1/2) + 2Z^n \). This procedure was described in [7]. For \( \alpha = 1/2 \), let

\[ p_{2l} := \left( \frac{n}{2k} \right) \Theta_{Z^n + q^{(4)}} \Theta_{Z^n + q^{(14)}} \Theta_{Z^n + q^{(14)}} \Theta_{Z^n + q^{(14)}} \]

be the probability that a vector drawn from distribution \( D_{A_2, \sigma} \) lies in the coset of a codeword of weight \( w \). Algorithm 7 provides a sampling procedure for \( D_{A_2, \sigma} \).

The case \( \beta \neq \alpha \) is very similar to the previous one, except that we have to distinguish codewords with \( c_1 = 0 \) and \( c_1 = 1 \). Given that a point lies in a coset of a codeword of weight \( w \), the probability that this codeword has \( c_1 = 0 \) is given by:

\[ p_C := \Theta_{Z^n + q^{(4)}} \Theta_{Z^n + q^{(14)}}, \Theta_{Z^n + q^{(14)}} \Theta_{Z^n + q^{(14)}}. \]
Sampler\(D_n(\beta, \sigma)\)

1: Choose a number \(l\) from 1 to \(\lfloor n/2\rfloor\) with probability \(p_{2l}\).
2: Choose uniformly at random a set \(J \subseteq \{1, 2, \ldots, n\}\), with size \(2l\).
3: For \(j \in J\):
   4: \(x_j \leftarrow 2\text{Sampler}\{\beta + 1\}/2, \sigma/2\).
5: For \(j \in \{1, 2, \ldots, n\}\setminus J\):
6: \(x_j \leftarrow 2\text{Sampler}\{\beta, \sigma/2\}.
7: \text{Output: } x = (x_1, x_2, \ldots, x_n).

Thus a modification of Algorithm 7 can be done as follows. After picking a weight \(2l\) according to the right probability, we throw a biased coin with probability \(p_{2l}\). If the result is heads, then choose \(c_1 = 0\), choose a set \(J \subseteq \{1, 2, \ldots, n\}\) with \(|J| = 2l\) to be the support of \((c_2, \ldots, c_n)\) and sample over \(2^{|J|} + c\), as in steps 3-6 of Algorithm 7. If the result is tails, set \(c_1 = 1\) and choose \(J \subseteq \{1, 2, \ldots, n\}\) with \(|J| = 2l - 1\).

VI. CONSTRUCTION B

As in Construction A, the probability of a coset \(2D_n + c\) only depends on the Hamming weight of \(c\), since any permutation of coordinates is an automorphism of \(D_n\). Let \(D_n = D_n + (1, 0^{n-1})\). To calculate the probability of a coset in a suitable way to sampling, consider the decomposition, for \(1 \leq w \leq n:\)

\[
D_n = (D_w \oplus D_{n-w}) \bigcup (D_{n-w} \oplus D_w).
\]

which we refer to as the even-even/odd-odd decomposition. The theta series of \(2(D_n + c/2)\) is

\[
\Theta_{2D_n + c/2}(q^4) = \Theta_{D_w + (1^w)}(q^4) \Theta_{D_{n-w}}(q^4) + \Theta_{D_{n-w} + (1^{n-w})}(q^4) \Theta_{D_w + (1^w)}(q^4).
\]

But all the terms in the rhs of (9) are in the form of Section V-B. Let \(p_w = A_w \Theta_{D_w/(1^w)}(q)/(\Theta_{A_w}(q))\) and define \(p_{even.w} = D_{2D_n + c/2}(2D_n + 1) \oplus D_{n-w}w\).

A sampling procedure for Construction B lattices works as follows. Draw a weight \(w\) according to the probabilities \(p_w\). Draw a codeword \(c\) uniformly at random over all codewords with weight \(w\) in \(C\). Throw a biased coin with probability \(p_{even.w}\) of heads, and if the result is heads sample over the even-even part of decomposition (9) (formally, if \(J\) be the support of \(c\), draw \(x_J, x_{I\setminus J}\) from the distribution over \(2D_n + (1^w)\) and \(x_{I\setminus J}\) from the distribution over \(2D_n - w\)). Otherwise, sample over the odd-odd part of \(D_n\).

VII. THE LEECH LATTICE

We provide a sampling algorithm based on the density doubling construction. Let \(G_{24}\) be the \((24, 12, 8)/2\) Golay code. We write half of the Leech lattice as \(H_{24} = 2D_{24} + G_{24}\). Let \(\alpha = ((-3/2)^1, (1/2)^{23})\). The (scaled) Leech lattice is:

\[
A_{24} = H_{24} \cup (H_{24} + \alpha).
\]

The weight enumerator of \(G_{24}\) is given by

\[
W(X, Y) = X^{24} + 759X^{16}Y^{8} + 2576X^{12}Y^{12} + 759X^{8}Y^{16} + Y^{24}.
\]

The first half of the Leech is a construction \(B\), hence its theta series is

\[
\Theta_{H_{24} + \alpha}(q) = (1/2)W(q^2, q^{16}) + (1/2)q^4.
\]

and a sampler is provided by the techniques in Section V-B. For the other half, an application of Prop. 3 gives us closed forms. A simpler closed form can be derived from the auxiliary series:

\[
\alpha(q) = \sum_{m=-\infty}^{\infty} (-1)^m q^{(m+1/4)^2} \quad \text{and} \quad \beta(q) = \Theta_{Z_{24}+1/4}(q) = \Theta_{q^{1/16} - \Theta_q} - \Theta_q/q^2.
\]

**Proposition 4.** All cosets \(2D_{24} + c + a\) have the same theta series. 

\[
\Theta_{2D_{24} + e + a}(q) = \beta(q)^{24} - \alpha(q)^{24}/2.
\]

The other half of the Leech has theta series

\[
2^{1/2} \beta(q)^{24} - \alpha(q)^{24} = 98304q^8 + 8388608q^{12} + ...
\]

**Proof.** First note that any permutation of coordinates is an automorphism of \(2D_{24} + a\). Thus, by permuting coordinates, we obtain a set isometric to \(2D_{24} + (1^w, 0^{24-w}) + a \simeq 2D_{24} + a\). Calculating the theta series of \(2D_{24} + a\), notice that \(\alpha(q)^n\) takes negative sign in the terms associated to the vectors \(x + (1/4^{24}) \in Z_{24} + (1/4^{24})\), where \(x\) has odd weight. Hence \(\Theta_{Z_{24} + (1/4)^{24}}(q) = (\beta(q)^{24} + \alpha(q)^{24})/2\). This, together with the equality

\[
(2D_{24}+(-3/4)^{24}) \cup (2D_{24}+(1/4)^{24}) = Z_{24} + a/2,
\]

gives us the desired form.

Let \(D_{24, \sigma} = \Theta_{A_{24}}(q)/(\Theta_{A_{24}}(q))\) be the probability that a point sampled from the distribution in \(A_{24}\) lies in \(H_{24}\). The following procedure outputs a point \(x \in A_{24}\) distributed according to \(D_{24, \sigma}\).

**Sampler** \(A_{24}\)

1: Throw a biased coin with prob. \(D_{24, \sigma}(H_{24})\) of heads.
2: if the output is heads then
3: Sample \(x \in H_{24}\) from the Construction B sampler
4: else
5: Choose \(c \in G_{24}\) uniformly at random
6: Draw \(x \in 2D_{24} + a + c\) using sampler in Sec. V-B.
7: if \(\text{end} \quad \text{then}
8: Output \(x\).
2576/4096 = 62% of the codewords in $\mathcal{G}_{24}$ have weight 12. Thus a rejection algorithm performs an average of $\approx 1.590002$ iterations. However, the same procedure applied to $w = 8$ yields over 5 iterations with variance 23.813002. A “non-rejection” method uses the well-known fact that minimum weight codewords form a $S(5,8,24)$ Steiner system [13]. This means that every word of weight 5 in $\mathcal{G}_{24}$ decodes to one and only one codeword of weight 8 in $\mathcal{G}_{24}$. But generating a word of weight 5 in $\mathcal{G}_{24}$ is a simple “t-out-of-n” procedure (pick a subset of size 5 in $\{1,\ldots,24\}$), and $\mathcal{G}_{24}$ can be decoded very efficiently. For generating codewords of weight $w = 16$, just generate a codeword of weight 8 and add the vector $(1,\ldots,1) \in \mathcal{G}_{24}$.

VIII. THE LATTICE GAUSSIAN CODING SCHEME

In the scheme of [7], a lattice point $\sigma$, chosen according to the distribution $\mathcal{D}_{\Lambda+e,\sigma}$, is sent over a Gaussian channel. It is proven that if $\Lambda$ is an AWCN-good lattice and the dimension $n \to \infty$, transmission rates up to the capacity of the channel can be achieved, provided that $\text{snr} > c$. The transmission rate and the power are the entropy and variance per dimension of $\mathcal{D}_{\Lambda+e,\sigma}$, and asymptotic formulas for these quantities are given in [8, Lem. 6-7]. The following proposition shows closed forms based on the theta series of $\Lambda$ and its derivative.

**Proposition 5.** The rate (in nats per channel use) and power of a Lattice Gaussian Code are given by

$$P = \frac{-1}{n} \frac{\Theta_{\Lambda+e}(\tau)}{\Theta_{\Lambda+e}(\tau)} + \frac{1}{n} \ln \Theta_{\Lambda+e}(\tau),$$

where $\tau = 1/2\pi\sigma^2$.

Alternatively, we can write

$$R = \frac{P}{2\sigma^2} + \ln(\Theta_{\Lambda+e}(\tau)^{1/n}).$$

Notice that if we scale the lattice $\Lambda$ and $\sigma$ by $\alpha > 0$ we increase the power and keep the rate constant. A corollary of Prop. 5 is that the rate is maximized in the centered distribution, i.e., when $\sigma = 0$.

As an application of the Leech Sampler in Sec VII, we simulate the probability of error of a lattice Gaussian code scheme, in comparison with a cubic shaped Leech codebook. The choice $\sigma = 0.936797$ in this case leads to $R = 1.5$ bits (or 1.039720 nats) and $P = 0.936797$. Simulations were based in $10^6$ samples. Notice that the maximum possible shaping gain of a Voronoi codebook is $\approx 1.534$ dB, when the dimension $n \to \infty$.
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Abstract—This paper proposes a new method to reduce the error rate of channel codes over an AWGN channel by renormalizing the codewords to a constant energy before transmission and decoding with the original codebook. Evaluation of the random-coding error exponent reveals that this normalization technique approaches the constant-composition error exponent for certain pairs of rate and signal-to-noise ratio.

I. INTRODUCTION

Given a general coded modulation scheme over an AWGN channel, we investigate the effect on the error rate of rescaling the transmitted codewords so that their energy is constant. We compare the proposed technique with the standard coded modulation scheme and with constant-composition codes [1], [2] by means of the respective random-coding error exponents.

The comparison reveals that, for low to moderate SNRs, codeword rescaling significantly improves the error exponent of random codes and nearly matches the performance of constant-composition codes. While constant-composition codes, which inherently have fixed codeword energy and are known to achieve the optimum exponent, are difficult to design in practice, codeword rescaling can be applied to existing practical codes without increasing their complexity.

In Sect. II we present the general channel coding model. In Sect. III we add codeword rescaling to the model and derive an achievable random-coding exponent. In Sect. IV we introduce two other well known random-coding exponents and compare them with the new one by numerical evaluation.

II. MODEL

The channel input sequence $x = (x_1, \ldots, x_n)$ consists of $n$ symbols $x \in \mathcal{X}$, where $\mathcal{X}$ is the symbol constellation. We denote the channel output sequence by $y$ and the channel law, that is, the conditional probability density of receiving sequence $y$ when the sequence $x$ has been sent, by $W^n(y|x)$. We represent random variables by capital letters and their realizations by lowercase letters, e.g. $X = (X_1, \ldots, X_n)$ and $Y = (Y_1, \ldots, Y_n)$ denote random input and output vectors. The channel is memoryless and $W^n(y|x) = \prod_{i=1}^n W(y_i|x_i)$, where $W(y|x)$ is the single-letter channel law.

We focus on a complex-valued additive white Gaussian noise (AWGN) channel. The input alphabet $\mathcal{X}$ is a finite subset of the complex numbers and the channel output is given by

$$y_i = \sqrt{\text{SNR}} x_i + z_i, \quad i = 1, \ldots, n$$

where $x_i$ are the symbols, $y_i$ the channel output values and SNR is the signal-to-noise ratio. The noise values $z_i$ are drawn from a circularly-symmetric complex-valued Gaussian random variable with zero mean and unit variance. Therefore, the symbol channel transition probability is given by

$$W(y|x) = \frac{1}{\pi} e^{-|y-\sqrt{\text{SNR}} x|^2}.$$  

The empirical average symbol energy of channel input sequence $x$ is $E(x) = \frac{1}{n} \sum_{i=1}^n |x_i|^2$. Let $Q$ be a distribution on the symbols in $\mathcal{X}$. We require that the constellation $\mathcal{X}$ is chosen such that the identities $E[X] = 0$ and $E[|X|^2] = 1$ hold, where the expectations are with respect to $Q$.

We use $P[A]$ to denote the probability of an event $A$, and $E[\cdot]$ is the expectation operator. We denote the Kullback-Leibler Divergence as $D(P||Q)$, the set of all compositions on length-$n$ sequences drawn from $\mathcal{X}$ as $\mathcal{C}_n$, the set of all distributions on $\mathcal{X}$ as $\mathcal{P}$ and the image of set $\mathcal{A}$ under the function $f$ as $f[\mathcal{A}]$.

We denote the channel code by $C_n$. The code consists of $M$ codewords $x$, i.e. $C_n = \{x^{(1)}, \ldots, x^{(M)}\}$, and the corresponding code is said to be an $(n, M)$ block code of block length $n$. The encoder assigns to each message $m \in \{1, \ldots, M\}$ a codeword $x^{(m)}$ from the codebook $C_n$. We assume that the message $m$ is drawn according to a uniform distribution. The rate of a code is defined as $R = \frac{\log_2 M}{n}$. The decoder outputs an estimated message $\hat{m}$ according to a maximum-likelihood rule

$$\hat{m} = \arg \max_{m \in \mathcal{M}} q^n(x^{(i)}, y),$$

where $q^n$ denotes the metric that the decoder uses to estimate which message $m$ has been sent. We focus on metrics $q^n$ that can be expressed in terms of the letter metric $q$ as in $q^n(x, y) = \prod_{i=1}^n q(x_i, y_i)$. Further, we require $q$ to be positive.

An error occurs if the decoder’s estimate differs from the sent message, i.e. $\hat{m} \neq m$. The error probability of a code $C_n$ is $p_e(C_n) = 1 - \sum_{m \in \mathcal{M}} P[m = m]$, and we equivalently write $p_e(n, M) = p_e(C_n)$. Finally, an error exponent $E(Q, R)$ is
said to be achievable if there exists a sequence of \((n,M)\)-codes \(C_n\) such that
\[
\liminf_{n \to \infty} -\frac{1}{n} \log p_e(C_n) \geq E(Q,R) \quad (4)
\]

### III. CODEWORD RESCALING

#### A. Rescaling setup

Let a rescaler \(\eta\) be a block that performs the operation
\[
\eta(x) = E(x)^{-\frac{1}{2}}x
\]
on a codeword \(x\); that is, it renormalizes the codeword \(x\) such that the empirical codeword energy is \(E(\eta(x)) = 1\).

We consider a coded modulation scheme that consists of an encoder and a rescaler \(\eta\). The encoder maps message \(m\) into codeword \(x^{(m)} = \phi(m)\) using codebook \(C\), the rescaler outputs an energy-normalized version \(\tilde{x}^{(m)}\) of the codeword \(x^{(m)}\). The rescaling operation can be thought of as part of the encoder’s codebook, so that we use a code \(\tilde{C}\) with rescaled codewords \(\tilde{x}\) that consist of symbols \(\tilde{x}\) from an expanded constellation \(\tilde{X}\).

The decoder outputs the estimate \(\hat{m}\) under the original codebook \(C\) by maximizing the metric \(q^{n}(\cdot,\cdot)\). With the choice of \(q^{n}(x,y) = W^n(y|x)\), we have an instance of mismatched decoding, since the decoder does not account for the rescaling operation neither in the codebook \(C\) nor in the decoding metric. We consider a slightly more general choice given by \(q^{n}(x,y) = W^n(y|x^\beta)\), where \(\beta\) may be optimized to minimize the error probability; however, it cannot depend on the codeword, and hence it cannot be used to undo the rescaling. Note that for a practical code, \(\beta\) is fixed before deployment and such a decoding metric can be implemented without additional computational complexity.

We can build an equivalent model for the rescaling setup by removing the rescaling block from the transmitter and reinterpreting it as a channel property. With this model, the scaling function leads to a new channel law
\[
\tilde{W}^n(y|x) = W^n(y|\eta(x)). \quad (6)
\]
Note that \(\tilde{W}^n\) does not represent a memoryless channel.

#### B. Scaling exponent

We study the i.i.d. random-coding error probability. We consider an ensemble of codebooks with block length \(n\) and \(M = 2^{nR}\) codewords. The ensemble consists of codebooks whose codewords \(x^{(i)}\), \(i = 1,\ldots,M\) are randomly generated. A codeword \(x^{(i)} = (x_1,\ldots,x_n)\) at entry \(i\) in the random codebook is generated by drawing its \(n\) symbols according to the distribution \(Q(x)\). We are interested in the achievable random-coding exponent \(E_{\text{rcu}}(Q,R)\) of the ensemble average of the error probability \(p_{\text{rcu}}(n,M) = \sum_{x} P(C,|p_e(C))\).

**Theorem 1 (Scaling random-coding exponent):** The random-coding error probability in a rescaling setup satisfies
\[
\lim_{n \to \infty} -\frac{1}{n} \log_2 p_{\text{rcu}}(n,2^{nR}) \geq E_{\text{rcu}}(Q,R), \quad (7)
\]
where the scaling exponent is defined as
\[
E_{\text{rcu}}(Q,R) = \sup_{\rho \geq 0} \sup_{\rho|s| \in [0,1]} \left\{ E_{\text{rcu}}^{\text{cl}}(Q,\rho, s, P) - \rho R \right\}, \quad (8)
\]
and the corresponding \(E_{\text{rcu}}^{\text{cl}}(Q,\rho, s, P)\) is defined as
\[
E_{\text{rcu}}^{\text{cl}}(Q,\rho, s, P) = D(P\|Q) - \mathbb{E} \left[ \log_2 \mathbb{E} \left[ \frac{E(q^{n}(\tilde{X},\tilde{Y})|Y)^{\rho}}{q(X,Y)^{\rho s}} | X \right] \right], \quad (9)
\]
and the expectations are with respect to
\[
(X,Y,\tilde{X}) \sim P(x)W(y|\mathcal{E}(\tilde{X}))Q^n(\tilde{x}). \quad (10)
\]

**Proof:** For the ensemble of codebooks with \(M\) codewords of length \(n\), chosen according to random-coding distribution \(Q^n\), transmitted over a channel described by the arbitrary channel law \(W^n\) and decoded according to the metric \(q^n\), the average ensemble error probability is bounded by the random-coding union (RCU) bound [4], [5]
\[
\text{rcu}(n,M) = \mathbb{E} \left[ \min \left\{ 1, (M-1) \mathbb{P} \left[ q^n(\tilde{X},\tilde{Y}) q^n(X,Y) \geq 1 \mid X,Y \right] \right\} \right], \quad (11)
\]
where \((X,Y,\tilde{X}) \sim Q^n(x)W^n(y|x)Q^n(\tilde{x})\).

Weakening (11) by replacing the function \(z \mapsto \min \{1,z\}\) with the function \(z \mapsto z^{\rho(x)}\) and using Markov’s inequality with parameter \(s(x)\), leads to the definition of a parametrized upper bound on the the RCU bound
\[
\text{rcu}_{\rho,s}(n,M) \leq \mathbb{E} \left[ \mathbb{P} \left[ q^n(\tilde{X},\tilde{Y}) q^n(X,Y) \geq 1 \mid X,Y \right] \right] \quad (12)
\]
that holds for all pairs of functions \((\rho(x), s(x))\) such that \(\rho(X^n) \leq [0,1]\) and \(s(X^n) \leq [0,\infty]\).

We further weaken (12) by applying \(M-1 \leq 2^{nR}\), use the random-coding distribution \(Q^n_{\text{id}} = \prod_{x_i=1}^{n} Q(x_i)\) and the equivalent scaling channel model (6), to obtain
\[
\text{rcu}_{\rho,s}(n,M) \leq \sum_{x \in X^n} 2^{n\rho(x)R} Q^n_{\text{id}}(x) f^n(\rho(x), s(x), x), \quad (13)
\]
where
\[
f^n(\rho, s, x) \triangleq \int_{y} W(y|\mathcal{E}(x))^{-\frac{1}{2}}x \left( \sum_{x \in X^n} Q^n_{\text{id}}(x) q^n(x, y)^{s} q^n(x, y)^{s} \right)^{\rho} dy. \quad (14)
\]
We split the outer summation over the channel-input sequences in (13) into summations over sequences \(x\) of composition \(P = \tilde{P}\) and obtain
\[
\text{rcu}(n,M) \leq \sum_{P \in \mathcal{P}_n} 2^{n\rho(P)R} \sum_{x \in T(P)} Q^n_{\text{id}}(x) f^n(\rho(P), s(P), x). \quad (15)
\]
We also reduced the degrees of freedom for the parameters \( \rho(x) \) and \( s(x) \) such that they only depend on the composition \( P = \bar{P}_x \). This simplifies the analysis.

The codeword average symbol energy only depends on the codewords composition. Hence we write \( E(x) = E(\bar{P}_x) \) and use it in (14) to obtain \( f^n(\rho, s, P, x) \). This, together with the product nature of decoding metric, channel law and \( Q^n_{\text{ini}} \), allows us to factor \( f^n \) as \( f^n(\rho, s, P, x) = \prod_{i=1}^{n} f(\rho_i, s_i, P, x_i) \), where

\[
f(\rho, s, P, x) = \int \cdots \int W(y | E(P)) \cdots \cdots dy,
\]

by invoking the distributive law. For the product in \( f^n \), only the composition of \( x \) is relevant, that is, it can be expressed independent of \( x \) as \( f^n(\rho, s, P) = \prod_{x \in X} f(\rho, s, P, x)^{n_P(x)} \).

We use this form in (15) to obtain

\[
\mathcal{P}(n, M) \leq \sum_{P \in \mathcal{P}_n} \sum_{x \in T(P)} 2^{nQ(\rho, s, P, P, R)} 2^{-nD(P)[Q] - H(P)},
\]

where the codeword probability in terms of its composition as in \( Q^n_{\text{ini}}(x) = 2^{-n[D(P, \bar{P}_x) + H(\bar{P}_x)]} \).

Since the summand is independent of the codeword \( x \) in (17), we can upper-bound the summation over the codewords by using the bound on the number of sequences in a composition class \( |T(P)| \leq 2^{nH(P)} \). Doing some rearrangements and bringing all terms to a common exponent base, we obtain

\[
\mathcal{P}(n, M) \leq \sum_{P \in \mathcal{P}_n} 2^{-nQ(\rho, s, P, P, R)} 2^{nD(P)(Q) - H(P)},
\]

where

\[
\xi(\rho, s, P, R) \triangleq D(P)[Q] - \sum_{x \in X} P(x) \log_2 f(\rho, s, P, x) - R.
\]

A simple upper bound on a sum is obtained by fixing its summands to the largest one, that is \( \sum_{x \in X} P(x) \leq |A| \max_{x \in X} P(x) \). We weaken (18) with this bound and the fact that the number of compositions is bounded by \( |\mathcal{P}_n| \leq (n+1)^{|X|} \) and get

\[
\mathcal{P}(n, M) \leq (n+1)^{|X|} 2^{-n \min_{P \in \mathcal{P}_n} \xi(\rho, s, P, P, R)}. \tag{20}
\]

The bound (20) is achievable for any pair of parameters \((\rho(P), s(P))\), which we exploit by choosing them such that the bound gets as tight as possible. By definition of the \( \sup \) and \( \min \) operators, this is the case when we replace \( \xi \) with

\[
\xi^*(P, R) = \sup_{0 \leq \rho \leq 1, s \geq 0} \xi(\rho, s, P, R). \tag{21}
\]

That is, place the supremum inside the minimum operator.

Finally, we observe the sub-exponential factor in (20) which suggests to transform the inequality as

\[
- \frac{1}{n} \log_2 \mathcal{P}(n, 2nR) \geq \min_{P \in \mathcal{P}_n} \xi^*(P, R) - \frac{|X| \log_2 (n+1)}{n}, \tag{22}
\]

and take the limit

\[
\lim_{n \to \infty} - \frac{1}{n} \log_2 \mathcal{P}(n, 2nR) \geq \min_{P \in \mathcal{P}_n} \xi^*(P, R). \tag{23}
\]

### C. Swapped exponent

An inspection by example of the optimization parameters in (8) shows that \( E_{0}^{\text{swp}}(Q, R) \) is not convex in \( P \) for fixed values of \( \rho, s \) and \( R \), which complicates its numerical computation. Further, note that it is crucial to find the true \( P^* \) to guarantee the achievability of \( E_{t}^{\text{swp}} \), since \( P^* \) is the result of a minimization over a variable that is not an arbitrary parameter. For these reasons, we introduce a lower bound on (8) that is computationally tractable.

**Theorem 2 (Swapped scaling random-coding exponent):** The swapped random-coding error exponent, defined as

\[
E_{t}^{\text{swp}}(Q, R) \triangleq \max_{\rho \geq \rho_{0} \in \mathcal{S}, \rho_{0}[0,1]} \min_{\rho \geq \rho_{0} \in \mathcal{S}, \rho_{0}[0,1]} \left\{ E_{0}^{\text{swp}}(Q, P, \rho, s, \epsilon) - \rho R \right\}
\]

with

\[
E_{0}^{\text{swp}}(Q, P, \rho, s, \epsilon) = \max_{P \in \mathcal{P}_n} \left\{ D(P)[Q] - E \left( \log_2 E \left[ \Theta[\hat{X}, Y] \right] \right) \right\}, \tag{24}
\]

is a lower bound on \( E_{t}^{\text{swp}} \), where \( \epsilon \) is optimized over the interval \( S = [\min_{x \in X} |x|^2, \max_{x \in X} |x|^2] \), the set \( \mathcal{P}_n \) is a projection of \( P \in \mathcal{P} \) with \( \mathcal{P} \) being the set of all distributions \( P \) that obtain the energy level \( \epsilon \), that is, we have \( P = \bigcup_{S \subseteq \mathcal{S}} \mathcal{P}_n \) where \( \mathcal{P}_n = \{ P \in \mathcal{P} \mid \mathcal{P}_n = \epsilon \} \) and \( S = [\min_{x \in X} |x|^2, \max_{x \in X} |x|^2] \). The subsets \( \mathcal{P}_n \) are compact and convex since they are intersections of two hyperplanes and the closed positive orthant [7]. In correspondence with these observations, we rephrase the scaling exponent (8) in terms of energy levels and subsets as

\[
E_{t}^{\text{swp}}(Q, R) = \min_{S \subseteq \mathcal{S}} \sup_{P \in \mathcal{P}_n} \left\{ E_{t}^{\text{swp}}(Q, P, s, \rho, \epsilon) - \rho R \right\}. \tag{26}
\]

We swap the order of the inner two optimization operators and define \( E_{t}^{\text{swp}}(Q, R) \) and \( E_{t}^{\text{swp}}(Q, P, s, \rho, \epsilon) \) as in (24) and (25) respectively. Observing that the minimax inequality

\[
\sup_{x \in X} \min_{y \in Y} f(x, y) \leq \min_{y \in Y} \sup_{x \in X} f(x, y) \tag{27}
\]

holds we conclude that swapping the order of optimization results in a lower bound on (8).

\[ \]
IV. NUMERICAL RESULTS

We are interested in how the error exponent of channel-coding with rescaling performs with respect to setups with the iid and constant-composition exponents [1], [2].

For a discrete-input continuous-output memoryless channel with ML decoder and input distribution Q, the iid exponent is given by [1]

\[ E^{\text{iid}}_r(Q,R) = \max_{\rho \in [0,1]} E^{\text{iid}}_c(\rho) - \rho R, \]

where

\[ E^{\text{iid}}_c(Q,\rho) \triangleq -\log_2 \int_y \mathbf{E} \left[ W(y \mid X)^{\frac{1}{\rho}} \right]^{1+\rho} \, dy \]

is the Gallager function [3]. The expectation is taken with respect to Q.

For a discrete-input continuous-output memoryless channel with ML decoder and input distribution Q, the constant-composition exponent is given by [4]

\[ E^{\text{cc}}_r(Q,R) = \max_{\rho \in [0,1]} E^{\text{cc}}_c(\rho) - \rho R, \]

where

\[ E^{\text{cc}}_c(Q,\rho) \triangleq \sup_{a(\cdot)} \int_y \mathbf{E}_Q \left[ W(y \mid X)^{\frac{1}{\rho}} e^{a(X) - \phi_a} \right]^{1+\rho} \, dy \]

and \( \phi_a = \mathbf{E}_Q[ a(X) ] \), and the optimization in (31) is over all real-valued functions \( a \). The expectations are taken with respect to \( (X,Y,\bar{X}) \sim Q(x)W(y \mid x)Q(\bar{x}) \).

Fig. 1 compares the error exponents (28), (30) and (24) at SNRs 5 dB and 10 dB. It suggests that \( E^{\text{cc}}_r(\beta)(R) \) approaches the constant-composition exponent.

For a more detailed comparison, we introduce error exponent ratios with the iid exponent as the baseline. We call these the relative constant-composition exponent and the relative swapped scaling exponent, respectively given by

\[ E^{\text{cc}}_r(R) \triangleq \frac{E^{\text{cc}}_c(R)}{E^{\text{iid}}_r(R)} \quad \text{and} \quad E^{\text{swp,} \beta}_r(R) \triangleq \frac{E^{\text{swp,} \beta}_r(R)}{E^{\text{iid}}_r(R)}. \]

Our figures show the relative random-coding exponents as a function of both SNR and the rate R in a single contour plot for coded modulation with a 16QAM constellation and a uniform distribution Q. The figures also depict the mutual information (MI) as a solid line and the critical rate \( R^{\text{iid}}_c \) of the iid exponent (resp. \( R^{\text{cc}}_c \) of the constant-composition exponent) as a dashed (resp. dotted) line.

1) Constant-composition exponent: The constant-composition exponent’s gain with respect to the iid exponent provides a benchmark to assess the performance of the codeword rescaling. The relative exponent is shown in Fig. 2. The figure reveals that the constant-composition exponent exhibits the largest gains for low to moderate SNRs. At high SNRs above 12 dB, it is roughly equal to the iid exponent. A similar tendency is seen at very low SNRs. For our comparison, the most relevant part of the contour plot is located between the critical rates and the MI, since below the critical rate expurgated versions of the exponents lead to better bounds. The maximal gain with respect to the iid exponent is roughly 13 % and occurs around SNR = 5.5 dB and \( R = 1.25 \) bits per channel use.

2) Swapped exponent with \( \beta = 1 \): We discuss first the relative swapped exponent with \( \beta = 1 \), which corresponds to

\[1\text{The critical rate is defined as the largest rate } R \text{ at which the optimal } \rho \text{ in the exponent optimization is one.} \]
the standard decoding rule of maximizing $W^*$. Fig. 3 shows this relative exponent. We observe two regimes in the relevant region between the critical rate and the capacity. Below about 7 dB, there is a gain with respect to the iid exponent, whereas above 7 dB the swapped exponent is worse.

In the low-SNR region and close to the capacity, the swapped exponent achieves similar gains as the constant-composition exponent, namely, about 10% gain at 3 dB and 1.5 bits per channel use. However, it falls short as the rate approaches the critical rate. For example, there is no gain at 5.5 dB and 1.25 bits per channel use, the point where the constant-composition exponent achieves the highest gain. At high SNRs, especially around 14 dB, Fig. 3 unveils a large loss compared to the iid exponent. In this region, we observe not even at capacity a gain and the loss is up to 35% close to the critical rate.

3) Swapped exponent with optimal $\beta$: Optimizing over $\beta$ to adapt the mismatched metric leads to respectable gains in some regions of the SNR-rate plane, as we can see in Fig. 4. At high SNRs, the swapped exponent with optimized $\beta$ exhibits a considerable improvement compared to the swapped exponent with $\beta = 1$, even though it is still below the iid exponent.

Most notably, for low SNRs, the swapped exponent with optimized $\beta$ achieves more than 90% of the gain that the constant-composition exponent achieves with respect to the iid exponent. Especially in regions farther away from capacity, the fully optimized exponent shows a large improvement with respect to the one with $\beta = 1$.
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Abstract—The problem of key reconciliation based on Low-Density Parity-Check (LDPC) codes and Slepian-Wolf coding for physical layer key generation is investigated. When using the channel-state-information (CSI) of a reciprocal wireless channel for key generation between two legitimate users, independent noise components, quantization, and synchronization errors at the end nodes give rise to key differences that need to be corrected by sending side information. We provide a comparison of three different quantization schemes in terms of key disagreement rate and output probability distributions and present the log-likelihood formulations required by a soft decision LDPC decoder to perform key reconciliation, for the investigated quantization methods.

I. INTRODUCTION

While computational security algorithms usually reside in upper protocol layers and rely on the assumption of limited processing capabilities of a potential eavesdropper, physical-layer key generation aims at providing secrecy in the more information-theoretic sense, as introduced by Shannon [1]. Thus, by sharing a previously known secret key, such as a one-time pad, two legitimate users, Alice and Bob, are able to exchange an encrypted message through an unsafe public channel, without leaking any information to a potential eavesdropper, Eve. As long as Alice and Bob share a secret common source of randomness from which they can generate a long uniformly distributed secret key, perfect secrecy is achieved, meaning that Eve has the same chances of guessing the original message with or without the ciphertext, or, in more theoretical terms, the eavesdropper’s equivocation is equal to the entropy of the message. It soon became clear that such a common source of randomness could be provided by the fluctuating and reciprocal nature of the wireless medium and that the channel-state information (CSI) can be measured by both Alice and Bob and used to generate one-time pads, thus eliminating the problem of previous key distribution.

Since most wireless transmission standards, such as 802.11, Bluetooth, WiMAX, ZigBee, employ time division duplexing (TDD), probing in consecutive short time slots the forward and the reverse channel provides the possibility of obtaining nearly identical CSI on both sides. Such a method of key generation, solely based on the reciprocity property of wireless TDD systems, besides solving the problem of key distribution, comes with the significant benefit that it does not require the legitimate channel between Alice and Bob to have an SNR advantage over the eavesdropper’s channels, such as [8], [9], nor does it assume Alice and Bob to have information about the channels to Eve. However, one important aspect that we address here is that due to independent noise on both ends, different transceiver circuitry, and quantization errors, key mismatches are very likely to occur, leading to the necessity of a key reconciliation scheme.

The current paper is structured as follows: Section II offers an overview of the system model along with channel characterization aspects. In Section III, the impact of codebook sizes and possible quantization schemes is discussed in terms of key disagreement rate and output probability distributions and present the log-likelihood formulations required, e.g., by LDPC decoding, for the investigated quantization methods. An exact formulation of the log-likelihood ratios as required, e.g., by LDPC decoding, is detailed in Section IV, for the quantization schemes analyzed in the previous section.

II. SYSTEM DESCRIPTION

A point from the channel distribution is measured by both Alice and Bob, disturbed by different noise components. The analog value obtained by Alice, is quantized and assumed to be correct. Employing Slepian-Wolf coding [13], Alice compresses her vector of quantized key symbols and sends Bob additional side information (parity or syndrome bits), as illustrated in Fig. 1. Bob obtains his own vector of channel estimates, along with the side information, possibly corrupted, sent by Alice, and proceeds to computing the log-likelihood

![Fig. 1. System model - key reconciliation based on LDPC codes](image)
ratios required, e.g., for an LDPC decoder, in order to obtain the exact same key Alice generated after her quantization step. Although the reconciliation scheme presented in Fig. 1 shows an implementation with LDPC codes, the log-likelihood ratios presented in Section IV can be utilized by any soft decision non-binary decoder.

For key generation based on the channel-state information (CSI), a few conditions must be ensured. First, the channel has to be reciprocal, that is, if we denote by $h_A$ a forward channel sample from Alice to Bob, and by $h_B$ the corresponding reverse channel sample from Bob to Alice, then $h_A = h_B$. However, their estimates of the channel, $\hat{h}_A$ and $\hat{h}_B$, might differ due to independent noise. Reciprocity can be assumed in the case of TDD systems when the channel is quasi-static, i.e., the coherence time of the channel is larger than the measurement time. Thus, the vectors of estimates, $\hat{h}_A$ and $\hat{h}_B$, can be obtained during an initial measurement phase by sending pilot signals in consecutive TDD time slots.

A second assumption is that the channel follows a bivariate normal distribution. A Gaussian channel distribution, as shown in [2], [3], minimizes the number of vulnerable bits. If the wireless channel is static or a line-of-sight (LOS) channel, the randomness present is not sufficient such that the central limit theorem holds, leading to a normal distribution of the CSI, which would be ideal for key generation. However, since the wireless channel is also dependent on the radiation patterns of the antennas, random variations in the channel can be induced by using reconfigurable aperture antennas (RECAPs) and changing the capacitive loads at the reconfigurable elements. It has been shown that for a high number of RECAP antenna elements (e.g. 24), and a large number of states as discussed in [2], [7], the channel distribution is very close to a complex Gaussian, with the real and imaginary parts independent and identically distributed. Further details on the validity of this assumption, RECAP configuration, as well as measurements description can be found in [4], [5]. For the rest of this paper, we will assume a circular symmetric Gaussian channel distribution with zero mean and variance $\sigma^2_{h}$.

A third assumption refers to the antenna separation. Herein, we assume a sufficient separation between Eve and Alice and Bob such that the legitimate and the eavesdropper channels are not correlated. Recent studies [12] have shown that an antenna separation of half a wavelength is not sufficient, and that for the rate of the number of vulnerable key bits to the total number of key bits to go to zero, an eavesdropper separation of several wavelengths is necessary [15].

III. QUANTIZATION

In order to study the effects of different quantization methods on the overall key disagreement rate, we first consider the case when no reconciliation is performed, and each legitimate user obtains a key by independently quantizing its own analog noisy CSI measurements. We will refer here to the symbol mismatch rate as the probability that given one sample measurement $\hat{h}_A$ at Alice and the corresponding measurement $\hat{h}_B$ at Bob, they are not quantized to the same region by both users. Points from the channel distribution that are very close to quantization boundaries are very likely to result in a key mismatch. If a channel value $h$ falls within a certain region $R_i$, but very close to a quantization boundary, its noisy measurements $\hat{h}_A$ and $\hat{h}_B$ might simply jump across the quantization threshold to a neighboring region. Both the quantization algorithm and the size of the codebook $N_q$, greatly impact the overall symbol agreement rate between Alice and Bob.

![Fig. 2. Three quantization methods - (a) concentric quantization regions; (b) circles and slices; (c) Linde-Buzo-Gray algorithm, $N_q = 4$](image)

![Fig. 3. Symbol mismatch probability between Alice and Bob for different quantization methods (no reconciliation)](image)

We consider three vector quantizations schemes, the first based on concentric circles, as illustrated in Fig. 2-(a), the second based on concentric circles and slices, as shown in Fig. 2-(b), and the third based on the Linde-Buzo-Gray algorithm [5], [14], leading to the quantization areas shown in Fig. 2-(c), all for a codebook size of $N_q = 4$. The radii of the concentric circles in the first method are computed such that the number of measurement points end up uniformly distributed across all regions. The exact values are provided in Table I. While such a method leads to a simplification of the LLR formulation, as it will be explained in Section IV, when the codebook size is increased, a severe performance degradation in terms of symbol-error-ratio (SER), or symbol mismatch rate, is noticed. This is a direct consequence of the shape of the quantization regions. The narrower a region is, the more likely it is that noisy measurements will end up quantized to neighboring regions. Increasing the number of regions $N$, in the first quantization example will lead to even narrower regions, thus, such quantization method will be highly sensitive in terms of noise, leading to a high number of errors even at high signal-to-noise (SNR) ratios.
The second quantization method introduces the so-called “slices” as a way to mitigate this effect and counteract the error performance degradation. This quantization method also leads to a uniform distribution of the key symbols, which is desirable for secrecy concerns, i.e., not to provide any redundancy to a potential eavesdropper. The boundaries for the four regions \( \mathcal{R}_i \) illustrated in Fig. 2-(c) are also provided in Table I, in terms of radii \( r_{\text{min}_i}, r_{\text{max}_i} \) and angles \( \theta_{\text{min}_i}, \theta_{\text{max}_i} \), in polar coordinates. As seen in Fig. 3, this method shows a better performance in terms of symbol mismatch probability, as compared to the previous one, with an error reduction from 17% to 9% at an SNR of 20 dB, and from 1.78% to 0.95% at 40 dB, for the case of four quantization regions.

The third algorithm for channel quantization is the Linde-Buzo-Gray (LBG) vector quantization scheme, as described in [14]. The LBG algorithm is a sample version of the Lloyd-Max quantizer that does not require a closed form pdf of the channel distribution, but only the measurement samples. Given a length \( M \) sequence of 2-dimensional channel samples and the desired number of code vectors \( N_q \), the algorithm delivers the final codebook and the corresponding quantization region for each codeword vector.

The difference in mismatch rate between the first and third quantization method also becomes much more significant when increasing the size of the codebook vector. For an SNR of 20 dB and \( N_q = 32 \) quantization regions, we notice a probability of 75% that Alice and Bob quantize to different regions when using first method (concentric circles), as compared to 24% when using the LBG algorithm.

Once such partitioning boundaries have been determined, a Gray-like bit mapping can be assigned to the regions.

A. Key Probability Distribution

The one-time pad perfect secrecy is achieved under two important assumptions, namely that the pad length is at least the size of the message to be encrypted, and that the key is selected at random with a uniform distribution. Thus, achieving a low SER is not sufficient, provided the uniform distribution requirement is not entirely satisfied. Since the key distribution is a parameter that is assumed to be known to the eavesdropper, a non-uniform distribution will result in some keys being more probable than others, facilitating potentially successful analytical attacks. When the output distribution provided by the quantizer is not uniform, the perfect secrecy condition requiring the eavesdroppers equivocation to be equal to the entropy of the message is not satisfied. While the first two quantization methods are constructed with a circularly symmetric zero-mean Gaussian input distribution in mind,

Table I

<table>
<thead>
<tr>
<th>Region</th>
<th>METHOD (a)</th>
<th>METHOD (b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( r_{\text{min}_i} )</td>
<td>( r_{\text{max}_i} )</td>
</tr>
<tr>
<td>( \mathcal{R}_1 )</td>
<td>0</td>
<td>0.758 ( \sigma )</td>
</tr>
<tr>
<td>( \mathcal{R}_2 )</td>
<td>0.758 ( \sigma )</td>
<td>1.177 ( \sigma )</td>
</tr>
<tr>
<td>( \mathcal{R}_3 )</td>
<td>1.177 ( \sigma )</td>
<td>1.665 ( \sigma )</td>
</tr>
<tr>
<td>( \mathcal{R}_4 )</td>
<td>1.665 ( \sigma )</td>
<td>( \infty )</td>
</tr>
</tbody>
</table>

with variance \( \sigma \), and, by construction, deliver a uniform output distribution of the symbols, regardless of the codebook size\(^1\), the LBG algorithm can be used for any arbitrary distribution. However, we show in Fig. 5 that the LBG quantization fails to deliver an exact uniform output distribution, even for small codebook lengths, i.e., \( N_q = 4 \). The non-uniformity of the distribution becomes even more pronounced for higher alphabets. Figure 4 shows the distribution of measurement points across \( N_q = 32 \) Voronoi regions delivered by the LBG algorithm. The non-uniformity can be expressed as a rate loss which we have taken into account in Fig. 3 by a corresponding right shift of the LBG curves. The rate loss corresponds to ideal source coding to make the distribution uniform. Overall, the best error performance among the three cases analyzed is provided by the second quantization method for the case of four regions, with only a slight advantage over the LBG algorithm.

IV. Key Reconciliation

For notation simplicity, we will denote an analog complex measurement estimate at Alice, \( \hat{h}_A \), by \( a = x_A + jy_A \), and a channel estimate at Bob, \( \hat{h}_B \), by \( b = x_B + jy_B \), where \((x, y)\) denote the real and imaginary parts, respectively. These values represent the AWGN-disturbed measurements of the ideal channel sample \( c = x_{ch} + jy_{ch} \), at Alice and Bob, respectively. The input to the LDPC decoder consists of two sets of log-likelihood ratios (LLRs), one for the parity symbols received from Alice, and one for Bob’s own estimates of the channel, assuming Alice’s key bits as "correct" reference. In general,

\(^1\)We only provide here a table of quantization boundaries for four quantization regions, although the limits for higher codebook sizes can be easily computed by integrating the complex Gaussian input distribution and imposing equal "volumes" in each region, i.e., uniform output distribution.
the LLR for a measurement value at Bob can be computed according to (1), where \( p(b|a \in R_i) \) is the probability density function of Bob’s measurement \( b \) given that Alice quantized its corresponding value \( a \) to region \( R_i \).

\[
\text{LLR}(b) = \ln \frac{p(b|a \in R_i)}{p(b|a \notin R_i)}
\]

(1)

Previous works, such as [13], consider a noiseless environment for the transmission of side information, or simply consider the same formulation for the information bits, as for the parity (syndrome) bits that are transmitted over the physical channel. This is, however, inaccurate, and leads to sub-optimum decoding.

While the LLR computation for the parity bits is trivial (2), since they might just experience a standard AWGN channel with variance \( \sigma_B^2 \), the calculation of the LLRs for Bob’s information bits is much more problematic, due to the fact that Bob’s decoding of the information bits is subject to what Alice quantized to.

\[
\text{LLR}_{\text{parity}}(b) = \ln \left( \frac{e^{-\frac{b^2}{2\sigma_B^2}}}{e^{-\frac{b^2}{2\sigma_A^2}}} \right) = \frac{2b}{\sigma_B^2}.
\]

(2)

The LLR formulation for the information bits at Bob has to account for the fact that Alice measures the channel with error determined by \( \sigma_A^2 \), and then quantizes. Nevertheless, Bob assumes that whatever Alice quantized to represents the correct key and it has to reconcile with her values. In [6], we have shown that the general formula for the LLR for the information symbols, assuming a uniform distribution of the quantized measurements across \( N_y \) regions, to be as follows

\[
\text{LLR}(b) = \ln \frac{(N_y - 1) P(a \in R_i|b)}{P(a \notin R_i|b)}
\]

(3)

where \( P(a \in R_i|b) \) represents the probability that Alice quantized its value \( a \) to region \( R_i \), given current measurement value \( b \) at Bob. In more intuitive terms, Eq. (3) is a measure of the log-likelihood that given a noisy value of the channel at Bob, Alice quantized her noisy counterpart to a certain region \( R_i \), and not the others. Now, by iterating through all the possible regions and computing LLRs for \( b \), a vector of LLRs is produced for every variable node of the LDPC decoder that is associated with the channel measurements (information symbols). In [6] we provide a complete derivation of the exact LLR formulation when the channel distribution is a circularly symmetric Gaussian.

Equation (4) shows the LLR expression when the concentric circles quantization is used. For this specific quantization method, a transformation to polar coordinates, such as the one shown in Fig. 9, allows us to express parts of the LLR expression with modified Bessel functions of the first kind \( J_0 \) as given by (4). Such a simplification leads to a significant reduction in the number of numerical integrations. However, this is only possible for the concentric circles quantization, which comes with the disadvantage of a worse SER performance than any of the other two methods. The LLR for the slices quantization is given in (5), while the one for arbitrary Voronoi regions is given by (6). The LLRs in (4) – (6) are functions of \( b \) that can be viewed as resulting from the convolution of the noise and channel densities, and can be computed in advance by numerical integration, and stored, for a wide range of values of \( b \) values and SNRs, in order to speed up the LDPC decoder.

V. NUMERICAL RESULTS

In this section, we provide some numerical results for the intrinsic LLRs required by the LDPC decoder on Bob’s side, necessary for key reconciliation, given the three different types of quantization discussed.

We show in Fig. 6 the numerical results obtained for the log-likelihood ratios for the first type of quantization, for an SNR=14 dB, where the SNR is defined as \( \sigma_A^2/\sigma_B^2 \). Figure 6 shows for every possible value of \( b \), in Cartesian coordinates, \((x_B, y_B)\), the probability that Alice quantized to region \( R_3 \) and not to any other regions. As expected, for values of \( b \) that would be also in region \( R_3 \) and fall sufficiently far away
from any quantization boundaries, the LLR is maximum. As $b$ takes values closer to the quantization thresholds and into other regions, the LLR decreases to a minimum. This is the case for regions $R_1$, $R_2$, and $R_4$. For the second quantization method (b), Fig. 7 shows the log-likelihood plot for one of the external slices. Figure 8 shows the log-likelihood for $R_3$, for the case of the arbitrary Voronoi quantization regions, as provided by the LG algorithm. The numbering of the regions is the one provided in Fig. 2. For our simulations, we used a discrete grid for $b$ with incremental values of 0.05 between $[-3.5, 3.5]$ for both axes.

VI. Conclusion

We have investigated the problem of physical-layer key generation and reconciliation with Slepian-Wolf coding and Low-Density Parity-Check (LDPC) codes in a wireless scenario when two users measure a reciprocal channel with independent noise on both sides. We offered an analysis on the effect of different quantization schemes on the overall error rate performance, or key disagreement rate, assuming imperfect channel measurements. Our results show that for higher codebook sizes, the Linde-Buzo-Gray quantizer does not output a uniform distribution of key symbols, which is of paramount importance for the secrecy aspect, and show a possible quantization scheme that guarantees a uniform output distribution and also provides a slightly lower key disagreement rate than the LGB quantizer. We have further shown the log-likelihood (LLR) formulation required by a soft-decision LDPC decoder for key reconciliation, for each of the quantization schemes analyzed and a circularly symmetric complex Gaussian channel distribution.
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Abstract—We consider the problem of estimating the partition function of the two-dimensional ferromagnetic Ising model in an external magnetic field. The estimation is done via importance sampling in the dual of the Forney factor graph representing the model. Emphasis is on models at low temperature (corresponding to strong and weak coupling parameters).

I. INTRODUCTION

The problem of estimating the partition function of the finite-size two-dimensional (2D) ferromagnetic Ising model in a consistent external field is considered. Applying factor graph duality to address the problem has been investigated in [1]–[4]. It was demonstrated in [1] that Monte Carlo methods based on the dual factor graph work very well for the Ising model at low temperature. In contrast, Monte Carlo methods in the primal/original graph suffer from critical slowing down and erratic convergence to estimate the partition function in the low-temperature regime [5]. Monte Carlo methods (based on uniform sampling and Gibbs sampling) in the dual factor graph were also proposed in [1] to estimate the partition function of the 2D Ising model without an external field.

In this paper, we continue this research to extend the results of [1], [2] to models with a mixture of strong and weak coupling parameters and in the presence of an external magnetic field. After defining an auxiliary probability mass function in the dual Forney factor graph of the model, we propose an importance sampling algorithm that can efficiently estimate the partition function. A similar importance sampling algorithm, designed specifically for models in a strong external field, was recently proposed in [2].

The paper is organized as follows. We review the Forney factor graph representation of the 2D Ising model in an external field in Section II. Section III discusses dual Forney factor graphs and the normal factor graph duality theorem. The importance sampling algorithm is described in Section IV. In Section V, we report numerical experiments.

II. THE ISING MODEL IN AN EXTERNAL MAGNETIC FIELD

Let $X_1, X_2, \ldots, X_N$ be a set of discrete binary random variables arranged on the sites of a 2D lattice. We suppose that interactions are restricted to adjacent (nearest-neighbor) variables (see Fig. 1). The real coupling parameter $J_{k,\ell}$ controls the strength of the interaction between adjacent variables $(X_k, X_{\ell})$. The real parameter $H_m$ corresponds to the presence of an external field and controls the strength of the interaction between $X_m$ and the field. Each random variable takes on values in $\mathcal{X} = \{0, 1\}$. Let $x_i$ represent a possible realization of $X_i$, $x$ stand for a configuration $(x_1, x_2, \ldots, x_N)$, and $X$ stand for $(X_1, X_2, \ldots, X_N)$.

The energy of a configuration $x$ is given by [6]

$$
\mathcal{H}(x) = - \sum_{(k, \ell) \in B} J_{k,\ell} \cdot ([x_k = x_\ell] - [x_k \neq x_\ell]) - \sum_{m=1}^{N} H_m \cdot ([x_m = 1] - [x_m = 0])
$$

where $B$ contains all the unordered pairs (bonds) $(k, \ell)$ with non-zero interactions, and $[\cdot]$ denotes the Iverson bracket [7], which evaluates to 1 if the condition in the bracket is satisfied and to 0 otherwise.

In this paper, the focus is on ferromagnetic Ising models characterized by $J_{k,\ell} > 0$ for each $(k, \ell) \in B$. The external field is assumed to be consistent, i.e., it is either assigned to all positive or to all negative values.

The probability that the model is in configuration $x$ is given by the Boltzmann distribution [6]

$$
p_b(x) = \frac{e^{-\beta \mathcal{H}(x)}}{Z}
$$

where the normalization constant $Z$ is the partition function $Z = \sum_{x \in \mathcal{X}^N} e^{-\beta \mathcal{H}(x)}$ and $\beta$ is the inverse temperature. In the rest of this paper, we assume $\beta = 1$. With this assumption, large values of $J$ correspond to models at low temperature. Boundary conditions are assumed to be periodic.

For each adjacent pair $(x_k, x_\ell)$, let $\kappa : \mathcal{X}^2 \to \mathbb{R}_{>0}$

$$
\kappa_{k,\ell}(x_k, x_\ell) = e^{J_{k,\ell} \cdot ([x_k = x_\ell] - [x_k \neq x_\ell])}
$$

and for each $x_m$, let $\tau : \mathcal{X} \to \mathbb{R}_{>0}$

$$
\tau_m(x_m) = e^{H_m \cdot ([x_m = 1] - [x_m = 0])}
$$

We then define $f : \mathcal{X}^N \to \mathbb{R}_{>0}$ as

$$
f(x) \triangleq \prod_{(k, \ell) \in B} \kappa_{k,\ell}(x_k, x_\ell) \prod_{m=1}^{N} \tau_m(x_m)
$$
The corresponding Forney factor graph (normal graph) for
the factorization in (5) is shown in Fig. 1, where the boxes
labeled “+” are equality constraints [8], [9]. In Forney factor
graphs variables are represented by edges.

From (5), \( Z \) in (2) can also be expressed as

\[
Z = \sum_{\mathbf{x} \in \mathcal{X}^N} f(\mathbf{x})
\]

At high temperature (i.e., for small \( J \)), the Boltzmann
distribution (2) approaches the uniform distribution. In this
case, Monte Carlo methods for estimating \( Z \) usually perform
well in the primal factor graph. Estimating \( Z \) in the low-
temperature regime is more challenging [5], [10], [11].

In this paper, we consider models at low temperature (i.e.,
with large \( J \)) and models with a mixture of strong and weak
coupling parameters in an external magnetic field. To compute
an estimate of \( Z \) in this case, we propose an importance
sampling algorithm in the dual of the Forney factor graph of
the 2D Ising model.

III. THE DUAL FORNEY FACTOR GRAPH

We can obtain the dual of the Forney factor graph in Fig. 1,
by replacing each binary variable \( x \) with its dual binary
variable \( \bar{x} \), each factor \( \kappa_{k,l} \) with its 2D Discrete Fourier
transform (DFT), each factor \( \tau_m \) with its one-dimensional (1D)
DFT, and each equality constraint with an XOR factor, cf. [8],
[12]–[14]. Fig. 2 shows the dual Forney factor graph of the 2D
Ising model, where boxes containing “+” symbols represent
XOR factors as

\[
g(\bar{x}_1, \bar{x}_2, \ldots, \bar{x}_k) = [\bar{x}_1 \oplus \bar{x}_2 \oplus \ldots \oplus \bar{x}_k = 0]
\]

the small boxes attached to each XOR factor are given by

\[
\lambda_m(\bar{x}_m) = \begin{cases} \cosh H_m, & \text{if } \bar{x}_m = 0 \\ -\sinh H_m, & \text{if } \bar{x}_m = 1 \end{cases}
\]

and the unlabeled normal-size boxes attached to each equality
constraint represent factors as

\[
\gamma_k(\bar{x}_k) = \begin{cases} 2 \cosh J_k, & \text{if } \bar{x}_k = 0 \\ 2 \sinh J_k, & \text{if } \bar{x}_k = 1 \end{cases}
\]

Here, \( J_k \) is the coupling parameter associated with each
bond. See [1]–[3], for more details on constructing the dual
Forney factor graph of the 2D Ising model.

In the dual domain, we denote the partition function by \( Z_d \).
For the models that we study here, the normal factor graph
duality theorem states that (see [13, Theorem 2])

\[
Z_d = |\mathcal{X}^N| Z
\]

In order to design Monte Carlo methods in the dual Forney
graph, we require factors (8) and (9) to be non-negative. In a
2D Ising model, \( Z \) is invariant under the change of sign of the
external field [6]. Therefore, without loss of generality, we will
assume \( H_m < 0 \) for \( 1 \leq m \leq N \). Under the ferromagnetic
assumption \( J_k \geq 0 \) for \( \{k, \ell\} \in B \). With these assumptions,
(8) and (9) will be non-negative.

Fig. 1: Forney factor graph of the 2D Ising model in an ex-
ternal field, where unlabeled normal-size boxes represent (3),
small boxes represent (4), and boxes containing “-” symbols
are equality constraints.

Fig. 2: The dual Forney factor graph of the 2D Ising model
in an external field, where boxes containing “+” symbols
represent (7), small boxes represent (8), and unlabeled normal-
size boxes represent (9).

IV. THE IMPORTANCE SAMPLING ALGORITHM

The importance sampling algorithm is described on Fig. 2.
We partition \( \mathbf{x} \) into \( \mathbf{x}_A \) and \( \mathbf{x}_B \), with the condition that \( \mathbf{x}_B \)
is a linear combination (involving the XOR factors) of \( \mathbf{x}_A \). In
this set-up, a valid configuration in the dual factor graph can be
created by assigning values to \( \mathbf{x}_A \), followed by computing
\( \mathbf{x}_B \) as a linear combination of \( \mathbf{x}_A \).

An example of such a partitioning is shown in Fig. 3, where \( \mathbf{x}_A \)
is the set of all the variables associated with the thick edges and \( \mathbf{x}_B \) the set of all the variables associated with the remaining thin edges. Accordingly, let \( B_A \subseteq B \) contain the indices of the bonds marked by thick edges and \( B_B = B - B_A \). For a valid configuration \( \mathbf{x} = (\mathbf{x}_A, \mathbf{x}_B) \), let
\( \hat{x}_A = (\hat{y}, \hat{z}) \), where \( \hat{y} \) contains all the thick edges attached to the small unlabeled boxes (involved in (8)) and \( \hat{z} \) contains all the variables associated with the thick bonds (involved in (9)).

We prove that \( w_H(\hat{y}) \), the Hamming weight of \( \hat{y} \), is always even, where the Hamming weight of a vector is the number of non-zero components of that vector [15].

**Lemma 1.** If \( \hat{x} \) is a valid configuration in the dual Forney factor graph, then \( w_H(\hat{y}) \) is even.

**Proof.** We consider \( c = \bigoplus_{t=1}^{N} \tilde{y}_t \) the component-wise XOR of \( \hat{y} \). Each XOR factor imposes the constraint that all its incident variables sum to 0 in GF(2). Each \( \tilde{y}_t \) in \( c \) can thus be expanded as the XOR of the corresponding variables associated with the bonds, furthermore, the variables on the bonds each appear twice in this expansion. Hence \( c = 0 \), i.e., \( w_H(\hat{y}) \) is even.

Lemma 1 implies that \( Z_q \), and thus \( Z \) itself, are invariant under the change of sign of \( H_m \). Indeed, regardless of the sign of \( H_m \), i.e., assigned to all positive or to all negative values \( \prod_{m=1}^{N} \lambda_m(x_m) \) takes the same positive value, cf. (8).

The importance sampling algorithm works as follows. To draw \( \tilde{x}^{(t)} \) at each iteration \( t \), we first draw \( \tilde{x}_A^{(t)} \) according to a suitably defined auxiliary probability mass function on the bonds (see (13)). We then update \( \tilde{x}_B^{(t)} \) to create a valid configuration \( \tilde{x}^{(t)} = (\tilde{x}_A^{(t)}, \tilde{x}_B^{(t)}) \). Updating \( \tilde{x}_B^{(t)} \) at each iteration is easy as \( \tilde{x}_B \) is a linear combination of \( \tilde{x}_A \).

Let us define

\[
\Lambda(\tilde{x}_B) = \prod_{k \in B_A} \gamma_k(\tilde{x}_k)
\]

(11)

\[
\Psi(\tilde{x}_A) = \prod_{k \in B_A} \gamma_k(\tilde{x}_k) \prod_{m=1}^{N} \lambda_m(x_m)
\]

(12)

\[
q(\tilde{x}_A) = \frac{\Psi(\tilde{x}_A)}{Z_q}, \quad \forall \tilde{x}_A \in \mathcal{X}^{[B_A]}
\]

(13)

where \( Z_q \) in (13) is available as

\[
Z_q = \sum_{\tilde{x}_A} \Psi(\tilde{x}_A) = 2^{|B_A|} \exp(\sum_{k \in B_A} J_k - \sum_{m=1}^{N} H_m)
\]

(14)

Here \( |B_A| \) is the cardinality of \( B_A \). Note that \( H_m < 0 \).

The product form of (12) suggests that to draw a sample \( \tilde{x}_A^{(0)} = (\tilde{y}^{(0)}, \tilde{z}^{(0)}) \) according to \( q(\tilde{x}_A) \), two separate subroutines are required, one for the \( \tilde{y}^{(0)} \)-part, and another for the \( \tilde{z}^{(0)} \)-part. To draw the \( \tilde{y}^{(0)} \)-part, we apply:

**repeat**

\[
draw \; u_1^{(t)}, u_2^{(t)}, \ldots, u_N^{(t)} \sim \mathcal{U}[0,1]
\]

for \( m = 1 \) to \( N \)

- if \( u_m^{(t)} < \frac{1}{2}(1 + e^{2H_m}) \)
  \[
  \tilde{y}_m^{(t)} = 0
  \]
- else
  \[
  \tilde{y}_m^{(t)} = 1
  \]
**end if**

**end for**

until \( w_H(\tilde{y}^{(t)}) \) is even

**end for**

**compute**

\[
\hat{Z}_{IS} = \frac{Z_l}{L} \sum_{\ell=1}^{L} \Lambda(\tilde{x}_B^{(t)})
\]

(17)

The criteria to accept \( \tilde{y}^{(t)} \) is based on Lemma 1. The quantity \( \frac{1}{2}(1 + e^{2H_m}) \) is equal to \( \lambda_m(0) / (\lambda_m(0) + \lambda_m(1)) \).

To draw the \( \tilde{z}^{(0)} \)-part, the following subroutine is applied.

\[
draw \; u_1^{(0)}, u_2^{(0)}, \ldots, u_{|B_A|}^{(0)} \sim \mathcal{U}[0,1]
\]

for \( k = 1 \) to \( |B_A| \)

- if \( u_k^{(0)} < \frac{1}{2}(1 + e^{-2J_k}) \)
  \[
  \tilde{z}_k^{(0)} = 0
  \]
- else
  \[
  \tilde{z}_k^{(0)} = 1
  \]
**end if**

**end for**

Here, \( \frac{1}{2}(1 + e^{-2J_k}) \) is equal to \( \gamma_k(0) / (\gamma_k(0) + \gamma_k(1)) \). We can then create \( \tilde{x}_A^{(0)} \) as a concatenation of \( \tilde{y}^{(0)} \) and \( \tilde{z}^{(0)} \).

It is possible to compute the probability of rejection in the algorithm. E.g., if the model is in a constant external field \( H \)

\[
P(\tilde{y}^{(t)} \text{ is odd}) = \sinh(N|H|)e^{-N|H|}
\]

(15)

\[
\leq 0.5
\]

(16)

The two previous subroutines will provide \( i.i.d. \) samples \( \tilde{x}_A^{(1)}, \tilde{x}_A^{(2)}, \ldots, \tilde{x}_A^{(t)}, \ldots \) according to (13). Updating \( \tilde{x}_B^{(t)} \) is easy after generating \( \tilde{x}_A^{(t)} \). The created samples are then used in the following importance sampling algorithm in order to estimate \( Z_d \).

**end for**

**compute**

\[
\hat{Z}_{IS} = \frac{Z_l}{L} \sum_{\ell=1}^{L} \Lambda(\tilde{x}_B^{(t)})
\]

(17)
Lemma 2. $\hat{Z}_{\text{IS}}$ is an unbiased estimator of $Z_d$.

Proof.

$$E_q[\hat{Z}_{\text{IS}}] = E_q\left[\frac{1}{L} \sum_{\ell=1}^{L} \Lambda(\tilde{X}(\ell)_{B})\right]$$

$$= Z_q \cdot E_q\left[\Lambda(\tilde{X})\right]$$

$$= \sum_{\tilde{x}_A} \Psi(\tilde{x}_A) \cdot \Lambda(\tilde{x}_B)$$

$$= Z_d$$

The estimate of $Z_d$ is then used to compute a Monte Carlo estimate of $Z$, as in (6), via the normal factor graph duality theorem (cf. Section III).

The accuracy of (17) depends on the fluctuations of $\Lambda(\tilde{x}_B)$. If $\Lambda(\tilde{x}_B)$ varies smoothly, $\hat{Z}_{\text{IS}}$ will have a small variance. From (9) and (11), we expect to observe a small variance if $J_k$ is large for $k \in B_B$ – as for large values of $J_k$, each factor (9) tends to a constant factor. For more details, see [4].

We emphasize that our choice of partitioning in Fig. 3 is not unique. Fig. 4 shows another example of a partitioning in the dual Forney factor graph whose corresponding partitioning in the primal factor graph is not cycle-free. A partitioning which gives rise to a slightly different importance sampling algorithm (with no rejections) is discussed in [4].

The proposed algorithm is applicable to the Ising model in the absence of an external field as well. Indeed, partitionings in Figs. 3 and 4 are valid even when the external field is not present. We will consider Ising models without an external field in our numerical experiments in Section V-A.

That being the case, to observe fast convergence in the dual domain, not all the coupling parameters need to be strong, but a restricted subset of them. The method of this paper can thus be regarded as supplementary to the ones presented in [1] and [2], where the focus is on models at low temperature (corresponding to models in which all the coupling parameters are strong) and on models in a strong external field.

V. NUMERICAL EXPERIMENTS

We apply the importance sampling algorithm to estimate the log partition function per site, i.e., $\frac{1}{N} \ln Z$, of 2D Ising models. All simulation results show $\frac{1}{N} \ln Z$ vs. the number of samples for one instance$^1$ of the model with periodic boundaries.

We consider 2D ferromagnetic Ising models with spatially varying (edge-dependent) coupling parameters without an external field in Section V-A. We will also compare the efficiency of the importance sampling algorithm with uniform sampling. Comparisons with Gibbs sampling and the Swendsen-Wang algorithm [16] are discussed in [4]. 2D ferromagnetic Ising models in an external field with spatially varying model parameters are considered in Section V-B.

$^1$In statistical physics, estimating quantities for a fixed set of couplings (generated according to some distribution) is called the “quenched average”.

---

**Fig. 4:** Another example of a partitioning of variables in the dual Forney factor graph of the 2D Ising model.

**Fig. 5:** Estimated log partition function per site vs. the number of samples for a $30 \times 30$ Ising model, with $J_k \sim U[1.0, 1.25]$ for $k \in B_A$ and $J_k \sim U[1.25, 1.5]$ for $k \in B_B$. The plot shows five different sample paths obtained from importance sampling (solid black lines) and five different sample paths obtained from uniform sampling (dashed blue lines) on the dual factor graph.

---

A. 2D Ising models without an external field

We consider a 2D Ising model of size $N = 30 \times 30$ without an external magnetic field. For $k \in B_A$, we set $J_k \sim U[1.0, 1.25]$ and for $k \in B_B$, set $J_k \sim U[1.25, 1.5]$.

Fig. 5 shows simulation results obtained from importance sampling (solid lines) and from uniform sampling (dashed lines) in the dual Forney factor graph. From Fig. 5, the estimated log partition function per site is about 2.503.

We observe that importance sampling outperforms uniform sampling (with virtually the same amount of computation time); see also [2], [4].
Fig. 6: Estimated log partition function per site vs. the number of samples for a 50 × 50 Ising model, with \( J_k \sim \mathcal{U}[0.1, 1.0] \) for \( k \in B_A \) and \( H_m \sim \mathcal{U}[-0.8, -0.2] \) for \( 1 \leq m \leq N \); for \( k \in B_B \) (left), \( J_k \sim \mathcal{U}[1.0, 1.2] \), (middle) \( J_k \sim \mathcal{U}[1.2, 1.4] \), and (right) \( J_k \sim \mathcal{U}[1.4, 1.6] \). Each plot shows ten different sample paths obtained from importance sampling on the dual factor graph.

B. 2D Ising models in an external field

We set \( N = 50 \times 50 \), \( J_k \overset{\text{i.i.d.}}{\sim} \mathcal{U}[0.1, 1.0] \) for \( k \in B_A \), and \( H_m \overset{\text{i.i.d.}}{\sim} \mathcal{U}[-0.8, -0.2] \) for \( 1 \leq m \leq N \) in all the experiments.

In the first experiment, \( J_k \overset{\text{i.i.d.}}{\sim} \mathcal{U}[1.0, 1.2] \) for \( k \in B_B \). Simulation results obtained from importance sampling in the dual factor graph are shown in Fig. 6 (left). In the second experiment, \( J_k \overset{\text{i.i.d.}}{\sim} \mathcal{U}[1.4, 1.5] \) for \( k \in B_B \). Fig. 6 (middle) shows simulation results. We set \( J_k \overset{\text{i.i.d.}}{\sim} \mathcal{U}[1.4, 1.6] \) for \( k \in B_B \) in the third experiment. Simulation results are shown in Fig. 6 (right), where the estimated \( \frac{1}{k} \ln Z \) is about 2.5518. Notice that in Fig. 6 from left to right, the range of the y-axis is 0.015, 0.008, and 0.006, respectively.

In agreement with our analysis in Section IV, we observe that convergence improves as \( J_k \) becomes larger for \( k \in B_B \).

VI. Conclusion

An importance sampling algorithm was presented for estimating the partition function of the 2D ferromagnetic Ising model in a consistent external magnetic field. The algorithm is described in the dual Forney factor graph representing the model. After introducing a partitioning and an auxiliary importance sampling distribution, the method operates by first simulating a subset of the variables, followed by doing computations over the remaining ones. The algorithm can efficiently estimate the partition function when the model is at low temperature or when the model contains a mixture of strong and weak coupling parameters. The proposed algorithm is applicable to the 3D Ising model and the q-state Potts model in an external field as well. For duality results in the context of statistical physics, see, e.g., [17], [18], [19], Chapter 10.
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Abstract—Future generations of cellular networks will have higher node density, larger number of antennas per node, and wider bandwidth. This paper develops capacity scaling laws for such networks by explicitly incorporating the impact of bandwidth on capacity. The main contribution is a capacity scaling upper bound for a cellular-type network architecture without base station cooperation. This upper bound is shown to be tight, as it provides the same scaling as an infrastructure multi-hop protocol introduced in previous work. The results show that large cellular networks transition from bandwidth-limited to power-limited capacities depending on the scaling of the bandwidth compared to the scaling of the number of nodes and that single hop protocols are suboptimal except when the bandwidth scaling is small.
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I. INTRODUCTION

Wireless standardization bodies have begun to consider deployment of millimeter wave (mmWave) technology with frequencies in the range $30 \sim 300$GHz, leading to large amounts of spectrum available for communication [1]. Other technologies that increase available system bandwidth, such as carrier aggregation across bands and opportunistic cognitive reuse of occupied bands, are also being considered for future generations of cellular networks.

The conventional analysis of a point-to-point wideband channel exhibits a transition from a high-SNR regime where rate grows with bandwidth to a low-SNR regime where rate is power-limited [2]. However, since practical networking protocols usually divide the available bandwidth among nodes in some form, the fact that system bandwidth is increasing does not necessarily imply that a network with large number of nodes will experience the effects described in the wideband point-to-point channel model.

While the exact capacity region of a large network is not known, capacity scaling laws provide a useful framework that characterizes the growth of the capacity region as the number of nodes increases [3]. In order to quantify the impact of increasing bandwidth on network capacity, considered in the light of other resources that also increase the available degrees of freedom, this paper provides a scaling law analysis of a cellular network operating in the wideband regime.

From an information theoretic perspective, mmWave, carrier aggregation, massive Multiple Input Multiple Output (MIMO) and dense cellular deployments are all, in essence, various ways to increase the fundamental degrees of freedom of the network: bandwidth, antennas and infrastructure density. To evaluate the potential value of each of these technologies, this paper derives an upper bound on the scaling of per node capacity of cellular networks under parametric scaling of these dimensions. Our analysis follows along the lines of the classic scaling laws results [3]–[9], but is applied to cellular networks rather than ad-hoc networks. Specifically, we consider a large cellular network with $n$ mobile nodes, with various scalings in $n$ of parameters such as the bandwidth, area, number of base stations (BSs) and number of BS antennas. In addition, we consider that BSs do not cooperate and nodes communicate with their closest BS, creating two traffic flows usually found in cellular networks, consisting of uplink and downlink transmissions. This produces different scaling properties than those in ad-hoc networks with infrastructure assistance [7]–[9].

Considering a deterministic channel model, our main result determines an upper bound to the throughput capacity scaling using cut-set arguments, by separating each single BS from the rest of the network. The cut of the network effectively forms a combined point-to-point MIMO system that displays a behavior resembling that of point-to-point channels. The upper bound meets a lower bound achieved by an infrastructure multi-hop (IMH) protocol whose throughput scaling was described for fading channels in [10], thereby establishing the capacity of cellular networks without BS cooperation, with two scaling regimes:

- In the bandwidth limited regime, bandwidth grows slower than the power that can be delivered towards the aggregate network, and throughput scales with the degrees of freedom of the network.
- In the power limited regime, bandwidth grows faster than the power transfer, and throughput scales at most with the power delivered to the nodes.

The rest of the paper is organized as follows. In Section II we provide a brief overview of the literature on capacity scaling laws analysis. In Section III we describe our models for a large cellular network with increasing number of users, and the channel between terminals. In Section IV we describe the
upper bound on the throughput capacity, establish the optimal throughput scaling and discuss different operating regimes. Finally, Section V concludes the paper.

II. OVERVIEW OF CAPACITY SCALING LAWS

Capacity scaling law analysis started with the seminal work of Gupta and Kumar [3] where they studied the scaling of the rate $R(n)$ achieved by each node in an ad-hoc network with $n$ nodes distributed in a unit area (called dense network). Their protocols exhibit a scaling of $R(n) \propto \Theta(\frac{1}{\sqrt{n}})^4$. This suggests that using the protocols in [3] it is not possible to increase the number of nodes in network arbitrarily without sacrificing rates. Similar results exist for extended network models [4], where $n$ users spread over an area $\Theta(n)$ with constant user density, instead of a fixed area with user density $\Theta(n)$.

Ozgur, Lévêque and Tse [4] introduced hierarchical cooperation (HC), and showed that HC achieves linear scaling $R(n) = \Theta(1)$ in dense networks and improves the Gupta-Kumar result to $\Theta(n^{1-\alpha/2})$ in extended networks with a low path-loss exponent $\alpha < 3$. Under HC, nodes cooperate to form virtual antenna arrays, and for a sufficiently high number of layers of cooperation, it would be possible to break the original limitation and grow the number of nodes arbitrarily without incurring any rate penalty. However, Franceschetti, Migliore and Minero [5] pointed out that the physical degrees of freedom of a signal within a bounded area are finite. It would be unrealistic to assume that as the number of nodes increases, all channel coefficients remain independent. Thus the result in [4] would be an artifact of optimistic independence assumptions. Considering these constraints, [5] obtained an ultimate limitation to scaling of $R(n)$ as $\Theta(\frac{\log(n)}{\sqrt{n}})$. In [6], Ozgur, Johary, Tse and Lévêque proposed an argument to harmonize the results of [4] and [5]. Even though for very high $n$ channels do become dependent, this occurs at values of $n$ so high that there would exist first a transitory regime with high, but finite, values of $n$ where the linear scaling analysis holds. In [6] the same authors also introduced the concept of operating regimes, by allowing area to scale with an arbitrary exponent of $n$, $A \propto n^\nu$. A threshold on exponent $\nu$ separates two regimes: for small $\nu$ network capacity behaves similarly than the dense network model and for $\nu$ above the threshold network capacity behaves as in the extended network model.

Recently, the ability of HC to achieve linear scaling was put into question in [12]. It was found that under practical limitations, the optimal number of layers in a HC implementation would be small, contradicting the theoretical analysis where rate improves with the number of layers and for achieving the linear scaling a very large number of layers is necessary. There have been other extensions of scaling law analysis in ad-hoc networks introducing cooperation, mobility, broadcast, infrastructure or large bandwidth. Readers are referred to [13] for a comprehensive review.

Most literature on scaling laws follows ad-hoc network models, which have different traffic demand than a cellular network. Even though [7]–[9] have modeled ad-hoc networks with infrastructure support, the use of infrastructure in these models is only as an intermediary to help the delivery of ad-hoc type communications. In these works, data always flows from one node to another, with destinations randomly picked across the network. More importantly, in such models it is always possible to fall back to pure ad-hoc protocols ignoring the presence of infrastructure when this is beneficial.

A. Our Contributions

In this paper, rather than ad-hoc networks supported by infrastructure, we consider the traffic flows typical in cellular networks, where each node sustains uplink and downlink data flows with its closest BS. On the one hand, this reduces the typical distance between source-destination pairs; on the other hand, this model may cause rates of many users to concentrate at the same BS causing bottlenecks that cannot be avoided by dropping the infrastructure and falling back to pure ad-hoc protocols. Both our approach and that of [8] have in common the presence of infrastructure with arbitrary scaling density, but the difference in the traffic renders the ultimate scaling limitations very different.

The main innovation of our analysis is including the impact of very large bandwidths in capacity scaling. This provides a characterization of a bandwidth threshold beyond which a large network stops benefiting from the bandwidth increase and experiences power limitations, mirroring the well-known fact that point-to-point links become power-limited when bandwidth is large.

Most scaling analyses [3]–[9] considered a fixed bandwidth. However, a network with a fixed bandwidth would only exhibit low SNRs in long-distance links with a high path loss, scaling with the dimensions of the network and unrelated to bandwidth. This occurs because it is always possible to slice the constant bandwidth in small narrowband chunks as the number of nodes $n$ grows. In order to study large system bandwidth $W$, one could have $W \to \infty$ and then let $n$ grow, as in [14]. Nonetheless, this method forces the network to be always power-limited, rather than providing insights on the bandwidth scaling necessary to enter power-limitation, and its interplay with network architecture and rates. In our model, the goal is to investigate what happens between the two extremes: for this we take limits on $W$ and $n$ increasing to infinity at the same time, following an exponential relation:

$$\psi := \lim_{n,W \to \infty} \frac{\log W}{\log n},$$

and the cases in the literature correspond to $\psi = 0$ and $\psi = \infty$.  

III. NETWORK AND CHANNEL MODELS

A. Network Model

We consider a sequence of cellular wireless networks indexed by $n$, where $n$ is the number of single-antenna nodes
uniformly distributed in an area $A$. The network is supported by $m$ BSs that do not cooperate, with $\ell$ antennas each, and communication takes place over an increasing bandwidth $W$.

Table I defines the scaling relation between $n$ and the different network parameters. Here $W_0$, $A_0$, $m_0$, $l_0$, $k_0$ are fixed constants. The exponents of the number of BSs and BS antennas are taken from [8]. The constraint $\beta + \gamma \leq 1$ ensures that the number of infrastructure antennas per node does not grow without bound. The scaling of the network area is as proposed by [6] to model a continuum of operating regimes between dense ($\nu = 0$) and extended ($\nu = 1$) networks. We introduce the bandwidth scaling exponent $\psi$ as shown in (1). Note that $\psi < 1$ represents that bandwidth per node decreases as the number of nodes increases, while $\psi > 1$ represents asymptotically infinite bandwidth per node.

We consider BSs that are placed at fixed distances of each other, dividing the network area in regular hexagonal cells around each BS with radius $r_{\text{cell}}$ with asymptotically $\frac{n}{m}$ nodes each. The downlink from the BS to the nodes and the uplink from the nodes to the BS operate independently in alternate time division duplex (TDD) frames. This imposes a $\frac{1}{2}$ penalty in rate but otherwise does not alter the scaling of capacity with $n$. Note that BSs cannot receive in the downlink phase or transmit in uplink, while nodes can do both. Due to random node placement, the rate achievable by any individual user is a random variable which depends on the particular downlink or uplink protocol used. The following definitions are adapted from [3].

**Definition 1.** A downlink (uplink) rate of $R_{\text{DL}}(n)$ ($R_{\text{UL}}(n)$) bits per second per node is feasible in a realization of the cellular network if there exists a protocol that achieves in all nodes.

The feasible rate is evaluated on a realization of the random node locations, and feasibility of some rates will depend on distances in a specific layout. In the following definition we remove the randomness of Def. 1 by requiring a rate scaling at the frontier of feasible rates with probability one.

**Definition 2.** The downlink (uplink) per node throughput capacity scaling $C_{\text{DL}}(n)$ ($C_{\text{UL}}(n)$) of a set of random cellular networks is of the order $\Theta(f(n))$ bits per second per node if there are constants $c_1 < c_2$ such that.

\[
\lim_{n \to \infty} P(R_{\text{DL}}(n) = c_1 f(n)) = 1 \\
\lim_{n \to \infty} P(R_{\text{UL}}(n) = c_2 f(n)) < 1
\]

Table I defines the scaling exponents of network parameters.

<table>
<thead>
<tr>
<th>Exponent</th>
<th>Range</th>
<th>Parameter (vs. no. of nodes $n$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi$</td>
<td>$[0, \infty)$</td>
<td>Bandwidth $W = W_0 n^\nu$</td>
</tr>
<tr>
<td>$\nu$</td>
<td>$[0, 1]$</td>
<td>Area $A = A_0 n^\nu$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$[0, 1]$</td>
<td>No. of BSs $m = m_0 n^\beta$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$[0, 1 - \beta]$</td>
<td>No. of BS antennas $\ell = \ell_0 n^\gamma$</td>
</tr>
</tbody>
</table>

**B. Channel Model**

Between a transmitter $t$ and receiver $r$, we consider a MIMO additive white Gaussian noise channel with deterministic full rank matrix $\mathbf{H}_{t,r} \in \mathbb{C}^{\ell \times \pi_j \theta}$, where $\ell$ is the number of BS antennas and $\pi_j \theta$ is the number of nodes. Each entry of the channel matrix has unit gain and an arbitrary phase, $h_{t,r}(l,j) = e^{2\pi j \theta l,j}$, so that the channel squared norm satisfies $|\mathbf{H}|^2 = \ell \pi_j \theta$. The distance between transmitter and receiver, $d_{t,r}$, defines the macroscopic pathloss gain $d_{t,r}^{-\alpha}$. Average transmission power constraints of nodes and BSs are $P_c$ and $P_{\text{BS}}$, respectively. Our results can be extended to random fading models with moderate effort.

The signal at the receiver is given by

\[
y_r = d_{t,r}^{-\frac{\alpha}{2}} \mathbf{H}_{t,r} \mathbf{x}_t + \mathbf{z}_r
\]

where $\mathbf{x}_t$ is the signal transmitted by $t$ with period $T_n = 1/W$, satisfying $E[|\mathbf{x}_t|^2] \leq P_c$. Here $P_t$ depends on the type of transmitter and the fraction of its power dedicated towards $r$. The thermal noise at the receiver is $\mathbf{z}_r \sim \mathcal{CN}(0, N_0 \mathbf{I}_r)$.

In practice it is expected that mmWave channels do not have a rich enough scattering to display full rank channel matrices in the physical channels, but our results apply all the same to these non-full rank channels by appropriately projecting the dimensions of the antenna arrays to a smaller subspace and a small-dimensional full rank matrix that captures the equivalent effective array dimensions. Hereafter, we will use the term “number of antennas $t_r$” to refer to the effective independent antenna array dimensions and represent by $\ell_t$ and $\ell_r$ the effective number of transmit and receive antennas.

The upper bounds developed in this paper consider cuts separating one transmitter from the rest of the network, applying this channel model to one virtual transmitter and one virtual receiver containing all the antennas on each side of the cut. As we argue in Sec. IV, the upper bound is achievable in a scaling law sense and, even though we do not consider full BS cooperation, it represents the scaling with perfect interference suppression. The achievable schemes that illustrate this were presented originally for non-coherent fading channels in [10]; here they have been adapted to follow the channel model (4) with proper modifications to incorporate interference from other cells.

**IV. Characterization of Capacity Scaling**

In this section, we first present an upper bound to the throughput capacity scaling of large cellular networks, and then we illustrate that an adaptation of the multi-hop protocol presented in [10] for fading channels to our channel model achieves this scaling.

**Theorem 1.** The downlink throughput capacity scaling $C_{\text{DL}}(n)$ of random cellular networks is upper bounded by

\[
\Theta \left( n^{\beta+\gamma-1+\min(\psi, (1-\nu) \frac{\nu}{2})} \right),
\]

and the uplink throughput capacity scaling $C_{\text{UL}}(n)$ by

\[
\Theta \left( n^{\min(\psi, (1-\nu) \frac{\nu}{2})} \right),
\]

both with probability 1 as $n \to \infty$.  
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Proof. We introduce the detailed analysis for downlink. Uplink follows similarly.

Since our network model assumes no cooperation between BSs, we obtain an upper bound of the sum-rate of the users served by each BS by considering a cut separating that BS from the rest of the network. At the receiving side of the cut there is perfect cooperation among $n$ receiver nodes and another $m-1$ BS transmitters, resulting in perfectly-known interference that can be canceled.

This reduces the communication problem into a point-to-point MIMO channel consisting of a single transmitter-receiver pair with dimensions $t = [t_e, t] = n$. We represent the distance from each node $r$ to BS $t$ in a diagonal matrix $D_t \triangleq \{ \lambda^t_{r} = \lambda^t_{r} \}$, and write the signals from all BSs to all nodes by extending (4) as

$$y = D_t H_t x_t + \sum_{t' \neq t} D_t H_{t'} x_{t'} + z$$

(7)

where $H_t$ refers to the small scale fading channel matrix between BS $t$ and all receivers. All nodes and the other BSs cooperate perfectly, canceling the second term and leaving a non-interfering point-to-point MIMO channel.

Hence, the DL sum rate on the cell of BS $t \in [1, m]$, denoted by $T_{DL-t}(n)$ is bounded by

$$T_{DL-t}(n) \leq \max_{Q_{x_t}} W \log \det \left( I_n + \frac{1}{W N_0} D_t H_t Q_{x_t} H_t^H D_t^H \right)$$

(8)

where we represent by $Q_{x_t}$ the normalized covariance matrix of the transmitted signal $x_t$, with its power constraint expressed as $\text{tr}(Q_{x_t}) \leq P_{BS}$.

By the assumption that channel matrices are full rank and $\ell \leq n$, following standard arguments in [2, (7.10)], it can be shown that the upper bound in (8) can be expressed as a power allocation over the eigenvalues $\lambda^t_r$ of the matrix $D_t H_t$.

$$T_{DL-t}(n) \leq \max_{P_t} W \sum_{i=1}^{\ell} \log \left( 1 + \frac{P_t \lambda^t_{i} \lambda^t_{i}}{W N_0} \right)$$

(9)

We can use the trace of the matrix to upper bound each eigenvalue separately $\lambda^t_{i} \leq \tr(D_t H_t H_t^H D_t^H) \leq \ell \sum_{r=1}^{n} d^t_{r, r}$. Due to the fact that all terms in this upper bound are equal and the convexity of the logarithm, the power allocation $P_t = \frac{P_{BS}}{\ell}$ maximizes this upper bound. Hence

$$T_{DL-t}(n) \leq W \ell \log \left( 1 + \frac{P_{BS}}{W N_0} \sum_{r=1}^{n} d^t_{r, r} \right)$$

(10)

Notice that if $\lim_{n \rightarrow \infty} \frac{P_{BS}}{W N_0} \sum_{r=1}^{n} d^t_{r, r} = \infty$, then the upper bound in (10) becomes degrees-of-freedom-limited. In this regime (10) scales as $\Theta(W \ell)$.

Conversely, only if all links produce a low power at the same time, satisfying $\lim_{n \rightarrow \infty} \frac{P_{BS}}{W N_0} \sum_{r=1}^{n} d^t_{r, r} = 0$, the network is in the power-limited regime and (10) scales as $\Theta(t P_{BS})$.

The sum $\sum_{r=1}^{n} d^t_{r, r}$ can be calculated using the exponential stripping method described in [15]. Consider a series of concentric rings centered at the BS $t$ with inner radius $r_i = n \pi e^{-\frac{r_i}{2}}$ and outer radius $r_{i+1}$. Recall that the user density scales as $n^{1-\nu}$ and network area as $n^{\nu}$, thus the number of nodes contained in each disc is $S_i \leq ne^{1-\nu}$ with high probability. Using this, we can upper bound the sum over $n$ by summing over these discs and lower-bounding distance in each disc by the inner radius. Moreover, we have that an area of $n^{1-\nu}$ is the smallest that contains one node w.h.p. so the sum ends at $i \leq \lfloor \log n \rfloor + 1$, assigning distance $\frac{r_i}{2}$ to the last term instead.

$$\sum_{r=1}^{n} d^t_{r, r} \leq \sum_{i=1}^{\lfloor \log n \rfloor + 1} S_i r_i^{\alpha}$$

$$\leq \sum_{i=1}^{\lfloor \log n \rfloor + 1} ne^{(1-\frac{\nu}{2}) e^{\frac{r_i}{2}}} + e^{(1-\frac{\nu}{2}) e^{\frac{r_1}{2}}}$$

$$\leq n^{(1-\nu)} e^{(1-\frac{\nu}{2}) e^{\frac{r_0}{2}}}$$

(11)

where the third inequality is due to $e^{r_0/2} \leq e^{\max(i) \frac{r_0}{2}}$.

Examining Table I this leads to

$$T_{DL-t}(n) = \Theta \left( \left( n^{\beta+\gamma-1} + \min_{n} \psi(1-\nu) \frac{1}{2} \right) \right)$$

(12)

Now, by symmetry, each of the $n$ single-BS cuts gives the same upper bound to the rate of the users served by that BS. By the requirement that feasible rate is guaranteed to all users, the throughput capacity of the network is upper bounded by

$$R_{DL}(n) \leq \min_{n} \Theta \left( \frac{1}{n} \sum_{t=1}^{m} T_{DL-t}(n) \right) = \Theta \left( n^{1-\nu} \frac{1}{2} \right)$$

completing the proof of Theorem 1 for DL.

A similar set of arguments lead to the bound for the uplink. In this case we consider $n$ cuts, each separating one user node from the rest of the network. In this cut, all the BSs and the remaining $n-1$ nodes are receivers, and their mutual interference canceled. Due to the fact that the transmitting node has a single antenna (eigenvalue), the degrees of freedom are $\Theta(W)$; and the sum term over all receiving devices (equivalent of (11)) is

$$\sum_{i=1}^{n-1} d^t_{i, t} + \ell \sum_{r=1}^{m} d^t_{r, r} = \Theta \left( n^{1-\nu} \frac{1}{2} \right)$$

Then the upper bound on uplink feasible rate becomes

$$R_{UL}(n) \leq \min_{n} T_{UL-t}(n) = \Theta \left( n^{\min(\psi, (1-\nu) \frac{1}{2})} \right)$$

(13)

The next theorem shows that, after adapting the throughput scaling to the channel model in this paper, the Infrastructure Multi-Hop (IMH) protocol introduced in [10, Th. 2] can achieve the upper bound.
Theorem 2. The IMH protocol achieves the upper bound in Theorem 1 and characterizes downlink throughput capacity as
\[ C_D(n) = \Theta \left( n^{\beta+\gamma-1+\min\left(\psi,(1-\nu)\frac{\alpha}{2}\right)} \right) \]  
and when \( \beta + \gamma = 1 \) the uplink throughput capacity as
\[ C_U(n) = \Theta \left( n^{\min\left(\psi,(1-\nu)\frac{\alpha}{2}\right)} \right) \]

The downlink rate of Infrastructure Single-Hop (ISH) using direct transmissions \([10, \text{Th. 1}]\) is only \( \Theta \left( n^{\beta+\gamma-1+\min\left(\psi,(1-\nu)\frac{\alpha}{2}\right)} \right) \) for the channel model used in this paper, and only achieves capacity if the single-receiver power at cell edge is high, when \( \psi < (\beta - \nu)\frac{\alpha}{2} \), or in the particular case of maximum BS density \( \beta = 1 \). Both achievable schemes and the capacity scaling upper bound are compared in Fig. 1 for downlink transmission. A similar relation between the protocols and the bound exists for uplink.

Comparing the two cases of the capacity scaling on Theorem 2, we can distinguish two operating regimes.

Bandwidth limited regime: If \( \psi \leq \frac{\alpha}{2}(1 - \nu) \), the network capacity grows with \( W \). It must be noted that this regime of the capacity scaling relies on the received power at all nodes in the network at once, and does not guarantee that any specific single node can receive a high-SNR in the absence of receiver cooperation. Indeed, as we argue above, the use of independent direct transmissions as in ISH protocol does not always achieve capacity scaling.

Power limited Regime: If \( \psi > \frac{\alpha}{2}(1 - \nu) \), the network capacity does not grow with \( W \). Network capacity scaling is bounded by the power that can be transferred from one BS to all nodes in the network at once. The distances between BSs and the nodes are sufficiently far that the SNR in (10) goes to zero. In this regime no node can receive degrees-of-freedom limited rates even with cooperation.

Finally, note that these scaling laws make intuitive sense because, with probability 1 as \( n \to \infty \), a disc with radius \( \Theta(n^{\min(\psi,(1-\nu)\frac{\alpha}{2})}) \) around a BS contains one node, which combined with array gain \( n^\gamma \) gives the best-case transfer of power between a single BS and the rest of the network. Also, the degrees of freedom of the cellular network cannot exceed \( \Theta(Wm^\epsilon) \).

V. CONCLUSIONS

As cellular networks evolve, the node density, number of BS antennas and bandwidth increase. Wireless network capacity scales with these increasing degrees of freedom only if received power is not overspread. In this paper we have provided a characterization of cellular capacity scaling that exhibits a bandwidth-limited and a power-limited regime. Moreover, only in a fraction of the first regime capacity is achievable using independent non-cooperative direct transmission between the BS and each node in its cell, whereas for sufficiently large bandwidth cooperation or multi-hop is essential to achieve throughput capacity scaling. While traditional cellular networks typically operate in the bandwidth-limited regimes, future cellular networks with large bandwidth could experience power-limited scaling regimes, therefore necessitating multi-hop communications.
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Abstract—The two-user Z-interference channel with an additional secrecy constraint is considered. The two transmitter-receiver pairs wish to reliably transmit their messages; however the transmission of the first pair both interferes with the transmission of the second pair and is also required to be completely secure from the second receiver. The focus here is on the capacity region of the above Z-interference channel in the Gaussian case under the standard power constraints. The maximum rates of the two users in this setting are described, and although the maximum rate of the first pair has a single-letter expression, due to Wyner’s secrecy capacity expression, its maximization is non-trivial. The significance of a stochastic encoder for the second transmitter, encoding a message which is not required to comply with any secrecy constraints, is noted. It is shown explicitly that constraining this encoder to be deterministic reduces the capacity region. Finally, a Sato-type outer bound on the capacity region is obtained under this additional deterministic encoder constraint.

I. INTRODUCTION

The interference channel is a central open problem in multi-user information theory. Understanding the effect of interference is critical to the understanding of the limitations of communication and essentially the interactions in any network. The basic aspects of interference appear already in the simplest setting - the two-user Z-interference channel. This channel comprises two independent inputs \((X_1, X_2)\) and two outputs \((Y_1, Y_2)\) (throughout the paper bold letters denote length \(n\) random vectors) with a channel conditional distribution of the following form:

\[
P_{Y_1, Y_2|X_1, X_2} = P_{Y_1|X_1} P_{Y_2|X_2}. \tag{1}
\]

The open question for this channel is: given two independent messages \(W_1 \in [1, 2^{nR_1}]\) and \(W_2 \in [1, 2^{nR_2}]\), what are the rates \(R_1\) and \(R_2\) that can be reliably transmitted through this channel? Due to the importance of this problem it has attracted considerable attention throughout the years. Many results have been obtained; however, in general, the problem is still open. We refer the reader to recent overviews of the problem given in the introductory sections of [1] and [2].

The difficulty of this problem lies in the fact that we do not have a good understanding of the effect of a transmission on other (unintended) users. Moreover, as can be seen in the additive Gaussian white noise (AWGN) setting there is a rivalry between the two users [3], meaning that when one transmits at its maximum rate it also causes the maximum disturbance on the other user (a phenomenon known as the “worst additive noise” result [4]).

In this work we place an additional requirement on the interfering signal. Beyond its reliable decoding at its receiver we also require complete secrecy of this message at the interfered-with receiver. This additional requirement is relevant to many practical settings, in which our transmission can both be received by other, unintended receivers, but still we would like it to remain secure. As will be shown here this additional requirement provides interesting observations and many open questions.

We begin by formally stating the complete secrecy requirement:

\[
\lim_{n \to \infty} \frac{1}{n} I(W_1; Y_2) \to 0 \tag{2}
\]

which assures complete secrecy of the interfering message at \(Y_2\). Note that due to this complete secrecy constraint we may consider only “weak interference”. Figure 1 depicts the model.

![Fig. 1. The Z-Interference channel with a complete secrecy constraint for the interfering message at the interfered-with receiver.](image)

This initial work focuses on the AWGN setting; however, as will be evident, many of the claims can be extended to discrete memoryless channels. Thus, we consider the following model for a single use of the channel:

\[
Y_1 = \sqrt{\text{snr}_1} X_1 + N_1 \tag{3}
\]

\[
Y_2 = \sqrt{\text{snr}_2} X_2 + \sqrt{\text{snr}_1} X_1 + N_2
\]

where \(N_1\) and \(N_2\) are standard additive Gaussian noise terms which can be assumed to be independent of each other and
from channel use to channel use. They are also independent of the transmissions of the two users \( X_1 \) and \( X_2 \) which are independent of each other (no cooperation between the transmitters). We assume \( a \in [0, 1] \) which is the “weak interference” regime. There is also an average power constraint of 1 on both channel inputs.

In this work we distinguish between two scenarios. First, we do not limit either encoder, and allow stochastic encoders at both transmitters. Under this assumption we first examine the bounding box of the capacity region, that is, the maximum possible rates either user can obtain. This proves to be an interesting problem for which we can show, using the methods in [3] and [5] that the rate of the interfering message can increase beyond that obtained by simply having the interfered-with transmitter transmit Gaussian noise. Second, we consider a very probable case in which the interfered-with transmitter which has no secrecy requirements of its own is limited to a deterministic encoder. We observe that this limitation reduces the capacity region and provide a Sato-type [6] outer bound on its capacity region.

II. STOCHASTIC ENCODERS - CAPACITY REGION BOUNDING BOX

The first question that comes to mind when considering the above problem concerns the bounding box of its capacity region. That is, we wish to know what is the maximum rate for either \( W_1 \) or \( W_2 \) regardless of the rate of the other user. For \( W_2 \) if we take \( R_1 = 0 \) we comply with the secrecy constraint in the trivial sense (no information is transmitted), and in addition there is no interference; thus \( R_2 = \frac{1}{2} \log(1 + \text{snr}_1) \) can be achieved, which is, of course, the maximum possible rate. On the other hand, the maximum value of \( R_1 \) is an open problem. Examining (3) we can see that \( Y_2 \) is a degraded version of \( Y_1 \) (since \( a \in [0, 1] \)), and thus we have that \( X_1 - Y_1 = Y_2 \) is a Markov chain regardless of the distribution of \( X_2 \). Using the wiretap result for a degraded channel [7] we have a single-letter expression

\[
R_{1, \text{max}} = \max_{P_X, P_{X_2}} \left\{ I(X_1; Y_1) - I(X_2; Y_2) \right\}
\]

where the maximization is over both distributions, as \( Y_2 \) depends on \( X_2 \) as well.

Note that if \( P_{X_2} \) is a Gaussian distribution then the optimal choice for \( P_{X_2} \) is also Gaussian due to the “worst additive noise” lemma [4]. However, there is a dependence between the two distributions and they must be optimized jointly. In order to break this dependence one can invoke the entropy power inequality (EPI), which provides an upper bound that is attained with equality if and only if both \( X_1 \) and \( X_2 \) are Gaussian. However, attempting to optimize this upper bound results in a Gaussian distribution for \( X_1 \) but not for \( X_2 \). This observation leads us to the next result following the approach of Abbe and Zheng [5], a proof of which is given in the appendix.

**Theorem 1.** For any \( \text{snr}_1 > 0, \text{snr}_2 > 0 \) and any \( a \in [0, 1] \), \( R_{1, \text{max}} \) is obtained by non-Gaussian distributions in (4), meaning

\[
R_{1, \text{max}} > \frac{1}{2} \log(1 + \text{snr}_1) - \frac{1}{2} \log \left( 1 + \frac{a \text{snr}_1}{1 + \text{snr}_2} \right). \tag{5}
\]

III. DETERMINISTIC INTERFERED-WITH ENCODER

In this section we restrict the encoder of the interfered-with transmitter to the class of deterministic encoders. Note that this transmitter has no secrecy constraints on its message, thus making this a very reasonable assumption. The advantage of this restriction is in allowing us to follow the approach of Sato [6] and Costa [8] and provide a good outer bound on the capacity of this channel. However, as we will show, this restriction, although reasonable from a practical viewpoint, reduces the capacity region of this channel.

We begin this section with the following result that extends the result of Costa [8] to our setting:

**Lemma 1.** The Gaussian Z-Interference channel with secrecy constraint and a deterministic encoder for the message \( W_2 \), meaning \( H(X_2|W_2) = 0 \), is equivalent, in the sense that they have the same capacity region, to the degraded Gaussian interference channel:

\[
Y_1' = \sqrt{\frac{\text{snr}_1}{a}} X_1 + \sqrt{\frac{\text{snr}_2}{a}} X_2 + N_1
\]

\[
Y_2' = \sqrt{\frac{\text{snr}_1}{a}} X_1 + \sqrt{\frac{\text{snr}_2}{a}} X_2 + N_1 + N_2'
\]

where \( N_1 \) is as defined above, standard additive Gaussian noise, whereas \( N_2' \) is additive Gaussian noise of variance \( \frac{1-a}{a} \).

**Proof:** Following the proof of Costa [8] we refer to [8, Figure 6]. Note that the equivalence between [8, Figure 6-(a)] and [8, Figure 6-(c)] holds for the same reasons as in [8]. The equivalence to [8, Figure 6-(d)], the degraded Gaussian interference channel requires more delicacy. Note that as claimed in [8, Appendix A] the capacity region of [8, Figure 6-(a)] contains the capacity region of [8, Figure 6-(d)], with the additional secrecy constraints. This is due to the fact that \( Y_1 \) is a better version than the equivalent output in the [8, Figure 6-(d)]. The reverse claim follows if we assume that \( H(X_2|W_2) = 0 \) by following the proof in [8, Appendix A].

The above equivalence is limited to the case of deterministic encoders for the interfered-with transmitter. This transmitter is not the one transmitting a message that is required to be completely secure. Nonetheless, we will now show that this restriction limits the capacity region and is thus a sub-region of the capacity region of the original problem.

**Theorem 2.** By restricting the encoder of the interfered-with user to a deterministic encoder we strictly reduce the capacity region.

**Proof:** In order to show the above we show that the capacity region given the restriction to a deterministic encoder for the interfered-with transmitter does not contain a point
that can be achieved without this restriction. The point that we consider is the one obtained by $R_2 = 0$, where $X_2$ is simply Gaussian noise (random noise created ad-hoc in the transmitter, which is an “empty” stochastic encoder). Given that this is our choice of $X_2$ it is evident that
\[ R_1 = \frac{1}{2} \log(1 + \text{snr}_1) - \frac{1}{2} \log \left( 1 + \frac{\text{asnr}_1}{1 + \text{snr}_2} \right) \] (7)
is achievable using a standard optimal code sequence for the Gaussian wiretap channel.

We now need to show that this is not attainable when we limit the encoder of the interfered-with transmission to a deterministic encoder. This observation also provides us with the exact bounding box of the capacity region of this limited case. Note that by limiting to a deterministic encoder and due to the fact that we have reliable communication of $W_2$ to $Y_2$, we have the following equality in the limit, due to the requirement of complete secrecy:
\[ R_{1,\text{max}} = \lim_{n \to \infty} \left[ I(X_1; Y_1) - I(X_1; Y_2) \right] \] (8)
\[ = \lim_{n \to \infty} \left[ I(X_1; Y_1) - I(X_1; Y_2 X_2) + I(X_2; Y_2 | X_1) - I(X_2; Y_2) \right] \]
\[ = \lim_{n \to \infty} \left[ I(X_1; Y_1 | X_2) - I(X_1; Y_2 | X_2) \right] \]
\[ = \lim_{n \to \infty} \left[ I(X_1; \sqrt{\text{snr}_1} X_1 + N_1) - I(X_1; \sqrt{\text{asnr}_1} X_1 + N_2) \right] \]
where the second equality is due to reliable communication of $W_2$ and the deterministic encoder restriction $W_2 \to X_2$. The last transition is due to the independence of $X_1$ and $X_2$ (no cooperation). Maximizing the above expression over $P_{X_1}$ (it no longer depends on $P_{X_2}$) gives us the maximum rate
\[ R_{1,\text{max}} = \frac{1}{2} \log(1 + \text{snr}_1) - \frac{1}{2} \log(1 + \text{asnr}_1) \] (9)
which is strictly less than (7). Thus, for this setting we know the bounding box is defined by the above and $R_2 = \frac{1}{2} \log(1 + \text{snr}_2)$. Moreover, according to the results in [2] $R_2 = \frac{1}{2} \log(1 + \text{snr}_2)$ is obtained when $R_1 = 0$, since reliable decoding of $X_1$ is required for the maximum $R_2$, and thus complete secrecy cannot be attained. In other words, the pair $(0, \frac{1}{2} \log(1 + \text{snr}_2))$ is a corner point of the capacity region in this setting. This concludes the proof.

Given the above equivalence we have a degraded Gaussian interference channel. For this channel we wish to provide a Sato-type outer bound, meaning we wish to follow the approach in [6]. The approach in [6] was to observe that the degraded Gaussian interference channel is upper bounded by the Gaussian broadcast channel (BC) capacity since in the Gaussian BC the two transmitters cooperate and only have a general power constraint (may split the power between themselves as they wish). Thus, the specific power split of the degraded Gaussian interference channel is a special case of the Gaussian BC.

Our approach is to follow the same logic and employ the known results of the Gaussian BC with confidential messages (BCC), for which we have the capacity region [9]. This leads to the following result:

**Theorem 3.** The capacity region of the Gaussian Z-interference channel with a secrecy constraint on the interfering message and a deterministic encoder at the interfered-with transmitter is contained in the following region:
\[ (R_1, R_2) = \left( \frac{1}{2} \log \left( 1 + \frac{1 + \beta(\text{snr}_1 + \text{snr}_2/a)}{1 + \beta(\text{snr}_1 + \text{snr}_2/a)} \right), \frac{1}{2} \log \left( 1 + \frac{1 + a(\text{snr}_1 + \text{snr}_2/a)}{1 + \beta(\text{snr}_1 + \text{snr}_2/a)} \right) \right) \]
\[ R_1 \leq \frac{1}{2} \log(1 + \text{snr}_1) - \frac{1}{2} \log(1 + \text{asnr}_1) \]
\[ R_2 \leq \frac{1}{2} \log(1 + \text{snr}_2) \]
(10)
for some $\beta \in [0, 1]$.

As discussed in the proof of Theorem 2, the point $(0, \frac{1}{2} \log(1 + \text{snr}_2))$ is a corner point of the capacity region. However this is not a point on the above outer bound. Assume that
\[ R_2 = \frac{1}{2} \log(1 + \text{snr}_2) \] (11)
then
\[ \beta = \frac{\text{asnr}_1}{(\text{snr}_1 + \text{snr}_2)(1 + \text{snr}_2)} \] (12)
Substituting the above in the bound on $R_1$ we obtain
\[ R_1 = \frac{1}{2} \log \left( 1 + \frac{\text{snr}_1}{1 + \text{snr}_2} \right) - \frac{1}{2} \log \left( 1 + \frac{\text{asnr}_1}{1 + \text{snr}_2} \right) \] (13)
The other corner point of the above outer bound is when
\[ R_1 = \frac{1}{2} \log(1 + \text{snr}_1) - \frac{1}{2} \log(1 + \text{asnr}_1) \] (14)
for which
\[ \beta(\text{snr}_1 + \text{snr}_2) = \text{asnr}_1 \] (15)
Substituting the above in the bound on $R_2$ we obtain
\[ R_2 = \frac{1}{2} \log \left( 1 + \frac{\text{snr}_2}{1 + \text{asnr}_1} \right) \] (16)
This, of course, is an attainable point by using for $W_1$ a Gaussian wiretap code sequence, and for $W_2$ a Gaussian point-to-point code sequence. At $Y_2$ we first consider $X_1$ as additive Gaussian noise and decode $X_2 (W_2)$. After removing it, we still have for $W_1$ a Gaussian wiretap code sequence designed for complete secrecy at $Y_2$.

In order to get a better feeling for the above outer bound, we compare it with three possible inner bounds. The first most basic inner bound is obtained by time-sharing between the two schemes that attain the corner points of the capacity region mentioned above. The second bound is the time/frequency division multiplexing (TDM/FDM) bound given in Lemma 2 and the third bound, given in Lemma 3, improves on the
TDM/FDM bound by allowing the interfered-with transmitter to transmit over both subbands.

Lemma 2. The set of non-negative rate pairs \((R_1, R_2)\) satisfying
\[
R_1 \leq \frac{\lambda}{2} \log \left(1 + \frac{\text{snr}_1}{\lambda}\right) - \frac{\lambda}{2} \log \left(1 + \frac{a \text{snr}_1}{\lambda}\right),
\]
\[
R_2 \leq \frac{\lambda}{2} \log \left(1 + \frac{\text{snr}_2}{\lambda}\right) + \frac{\lambda}{2} \log \left(1 + \frac{\text{snr}_2}{\lambda}\right),
\]
in which \(0 \leq \lambda \leq 1\) and \(\bar{\lambda} = 1 - \lambda\), is achievable for the Gaussian Z-Interference channel with secrecy constraint and a deterministic encoder.

Proof: This region is the TDM/FDM region. To achieve this region we divide the available time/frequency into two orthogonal parts, proportional to \(\lambda\) and \(\bar{\lambda}\). Then, let user 1 be the only active user for \(\lambda\) fraction of time/frequency. As a result, we will have a degraded Gaussian wiretap channel and the achievable rate of secure communication is given by (17). Note that the average SNR of transmitter 1 in the \(\lambda\)-subband is equal to \(\frac{\text{snr}_1}{\lambda}\). Similarly, let user 2 transmit only for \(\bar{\lambda}\) fraction of time/frequency. Then, (18) gives the achievable rate.

We can improve the TDM/FDM inner bound of Lemma 2 by allowing the interfered-with transmitter to split its power over both subbands.

Lemma 3. The set of non-negative rate pairs \((R_1, R_2)\) satisfying
\[
R_1 \leq \frac{\lambda}{2} \log \left(1 + \frac{\text{snr}_1}{\lambda}\right) - \frac{\lambda}{2} \log \left(1 + \frac{a \text{snr}_1}{\lambda}\right),
\]
\[
R_2 \leq \frac{\lambda}{2} \log \left(1 + \frac{\text{snr}_{21}}{\lambda}\right) + \frac{\lambda}{2} \log \left(1 + \frac{\text{snr}_{22}}{\lambda}\right),
\]
in which \(0 \leq \lambda \leq 1\), \(\bar{\lambda} = 1 - \lambda\), and \(\lambda \text{snr}_{21} + \lambda \text{snr}_{22} = \text{snr}_2\) is achievable for the Gaussian Z-Interference channel with secrecy constraint and a deterministic encoder.

Proof: Similar to the TDM/FDM inner bound, we divide the available time/frequency into two orthogonal parts proportional to \(\lambda\) and \(\bar{\lambda}\). The main difference here is to split \(\text{snr}_1\) into \(\text{snr}_{21}\) and \(\text{snr}_{22}\) such that \(\lambda \text{snr}_{21} + \lambda \text{snr}_{22} = \text{snr}_2\) and let user 2 consume them in the \(\lambda\) and \(\bar{\lambda}\) fraction of time/frequency, respectively. However, user 1 transmits only in the \(\lambda\)-subband. Therefore, in the \(\lambda\)-subband both users are active. Clearly, (19) is still achievable for user 1 since receiver 1 is free of interference. The achievable rate of user 2 has two terms, each corresponding to one of the subbands. In the \(\lambda\)-subband user 2 receives interference as noise to achieve \(R_{21} = \frac{\lambda}{2} \log \left(1 + \frac{\text{snr}_{21}}{\lambda}\right)\). In the \(\bar{\lambda}\)-subband user 2 is the only active user and thus the interference-free rate \(R_{22} = \frac{\lambda}{2} \log \left(1 + \frac{\text{snr}_{22}}{\lambda}\right)\) is achievable. Therefore, \(R_2 = \lambda R_{21} + \lambda R_{22}\) is obtained for user 2 in (20).

Figure 2 depicts both the Sato-type outer bound (dashed) and the three possible inner-bounds.

APPENDIX

Sketch Proof of Theorem 1: We follow the approach proposed by Abbe and Zheng in [5] which examines the optimality of the Gaussian inputs by analysis of the information theoretic equation in the vicinity of the Gaussian input distributions using permutations depicted by Hermite polynomials.

The single-letter expression which we are considering is the following:
\[
I(X_1; Y_1) - I(X_1; Y_2) = I(X_1; \sqrt{\text{snr}_1} X_1 + N_1) - I(X_1; \sqrt{\text{snr}_2} X_1 + \sqrt{\text{snr}_2} X_2 + N_2) .
\]

Similar to [5] we denote the above function using
\[
S_{a, \text{snr}_1, \text{snr}_2, p}(X_1, X_2) = h(\sqrt{\text{snr}_1} X_1 + N_1) - h(N_1) - h(\sqrt{\text{snr}_2} X_1 + \sqrt{\text{snr}_2} X_2 + N_2) + h(\sqrt{\text{snr}_2} X_2 + N_2),
\]
where \(p\) is defined below. Now the idea is to examine the following function:
\[
F_k(a, \text{snr}_1, \text{snr}_2, p) = \frac{1}{2} \lim_{\delta \to 0} \frac{\text{snr}_1}{\text{snr}_2} \left[ S_{a, \text{snr}_1, \text{snr}_2, p}(X_1, X_2) - S_{a, \text{snr}_1, \text{snr}_2, p}(X_1^{G}, X_2^{G}) \right] \]
where \(X_1^{G} \sim g_p, X_2^{G} \sim g_p, X_1 \sim g_p(1 + \epsilon H_k)\) and \(X_2 \sim g_p(1 - \epsilon H_k)\) with \(H_k\) defined in [5, Lemma 2] as a function of \(H_k^p\) (and the \(\delta H_k^p\) correction term), the normalized Hermite polynomials for the Gaussian distribution having variance \(p\), \(g_p\). Recall from [5] that \(H_k^p\) is an orthonormal basis for \(L_2(g_p, \mathbb{R})\). Moreover, \(H_k^p\) and \(H_k^{p^p}\) perturb a Gaussian distribution into another Gaussian distribution with a different first and second moments, respectively. For \(k \geq 3\) the permutations move away from the Gaussian distribution. To
simplify notation we denote the Hermite polynomials as $H_k$ whenever the variance $p$ is clear from context.

Given the above we wish to analyze the behavior of the function $F_k(a, \text{snr}_1, \text{snr}_2, p)$ for $k \geq 3$. We have three differential entropies to consider. We begin with $h(\sqrt{\text{snr}_1} X_1 + \sqrt{\text{snr}_2} X_2 + N_2)$. As shown in [5, Equation (20)] the density of $\sqrt{\text{snr}_1} X_1 + \sqrt{\text{snr}_2} X_2 + N_2$ is given by

$$g_{\text{snr}_1,p}(1 + \epsilon [H_k + \delta H_{4k}]) * g_{\text{snr}_2,p}(1 - \epsilon [H_k - \delta H_{4k}]) * g_{1},$$

(23)

where $\ast$ denotes the convolution operator. From [5, Theorem 1] the above is equal to

$$g_{\text{snr}_1,p+\text{snr}_2,p+1}(1 + \epsilon \left( \frac{\text{asnr}_1}{\text{asnr}_1 + \text{snr}_2 + 1} \right)^{\frac{k}{2}} H_k +$$

$$\delta \left( \frac{\text{asnr}_1}{\text{asnr}_1 + \text{snr}_2 + 1} \right)^{\frac{k}{2}} H_k)$$

$$- \epsilon \left( \frac{\text{snr}_2}{\text{asnr}_1 + \text{snr}_2 + 1} \right)^{\frac{k}{2}} H_k$$

$$- \delta \left( \frac{\text{snr}_2}{\text{asnr}_1 + \text{snr}_2 + 1} \right)^{\frac{k}{2}} H_k - \epsilon L \right).$$

(24)

where

$$L = \frac{g_{\text{snr}_1,p+\text{snr}_2,p+1}[H_k + \delta H_{4k}]*g_{\text{snr}_2,p+\text{snr}_2,p+1}[H_k - \delta H_{4k}]*g_{1}.}$$

(25)

Using [5, Lemma 3] one can show that $L$ is a linear combination of several Hermite polynomials $H_{\ell}$ of power $\text{asnr}_1 + \text{snr}_2 + 1$ with $\ell \geq 2k$. Thus, the density of $\sqrt{\text{asnr}_1} X_1 + \sqrt{\text{snr}_2} X_2 + N_2$ can be written as a Gaussian $g_{\text{asnr}_1+p+\text{snr}_2,p+1}$ perturbed by the direction $H_k$ on the order of $\epsilon$ and several $H_{\ell}$’s with $\ell \geq 2k$ on the order of $\epsilon^2$. Using [5, Lemma 2] and denoting $Y_0 = \sqrt{\text{asnr}_1} X_1 + \sqrt{\text{snr}_2} X_2 + N_2$ and $Y^G = \sqrt{\text{asnr}_1 Y^2 + \text{snr}_2 Y^2 + N_2}$, we have

$$h(\sqrt{\text{asnr}_1} X_1 + \sqrt{\text{snr}_2} X_2 + N_2) =$$

$$h(\sqrt{\text{asnr}_1} Y_0^2 + \sqrt{\text{snr}_2} Y^2 + N_2) - D(Y_2||Y^G)$$

(26)

and using [5, Lemma 1] we have

$$D(Y_2||Y^G) = \frac{\epsilon^2}{2} o(\delta)$$

$$+ \frac{\epsilon^2}{2} (\text{asnr}_1)^\frac{k}{2} (\text{snr}_2)^\frac{k}{2} \left( \frac{p}{\text{asnr}_1 + \text{snr}_2 + 1} \right)^k$$

(27)

Following similar steps we have that $h(\sqrt{\text{asnr}_1} X_1 + N_1)$ is

$$h(\sqrt{\text{asnr}_1} Y_0^2 + N_1) = \frac{\epsilon^2}{2} \left( \frac{\text{snr}_1}{\text{asnr}_1 + 1} \right)^k + \frac{\epsilon^2}{2} o(\delta)$$

(28)

and $h(\sqrt{\text{snr}_2} X_2 + N_2)$ is

$$h(\sqrt{\text{snr}_2} Y_0^2 + N_2) = \frac{\epsilon^2}{2} \left( \frac{\text{snr}_2}{\text{snr}_2 + 1} \right)^k + \frac{\epsilon^2}{2} o(\delta).$$

(29)

Putting everything together we have that

$$S_{a,p}(X_1, X_2) - S_{a,p}(X^G_1, X^G_2)$$

(30)

as it is a monotonically decreasing function in $a \in [0,1]$ and for $a = 1$ it is non-negative. Thus, we can conclude that for any set of parameters $\text{snr}_1 > 0, \text{snr}_2 > 0$ and $a \in [0,1]$ a non-Gaussian distribution would outperform the Gaussian one in the maximization problem given in (4). This concludes the proof.}
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Abstract—We employ the Gaussian Poincaré inequality for two tasks in the Shannon theory. First, we show that the Gaussian broadcast channel admits a strong converse. Second, we demonstrate that the empirical output distribution of a delay-limited code for the AWGN channel with quasi-static fading and with non-vanishing probability of error converges to the maximum mutual information output distribution (in the normalized relative entropy sense).

I. INTRODUCTION

The Poincaré inequality for Gaussian measures [1] is one of the most prominent results in the theory of concentration of measure. Roughly speaking, it states that if \(f : \mathbb{R}^n \rightarrow \mathbb{R}\) is a smooth function and \(\phi(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2}\) is the standard Gaussian density, then the variance of \(f\) can be bounded in terms of the expectation of the squared derivative of \(f\), i.e.,

\[
\text{Var}_\phi[f] \leq \mathbb{E}_\phi[||\nabla f||^2].
\]

In the present work, we employ a modification of the Gaussian Poincaré inequality for two tasks in Shannon theory. These are described briefly in the following sections.

II. GAUSSIAN BROADCAST CHANNELS

The Gaussian broadcast channel [2, Ch. 5] is a basic model for the downlink of a communication system. Two messages \(W_1 \in \{0,1\}^{nR_1}\) and \(W_2 \in \{0,1\}^{nR_2}\) are to be encoded into a codeword \(X^n = f^{(n)}(W_1, W_2)\). This codeword is power constrained, i.e., \(||X^n||_2^2 \leq nP\). It is transmitted through two AWGN channels with variances \(\sigma_1^2\) and \(\sigma_2^2\) respectively, i.e.,

\[
Y_1^n = X^n + Z_1^n, \quad \text{and} \quad Y_2^n = X^n + Z_2^n.
\]

Decoder 1, which observes \(Y_1^n\), is required to estimate message \(W_j\) where \(j = 1, 2\). The average probability of error is defined to be \(\Pr((W_1, W_2) \neq (W_1, W_2))\) where \(W_j\) is decoder \(j\)'s estimate of \(W_j\). The capacity region \(C_{BC}\) is well known and is given by

\[
C_{BC} = \bigcup_{\alpha \in [0,1]} \left\{ (R_1, R_2) \in \mathbb{R}_+^2 \right\} \begin{cases} R_1 \leq C \left( \frac{\alpha P}{\sigma_1^2} \right) \\ R_2 \leq C \left( \frac{(1-\alpha) P}{\sigma_2^2} \right) \end{cases},
\]

where \(C(x) := \frac{1}{2} \log(1 + x)\). This region is achieved using superposition coding [3]. Recall that the capacity region is the set of all rate pairs for which the error probability vanishes.

The central question of our investigation in [4] is whether the region in (3) is enlarged if we relax the condition that the error probability vanishes. We allow the error probability to be upper bounded by a non-vanishing constant \(\varepsilon \in (0, 1)\). We show that the \(\varepsilon\)-capacity region is precisely the region in (3). The main technicality in the proof involves bounding a certain variance of the log-likelihood of the messages using (1).

III. GOOD DELAY-LIMITED CODES

In [5], we used (1) to investigate quasi-static fading channels [6, Sec. 5.4.1] where the fading coefficient \(H\) is random but remains constant during the course of transmission. We are interested in the so-called delay-limited capacity [7], which is the maximum achievable rate under the assumption that the maximal error probability over all non-zero fading coefficients vanishes as the blocklength grows.

We adopt a long-term power constraint [8] and the max-over-messages error criterion for delay-limited decoding. It is known (e.g., [7, Sec. III-B]) that the delay-limited capacity is \(C_{DL}(P_{BL})\) where \(P_{BL} := \frac{P}{|1/H|}\). We show in [5] that for any sequence of codes that is capacity-achieving and whose error probability is upper bounded by some \(\varepsilon \in (0, 1)\) such that sequence of induced output distributions \(\{p_{Y^n}^{\varepsilon}\}_{n=1}^\infty\) satisfies

\[
\lim_{n \to \infty} \frac{1}{n} \mathbb{D}(p_{Y^n}^{\varepsilon} || p_{Y^n}) = 0
\]

where \(\mathbb{D}(Y^n) = \mathcal{N}(y; 0, 1 + P_{BL})\).
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Abstract—It has long been observed that cooperation between users in a communication network can improve its performance and simplify the coding schemes. In this talk I will describe recent results on cooperation for the broadcast and multiple access channels, and discuss the coding schemes. In this talk I will describe recent results on the MAC and BC with unstable cooperation, and derived its capacity region for all possible cribbing scenarios. In [1], Dabora and Servetto introduced a new coding scheme was introduced by Dikstein et. al., where binning replaces the block-Markov approach that was used in [10]. Willems and Van Der Meulen introduced the MAC with cribbing encoders, and derived its capacity region.

Recent results on the MAC and BC with unstable cooperation were presented. Specifically, for the MAC model of [1] was extended to the case where the cooperation link is unstable and may be absent. The capacity region for this case was characterised. A model of a MAC with a cribbing link that may be absent was presented, and an achievable region derived based on a combination of super position coding and the block-Markov construction of [10]. Recently, an outer bound for the MAC model of [7] was derived, and its capacity region fully characterised for special cases of interest [5]. In [8], the BC with degraded message sets and conference link was presented, and its capacity region fully characterised. In this talk I will describe recent results on the MAC and BC with unstable cooperation, and discuss the difficulties that arise when extending the basic cooperation models.
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Abstract—The setup of mismatched decoding is considered. By analyzing multi-letter expressions and bounds on the mismatch capacity of a general channel, several results pertaining to the mismatched discrete memoryless channel $W$ with an additive metric $q$ are deduced: it is shown that Csiszar and Narayan’s “product-space” improvement of the random coding lower bound on the mismatched capacity, $C_q^{(\infty)}(W)$, is equal to the mismatched threshold capacity with a constant threshold level. It is also proved that $C_q^{(\infty)}(W)$ is the highest rate achievable when the average probability of error converges to zero at a certain specified rate, which is $o(1/n)$ in the case of $q$ which is a bounded rational metric. Finally, a lower bound on the average probability of error at rates above the erasures-only capacity of the DMC is derived.

I. INTRODUCTION

In [1], the mismatch capacity of the DMC with decoding metric $q$, denoted $C_q(W)$, is considered. It is shown that the lower bound derived previously in [2] and [3] is not tight in general. This is established by proving that the random coding bound for the product channel $W^k$, denoted $C_q^{(k)}(W)$, referred to as the “product-space” lower bound, may result in strictly higher achievable rates. The rate $C_q^{(k)}(W)$ is given by $C_q^{(k)}(W) = \max_{P_{X^k}} \min_{P_{Y^k}} 1/2 \sum_{I(X^k;Y^k)}$, where the minimization is over $P_{Y^k}$ and $P_{X^k}$, $\mathbb{E}(q(X^k;Y^k)) \geq \mathbb{E}(q(X^k;\tilde{Y}^k))$ and $(X^k;Y^k) \sim P_{X^k} \times W^k$. Consequently, $C_q^{(\infty)}(W) = \limsup_{k \to \infty} C_q^{(k)}(W)$ is an achievable rate as well. In the special case of erasures-only capacity, $C_q^{(\infty)}(W)$ is shown to be a tight bound.

II. MULTILETTER EXPRESSIONS FOR THE MISMATCH CAPACITY AND CONSEQUENT RESULTS FOR THE DMC

Consider a DMC with a finite input and output alphabets $\mathcal{X}$ and $\mathcal{Y}$, respectively, which is governed by the conditional p.m.f. $W$. A rate-$R$ block-code of length $n$ consists of $2^nR$ $n$-vectors $x^n(m)$, $m = 1, 2, ..., 2^nR$, which correspond to $2^nR$ equiprobable messages. An additive mismatched decoder for the channel is defined by function $q_{n}(x^n, y^n) = 1/n \sum_{i=1}^{n} q(x_i, y_i)$, where $q$ is a mapping, referred to as metric, from $\mathcal{X} \times \mathcal{Y}$ to $\mathbb{R}$. The decoder declares that message $i$ was transmitted iff $q_{n}(x^n(i), y^n) > q_{n}(x^n(j), y^n)$, $\forall j \neq i$, and if no such value exists, an error is declared. The mismatch capacity of the DMC is defined as the supremum of achievable rates using the mismatched decoder.

In [4], general multi-letter expressions and bounds for the mismatch capacity of general channel with a general metric were derived. In this work we describe briefly results that were deduced for the mismatched DMC, whose derivations rely on these multi-letter expressions.

The first result refers to a threshold decoder. A $(\eta_m, \tau_n)$-threshold decoder decides that $i$ is the transmitted message iff $q_{n}(x^n(i), y^n) \geq \tau_n$ and $q_{n}(x^n(j), y^n) < \tau_n$, $\forall j \neq i$.

In [5] we prove that for a bounded metric $q$, $C_q^{(\infty)}(W)$ is equal to the constant-threshold capacity, that is, the supremum of achievable rates with a threshold decoder of a constant value $\tau_n = \tau$. An implication of this result is that Csiszar and Narayan’s conjecture [1] that $C_q(W) = C_q^{(\infty)}(W)$ is equivalent to the statement that $C_q(W)$ is equal to the constant threshold capacity. In [4, Theorem 6] a multi-letter expression for the constant threshold capacity was derived for a general channel and a general metric sequence. Specifying this expression for the DMC case, we obtain an alternative expression for $C_q^{(\infty)}(W)$ in [5]. In [6] we prove that for a bounded metric $q$, every code-sequence of rate $R$, whose average probability of error with a decoding metric $q$ employed on the output of a DMC vanishes faster than $\eta_n$, where $\eta_n = x^n(x^n(y^n);x^n,y^n)q_{n}(x^n,y^n) - q_{n}(x^n,y^n) - (x^n,y^n)$, must satisfy $R \leq C_q^{(\infty)}(W)$. In particular, for rational metrics, it identifies $C_q^{(\infty)}(W)$ as the highest rate achievable with average probability of error which is $o(1/n)$. Since at rates below $C_q^{(\infty)}(W)$ exponential decay of the average probability of error is feasible [1], one can deduce that for a bounded rational metric $q$, $C_q(W) = C_q^{(\infty)}(W)$ iff all $R < C_q(W)$ the error exponent is positive.

Finally it is shown in [7] that the erasures only capacity of the DMC, $C_{eq}(W)$, satisfies $E_{eq}(R, \theta) \geq 1 - \frac{C_{eq}}{R}$, where $E_{eq}(R)$ is the lowest achievable average probability of error at rate $R$ in the erasures-only setup.
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Abstract—We review the use of binary hypothesis testing for the derivation of the sphere packing bound in channel coding, pointing out a key difference between the classical and the classical-quantum setting. In the first case, two ways of using the binary hypothesis testing are known, which lead to the same bound written in different analytical expressions. The first method (historically) compares output distributions induced by the codewords with an auxiliary fixed distribution, and naturally leads to an expression using the Rényi divergence. The second method compares the given channel with an auxiliary one and leads to an expression using the Kullback-Leibler divergence. In the classical-quantum case, due to a fundamental difference in the quantum binary hypothesis testing, these two approaches lead to two different bounds, the first being the “right” one. We discuss the details of this phenomenon, which suggests the question of whether auxiliary channels are used in the optimal way in second approach.

I. CLASSICAL HYPOTHESIS TESTING

We start by recalling that in classical binary hypothesis testing between two distributions \( P_0 \) and \( P_1 \) on some set \( \mathcal{V} \), based on \( n \) independent extractions, the trade-off of the best possible exponents of error probabilities of the first and second kind can be expressed parametrically, for \( 0 < s < 1 \), as

\[
-\frac{1}{n} \log P_{e|0} = -\mu(s) + s \mu'(s) + o(1) \\
-\frac{1}{n} \log P_{e|1} = -\mu(s) - (1-s) \mu'(s) + o(1),
\]

where

\[
\mu(s) = \log \sum_{v \in \mathcal{V}} P_0(v)^{1-s} P_1(v)^s,
\]

is a scaled version of the Rényi divergence usually defined as

\[
D_s(P||Q) = \frac{1}{s-1} \sum_{v \in \mathcal{V}} P^s(v) Q^{1-s}(v),
\]

so that \( \mu(s) = -s D_{1-s}(P_0||P_1) \). An explicit computation - or just a different way of deriving the bound - shows that an equivalent expression is

\[
-\frac{1}{n} \log P_{e|0} = D(P_0||P_0) + o(1) \\
-\frac{1}{n} \log P_{e|1} = D(P_0||P_1) + o(1),
\]

where \( D(\cdot||\cdot) \) is the Kullback-Leibler divergence

\[
D(P,Q) = \sum_v P(v) \log \frac{P(v)}{Q(v)}
\]

and \( P_s \) is the tilted mixture

\[
P_s(v) = \frac{P_0(v)^{1-s} P_1(v)^s}{\sum_{v'} P_0(v')^{1-s} P_1(v')^s}.
\]

This second representation gives an intuitive interpretation of the bound. Roughly speaking, the probability of error for the optimal test is essentially due to those sequences in \( \mathcal{V}^n \) with empirical distribution close to \( P_s \), whose total probabilities under \( P_0 \) and \( P_1 \) vanish with exponents given by \( D(P_0||P_0) \) and \( D(P_0||P_1) \) respectively. One can notice that the problem of determining the trade-off of the error exponents in the test between \( P_0 \) and \( P_1 \) is essentially reduced to the problem of testing \( P_s \) against \( P_i \), \( i = 0, 1 \), in the Stein regime where \( P_{e|s} \) is bounded away from one.

II. CLASSICAL SPHERE-PACKING

Given a discrete memoryless channel \( W : \mathcal{X} \rightarrow \mathcal{Y} \) with capacity \( C \), the sphere packing bound gives an exponential lower bound on the probability of error of codes at rate \( R < C \) in the form

\[
P_e \geq e^{-n(E_{\text{sp}}(R)+o(n))},
\]

where \( R \) is the coding rate, \( n \) the block length and \( E_{\text{sp}}(R) \) is the so-called sphere packing exponent. Two proofs are known for the classical version of the bound, which naturally lead to two equivalent yet different analytical expressions for the function \( E_{\text{sp}}(R) \). A preliminary technical feature common to both procedures is that they both focus on some constant-composition sub-code which has virtually the same rate as the original code, but where all codewords have the same empirical composition \( P \). In both cases, then, the key ingredient is binary hypothesis testing (BHT).

A. The MIT proof

The first proof (see [1], [2]) is based on a binary hypothesis test between the output distributions \( W_{x_m} \) induced by the codewords \( x_1, \ldots, x_M \) and an auxiliary output product distribution \( Q = Q^{\otimes m} \) on \( \mathcal{Y}^m \). Let \( \mathcal{Y}_m \subseteq \mathcal{Y}^m \) be the decision region for message \( m \). Since \( Q \) is a distribution, for at least one \( m \) we have

\[
Q(\mathcal{Y}_m) \leq 1/M, \tag{1}
\]

\[
e^{-nR}. \tag{2}
\]
Considering a binary hypothesis test between $W_{x_m}$ and $Q$, with $Y_m$ as decision region for $W_{x_m}$, equation (1) gives an exponential upper bound on the probability of error under hypothesis $Q$ which implies a lower bound on the probability of error under hypothesis $W_{x_m}$, which is $W_{x_m}(Y_m)$, the probability of error for message $m$. Here the BHT is considered in the regime where both probabilities decrease exponentially. The standard procedure uses the first form of the bound mentioned in the previous section based on the Rényi divergence. The bound can be extended to the case of testing products of non-identical distributions; for the pair of distribution $W_{x_m} = W_{x_{m,1}} \otimes \cdots \otimes W_{x_{m,n}}$ and $Q = Q \otimes \cdots \otimes Q$ it gives the performance of an optimal test in the form

$$\frac{1}{n} \log P_{e|W_{x_m}} = -\mu(s) + s\mu'(s) + o(1)$$

and

$$\frac{1}{n} \log P_{e|Q} = -\mu(s) - (1 - s)\mu'(s) + o(1)$$

where

$$\mu(s) = \sum_x P(x) \left[ \log \sum_{y \in Y} W_x(y)^{1-s}Q(y)^s \right].$$

At this point the arguments in [1] and [2] diverge a bit; while the former is not rigorous, it has the advantage of giving the tight bound for the arbitrary codeword composition $P$. The latter is instead rigorous but only gives the tight bound for the optimal composition $P$. In [3] we proposed a variation which we believe to be rigorous and at the same time gives the tight bound for an arbitrary composition $P$. The need for this variation will be clear in the discussion of classical-quantum channels in the next section.

For the test based on the decoding region $Y_m$, the left hand side of (4) is lower bounded by $R$ due to (1). So, if we choose $s$ and $Q$ in such a way that the right hand side of (4) is roughly $R - \epsilon$, then $-(1/n) \log P_{e|W_{x_m}}$ must be smaller than the right hand side of (3) computed for those same $s$ and $Q$ for otherwise the decision region $Y_m$ would give a test strictly better than the optimal one.

This is obtained by choosing $Q$, as a function of $s$, as the minimizer of $-\mu(s)$ and then selecting $s$ which makes the right hand side of (4) equal to $R - \epsilon$ (whenever possible). Extracting $\mu'(s)$ from (4) in terms of $\mu(s)$ and $R$ and using it in (3), the probability of error for message $m$ is bounded in terms of $R$. After some tedious technicalities, cf. [3, Appendix A], we get

$$\frac{1}{n} \log P_{e|W_{x_m}} \leq \sup_{0 < s < 1} \left[ E_0(s, P) - \frac{s}{1-s} (R - \epsilon) \right] + o(1),$$

where

$$E_0(s, P) = \min_Q \left[ \frac{1}{s-1} \sum_x P(x) \log \sum_y W_x(y)^{1-s}Q(y)^s \right] \leq \min_Q \left[ \frac{s}{1-s} \sum_x P(x) D_{1-s}(W_x||Q) \right].$$

So, if we define $V_\epsilon(y)$ as

$$V_\epsilon(y) = \frac{W^{1-s}_x(y)Q^s(y)}{\sum_{y'} W^{1-s}_x(y')Q^s(y')}.$$

Due to the second representation of the error exponents in binary hypothesis testing mentioned in Section I (extended for independent extractions from non-identical distributions), we observe thus that the chosen $Q$ induces the construction of an auxiliary channel $V$ such that $I(P, V) = \sum_x P(x) D(V_x||Q) = R - \epsilon$. The second proof of the sphere packing bound, which is summarized in the next section, takes this line of reasoning as starting point.

### B. Haroutunian’s proof

In the second proof (see [6], [7]) one considers the performance of the given coding scheme for channel $W$ when used for an auxiliary channel $V$ such that $I(P, V) < R$. Due to the strong converse for channel coding, when used with channel $V$ the coding scheme will incur an error probability $1 - o(1)$, which means that for at least one codeword $m$ we must have $V_{x_m}(Y_m) = 1 - o(1)$. Applying the data processing inequality for the Kullback-Leibler divergence one thus finds that

$$V_{x_m}(Y_m) \log \frac{V_{x_m}(Y_m)}{W_{x_m}(Y_m)} + V_{x_m}(Y_m) \log \frac{V_{x_m}(Y_m)}{W_{x_m}(Y_m)} \leq nD(V||W|P),$$

from which

$$\log W_{x_m}(Y_m) \geq -nD(V||W|P) + 1 + o(1).$$

So, the error exponent for channel $W$ is bounded as

$$\frac{1}{n} \log P_{e|W_{x_m}} \leq \min_{V: I(P, V) \leq R} D(V||W|P)(1 + o(1)).$$

Note that, thanks to the use of the strong converse, the data processing inequality is enough to get the desired result, but any converse for $V$ would work if followed by the more powerful Stein lemma.

The bound derived is precisely the same as in the previous section, and for the optimal choice of the channel $V$, if we

$$= \frac{s}{1-s} I_{1-s}(P, W), \quad (8)$$

the minimum being over distributions $Q$ and $I_{1-s}(P, W)$ being the $\alpha$-mutual information as defined by Csiszár [4]. We thus find the bound, valid for codes with constant composition $P$
define the output distribution $Q = PV$ as in (9), then (10) is satisfied for some $s$. So, we notice that the two proofs really rely on a comparison between the original channel and equivalent auxiliary channels/distributions. In the first procedure we start with an auxiliary distribution $Q$, but we find that the optimal choice of $Q$ is such that the tilted mixtures with the $W_s$ distributions are the $V_s$ which give $PV = Q$. In the second procedure we start with the auxiliary channel $V$ but we find that the optimal $V$ induces an output distribution $Q$ whose tilted mixtures with the $W_s$ are the $V_s$ themselves. It is worth noticing that in this second procedure we use a converse for channel $V$; hidden in this step we are using the output distribution $Q$ induced by $V$.

These observations point out that while the MIT proof follows the first formulation of the binary hypothesis testing bound in terms of Rényi divergences, Haroutunian’s proof exploits the second formulation based on Kullback-Leibler divergences, but the compared quantities are equivalent. There seems to be no reason to prefer the first procedure given the simplicity of the second one.

III. QUANTUM HYPOTHESIS TESTING

In a binary hypothesis testing between two density operators $\sigma_0$ and $\sigma_1$, based on $n$ independent extractions (but with global measurement), the error exponents of the first and second kind can be expressed parametrically as (see [8])

$$-\frac{1}{n} \log P_{e|\sigma_0} = -\mu(s) + s\mu'(s) + o(1)$$

$$-\frac{1}{n} \log P_{e|\sigma_1} = -\mu(s) - (1 - s)\mu'(s) + o(1),$$

where, in complete analogy with the classical case,

$$\mu(s) = \log \text{Tr} \sigma_0^{-s} \sigma_1^s.$$  

Upon differentiation, one finds for example for (11)

$$-\frac{1}{n} \log P_{e|\sigma_0} = -\log \text{Tr} (\sigma_0^{1-s} \sigma_1^s) + \text{Tr} \left[ \frac{\sigma_0^{1-s} \sigma_1^s}{\text{Tr} \sigma_0^{1-s} \sigma_1^s} (\log \sigma_1^s - \log \sigma_0^s) \right] + o(1).$$

When $\sigma_0$ and $\sigma_1$ commute, that is, in the classical case, we can define the density operator

$$\sigma_s = \frac{\sigma_0^{-s} \sigma_1^s}{\text{Tr} \sigma_0^{-s} \sigma_1^s}$$

and use the property $\log \sigma_1^s - \log \sigma_0^s = \log \sigma_0^{1-s} \sigma_1^s - \log \sigma_0$ to obtain

$$-\frac{1}{n} \log P_{e|\sigma_0} = \text{Tr} \sigma_s (\log \sigma_s - \log \sigma_0) + o(1) = D(\sigma_s||\sigma_0) + o(1).$$

In a similar way we find

$$-\frac{1}{n} \log P_{e|\sigma_1} = D(\sigma_s||\sigma_1) + o(1).$$

This is indeed the second form of the bound as mentioned already in Section I. However, if $\sigma_0$ and $\sigma_1$ do not commute, the above simplification is not possible. Hence, the two error exponents cannot be expressed in terms of the Kullback-Leibler divergence. So, unlike in the classical binary hypothesis testing, the problem of determining the trade-off of the error exponents in the test between $\sigma_0$ and $\sigma_1$ cannot be reduced to the problem of testing some $\sigma_s$ against $\sigma_x$, $i = 0, 1$, in the Stein regime.

To verify that this is really a property of the quantum binary hypothesis testing and not an artificial effect of the used procedure, it is useful to consider the case of pure states, that is when operators $\sigma_0$ and $\sigma_1$ have rank 1, say $\sigma_0 = |\psi_0\rangle\langle\psi_0|$ and $\sigma_1 = |\psi_1\rangle\langle\psi_1|$, with non-orthogonal $\psi_0$ and $\psi_1$. In this case, $\sigma_0^{1-s} = \sigma_0$ and $\sigma_1^s = \sigma_1$, so that one simply has

$$\mu(s) = \log \text{Tr} \sigma_0 \sigma_1 = \log |\langle\psi_0|\psi_1\rangle|^2$$

and consequently the two error exponents both equal

$$-\log |\langle\psi_0|\psi_1\rangle|^2.$$  

These quantity cannot be expressed as $D(\sigma_s||\sigma), i = 0, 1$, for any $\sigma_s$ because

$$D(\rho||\sigma) = \begin{cases} 0 & \rho = \sigma, \\ +\infty & \rho \neq \sigma, \ i = 0, 1, \end{cases}$$

since $\sigma_0$ and $\sigma_1$ are pure.

IV. CLASSICAL-QUANTUM SPHERE-PACKING

The different behavior of binary hypothesis testing in the quantum case with respect to the classical has a direct impact on the sphere packing bound for classical-quantum channels. Both the MIT and Haroutunian’s approaches can be extended to this setting, but the resulting bounds are different. In particular, since the binary hypothesis testing is correctly handled with the Rényi divergence formulation, the MIT form of the bound extends to what one expects as the right generalization (in particular, it matches known achievability bounds for pure-state channels), while Haroutunian’s form extends to a weaker bound. It was already observed in [9] that the latter gives a trivial bound for all pure state channels, which is a direct consequence of what already shown for the simple binary hypothesis testing in the previous section.

It is useful to investigate this weakness at a deeper level in order to see clearly where the problem really is. Let $W_x$, $x \in \mathcal{X}$, be new density operators, let $W_x = W_{x_1} \otimes \cdots \otimes W_{x_n}$ be the state associated to a sequence $x$ and thus $W_{x_1}, \ldots, W_{x_m}$ the states associated to the $M$ messages, where $M = e^nR$.

Let $\{\Pi_1, \Pi_2, \ldots, \Pi_M\}$ be the POVM used at the receiver for channel $W$, which means that the probability of decoding $m'$ when $m$ is sent is $\text{Tr} \Pi_m W_{x_m}$. Consider then an auxiliary classical-quantum channel with states $V_x$ and with capacity $C < R$. The strong converse still holds for channel $V$ which implies that for any decoding rule, for at least one message the probability of error is $1 - o(1)$. In particular for the given POVM, for at least one $m$,

$$\text{Tr}(I - \Pi_m)V_{x_m} = 1 - o(1).$$

More precisely, a correct formulation is that at least one of the two error exponents is not larger than $-\log |\langle\psi_0|\psi_1\rangle|^2$.  

---
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Using again a data processing inequality for the quantum Kullback-Leibler divergence one then finds as in the classical case that
\[
\log \text{Tr}(I - \Pi_m) W_{x_m} \geq -\frac{n D(V\|W|P) + 1}{1 + o(1)},
\]
and thus
\[
\frac{1}{n} \log P_e|W_{x_m} \leq \min_{V : I(P,V) \leq R} D(V\|W|P)(1 + o(1)).
\]
The problem is that if \( W \) is a pure state channel, at rates \( R < C \) any auxiliary channel \( V \neq W \) gives \( D(V\|W|P) = \infty \), so that the bound is trivial for all pure state channels. It is important to observe that this is not due to a weakness in the used data processing inequality. In a binary hypothesis test between the the pure state \( W_{x_m} \) and a state \( V_{x_m} \) built from a different channel \( V \), one can notice that the POVM \( \{ A, I - A \} \) with \( A = W_{x_m} \) satisfies
\[
\text{Tr}(I - A)V_{x_m} = 1 - o(1), \quad \text{Tr}(I - A)W_{x_m} = 0.
\]
So, it is really impossible to deduce a positive lower bound for \( \text{Tr}(I - \Pi_m) W_{x_m} \) using only the fact that \( \text{Tr}(I - \Pi_m)V_{x_m} = 1 - o(1) \).

It is also worth checking what happens with the MIT procedure. All the steps can be extended to the classical-quantum case (see [3] for details) leading to a bound which has the same form as (5) where \( E_0(s, P) \) is defined in analogy with (6) as
\[
E_0(s, P) = \min_Q \left[ \frac{1}{s-1} \sum_x P(x) \log \text{Tr} W_1^{1-s} Q^s \right]
= \min_Q \left[ \frac{s}{1-s} \sum_x P(x) D_{1-s}(W_x\|Q) \right],
\]
the minimum being over all density operators \( Q \), and \( D_{1-s}(\|) \) being the quantum Rényi divergence. However, as far as we know, there is no analog of equations (9) and (10), and the optimizing \( Q \) does not induce an auxiliary \( V \) such that \( I(P,V) = R - \epsilon \).

V. Auxiliary Channels and Strong Converses

We have presented the two main approaches to sphere packing as different procedures which are equivalent in the classical case but not in the classical-quantum case. However, it is actually possible to consider the two approaches as particular instances of one general approach where the channel \( W \) is compared to an auxiliary channel \( V \), since the auxiliary distribution/state \( Q \) can be considered as a channel with constant \( V_x = Q \). This principle is very well described in [10], where it is shown that essentially all known converse bounds in classical channel coding can be cast in this framework.

According to this interpretation, the starting point in Haroutunian’s proof is general enough to include the MIT approach as a special case. So, the weakness of the method in the classical-quantum case must be hidden in one of the intermediate steps. It is not difficult to notice that the key point is how the strong converse is used in Haroutunian’s proof. The general auxiliary channel \( V \) is only assumed to have capacity \( C < R \), and the strong converse for \( V \) which is used is of the simple form \( P_e = 1 - o(1) \), which is good enough in the classical case. In the MIT proof, instead, the auxiliary channel is such that \( C = 0 \), so that the strong converse takes another simple form, \( P_e \geq 1 - e^{-nR} \). The critical point is that in the classical-quantum setting a converse of the form \( P_e = 1 - o(1) \) for \( V \) does not lead to a lower bound on \( P_e \) for \( W \) in general. What is needed is a sufficiently fast exponential convergence to 1 of \( P_e \) for channel \( V \), which essentially suggests that \( V \) should be chosen with capacity not too close to \( R \) and that the exact strong converse exponent for \( V \) should be used.

The natural question to ask at this point is what the optimal\(^2\) auxiliary channel is when the exact exponent of the strong converse is used. At high rates the question is not really meaningful for all those cases where the known versions of the sphere packing bound coincide with achievability results, that is, for classical channels and for pure state channels. However, in the remaining cases, that is, in the low rate region for the mentioned channels or in the whole range of rates \( 0 < R < C \) for general non commuting mixed-state channels, the question is legitimate. In the classical case, since the choice of an (optimal) auxiliary channel with \( C = 0 \) or \( C = R^* \) leads to the same result, one might expect that any other intermediate choice would give the same result. However, to the best of our knowledge this has never been clarified in the literature.

For classical-quantum channels, the question is perhaps not trivial; it is worth pointing out that even the exact strong converse exponent has been determined only very recently [11]. What is very interesting is that while in the classical case the strong converse exponent for \( R > C \) is expressed in terms of Rényi divergences [12], [13], similarly as error exponents for \( R < C \), for classical-quantum channels the strong converse exponents are expressed in terms of the so called “sandwiched” Rényi divergence defined by
\[
D_\alpha(\rho, \sigma) = \frac{1}{\alpha - 1} \log \text{Tr} \left( \sigma^{\frac{1}{\alpha - 1}} \rho \sigma^{\frac{1}{1 - \alpha}} \right)^\alpha.
\]
The problem to consider would thus be more or less as follows. Consider an auxiliary channel \( V \) with capacity \( C < R \) and evaluate its strong converse exponent in terms of sandwiched Rényi divergences. Fix this exponent as the probability of error under hypothesis \( W_{x_m} \) in a test between \( W_{x_m} \) and \( V_{x_m} \), where \( \Pi_m \) is the operator in favor of \( W_{x_m} \) and \( I - \Pi_m \) is the one in favor of \( V_{x_m} \). Then deduce a lower bound for the probability of error under hypothesis \( W_{x_m} \) using the standard binary hypothesis testing bound in terms of Rényi divergences. It is not entirely clear, to this author, that the optimal auxiliary channel should necessarily always be one such that \( C = 0 \) as used up to now. Since for non commuting mixed-state channels the current known form of sphere packing bound is not yet matched by any achievability result, one cannot exclude that it is not the tightest possible form.

\(^2\)Here we mean optimal memoryless channel for bounding the error exponent in the asymptotic regime.
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Abstract—Finite blocklength converses for classical and quantum channel coding can be obtained by relaxing the optimization over independent encoding and decoding procedures to procedures which are merely “non-signalling”. This approach, inspired by quantum information theory, results in converses which are closely related to the hypothesis testing-based converse of Polyanskiy-Poor-Verdú. Indeed, in the classical case they are equivalent. I will give an overview of the non-signalling codes method and describe its relationship to the hypothesis testing approach.

I. LINEAR TRANSFORMATIONS OF CONDITIONAL DISTRIBUTIONS

Consider the following situation. Given a symbol $M$, Alice applies some, possibly randomised, process to produce symbols $X$ and $F$. If is sent to Bob over a noiseless channel. Alice uses $X$ as the input to some discrete channel, from which Bob receives output $Y$. Bob applies some process to $F$ and $Y$ to obtain a symbol $W$. We assume that $M = (F, X) - (F, Y) - W$ is a Markov chain. Letting $N(y|x) = P_{Y|X}(y|x)$, $E(f, x|m) = P_{FX|M}(f, x|m)$, and $D(w|f, y) = P_{W|FY}(w|f, y)$, we have

$$P_{WYXM}(w, y, x, m) = Z(x, w|m, y)N(y|x)P_M(m)$$

(1)

where

$$Z(x, w|m, y) := \sum_f D(w|f, y)E(f, x|m).$$

(2)

The conditional distribution (2) is what one would have if $N(y|x) = Q_Y(y)$ for some distribution $Q$. It is non-signalling from Bob to Alice, which means that

$$\forall x, m, y, y': \sum_w Z(x, w|m, y) = \sum_w Z(x, w|m, y')$$

$$=: Z_X|M(x|m),$$

(3)

in particular

$$\forall x, m, y: \sum_w Z(x, w|m, y) = \sum_f E(f, x|m).$$

(4)

Conversely, any bipartite conditional distribution which is non-signalling from Bob to Alice has a (non-unique) decomposition of the form (2) (see [9]). Operationally, this means that it can be implemented by local operations and one-way communication from Alice to Bob. Note that $P_{WYXM}(w, y, x, m)$ depends on $E$ and $D$ only through the distribution $Z$.

The distribution of $W$ given $M$ in the present scenario is

$$P_{W|M}(w|m) = \sum_{x, y} Z(x, w|m, y)N(y|x).$$

(5)

Clearly, any linear transformation which takes conditional distributions for $Y$ given $X$ to conditional distributions for $W$ given $M$ can be written in the form (5) if we allow $Z(x, w|m, y)$ to be arbitrary numbers. In fact, the map will have the property that it transforms every conditional distribution to a conditional distribution if and only if $Z$ is a conditional distribution which is non-signalling from Bob to Alice (see [9]).

Naturally, we can write

$$P_{WYXM}(w, y, x, m) = \tilde{Z}(m, w|x, y)P_{XY}(x, y)$$

(6)

where, for $x$ such that $P_X(x) > 0$ we define

$$\tilde{Z}(m, w|x, y) := P_{MW|XY}(m, w|x, y)$$

$$= \frac{P_{WYXM}(w, y, x, m)}{P_{Y|X}(y|x)P_X(x)}$$

$$= Z(x, w|m, y)\frac{P_M(m)}{P_X(x)}.$$ 

(7)

The final equality follows from (1). Note that $P_X(x) = \sum_m Z_X|M(x|m)P_M(m)$, so $\tilde{Z}$ depends only on $Z$ and $P_M$ (not on $N_{Y|X}$). For $x$ such that $P_X(x) = 0$ we let

$$\tilde{Z}(m, w|x, y) := P_M(m)P_W(w).$$

(8)

It follows that

$$P_{MW}(m, w) = \sum_{m, w} \tilde{Z}(m, w|x, y)\sum_x N_{Y|X}(y|x)P_X(x).$$

(9)

We will make use of this expression in the next section, and give a quantum generalisation of it in Section V. Note that $\tilde{Z}(m, w|x, y)$ is non-signalling from Bob to Alice.

II. NON-SIGNALLING CODES

We can regard channel coding as a special case of the scenario described in the previous section. Let $M$ and $W$ take values in the same set of size $k$. We can interpret $M$ as the message and $W$ as the estimate of that message made by the decoder. Let $M$ be uniformly distributed. The average probability of error is $Pr(M \neq W)$. With the arbitrary noiseless communication from Alice to Bob allowed in the
previous section one can obviously find zero-error codes of arbitrary size for any channel $N_{Y|X}$. A conventional code corresponds to the situation where
\[
Z(x, w|m, y) = E(x|m)D(w|y). \tag{12}
\]
For these types of code, $Z$ is non-signalling not only from Bob to Alice but also from Alice to Bob, that is
\[
\forall w, y, m, m' : \sum_x Z(x, w|m, y) = \sum_x Z(x, w|m', y) =: Z_{W|Y}(w|y). \tag{13}
\]
We call any code with this property a non-signalling code [7]. The condition (13) implies that $Z$ satisfies
\[
\sum_x \hat{Z}(m, w|x, y)P_X(x) = P_M(m)Z_{W|Y}(w|y) \tag{14}
\]
and, if $\hat{Z}$ satisfies this condition then the corresponding $Z$ is non-signalling from Alice to Bob. The success probability of the code for channel $N_{Y|X}$ is
\[
Pr(M = W) = \sum_{m, x, y} Z(m, m|x, y)N_{Y|X}(y|x)P_M(m) \tag{15}
\]
\[
= \sum_{m, x, y} \hat{Z}(m, m|x, y)N_{Y|X}(y|x)P_X(x). \tag{16}
\]

Remark 1. Fixing $N_{Y|X}$, the success probability (15) is a linear functional of $Z$ and, since the constraints which make $Z$ non-signalling are linear, maximising the success probability over all non-signalling codes is a linear program. Using symmetry, this can be simplified to one whose size is independent of $k$ [9].

If we use a non-signalling code and take a channel $R_{Y|X}$ where $Y$ and $X$ are independent, i.e. $R_{Y|X}(y|x) = Q_Y(y)$ then, using (14), the distribution of $(M, W)$ is
\[
Q_{MW}(m, w) = \sum_{x, y} \hat{Z}(m, w|x, y)P_X(x)Q_Y(y) \tag{17}
\]
\[
= P_M(m) \sum_y Z_{W|Y}(w|y)Q_Y(y). \tag{18}
\]
that is $W$ and $M$ are independent. In this situation, for any choice of $Q_Y$, $Pr(M = W) = 1/k$, that is
\[
\forall Q_Y : \sum_{m, x, y} \hat{Z}(m, m|x, y)P_X(x)Q_Y(y) = 1/k. \tag{19}
\]

III. HYPOTHESIS TESTING CONVERSE

Consider the following hypothesis testing problem. The null hypothesis is that $X$ and $Y$ are distributed according to $P_{XY}$. The alternative hypothesis is a composite hypothesis, which states that $X$ and $Y$ are distributed according to $P_{XQ_Y}$ for some arbitrary $Q_Y$. A hypothesis test is specified by
\[
T[x, y] := Pr(\text{Accept null}|X = x, Y = y). \tag{20}
\]
The minimum type-II error which can be attained by a test with type-I error no more than $\epsilon$ is
\[
\beta^*_\epsilon(P_{XY}) := \min_{Q_Y} \max_{y,z} \sum_{x} T[x, y]P_X(x)Q_Y(y) \tag{21}
\]
subject to
\[
\sum_{y} T[x, y]P_X(x) \geq 1 - \epsilon. \tag{22}
\]
Let us define for distributions $p$ and $q$,
\[
\beta_\epsilon(p||q) := \min_{T} \left\{ \sum_{x} T[z]q(z) : \sum_{x} T[z]p(z) \geq 1 - \epsilon \right\}. \tag{23}
\]
The set of distributions for $Y$ and the set of tests are both compact, convex sets and the objective function on the RHS of (21) is a bilinear function of the distribution and test. Therefore, by von Neumann’s minimax theorem
\[
\beta^*_\epsilon(P_{XY}) = \max_{Q_Y} \min_{T} (P_X||P_XQ_Y). \tag{24}
\]

Proposition 2. There is a non-signalling code of size $k$, input distribution $P_X$, and error probability $\epsilon$ for channel $N_{Y|X}$ if and only if there is a test $T$ with
\[
\sum_{x, y} T[x, y]N_{Y|X}(y|x)P_X(x) = 1 - \epsilon, \text{ and} \tag{25}
\]
\[
\forall Q_Y : \sum_{x, y} T[x, y]Q_Y(y)P_X(x) = 1/k. \tag{26}
\]

Proof. Suppose that we have a non-signalling code of size $k$ which attains error probability $\epsilon$ for channel $N_{Y|X}$. The distribution of $X$ is fixed by $Z$ and the fact that $M$ is uniformly distributed. For the direct part, let $Z$ be the bipartite conditional distribution for a non-signalling code satisfying the stated properties. If we let
\[
T[x, y] = \sum_{m=1}^{k} \hat{Z}(m, m|x, y), \tag{27}
\]
then using (16) we obtain (25) and, using (19) in addition, we obtain (26).

For the converse, let $T$ be a test satisfying (25) and (26), and let
\[
\hat{Z}(m, w|x, y) = \frac{1}{k} \delta_{mw}T[x, y]
\]
\[
+ \frac{1}{k(k-1)}(1 - \delta_{mw})(1 - T[x, y]). \tag{28}
\]
This clearly satisfies (3). Using (26) we have
\[
\sum_{x} \hat{Z}(m, w|x, y)P_X(x) = \frac{1}{k} \delta_{mw} \sum_{x} T[x, y]P_X(x) \tag{29}
\]
\[
+ \frac{1}{k(k-1)}(1 - \sum_{x} T[x, y]P_X(x))(1 - \delta_{mw}) = 1/k^2 \tag{30}
\]
so $\hat{Z}$ also satisfies (14). It follows that $Z$ satisfies (3) and (13), so it is a non-signalling code. Furthermore, by (25),
\[
Pr(M = W) = \sum_{m, x, y} \hat{Z}(m, m|x, y)N_{Y|X}(y|x)P_X(x) \tag{31}
\]
\[
= 1 - \epsilon.
\]
A constraint on tests of the form (26) is a rather unusual
in the context of hypothesis testing. In [10], tests with this
property (or more generally, property (35)) are called “$P_X$-
balanced”), and as noted there, we may relax this condition without changing the minimax type-II error probability: Sup-
pose we have a test $T'$ which satisfies
\[
\sum_{x,y} T'[x,y] N_{Y|X}(y|x) P_X(x) \geq 1 - \epsilon, \quad \forall y \in \mathbb{Y},
\]
and
\[
\forall y : T'[x,y] Q_Y(y|x) P_X(x) \leq \beta.
\]
The later condition is equivalent to
\[
\forall y : T'[x,y] P_X(x) =: c_y \leq \beta.
\]
If we let
\[
T[x,y] = (1 - \lambda_y) T'[x,y] + \lambda_y,
\]
where $\lambda_y = \frac{\beta - c_y}{1 - c_y}$, then
\[
\forall y : \sum_x T[x,y] P_X(x) = \beta,
\]
and since $T'[x,y] \leq T[x,y] \leq 1$ for all $x, y$
\[
\sum_{x,y} T[x,y] N_{Y|X}(y|x) P_X(x) \geq 1 - \epsilon.
\]
It follows that there is a non-signalling code of size $k$ and input distribution $P_X$ with error probability $\epsilon$ for $N_{Y|X}$ if and only if
\[
1/k \geq \beta^*(N_{Y|X}(y|x) P_X(x)).
\]

**Theorem 3.** There is a non-signalling code of size $k$ and input distribution $P_X$ and error probability $\epsilon$ for $N_{Y|X}$ if and only if
\[
k \leq \min_{Q_Y} \beta(N_{Y|X} P_X \| Q_Y P_X)^{-1}.
\]

There is a non-signalling code of size $k$ and error probability $\epsilon$ for $N_{Y|X}$ if and only if
\[
k \leq \max_{P_X} \min_{Q_Y} \beta(N_{Y|X} P_X \| Q_Y P_X)^{-1}.
\]

As an upper-bound this is exactly the “minimax” converse given (for conventional codes) in [6] and further studied in
[10].

**IV. A LITTLE BACKGROUND**

For any two systems $Q$ and $\bar{Q}$ of equal dimension $d$ we de-
fine $|\Phi^+\rangle_{QQ} := \sum_{j<k} |j\rangle_Q \otimes |k\rangle_Q$ and $\Phi^+_{QQ} = |\Phi^+\rangle|\Phi^+\rangle_{QQ}$. The vector $|\Phi^+\rangle_{QQ}$ has the property that for any operator $L_Q$
\[
L_Q|\Phi^+\rangle_{QQ} = L^T_Q|\Phi^+\rangle_{QQ},
\]
where $L^T_Q$ is the transpose of $L_Q := id_{Q \otimes \bar{Q}} L_Q$ in the
computational basis ($id_{Q \otimes \bar{Q}}$ is the linear map which takes the
computational basis for operators on $Q$ to that for $Q$, i.e.
\[
id_{Q \otimes \bar{Q}} : |i\rangle|j\rangle \mapsto |i\rangle|j\rangle.|Q$. This fact is sometimes referred

to as the ‘transpose trick’. We also note that $Tr_Q \Phi^+_{QQ} = 1_Q$ and $Tr_{\bar{Q}} \Phi^+_{QQ} = 1_{\bar{Q}}$. From this property it follows that, for any
density operator $\rho_A$, $\rho_A^{1/2} \Phi_A \rho_A^{1/2}$ is a purification of $\rho_A$. Let $\mathcal{H}_A$ and $\mathcal{H}_B$ be Hilbert spaces of finite dimension. Any linear map $L^{B \leftarrow A}$ from operators on $\mathcal{H}_A$ to operators on $\mathcal{H}_B$, has an
operator representation $L^{B \leftarrow A} \Phi^+_{AA}$. We note that
\[
L^{B \leftarrow A} : \kappa_A \mapsto Tr_A \kappa_A^T L^{B \leftarrow A} \Phi^+_{AA}.
\]

This correspondence between linear maps between operators and operators is known as the ‘Choi-Jamiolkowski isomor-
phism’.) Complete positivity of a map corresponds to its operator representation being positive semidefinite. $L^{B \leftarrow A}$ is trace preserving if and only if $Tr_B L^{B \leftarrow A} \Phi^+_{AA} = 1_A$. A quantum operation from system $A$ to system $B$ is a linear
map from $\mathcal{H}_A$ to $\mathcal{H}_B$ which is completely positive and trace-

preserving.

Given any density operator $\rho_{AB}$ we can write
\[
\rho_{AB} = Tr_{\bar{Q}} \kappa_{\bar{AB}}^T L^{B \leftarrow \bar{A}} \Phi^+_{\bar{A} \bar{A}}.
\]

where $\rho_{\bar{A}B} = \rho_{A}^{1/2} \Phi_A \rho_{A}^{1/2}$ and $\kappa_{\bar{A}B}$ is an operation which we may specify explicitly in terms of its operator representation: Let $\rho_{A}^{1/2}$ denote the generalised inverse of $\rho_{A}$, which is the unique operator such that $\rho_{A}^{1/2} \rho_{A}^{1/2}$ and $\rho_{A}^{1/2} \rho_{A}^{1/2}$ are equal to the orthogonal projection operator, $\rho_{A}^0$, onto the support of $\rho_{A}$. Then, for any state $\kappa_B$, the operation
\[
\kappa_{\bar{A}B} = \rho_{A}^{1/2} \rho_{AB} \rho_{A}^{1/2} + (1 - \rho_{A}^0) \kappa_B
\]
satisfies equation (42).

**V. LINEAR TRANSFORMATIONS OF QUANTUM OPERATIONS**

We will now develop the quantum generalisation of the classical results given earlier, starting with Section I.

Alice has some system $M$ to which she applies an operation $\epsilon^{TF_{X\rightarrow M}}$. System $F$ is transferred noiselessly to Bob, while an operation $\Lambda^{\gamma_{X\rightarrow Y}}$ is applied to $X$ leaving Bob with system $Y$. Bob applies an operation $D_{W^{E\rightarrow F}}$ to $FY$, leaving him with system $W$. The overall operation from $M$ to $W$ is
\[
D_{W^{E\rightarrow F}} : \epsilon^{TF_{X\rightarrow M}} \otimes \epsilon^{\gamma_{X\rightarrow Y}} \mapsto \Lambda^{\gamma_{X\rightarrow Y}} \epsilon^{\gamma_{X\rightarrow Y}}.
\]

Fixing $D_{W^{E\rightarrow F}}$ and $\epsilon^{\gamma_{X\rightarrow Y}}$ (44) is a linear function of $\Lambda^{\gamma_{X\rightarrow Y}}$ which maps any operation $\Lambda^{\gamma_{X\rightarrow Y}}$ to an operation. In fact it satisfies a strictly stronger property, which is that if $\Lambda^{\gamma_{X\rightarrow Y}}$ is an operation, then it will be mapped to an operation. As shown in [5], any linear map from operations to operations with this property can be written in the form (44).

We define a bipartite operation $Z_{XW\rightarrow MY}$ via
\[
Z_{XW\rightarrow MY} := D_{W^{E\rightarrow F}} \epsilon^{\gamma_{X\rightarrow Y}}.
\]

This operation completely determines the map from operations to operations discussed above (see [12]). Evidently this operation is implemented by local operations and one-way quantum
communication from Alice to Bob. Any operation of this form is non-signalling from Bob to Alice [1], in the sense that
\[
\forall \rho_Y : Tr_W Z_{XW\rightarrow MY} \rho_Y = Z_{X\rightarrow M}.
\]
In particular, $\mathcal{Z}^{X_{\rightarrow}M} = \text{Tr}_E \mathcal{E}^{F_{\rightarrow}M}$. Conversely, any bipartite operation which satisfies (46) can be implemented by local operations and quantum communication from Alice to Bob [3]. That is, it can be written in the form (45).

Let $\hat{M}$ have the same dimension as system $M$ and suppose that, initially, Alice has systems $\hat{M}M$ in the state

$$\mu^{\hat{M}M} := \mu^M_{\hat{M}M} \Phi^{+}_{\hat{M}M} \mu^M_{\hat{M}M} \Phi^{+}_{\hat{M}M} \mu^M_{\hat{M}M}$$

where $\mu^M := \text{Tr}_M \mu^{\hat{M}M}$. The 'transpose trick' tells us that

$$\omega^{\hat{M}M} := D^{W_{\rightarrow}Y} \text{id}^{E_{\rightarrow}F} \otimes \mathcal{N}^{Y_{\rightarrow}X} \mathcal{E}^{F_{\rightarrow}M} \mu^M_{\hat{M}M}$$

After Alice applies $\mathcal{E}$, the system $\hat{M}F_X$ is in the state $\rho_{\hat{M}F_X} = \mu^{1/2}_{\hat{M}M} \left( \mathcal{E}^{F_{\rightarrow}M} \Phi^+_{\hat{M}M} \right) \mu^{1/2}_{\hat{M}M}$. The situation is illustrated in the top half of the figure. Let $\hat{\mathcal{E}}$ be an operation (see previous section) such that $\rho_{\hat{M}F_X} = \hat{\mathcal{E}}^{\hat{M}F_{\rightarrow}M} \rho_{\hat{M}X}$ (where for the remainder of this article) $\rho_{\hat{M}X}$ is defined to be the state

$$\rho_{\hat{M}X} := \rho_{\hat{M}F} \Phi^+_{\hat{M}X} \rho_{\hat{M}F} \Phi^+_{\hat{M}X}$$

Note that $\rho_{\hat{X}} := \text{Tr}_X \rho_{\hat{M}X} = \text{id}^{\hat{X}_{\rightarrow}X} \rho_{\hat{X}} \text{id}^{\hat{X}_{\rightarrow}X}$. Then

$$\omega^{\hat{M}W} = D^{W_{\rightarrow}X} \mathcal{N}^{Y_{\rightarrow}X} \rho_{\hat{M}F_X} = \hat{\mathcal{Z}}^{\hat{M}W_{\rightarrow}X} \mathcal{N}^{Y_{\rightarrow}X} \rho_{\hat{M}X}$$

(50)

where

$$\hat{\mathcal{Z}}^{\hat{M}W_{\rightarrow}X} := D^{W_{\rightarrow}X} \hat{\mathcal{E}}^{\hat{M}F_{\rightarrow}M}$$

(51)

Note the analogy between the expression (50) for the final state of $\hat{M}W$ and the expression (11) for the joint distribution of $M$ and $W$. In terms of the operator representations of $\hat{Z}$ and $Z$, we have

$$\rho_{\hat{X}}^{1/2} \left( \hat{\mathcal{Z}}^{\hat{M}W_{\rightarrow}X} \Phi^+_{XY} \right) \rho_{\hat{X}}^{1/2} = \mu_{\hat{M}}^{1/2} \left( \mathcal{Z}^{X_{\rightarrow}M} \Phi^+_{XY} \right) \mu_{\hat{M}}^{1/2}$$

VI. QUANTUM NON-SIGNALLING CODES

We can view block coding of classical (or quantum) information over a quantum channel as a special case of the scenario described in the previous section. In this case $M$ and $W$ are of the same dimension, $k$ (which we call the size of the code). If (as in the classical case) we are concerned with the transmission of a uniformly distributed classical message, then $M$ stores a uniformly distributed classical message in the computational basis. That is, $\mu^M = \mathbb{I}_M/k$. If $M$ is measured in the computational basis then we obtain a copy of the message that was sent. The probability of successful transmission is, therefore, the probability of obtaining equal results computational basis measurements are performed on $\hat{M}$ and $W$. The POVM element corresponding to this outcome is

$$\Pi^{\hat{M}W} := \sum_m |m\rangle\langle m|_M \otimes |m\rangle\langle m|_W,$$

so the success probability of the code is

$$1 - \epsilon = \text{Tr}_{\hat{M}W} \hat{\mathcal{Z}}^{\hat{M}W_{\rightarrow}X} \mathcal{N}^{Y_{\rightarrow}X} \hat{\rho}_{\hat{M}X}$$

(52)

In a conventional code, there is no auxiliary forward communication and the bipartite operation is of the form

$$\mathcal{Z}^{X_{\rightarrow}M} = \mathcal{E}^{X_{\rightarrow}M} \otimes \mathcal{D}^{W_{\rightarrow}Y}$$

(53)

where $\mathcal{E}^{X_{\rightarrow}M}$ and $\mathcal{D}^{W_{\rightarrow}Y}$ are the encoding and decoding operations. The bipartite operation for such codes is not only non-signalling, but also in the computational basis. That is, $\mathcal{E}^{X_{\rightarrow}M}$ and $\mathcal{D}^{W_{\rightarrow}Y}$ are both in the computational basis. This condition is

$$\hat{\mathcal{Z}}^{\hat{M}W_{\rightarrow}X} \hat{\rho}_{\hat{X}} \otimes \mathbb{I}_Y = \mu_{\hat{M}} \otimes \mathcal{Z}^{W_{\rightarrow}Y},$$

(54)

given any operation $\hat{Z}$ which satisfies this condition the corresponding $\hat{Z}$ is non-signalling from Bob to Alice.

Remark 4. In terms of the operator representation of $\hat{Z}$, the success probability is a linear functional, the non-signalling and normalising constraints on $\hat{Z}$ are affine, while the complete positivity of $\hat{Z}$ is equivalent to the operator representation being positive semidefinite. Therefore, maximising the success probability over non-signalling quantum codes is a semidefinite program (see [12]).

The quantum analog of a channel for which $Y$ and $X$ are independent is for the operation $\mathcal{N}^{Y_{\rightarrow}X}$ to have the form $\mathcal{N}^{Y_{\rightarrow}X} = \sigma Y \mathcal{I} X$. As one would expect, the success probability of a quantum non-signalling code of size $k$ for any such channel is simply $1/k$, that is

$$\forall \sigma_Y : \text{Tr}_{\hat{M}W} \hat{\mathcal{Z}}^{\hat{M}W_{\rightarrow}X} \hat{\rho}_X \otimes \sigma_Y = 1/k.$$
VII. QUANTUM HYPOTHESIS TESTING CONVERSE

Consider the quantum hypothesis testing problem where the null hypothesis is that the state of $XY$ is $\rho_{XY}$ and the (composite) alternative hypothesis is that that state of $XY$ is of the form $\rho_{XY} \otimes \sigma_Y$ where $\rho_X = Tr_Y \rho_{XY}$ and $\sigma_Y$ is any state. We can specify a quantum hypothesis test by giving the POVM element $T_{XY}$ corresponding to acceptance of the null hypothesis.

$$\beta^*_\epsilon(\rho_{XY}) := \min_{\sigma_Y} \max_{0 \leq T_{XY} \leq 1} \text{Tr} T_{XY} \rho_X \otimes \sigma_Y$$ (56)

subject to $\text{Tr} T_{XY} \rho_{XY} \geq 1 - \epsilon$. (57)

For any two states $\rho_0$ and $\rho_1$ of the same system we define $\beta_\epsilon(\rho_0 || \rho_1) := \min \{ \text{Tr} T \rho_1 : \text{Tr} T \rho_0 \geq 1 - \epsilon, 0 \leq T \leq 1 \}$.

By von Neumann’s minimax theorem

$$\beta^*_\epsilon(\rho_{XY}) = \max \beta_\epsilon(\rho_X \otimes \sigma_Y).$$ (58)

We now give the quantum generalisation of Proposition 2.

**Proposition 5.** There is a quantum non-signalling code of size $k$ with input state $\rho_X$ and error probability $\epsilon$ for operation $\mathcal{N}^{X \rightarrow Y}$ if and only if there is a quantum hypothesis test $T_{XY}$ satisfying

$$\text{Tr} T_{XY} \mathcal{N}^{X \rightarrow Y} \rho_{XY} = 1 - \epsilon, \text{ and}$$ (59)

$$\forall \sigma_Y : \text{Tr} T_{XY} \rho_X \otimes \sigma_Y = 1/k$$ (60)

where $\rho_{XY} = \rho_X^{1/2} \Phi^{+} \rho_X^{1/2}$.

**Proof.** First the converse part: Suppose that there is a non-signalling code $Z$ with properties stated in (5). Consider the test obtained by applying the operation $\mathcal{Z}^{W \rightarrow \hat{X}Y}$ to system $\hat{X}Y$, measuring both $M$ and $W$ in their computational bases, and accepting (the null hypothesis) when the two results are equal. By (52) and (55) this has the required properties.

For the direct part, let $T_{XY}$ be a test satisfying (59) and (60), and let

$$\mathcal{Z}^{W \rightarrow \hat{X}Y} : A_{\hat{X}Y} \mapsto \frac{1}{k} \Pi_{W} \text{Tr} T_{XY} A_{\hat{X}Y}$$ (61)

$$+ \frac{1}{k(k - 1)} \left( \mathcal{I} - \Pi_{W} \right) \text{Tr} (1 - T_{XY}) A_{\hat{X}Y}$$

where $\Pi_{W} := \sum_{m} |m\rangle \langle m| \otimes |\hat{m}\rangle \langle \hat{m}|$. It is easy to check that this is non-signalling from Bob to Alice, and the property (60) ensures that this $\mathcal{Z}^{W \rightarrow \hat{X}Y}$ satisfies (54). That it has the desired error probability follows from (52), (59) and $\Pi_{W} (1 - \Pi_{W}) = 0$. □

**Corollary 6.** If there is a non-signalling code of size $k$ and average input state $\rho_X$ and error probability $\epsilon$ for $\mathcal{N}^{X \rightarrow Y}$ then

$$k \leq \min_{\sigma_Y} \beta_\epsilon(\mathcal{N}^{X \rightarrow Y} \rho_{XY} \| \rho_X \otimes \sigma_Y)^{-1}.$$ (62)

If there is a non-signalling code of size $k$ and error probability $\epsilon$ for $\mathcal{N}^{X \rightarrow Y}$ then

$$k \leq \max_{\rho_X} \min_{\sigma_Y} \beta_\epsilon(\mathcal{N}^{X \rightarrow Y} \rho_{XY} \| \rho_X \otimes \sigma_Y)^{-1}.$$ (63)

This converse applies to entanglement-assisted codes because they are non-signalling. For memoryless channels, analysing the large block length limit of the upper bound on rate that it gives recovers (see [11]) the known, single-letter formula for the entanglement-assisted classical capacity of a quantum channel [2].

As noted in [11], if we are dealing with codes of the form (53), then the hypothesis test constructed in the direct part of (5) can be implemented by local measurements and classical post-processing of the results (to compare the outcomes). This means that we can obtain a better converse for such codes by restricting the optimisation over hypothesis tests to those which can be implemented in this way. In [11] it was shown that if we restrict to those which can implemented by local operations and one-way classical communication from Alice to Bob then the converse obtained is equivalent to the one obtained in [8].

In Corollary 6 we do not have a quantum analog of Theorem 3 because the implication is only one way. If we could show that one can restrict to quantum tests satisfying $\text{Tr} T_{XY} \rho_X \otimes \sigma_Y = \beta$ for all $\sigma_Y$ without changing the minimax type-II error probability then we could add the other direction of implication to Corollary 6. Whether this is true is open at the time of writing.
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Combining Detection with Other Tasks of Information Processing

Neri Merhav, Department of EE, Technion, Haifa 3200003, Israel

Classical detection theory, based on the Neyman–Pearson theorem provides the optimal rule for deciding between two hypotheses concerning the distribution or density of a given observation or sequence of observations. It tells us that best trade-off between the two kinds of probability of error is achieved by the likelihood ratio test (LRT). In certain situations, however, this decision between the two hypotheses might be only one of the tasks to be carried out. For example, consider a scenario where under hypothesis $H_0$, the sequence of observations that we receive is just pure noise (or useless/irrelevant for any other reason), which contains no useful information that may interest us, whereas under hypothesis $H_1$, the data that we have at hand has emerged from a desirable information source, and in this case, further processing is called for, such as lossless or lossy data compression, parameter estimation channel decoding encryption, further classification, etc.

The straightforward approach to this problem would be to first apply Neyman–Pearson hypothesis testing, and then, if hypothesis $H_1$ is accepted, perform the corresponding task using the best strategy available. This approach separates between optimal decision and the optimality of the subsequent task. A more sophisticated approach, however, is to solve the two problems jointly, namely, to devise a decision rule that takes into account also the cost of the subsequent task (in case it is to be carried out), and on the other hand, optimize the strategy of the following task, taking into account that the data belongs to the decision region of $H_1$.

In this talk, I will present a unified approach of optimally combining the detection problem with the second information processing task, which is based on a simple extension of the Neyman–Pearson lemma. It minimizes the relevant cost of the second task subject to constraints on the false alarm and misdetection probabilities. We then apply this generalized Neyman–Pearson lemma to three different problems: (i) joint detection and source coding [1], (ii) detection of codeword vs. pure noise, followed by channel decoding in case a signal was detected [2], and (iii) combined channel detection and channel decoding [3].

In all three problems, we derive the optimal solution and assess the asymptotic performance. It turns out that in problems (ii) and (iii) there is an asymptotic separation principle in the sense that the same error exponents are achieved by separating the detection from the second task. This is not the case, however, in problem (i).
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Abstract—Hypothesis testing lower bounds to the channel coding error probability are studied. For a family of symmetric channels, block lengths and coding rates, the error probability of the best code is shown to coincide with that of a binary hypothesis test with certain parameters. The points in which they coincide, are precisely the points at which perfect or quasi-perfect codes exist. General conditions are given for a code to attain minimum error probability.

I. INTRODUCTION

Consider the channel coding problem of transmitting a set of messages over a binary symmetric channel (BSC). The sphere-packing bound [1, Eq. (5.8.19)] establishes a lower bound on the block error probability of a code with a given rate and blocklength. This bound follows from counting the maximum number of non-overlapping Hamming spheres that can be packed in the output space. In certain cases the sphere-packing bound is achievable. A binary code is said to be perfect if non-overlapping Hamming spheres of radius \( t \) centered on the codewords exactly fill up the space. Perfect codes are a subset of the class of quasi-perfect codes. A quasi-perfect code is defined as a code in which Hamming spheres of radius \( t \) centered on the codewords are non-overlapping and Hamming spheres of radius \( t + 1 \) cover the space, possibly with overlaps. Since quasi-perfect codes attain the sphere-packing bound for a BSC, they achieve the minimum error probability among all the codes with the same block length and rate [1, Sec. 5.8]. However, these codes are rare. For each rate \( R \), \( 0 < R < 1 \), there exists a block length beyond which neither perfect nor quasi-perfect codes exist [2, 3].

A generalization of the definition of perfect and quasi-perfect codes beyond the Hamming space was proposed by Hamada in [4]. Using a variation of the Fano metric, Hamada derived a lower bound to the channel coding error probability. This bound is achievable by perfect and quasi-perfect codes (defined with respect to the new metric), whenever they exist. This result applies for a class of symmetric discrete memoryless channels.

Binary hypothesis testing has been shown instrumental in the derivation of converse bounds (see e.g. [5], [6]), one prominent recent example being the the meta-converse bound by Polyanskiy et al. [7, Th. 27]. Particularized for the BSC, the meta-converse bound recovers the sphere-packing bound [1, Eq. (5.8.19)] (see [7, Sec. IIIH] for details). As a result, when perfect or quasi-perfect codes exist, the the meta-converse bound gives the minimum error probability in the BSC.

In this work, we generalize the definitions of perfect and quasi-perfect codes for a class of symmetric channels and we establish a connection between hypothesis testing lower bounds and perfect or quasi-perfect codes. The results of this paper are general enough to recover Hamada’s condition for achieving minimum error probability [4, Th. 3].

II. GENERALIZED QUASI-PERFECT CODES

Consider the one-shot channel coding problem, where an equiprobable message \( v \in \{1, \ldots, M\} \) is to be transmitted over a random transformation \( P_{Y|X}, x \in \mathcal{X} \) and \( y \in \mathcal{Y} \) with \( \mathcal{X} \) and \( \mathcal{Y} \) discrete alphabets. A channel code \( C \) is defined as the set of \( M \) codewords \( C = \{x_1, \ldots, x_M\} \) assigned to each of the messages. We assume that the maximum likelihood (ML) rule is used to choose the decoded message \( \hat{v} \in \{1, \ldots, M\} \). The error probability is given by

\[
\epsilon(C) = \Pr[\hat{V} \neq V] = 1 - \frac{1}{M} \sum_{y \in \mathcal{Y}} \max_{x \in C} P_{Y|X}(y|x). \tag{1}
\]

Definition 1: A discrete channel is symmetric if the rows of the transition matrix of the channel (with inputs as rows and outputs as columns), i.e., \( P_{Y|X}(\cdot|x) \), are permutations of each other.

This definition of symmetric channels coincides with that of uniformly dispersive channels of Massey [8, Sec. 4.2] and is less restrictive than those of Cover and Thomas [9] and Gallager [1]. The definition in [9, Sec. 7.2] additionally requires that the columns of the channel transition matrix be permutations of each other, i.e., uniformly focusing according to [8, Sec. 4.2]. The definition in [1, p. 94] requires the channel transition matrix to be partitioned in submatrices such that each submatrix fulfills the condition in [9, Sec. 7.2]. Relations among these definitions are investigated in [10, Sec. VI.B].

We define \( S_x(\theta) \) to be the set of output sequences \( y \) with a likelihood given input \( x \) of at least \( \theta \in [0,1] \), i.e.,

\[
S_x(\theta) \triangleq \left\{ y \in \mathcal{Y} \mid P_{Y|X}(y|x) \geq \theta \right\}. \tag{3}
\]
We denote the interior and the shell of \( S_x(\theta) \), respectively, as
\[
S^•_x(\theta) \overset{\Delta}{=} \left\{ y \in \mathcal{Y} \mid P_{Y|X}(y|x) > \theta \right\}, \quad (4)
\]
\[
S^◦_x(\theta) \overset{\Delta}{=} \left\{ y \in \mathcal{Y} \mid P_{Y|X}(y|x) = \theta \right\}. \quad (5)
\]

Although we are not assuming that the input and output alphabets are identical and \( P_{Y|X}(y|x) \) (or the related Fano metric \( \log P_{Y|X}(y|x) \)) do not fulfill the properties of a mathematical distance in general, we refer to \( S_x(\theta) \) as a sphere of radius \( \theta \) centered on \( x \). For specific channels, such as the binary symmetric channel, \( \log P_{Y|X}(y|x) \) is an affine function of the Hamming distance between \( x \) and \( y \) and hence \( S_x(\theta) \) becomes a sphere with respect to that distance.

**Proposition 1:** Let \( P_{Y|X}(y|x) \) be a symmetric channel defined over input and output alphabets \( X, \mathcal{Y} \). Then, cardinalities (or “volumes”) \( |S_x(\theta)| \), \( |S^•_x(\theta)| \), \( |S^◦_x(\theta)| \) are independent of \( x \).

Then, for any symmetric channel, we define \( S(\theta) \overset{\Delta}{=} |S_x(\theta)| \), \( S^•(\theta) \overset{\Delta}{=} |S^•_x(\theta)| \), \( S^◦(\theta) \overset{\Delta}{=} |S^◦_x(\theta)| \). Obviously, \( S(\theta) = S^•(\theta) + S^◦(\theta) \).

**Definition 2:** A code is **perfect** if there exists \( \theta \in [0,1] \) such that
\[
\bigcup_{x \in \mathcal{C}} S_x(\theta) = \mathcal{Y}, \quad (6)
\]
where the union is disjoint. More generally, a code is **quasi-perfect** if there exists \( \theta \in [0,1] \) such that (6) is satisfied and the codeword-centered spheres \( \{S^•_x(\theta), x \in \mathcal{C}\} \) are disjoint.

This definition of perfect codes coincides with that in [4, Def. 1] when the channel fulfills the Properties 1-4 in [4]. Definition 2 applies however to any symmetric channel according to 1 (which corresponds to Property 4 in [4]). Also, the definition of quasi-perfect code in Definition 2 includes both perfect and quasi-perfect codes from [4, Def. 1].

### III. The Meta-Converse Bound

Let \( \hat{H} \in \{0,1\} \) be the random variable associated to the output of a binary hypothesis test discriminating between distributions \( P \) (hypothesis 0) and \( Q \) (hypothesis 1). Then, the test can be described by the conditional distribution \( P_{\hat{H}|Y} \).

Let \( \pi_{j|i} \) denote the probability of deciding \( j \) when \( i \) is the true hypothesis. More precisely, we define
\[
\pi_{0|1} = \sum_y Q(y)P_{\hat{H}|Y}(0|y), \quad (7)
\]
\[
\pi_{1|0} = \sum_y P(y)P_{\hat{H}|Y}(1|y). \quad (8)
\]

Let \( \alpha(P, Q) \) denote the minimum error probability \( \pi_{1|0} \) among all tests \( \hat{H} = P_{\hat{H}|Y} \) with \( \pi_{0|1} \) at most \( \beta \), that is
\[
\alpha(P, Q) \overset{\Delta}{=} \inf_{T: \pi_{0|1} \leq \beta} \pi_{1|0}. \quad (9)
\]

In [11], Neyman and Pearson derived the explicit form of a (possibly randomized) test \( T \) achieving the optimum trade-off (9), given by
\[
T_{NP}(0|y) = \begin{cases} 1, & \text{if } \frac{P(y)}{Q(y)} > \gamma, \\ p, & \text{if } \frac{P(y)}{Q(y)} = \gamma, \\ 0, & \text{otherwise}, \end{cases} \quad (10)
\]

where \( \gamma \geq 0 \) and \( p \in [0,1] \) are parameters chosen such that \( \pi_{0|1} = \beta \).

Let \( P^C_X \) denote the channel input distribution induced by the codebook \( \mathcal{C} = \{x_1, \ldots, x_M\} \), i.e.,
\[
P^C_X(x) \overset{\Delta}{=} \frac{1}{M} \sum_{m=1}^M \mathds{1}\{x = x_m\}, \quad (11)
\]
where \( \mathds{1}\{\cdot\} \) denotes the indicator function.

It has been shown in [12, Th. 1] that the exact error probability \( \epsilon(C) \) in (2) can be expressed as the best type-0 error probability of an induced binary hypothesis test discriminating between the original distribution \( P^C_X \times P_{Y|X} \) and an alternative product distribution \( P^C_X \times Q_Y \) with type-1 error equal to \( \frac{1}{M} \), i.e.,
\[
\epsilon(C) = \max_{Q_Y} \left\{ \alpha \left( P^C_X \times P_{Y|X}, P^C_X \times Q_Y \right) \right\}. \quad (12)
\]

The right hand side of Eq. (12) is precisely the meta-converse bound [7, Th. 26] after optimization over the auxiliary distribution \( Q_Y \). By choosing the auxiliary output distribution \( Q_Y(\gamma) = |Y|^{-1} \) and minimizing over all distributions defined over the input alphabet \( X \), identity (12) can be weakened to obtain
\[
\epsilon(C) \geq \inf_{P_X} \left\{ \alpha \left( P_X \times P_{Y|X}, P_X \times Q_Y \right) \right\}. \quad (13)
\]

For the class of symmetric channels considered in Definition 1, we resort to the Neyman-Pearson lemma to find an alternative expression for right-hand side of (13). This expression will be then shown to coincide with the exact error probability \( \epsilon(C) \) when \( C \) is a quasi-perfect code according to Definition 2.

### IV. Optimal Code Structure

We particularize the Neyman-Pearson test (10) with \( P \leftarrow P_X \times P_{Y|X} \) and \( Q \leftarrow P_X \times Q_Y \).

\[
T_{NP}(0|x,y) = \begin{cases} 1, & \text{if } y \in S^•_x(\theta), \\ p, & \text{if } y \in S^◦_x(\theta), \\ 0, & \text{otherwise}, \end{cases} \quad (14)
\]

where \( \theta = \gamma |Y|^{-1} \) and \( p \in [0,1] \) are parameters that allow to balance \( \pi_{1|0} \) and \( \pi_{0|1} \). We proceed to analyze the two error types.

Substituting (14) in (7) we obtain
\[
\pi_{0|1} = \sum_{x,y} P_X(x)Q_Y(y)T_{NP}(0|x,y) \tag{15}
\]
\[
= |Y|^{-1} \sum_x P_X(x) \left( |S^•_x(\theta)| + p|S^◦_x(\theta)| \right) \tag{16}
\]
\[
= |Y|^{-1} \left( S^•(\theta) + pS^◦(\theta) \right). \tag{17}
\]
Given the constraint on $\pi_0|1$ imposed by (13), and the structure of the Neyman-Pearson test, the parameters $p, \theta \in [0, 1]$ are chosen such that $\pi_0|1 = \frac{1}{M}$, i.e.,

$$S_\theta(\theta) + pS_\theta(\theta) = \frac{|Y|}{M}. \quad (18)$$

Substituting (14) in (8) we obtain

$$\pi_1|0 = 1 - \sum_{x,y} P_X(x)P_{Y|X}(y|x)T_{\text{NP}}(0|x,y)$$

$$= 1 - \sum_x P_X(x) \left( \sum_{y \in S_\theta^1(\theta)} P_{Y|X}(y|x) + p \sum_{y \in S_\theta^2(\theta)} P_{Y|X}(y|x) \right). \quad (20)$$

For an arbitrary $x$, let $P_{Y|X}(y_i|x)$, $i = 1, \ldots, |Y|$, denote the output likelihoods indexed in decreasing order. Given the symmetry condition in Definition 1, the vector $(P_{Y|X}(y_1|x), \ldots, P_{Y|X}(y_1|x))$ does not depend on the specific value of $x$. Then, for any $x$, we define $\psi_i \triangleq P_{Y|X}(y_i|x)$, $i = 1, \ldots, |Y|$, and rewrite (20) as

$$\pi_1|0 = 1 - \left( \sum_{i=1}^{S_\theta(\theta)} \psi_i + p \sum_{i=1}^{S_\theta(\theta)} \psi_{i+S_\theta(\theta)} \right). \quad (21)$$

Using (18) and (21), it follows that the lower bound (13) can be rewritten as

$$\epsilon(C) \geq 1 - \left( \sum_{i=1}^{S_\theta(\theta)} \psi_i + p \sum_{i=1}^{S_\theta(\theta)} \psi_{i+S_\theta(\theta)} \right), \quad (22)$$

where $p, \theta \in [0, 1]$ are such that $S_\theta(\theta) + pS_\theta(\theta) = \frac{|Y|}{M}$.

The next result shows that for a quasi-perfect code $C$, (22) holds with equality. That is, when they exist, quasi-perfect codes attain the minimum error probability.

**Theorem 1:** Let $P_{Y|X}$ be a symmetric channel according to Definition 1 and let $C$ be a quasi-perfect code according to Definition 2. Then,

$$\epsilon(C) = 1 - \left( \sum_{i=1}^{S_\theta(\theta)} \psi_i + p \sum_{i=1}^{S_\theta(\theta)} \psi_{i+S_\theta(\theta)} \right), \quad (23)$$

where $p, \theta \in [0, 1]$ are such that $S_\theta(\theta) + pS_\theta(\theta) = \frac{|Y|}{M}$.

**Proof:** Before showing that (23) holds with equality for arbitrary quasi-perfect codes, we include the (simpler) proof for the particular case of perfect codes.

**a) Perfect codes:** Consider a perfect code $C$ according to Definition 2. Then, the spheres $S_\theta(\theta)$ centered at the codewords are disjoint and their union covers the output space, thus, we have that $MS(\theta) = |Y|$. These spheres are precisely the ML decision regions for each of the codewords. Then, the error probability (2) can be written as

$$\epsilon(C) = 1 - \frac{1}{M} \sum_{m=1}^{M} \sum_{y \in S_{\theta_m}(\theta)} P_{Y|X}(y|x_m). \quad (24)$$

For symmetric channels, the set $\{P_{Y|X}(y|x_m) \mid y \in S_{\theta_m}(\theta)\}$ does not depend on the specific codeword $x_m$. This set coincides with $\{\psi_1, \ldots, \psi_{S(\theta)}\}$, which are, by definition, the $S(\theta)$ largest elements in $\{\psi_1, \ldots, \psi_{|Y|}\}$. Then, we rewrite (24) as

$$\epsilon(C) = 1 - \frac{1}{M} \sum_{m=1}^{M} \sum_{i=1}^{S(\theta)} \psi_i \quad (25)$$

$$= 1 - \sum_{i=1}^{S(\theta)} \psi_i. \quad (26)$$

Since $MS(\theta) = |Y|$, according to (18), we must have $p = 1$, and (26) coincides with the right-hand side of (23).

**b) Quasi-perfect codes:** Consider now a quasi-perfect code $C$ according to Definition 2. The spheres $S_\theta^1(\theta)$ centered at the codewords are disjoint. However, in general, the sets $S_\theta^2(\theta)$ centered at each of the codewords do overlap. These overlaps correspond to ML decoding ties, and can be resolved arbitrarily without affecting the error probability.

Let $\{P_m\}$, $m = 1, \ldots, M$, be any partition of the output space such that $P_m \subseteq S_{\theta_m}(\theta)$, $m = 1, \ldots, M$. Let $P_m^\circ \triangleq \{P_m \cap S_{\theta_m}(\theta)\}$. Following similar steps as in (25), we obtain

$$\epsilon(C) = 1 - \frac{1}{M} \sum_{m=1}^{M} \left( \sum_{i=1}^{S(\theta)} \psi_i + \sum_{i=1}^{P_m^\circ} \psi_{i+S_\theta(\theta)} \right) \quad (27)$$

$$= 1 - \left( \sum_{i=1}^{S(\theta)} \psi_i + \frac{1}{M} \sum_{m=1}^{M} \sum_{i=1}^{P_m^\circ} \psi_{i+S_\theta(\theta)} \right). \quad (28)$$

Since the total number of sequences in the output space is $|Y|$, then it must hold that $MS_\theta(\theta) + \sum_{m=1}^{M} P_m^\circ = |Y|$. Using (18) we obtain

$$pS_\theta(\theta) = \frac{1}{M} \sum_{m=1}^{M} P_m^\circ \quad (29)$$

From the definition of $S_{\theta_m}$, it follows that $\psi_i = \theta$ for $S_\theta(\theta) + 1 \leq i \leq S_\theta(\theta) + S_\theta(\theta)$. Since by definition, $P_m^\circ \subseteq S_{\theta_m}(\theta)$, we have that

$$\frac{1}{M} \sum_{m=1}^{M} \sum_{i=1}^{P_m^\circ} \psi_{i+S_\theta(\theta)} = \frac{\theta}{M} \sum_{m=1}^{M} P_m^\circ \quad (30)$$

$$= \theta pS_\theta(\theta) \quad (31)$$

$$= p \sum_{i=1}^{S_\theta(\theta)} \psi_{i+S_\theta(\theta)}, \quad (32)$$

where (31) follows from (29). As a result, the right-hand side of (23) and (28) coincide. ■

Eq. (12) shows that the meta-converse bound, after optimization over the auxiliary distribution $Q_y$, coincides with the exact error probability $\epsilon(C)$ of any code $C$ (see [12] for details). Theorem 1 shows that, for certain symmetric channels, the relaxation (13) also coincides with the minimum error probability for quasi-perfect codes, whenever they exist.
Theorem 1 recovers [4, Th. 3] in the same generality. The hypothesis testing approach reported in this work is conceptually different to that in [4] and allows further extensions. For example, in this work we have restricted ourselves $Q_Y = Q_Y^*$, although different $Q_Y$ are obviously possible.

**Example: BSC**

Figures 1 and 2 depict the minimal error probability for the transmission of $M$ messages over $n$ channel uses of a BSC with cross-over probability $\delta = 0.1$. We plot the exact error probability (2) and the meta-converse bound (12) computed for $\delta = 0.1$. For any input $x \in X^n$, the all-erasures sequence is the least probable of the $2^n$ output sequences with non-zero probability. Therefore, for values of $\theta$ such that $S(\theta) < 2^n \delta$, the all-erasures sequence does not belong to any set $S_\epsilon(\theta)$, $x \in X^n$. Since for any perfect code $S(\theta) \approx \frac{1}{3} n \delta$ (see (18)), even moderate values of $M$ imply that (6) does not hold, and neither perfect nor quasi-perfect codes exist.
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