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Abstract

Nanoscale magnetic resonance imaging (nanoMRI) is a three-dimensional

microscopy technique capable of resolving objects with nanometer spatial

resolution. Advantages of nanoMRI include site-specific image contrasting,

the absence of radiation damage, and the fact that only a single copy

of an object is required. These qualities are particularly well-suited to

provide structural information of large inhomogeneous systems, such as

biomolecular complexes that are known to overwhelm nuclear magnetic

resonance (NMR) spectroscopy and that evade crystallization for X-ray

analysis.

A detection technique that has excelled in the development of nanoMRI

is magnetic resonance force microscopy (MRFM). MRFM merges the high

spatial resolution of scanning probe microscopy with the sensitive chemical

spectroscopy of NMR. It consists of a sample attached to a soft mechanical

cantilever (∼200µN/m), which is approached to within 100 nm of a nano-

scale magnet in an external magnetic field (>2 T). A subset of nuclear

spins within the sample are continuously inverted at the resonance fre-

quency of the cantilever using adiabatic rapid passages. These inversions

modulate the force between the cantilever and magnet with an amplitude

given by the number of spins inverted. The cantilever deflection is read out

by a laser interferometer, providing a direct measurement of the number

of spins inverted.

In this thesis, we present a novel MRFM system design for nanoMRI

imaging. Using this new probe design, we achieved imaging resolution

of ∼4 nm. Furthermore, we measured sub-nanometer (0.6 nm) positional
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accuracy owing to high stability and low mechanical noise. This is an

essential prerequisite for imaging with sub-nanometer resolution.

We have also implemented several technical achievements that enabled

new measurement types and improved imaging sensitivity. Among these

advancements, we implemented a four-quadrant lock-in amplifier capable

of detecting both the amplitude and phase of a statistically polarized

nuclear spin signal. Using this technique, we developed a multiplexing

method based on phase encoding for simultaneous acquisition of multiple

spin signals. We demonstrated that the multiplexing technique can meas-

ure at least 6 signals simultaneously, either from different chemical spe-

cies or different locations within the sample. Other technical advances

include FPGA-based self-oscillation and feedback damping routines. We

also tested several adiabatic inversion pulse types, and characterized their

efficiency of inverting thin resonance slices, leading to improvements in

nanoMRI resolution.

Several sample preparation techniques were explored in this work. This

includes implementing a dysprosium nanomagnet that produced a field

gradient on par with the best reported literature values. We developed

a technique for attaching nanowires with diameters down to 60 nm onto

the end of cantilevers. These hybrid sensors exhibited considerably lower

non-contact friction compared to previous MRFM experiments. We also

developed a platform for attaching biosamples to cantilevers using silicon

nanorods formed with a focused ion beam. With this technique, we have

detected nuclear spin signals from an Influenza virion, and are in the pro-

cess of recording a full three-dimensional nano-MRI image of this medically

important virus.



Zusammenfassung

Kernspintomographie im Nanometerbereich (nanoMRI) ist eine dreidimen-

sionale Mikro-skopietechnik mit der Fähigkeit, Objekte mit einer Auflösung

von wenigen Nanometern abzubilden. Die Vorteile von nanoMRI gegenüber

anderen Technologien beinhalten ortsspezifischen Bildkontrast, die Abwe-

senheit von Strahlungsschäden und die Tatsache, dass nur eine einzel-

ne Kopie eines Objektes benötigt wird. Diese Qualitäten sind besonders

gut geeignet, um strukturelle Informationen über grosse, inhomogene Sy-

steme zu liefern, welche bekanntermassen Kernspinresonanzspektroskopie

(NMR) überfordern und sich nicht, wie für Röntgenstrahlenanalyse not-

wendig, als Kristall wachsen lassen.

Eine Detektionstechnik, die sich in der Entwicklung von nanoMRI be-

sonders hervorgetan hat, ist Magnetresonanzkraftmikroskopie (MRFM).

MRFM verbindet die hohe örtliche Auflösung von Rasterkraftmikroskopie

mit der empfindlichen chemischen Spektroskopie von NMR. Eine Probe

wird an der Spitze eines biegsamen mechanischen Cantilevers befestigt und

innerhalb von 100nm an einen Nanomagneten in einem äusseren Magnet-

feld herangefahren. Ein kleiner Teil der Kernspins im Sample wird mit Hilfe

elektromagnetischer Pulse invertiert mit einer Rate, die der Resonanzfre-

quenz des Cantilevers entspricht. Diese Inversionen modulieren die Kraft

zwischen dem Cantilever und den Nanomagneten mit einer Amplitude, die

von der Anzahl Kernspins abhängt. Die Position des Cantilevers wird kon-

tinuierlich mit einem Laserinterferometer ausgelesen, wodurch eine direkte

Messung der Anzahl Spins möglich ist.

In dieser Dissertation präsentieren wir ein neuartiges MRFM-Design für

nanoMRI. Mit diesem neuen Probendesign erreichen wir eine Bildauflösung
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von ungefähr 4nm. Ausserdem messen wir eine Positionsgenauigkeit von

0.6nm dank hoher struktureller Stabilität und geringem mechanischen

Rauschen. Diese Genauigkeit ist eine essentielle Voraussetzung, um Samp-

les mit einer Auflösung von weniger als einem Nanometer abzubilden.

Wir haben auch verschiedene technische Errungenschaften implementiert,

welche neue Messarten und bessere Bildempfindlichkeit erlauben. Zum Bei-

spiel verwenden wir einen 4-Kanal Lock-in-Verstärker, um sowohl die Am-

plitude als auch die Phase eines statistisch polarisierten Spinsignals zu de-

tektieren. Dank dieser Technik konnten wir eine Multiplexingmethode ent-

wickeln, die auf der gleichzeitigen Messung verschiedener, phasen-kodierter

Signale beruht. Wir haben demonstriert, dass die Multiplexingmethode

mindestens 6 Signale gleichzeitig messen kann, die entweder von verschie-

denen Elementen oder von unterschiedlichen Orten stammen. Zusätzliche

technische Fortschritte beinhalten FPGA-basierte Eigenschwingung und

Eigendämpfung mit einer Rückkopplungs-schlaufe. Wir haben auch ver-

schiedene Inversionspulse getestet und ihre jeweilige Effizienz im Bereich

sehr dünner Inversionsschichten charakterisiert, was zu verbesserter nano

MRI-Auflösung führt.

Mehrere Sampleherstellungsmethoden wurden in dieser Arbeit erforscht.

Unter anderem wurde ein Dysprosiummagnet verwendet, dessen Magnet-

feldgradient den besten je gemessenen Werten entspricht. Wir entwickel-

ten eine Methode, um Nanodrähte mit einem Durchmesser bis herunter zu

60nm an der Spitze eines Cantilevers anzubringen. Diese Hybridsensoren

zeichnen sich durch stark verringerte kontaktlose Reibung aus im Gegen-

satz zu früheren MRFM-Messungen. Wir entwickelten auch eine Plattform,

um Biosamples an Cantilevern zu befestigen mit Hilfe von Siliziumnan-

odrähten, die durch fokussierte Ionenstrahlen erzeugt wurden. Mit dieser

Technik haben wir Kernspinsignale von einem Influenzavirus detektiert.
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Mittlerweile sind wir dabei, ein dreidimensionales Bild dieses aus medizi-

nischer Sicht so wichtigen Virus zu messen.
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Chapter 1

Introduction

1.1 3D imaging methods

Several tomography methods have been developed for a wide range of

biological imaging applications. Intense research has developed techniques

for clinical use that tailor to resolving organs and tissues, such as computed

tomography (CT), Optically computed tomography (OCT), and Magnetic

resonance imaging (MRI). Several other techniques have remained mostly

academic endeavours that are capable of resolving the location of atoms

within biological structures down to sub-Angstrom resolution, including

X-ray crystallography and Nuclear magnetic resonance (NMR).

Computed Tomography (CT) is well suited for 3D imaging inside the hu-

man body with approximately 1 mm resolution [1]. However, the method

requires harmful radiation that can introduce hazardous consequences.

Optically computed tomography (OCT) is a non-invasive technique for

1
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imaging with resolution approaching 5µm3, and imaging rates of 20,000-

50,000 scans per second [2]. Despite this high resolution and speed, OCT

is limited in applications due to its low penetration depth of only 2 mm.

Magnetic resonance imaging (MRI) has become an essential diagnostic tool

in clinical application for decades. It provides 3D structural [3] and func-

tional [4] imaging with millimeter to submillimeter resolution. MRI can

penetrate up to several meters, and does not require damaging radiation.

Despite intense research efforts to improve the resolution, it still remains

limited by detection sensitivity [5]. Consequently, the best MRI resolution

has been fixed at approximately 40 µm3 for over a decade [6].

Outside of clinical environments, X-ray crystallography and Nuclear mag-

netic resonance spectroscopy (NMR) have become de facto techniques for

resolving 3D structures. These methods are well suited for small proteins

(∼ 1 nm3), and can routinely obtain atomic resolution. X-ray crystallo-

graphy has been used to determine nearly 100, 000 proteins structures,

while NMR is responsible for just over 10, 000. However, larger structures

such as transmembrane proteins tend to be challenging to crystallize. Fur-

thermore, the complexity of these structures overwhelm both X-ray and

NMR, inhibiting structure determination [7].

1.2 Unbridged imaging regime

The imaging resolutions of the methods described in the previous section

are summarized in figure 1.1. These methods can be generally grouped

into techniques that use light (CT, OCT and X-ray), electrons (electron

microscopy), and nuclear magnetic resonance (NMR and MRI). Consid-

ering all the strengths and weaknesses of these methods, there is no gen-

eral technique capable of 3-dimensionally resolving single ∼100 nm size
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NMRMRI

X-raylight

Electron microscopy

1m 1mm 1µm 1nm
1 - 100 nm

Figure 1.1: Imaging modalities according to resolution lengthscale.
No method is capable of imaging between 1 and 100 nm, known as the
unbridged imaging regime. In this work, we seek bridge the MRI and

NMR gap with nanoMRI. Image adapted from [8].

objects with less than 5 nm resolution. This structure length scale is com-

monly referred to as the ‘unbridged imaging regime’ [8]. For this reason,

there are many classes of structures that cannot be imaged, creating a

blind spot for structural biologists. Several methods are under intense re-

search and development to three-dimensionally resolve objects within this

regime, including super-resolution microscopy, cryo-electron microscopy,

and nanoMRI.

Super-resolution microscopy is a powerful technique owing to its simplicity.

It relies on binding a fluorescent marker to a structure of interest, and using

a laser source to activate the fluorescence [9]. The method has been used to

image the interior of cells with sub-optical wavelength resolution. However,

the fluorescent markers are bulky (∼ 2 nm), and consequently modify the

structure of the object being imaged. These structural changes are less

significant for lower resolution imaging, but greatly hinder high resolution

microscopy.

Cryo-electron microscopy has also received a lot of attention, and has
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been shown to resolve objects on the order of several nanometers [10].

This method requires focusing high energy electron beams down to sev-

eral nanometers, and consequently damages the object being imaged. In

order to mitigate the destructive nature of these methods and obtain a

sufficiently high signal-to-noise ratio (SNR), typically 10, 000 to 100, 000

copies of an object are imaged [11]. The structure is determined from

computational reconstruction using the ensemble of measurements [12].

Although impressive resolution has been demonstrated with this technique,

the validity of the determined structure is unclear due to averaging over

a statistical ensemble. This is particularly an issue with large molecular

complexes, where the sample density varies between copies of an object.

1.3 NanoMRI

Nanoscale magnetic resonance imaging (nanoMRI) is a promising, yet

challenging microscopy technique for three-dimensionally imaging with

nanometer spatial resolution [13–15]. The method has the potential to

provide structural information of large biomolecular complexes that are

known to overwhelm nuclear magnetic resonance (NMR) spectroscopy and

that evade crystallization for X-ray analysis. Among the advantages of

nanoMRI are the possibility of site-specific image contrast, the absence of

radiation damage, and the fact that only a single copy of an object is re-

quired. Recent proof-of-concept experiments showed that nanoMRI is cap-

able of 3D imaging individual virus particles at ∼10 nm spatial resolution

[16] and isotope-specific image contrast [17], with a detection sensitivity

between 101 to 104 statistically polarized nuclear spins [18–21].
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High resolution MRI images can be recorded with several methods includ-

ing coils/microcoils, Nitrogen vacancy (NV) centers, and mechanical res-

onators. Presently, the best MRI resolution has been obtained by mechan-

ical detection of magnetic resonance, known as Magnetic Resonance Force

Microscopy [22].

1.3.1 Coils and microcoils

Conventional MRI systems have become an essential diagnostic tool in

hospital settings. However, despite extensive research since its conception,

the imaging resolution of these systems have been limited to > 40µm3.

The spatial resolution of coil based MRI (LC electrical circuits) is directly

dependent on SNR. The sensitivity of inductive coils is improved with

decreasing diameters [23]. Additionally, SNR is improved by maximizing

the filling ratio of the sample and coil, and therefore high spatial resolution

favours smaller coil designs. However, the miniaturization of coils becomes

very difficult when the diameter becomes comparable to the wire thickness.

For this reason, coils have been limited to diameters of approximately 20

to 50µm [7]. Lithographically defined coils have been demonstrated as a

means of overcoming the wire width limitations [24, 25]. However, despite

intense efforts, the best resolution reported with coils has been limited to

a few microns [6, 26–29].

1.3.2 Mechanical detection

The concept of mechanically detecting magnetic resonance signals was first

envisioned as a means of overcoming the limitations of coils and microcoils

[13]. Instead of detecting oscillating flux with an inductive coil, mechanical



Introduction 6

detection measures the force produced by nuclear spins within a magnetic

field gradient. The spins are inverted at the resonance frequency of a very

soft cantilever.

The SNR of both inductive coils and mechanical oscillators can be de-

scribed by the same relationship

SNR ∝
√
ω0Q

km

where ω0 is the angular frequency of spin inversions, Q is the quality factor,

and km is the spring constant response to a magnetic field [30].

An inductive coil achieves high SNR by operating at high frequencies,

which is dependent on the magnetic field strength (between 0.1 and 1 GHz).

Intense research efforts have improved field strengths, but development

has plateaued in recent years [23]. Conversely, cantilevers are typically

fabricated with low resonance frequencies (between 5 and 100 kHz).

The quality factors of inductive coils are generally low, on the order of

∼100 [30]. In comparison, cantilevers fabricated from single crystal silicon

have Q factors up to 70, 000. Furthermore, our recent work has even

demonstrated that single crystal electronic grade diamond cantilevers can

have Q factors as high as 6 million [31].

The response of a coil to a magnetic field can be formulated in terms of a

spring constant

kmag =
L

|B1|2
=

2Vcoil
µ0

where B1 is the RF power, L is the inductance, and Vcoil is the volume [30].

For example, a microcoil consisting of four-turns with 1.8 mm, and 3 mm

long would have a magnetic spring constant of kmag = 1.2 ·10−2 J/T2 [30].

In contrast, cantilevers can be fabricated with very low spring constants.
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For instance, recent MRFM cantilevers have achieved mechanical values

as low as kmech = 5 · 10−5 N/m. The response of such a cantilever to a

magnetic field is dependent on the local field gradient G

kmag =
kmech
G2

Field gradients have been demonstrated as high as 5·106 T/m, correspond-

ing to kmag = 2 · 10−18 J/T2 for cantilevers.

This large difference in kmag between coils and cantilevers corresponds to

how each responds to a magnetic field. A mechanical resonator is displaced

by the magnetic field force, whereas a field creates and annihilates current

within a coil twice per oscillation cycle [30]. Each creation and annihilation

of current has a corresponding irreversible energy loss proportional to the

coil volume. Conversely, a cantilever converts the magnetic force to kinetic

energy which is dissipated slowly according to the Q factor [30].

1.3.3 Nitrogen vacancy center

The Nitrogen Vacancy (NV) center has recently received a lot of attention

as an NMR sensor. The NV center is composed of a nitrogen atom adjacent

to a vacancy within a diamond lattice, which collectively acts as a single

spin-1 defect. The quantum state of the NV center can be optically initial-

ized and read-out using a green laser (532 nm). The NV center has been

demonstrated to have a very high sensitivity to fluctuating magnetic fields

(10 nT/
√

Hz), owing to its long coherence time. However, this long coher-

ence is only exhibited by NV centers that are deep within the diamond

lattice (> 5 nm). The ability of the NV to detect a nuclear spin depends

on the relative separation through the dipole-dipole interaction, or ∝ r3,

where r is the separation of the NV and nuclear spin. For this reason,
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detecting nuclear spins requires shallow NV centers, which also decreases

the NV coherence time and consequently diminishes the sensitivity.

Despite these demanding pre-requisites for signal detection, impressive

progress has been made with nuclei detection. Several results have detec-

ted nuclear spin volumes of approximately (5 nm)3 nuclear spins [18–20].

Two dimensional nuclear spin data has been obtained [32], and a field

gradient has been shown to encode multiple electron spins [33]. However,

the method has not been demonstrated capable of imaging 3D structures,

and it is unclear whether the demanding sample preparation can be over-

come. Furthermore, even a shallow NV center with a long coherence time

is only capable of detecting local magnetic fields, thus prohibiting depth

resolution beyond a few nanometers. Consequently, no proposals have

suggested how this method may be used to image within the unbridged

regime.

1.4 Roadmap to atomic resolution

Imaging large three-dimensional objects with near-atomic-resolution is a

difficult challenge, but such a tool would vastly aid many branches of

science and technology, especially biology. Some examples of these struc-

tures include molecular machines, transmembrane proteins, viruses, and

bacteria. X-ray crystallography and NMR spectroscopy are very powerful

imaging techniques with sub-Angstrom resolution in this regime. However,

these methods are typically limited to a subset of structures smaller than

∼ 1 nm.

It was recently demonstrated that ∼ 5 nm resolution nanoMRI can be im-

aged with MRFM [22]. With improvements in sensitivity, this method

should be capable of imaging with 1 nm resolution, corresponding to a
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detection volume of approximately 50 nuclear spins. This means that the

signal to noise ratio must be improved by nearly three orders of magnitude

to achieve this goal.

Figure 1.2 shows a proposed scheme, consisting of two parallel strategies,

aiming to atomically resolve large molecular complexes with nano-MRI.

This proposal has served as a basic motivation for this thesis. The first

approach is to detect chemically contrasted quaternary structures by intro-

ducing isotopic labels. Such contrast provides information about repeating

unit cells, and would reveal structural organization. The second strategy

aims to improve the sensitivity of MRFM to achieve 1 nm imaging res-

olution. Combining both strategies would provide sufficient information

to fit atomically resolved sub-unit structures from X-ray and NMR data.

Collectively, this strategy would provide atomically resolved three dimen-

sional models of samples larger than 1 nm. In this thesis, we will present

our steps toward fulfilling this goal. We developed a signal multiplexing

technique that solves the contrasting strategy. Additionally, we present

our steps toward achieving 1 nm resolution by optimizing all aspects of

imaging, including an improved MRFM probe, optimally designed pulses,

and improved sample preparation.

1.5 Outline of this thesis

This thesis is divided into 7 chapters:

• Chapter 2 presents the design and construction of a novel MRFM

probe for nanoMRI. This includes the instrumentation design, vibra-

tion isolation, low temperature aspects, and interferometer.
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Fitting/Reconstruction
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Figure 1.2: A proposed roadmap to achieve atomic resolution with
MRFM. (a) The current state of the art imaging resolution is approx-
imately 5 nm. (b) By improving the sensitivity of the technique, 1 nm
resolution should be achievable. (c) In the past, MRFM has relied on
long averaging time in order to achieve high spatial resolution. For this
reason, recording a signal from several isotopes has been precluded.
Chemical contrast would provide structural information from repeat-
ing patterns of substructures. (d) Combining higher resolution with
chemical contrast data would provide an image that could have atom-
ically known structures computationally fit, (e) which in turn would

allow for atomically known structures to be inferred.

• Chapter 3 introduces the ultrasensitive cantilevers used in this

work. The mechanical properties, dissipation channels, and feedback

circuits will be presented. We will describe the design considerations

for nuclear spin detection, and how we obtain topographical images

of the tip and surface.

• Chapter 4 describes the radiofrequency pulses used in this work for

inverting nuclear spins. NMR theory, MRFM spin detection, and the

signal detection pathway will be introduced. Numerical simulations

are presented that are in agreement with the acquired data.
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• Chapter 5 introduces a multiplexing method used to record sev-

eral statistically polarized nuclear spin signals simultaneously. This

phase encoding method allows for faster acquisition times of multiple

isotopes or locations within a sample.

• Chapter 6 describes an attempt of imaging a single influenza virus.

The early work towards obtaining an image is presented such as

sample preparation, topographical imaging of viruses, and prelimin-

ary MRFM results. This acquisition is ongoing during the writing of

this thesis.

• Chapter 7 concludes by stating the main advances of the MRFM

field during this work.



Chapter 2

Instrumentation

This chapter presents the design and construction of the MRFM system

built in this work.

2.1 Introduction

In this work, we have designed, built, and operated a novel MRFM based

on a system originally designed by the IBM group [22]. Figure 2.1a shows

a schematic representation of the measurement configuration. The system

uses a cantilever in a pendulum geometry, with a non-magnetic sample

attached to the unclamped end. The cantilever is approached to within

100 nm of a magnetic pillar that is on top of a gold stripline. The pillar

produces a magnetic field gradient that permeates through the sample,

and produces a static force on the cantilever due to the polarization of

nuclear spins in the sample. This force can be alternated at the cantilever

resonance frequency by inverting the sample’s nuclear spins at twice the

12
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Figure 2.1: (a) Schematic representation of an MRFM cantilever
positioned over a cone-shaped nanomagnet, located on top of a gold
stripline. An interferometer measures the cantilever deflection. The
measurement is performed in an external magnetic field B0. (b) The
magnetic field gradient produced by the nanomagnet creates a dis-
tribution of Larmor frequencies within the sample. Radiofrequency
pulses are applied using the stripline, which selectively invert a subset

of nuclear spins (depicted in red) within the sample.

oscillation period. The force is proportional to both the gradient and the

square root of the number of spins flipped. The magnetic field gradient also

creates a distribution of Larmor frequencies within the sample, as shown in

figure 2.1b. This enables the ability to selectively invert spins according to

their Larmor frequency, which is the central concept of MRI. By inverting

only a subset of the sample, the nuclear spin density can be measured as

a function of position, providing a means of three-dimensionally resolving

a sample.
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Figure 2.2: Photo of the 4 Kelvin MRFM system built in this work:
a cryostat is on the right, and the electronics rack is on the left. The
dewar is suspended by a pneumatic suspension that decouples the sys-

tem from room vibrations.

2.2 System design

Figure 2.2 shows a photo of the MRFM system and the electronics rack

built in this work. A schematic representation of the system is shown in

figure 2.3a. A Cryomagnetics helium dewar was supported on a three-

legged TMC optical table. The dewar consists of a liquid helium holding

chamber, and an outer liquid nitrogen jacket. The jacket and inner cham-

ber were thermally coupled such that the nitrogen jacket could be filled

to pre-cool the inner chamber to ∼120 K. The helium hold time was ap-

proximately 8 days with the nitrogen jacket, and the boiled off helium was

collected with an in-house recovery system.



Instrumentation 15

A B

Figure 2.3: (a) Schematic of the MRFM system built in this work.
The table was a tripod with pneumatic pistons to raise and lower the
dewar. The MRFM insert is shown on a stand, where it was positioned
when worked on. (b) Schematic of the insert placed inside the dewar.
A red disk at the bottom indicates the position of the MRFM probe.
The probe was thermally anchored to the copper flange with braids

also made of copper.

The cryostat insert consists of a long vacuum chamber that leads to the

MRFM probe at the lower end, where the cantilever and nanomagnet were

located. The cryostat insert is shown in figure 2.3a on a support stand,

where it sits when worked on outside the dewar. The support positioned

the end of the insert at desk level for convenient access to the MRFM

probe. Photos of the probe are shown in figure 2.4. The insert was closed
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A B

Figure 2.4: (a) The MRFM probe consisting of an upper and lower
triangular platform. The upper triangular piece is fixed to the rest of
the system, and holds wiring feed-throughs. The lower triangle con-
tains all the measurement components. The two triangular pieces are
thermally coupled with copper braids, and mechanically coupled with
springs. The springs vibrationally isolate the lower triangle from the
rest of the system. A bracket on the right fixes the triangles together
when the probe is being worked on, and is removed during measure-
ments. (b) A zoomed in photo of the cantilever chip, laser interfero-
meter lens, and sample stage supported by a stack of attocubes. The
cantilever chip is clamped by titanium pieces, and is directly connec-
ted to two piezo disks for mechanical feedback. Photos taken by H.

Hostettler.

with a can that raised over the probe, up to a copper flange. Between the

can and flange was a ring of kapton polyimide film to serve as a gasket.

The flange was tightly sealed with 12 stainless steel screws. Four teflon

half-cones were screwed onto the flange to help direct the insert into the

dewar. A turbo-pump (Pfeiffer Vacuum HiCube) was connected with a

KF bellows to a valve located at the top of the insert.

The insert was pre-cooled by raising a liquid nitrogen dewar around the

can for ∼4 hours prior to moving into the cryostat. The insert was raised

with a crane attached to the ceiling, and lowered into the dewar. Figure
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2.3b shows the final position of the insert within the dewar. Four heat

shields near the top of the dewar lined up with four disks on the insert.

The MRFM probe was located in the center of a superconducting magnet,

depicted with a red bar. The magnet was capable of operating up to

6 Tesla, and was uniform over 10 cm.

2.3 MRFM probe

We designed the MRFM probe such that the cantilever and interferometer

remained fixed with respect to each other, while the stripline/nanomagnet

could be moved in 3-dimensions around the cantilever. Figure 2.5a shows

a schematic representation of the positioning system. The probe consists

of an attocube nano-positioning stack suspended over a cantilever, with

the interferometer in behind. Two RF semi-rigid coax lines were fixed by

a copper holder on the left side. The attocube stack was fixed to a copper

triangular base plate that was gold plated to prevent oxidation. Nearly

all other components were fabricated from titanium to decrease relative

thermal contraction during cooldown.

The stripline chip was fixed with Torrseal glue to a gold plated (copper)

sample holder. Flexible copper leads electrically contacted the stripline

with indium, and electrical caps were soldered to the opposite sides of the

leads. The conductors within the semi-rigid lines were exposed, and the

caps were crimped before sliding onto the conductor. RF transmission for

10 MHz was ∼50% and dropped to ∼30% at 100 MHz.

The sample holder was fixed to a titanium extension with brass screws.

This extension piece attached to an open loop Attocube ANSxy50 XY

stage (blue). The XY stage could scan up to 30 × 30 µm2 at room tem-

perature, but the range was reduced to 12 × 12 µm2 at 4.2 K. The XY
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Figure 2.5: (a) Schematic representation of the Attocube position-
ers used to move the stripline in 3-dimensions around the stationary
cantilever. (b) Side projection. (c) Zoom in of the stripline plate,

cantilevers, and lens.

stage was fixed to an Attocube ANPz51 (purple). This Z-positioner could

be used as a stepper with a travel range up to 2.5 mm. It could also be

used to finely position the height with a DC voltage, and had a range up

to 5µm at room temperature, and 800 nm at 4.2 K.

The center Attocube stack was hung with a titanium bridge over two

Attocube ANPx51 stick-slip positioners. One positioner stepped along the

X-axis, while the other moved along the Y-axis. Each had a travel range of

3 mm. Sapphire spheres were attached under the left and right sides of the

bridge with Torrseal glue. These spheres sat inside grooves on titanium

pieces attached to the X and Y-steppers. A spring made of beryllium

copper applied a downward force on the bridge and kept it fixed against

the X and Y Attocubes. A Sapphire sphere is glued (with Torrseal) to the

spring that contacts the bridge.
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2.4 Vibration isolation

Pneumatic pistons were placed between the table legs and the optical table,

providing a means of isolating the dewar from room vibrations. The pistons

could be independently raised and lowered to tilt the table by a small

angle in any direction. The system was operated in the basement, within

a vibrationally isolated room.

The vacuum pump was mechanically decoupled from the system by sitting

on a table attached to the wall. The bellows between the pump and MRFM

was connected through two 40 kg brass plates to damp vibrations.

The MRFM probe was mechanically isolated from the rest of the insert

with three springs, as shown in figure 2.4a. A ‘touch sensor’ was placed at

each of the three corners of the lower triangular base plate. Each sensor

corresponds to a screw with an electrical lead that applied ∼2.7 V. If the

screw touched the cryostat insert sidewall, then it completed a circuit that

turned on an LED indicator. The tilt of the table was adjusted until the

probe hung without contacting the sidewalls.

2.5 Low temperature

Working at low temperatures significantly improves measurement stabil-

ity. Room temperature AFM systems suffer from thermal drift, which

causes the cantilever and surface to move relative to each other. These

fluctuations can be on both short and long time scales, causing spatial

drift to distort individual images. Operating at low temperatures is a way

to reduce this drifting issue.
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Decreasing the temperature of silicon cantilevers significantly improves

the minimum detectable force. One factor is the reduced thermal noise

which consequently decreases the vibration amplitude. Previous work has

also demonstrated that low temperatures improve the mechanical quality

factor of single crystal silicon cantilevers [34]. At room temperature, these

cantilevers have quality factors in the range of 5, 000 to 10, 000, but typ-

ically improve to 50, 000 to 70, 000 at 4 K. It was found that a high room

temperature Q factor is typically indicative of a high base temperature Q

factor, and vice versa.

Proper thermal anchoring is imperative for the mechanical sensor and sur-

face to operate at low temperatures. Copper braids were tightly screwed

from the lower triangle to positions close to the stripline surface and can-

tilever. Additionally, all pieces (other than the sample holder) were fab-

ricated from titanium to reduce relative thermal expansion/compression

between components.

2.6 Experimental conditions

Our MRFM operates at a pressure of <10−6 mbar and at a temperature

of 4 K. All components shown in figure 2.4 are mounted on a sample plate

and suspended on soft springs inside a 4He cryostat. An optical fiber is

fixed with respect to the cantilever, while the position of the magnet and

the stripline can be controlled via an attocube micropositioner. The laser

has a wavelength of 1550 nm and an intensity of 100 nW. An interferometer

forms between the end of the optical fiber and the cantilever. The fiber is

coated with a thin film (∼50 nm) of silicon to give it a reflectivity of about

50%. The cantilever has an estimated spring constant of 2.5 · 10−4 N/m

and a resonance frequency close to 5 kHz. Its mechanical quality factor
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drops from 70, 000 to about 30, 000 when it is brought to within 100 nm

of the magnet surface due to non-contact friction. In order to increase the

measurement bandwidth, we actively damp the cantilever with a feedback

loop whose phase is adjusted to −π/2. The damped quality factor is on the

order of 400, but can vary from 200−500 as a consequence of the position-

dependent coupling to the surface (which slightly detunes the feedback

loop). Importantly, the active damping equally affects the cantilever vi-

brations in response to small forces (which is our signal) and the thermal

vibration background (which is unwanted noise). Therefore, it does not

change the SNR as long as thermal vibrations are the dominant source of

noise. Figure 2.6 shows an overall schematic of our MRFM system.

2.7 Cantilevers

Cantilevers were specifically designed to detect the extremely small forces

produced by nuclear spins flipping within a magnetic field gradient [35].

To illustrate the sensitivity required, a single nuclear spin flipped in a

magnetic field gradient of 5 · 106 T/m produces a 7.6 · 10−20 N force.

In order to detect such small forces, MRFM cantilevers were designed to

have low spring constants and fundamental frequencies [35]. These canti-

levers were fabricated with shaft lengths of 90 µm, 105 µm, and 120 µm,

and spring constants ranging from 50− 250µN/m. With such low spring

constants, these cantilevers can routinely detect forces of approximately

10 aN, corresponding to about 5, 000 nuclear spins. The most commonly

used cantilever in this work was 120µm long since it has the lowest spring

constant, and the resonance frequency is high enough to evade low fre-

quency noise sources, such as the turbo-pump running at 1500 Hz.
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Figure 2.6: An overall schematic of the MRFM components built in
this work. RF waveforms are applied to a strip line, which drive the
cantilever proportional to the number of spins inverted. The interfer-
ometer measures the position of the cantilever. The signal is detected
by a photodiode, which is amplified by an IV converter. The signal
is split three ways, to a lock-in amplifier, and two filters for AC and
DC. These signals are input into FPGA routines for feedback and spin

signal detection.
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120 µm

100 nm thin

Figure 2.7: Scanning electron microscopy images of cantilevers fabric-
ated in house. The cantilever shaft length is 120µm and 135 nm thin.
The entire cantilever length is 150µm including the paddle (10µm)

and mass.

Figure 2.7 shows SEM images of a cantilever with a 120µm long and 4µm

wide shaft. A 10× 10 µm2 paddle is located near the end of the cantilever

for reflecting the laser interferometer. The increased surface area increases

the reflection, and the device thickness of 135 nm maximizes reflectivity

for a 1550 nm laser. Some cantilevers were fabricated with an additional

mass on the end to damp higher harmonics.

2.8 Optical interferometer

The cantilever position is read out using a laser interferometer that is

formed between the end of an optical fiber and the cantilever. Figure

2.8 shows a schematic of the interferometry setup. A 1550 nm wavelength

diode laser with an intensity of approximately 100µW was used. An FC

optical fiber connector was partially connected to the laser source to couple
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Figure 2.8: Schematic representation of the interferometer pathway.

< 10µW into the optical pathway. A directional splitter sent 99% of the

intensity to a monitor photodiode, and the remaining 1% was passed down

a branch to the cantilever. The laser quickly diverged when it exited the

fiber, and therefore a lens was used to focus the beam back down onto the

cantilever paddle.

Figure 2.9 shows a schematic representation of the interferometer formed

between the fiber and cantilever. The end of the fiber was coated with ap-

proximately 60 nm of evaporated silicon that acts like a half silvered mirror.

For a laser intensity of I0 sent down the fiber, a fraction I1 was reflected

back from the silicon. The remaining fraction I2 was transmitted, focused

down by a lens, and reflected off the cantilever paddle. The intensity of

the laser that reached the cantilever was approximately 100 nW. Higher

laser powers than this cause increased Brownian motion [36]. Intensity I3

accounts for intensity lost in the lens, and misalignment preventing 100%

reflection. I3 is focused back into the fiber, with part of it reflecting off
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Figure 2.9: Schematic of the laser power intensities between the op-
tical fiber and cantilever.

the fiber mirror. The interferometry signal is formed by the difference of

I1 and the intensity re-entering the fiber after reflecting off the cantilever

I4. Therefore maximum visibility is achieved when I1 and I4 are equal in

magnitude.

At room temperature, the laser was finely adjusted using a ’fiber bender’

to position the interferometer on the cantilever paddle. When the system

is cooled, components thermally contract by different amounts, causing

the fiber to de-align from the cantilever. This drift is reproducible, and

therefore intentionally misaligning the optics at room temperature provides

a means of having aligned optics at base temperature. Later the fiber

bender was replaced by a set of Attocubes that can move the fiber in

the YZ plane. However, this requires very low vibrations otherwise the

vibrations to avoid oscillations of the fiber.

An interferometer performs best with high laser powers to avoid shot noise.

However, high laser powers (typically above ∼100 nW for MRFM) cause

the cantilever thermal motion to increase, resulting in reduced force sens-

itivity. This is caused by electron-hole pair generation, which then relaxes
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to phonon excitations. The optimum laser power is operated as high as

possible, but low enough that the thermal motion is not influenced.

2.8.1 Interferometer fringes

The intensity of the laser detected by the signal photodiode is described

to first order by

I = Io

(
1− ν · cos(4πd

λ
)

)
where Io is the incident laser intensity, d is the distance between the fiber

and cantilever, and λ is the laser wavelength. The fringe visibility ν is a

quantification of the interference signal calculated by

ν =
fringe amplitude

fringe DC
=
max−min
max+min

For a fixed displacement, the ideal visibility occurs when fully destructive

interference is achieved, which is when the fringe minimum reaches 0 during

an oscillation.

In the case of a fixed optical cavity length (i.e. stationary fiber and canti-

lever) fringes can be measured by sweeping the laser wavelength. A built-in

thermoelectric cooler provides a means of adjusting the laser temperature,

which in turn changes the laser wavelength. Figure 2.10 shows an example

of fringes by sweeping the laser wavelength. Constructive interference, or

a fringe maximum, occurs when I4 is exactly in phase with I1, whereas a

fringe minimum corresponds to destructive interference, and is when the

two beams are out of phase by π radians. Additionally, if the intensities

of the two beam paths are out of phase by π radians, and are of equal

intensities, then complete destructive interference occurs, corresponding

to maximum visibility.
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A B

Figure 2.10: (a) Interferometer fringes after normalizing for the vari-
ation in laser intensity as a function of TEC voltage. (b) Fringe locking
PID as a function of time. The red line corresponds to a setpoint, and
the black curve is the DC value of the fringe. The PID is activated at

∼10 s, and the PID locks to the setpoint after 5 s.

The x-positional sensitivity of the interferometer is very high. Assuming

that the cavity length is initially at the midpoint of a fringe, then a small

displacement of the cantilever along the direction of the cavity perturbs

the light intensity by
∂I

∂d
=

4πIoν

λ
.

The interferometer can also be used to calibrate the cantilever’s oscillation

amplitude. Since one fringe corresponds to a change of π radians, or

half a wavelength, then displacing the cantilever by one fringe is half a

wavelength.

2.8.2 Fringe locking

The laser diode wavelength is very sensitive to room temperature changes,

which in turn modifies the optical cavity length. In order to stabilize the
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interferometer wavelength against thermal drift of the room, a thermo-

electric cooler (TEC) is used to adjust the diode temperature. The diode

is maintained at a constant temperature with a feedback controller that

applies a voltage to the TEC. An interferometer DC value is assigned as

a setpoint, which is typically close to the fringe inflection point to achieve

maximum positional sensitivity. The feedback output is proportional to

deviation of the interferometer DC relative to the setpoint. In this work,

we implemented a proportional-integral (PI) feedback controller with lab-

view FPGA that runs independently of the computer, and consequently

uses fewer resources. See appendix B.3 for more information about the

implementation of the FPGA controller.

2.9 Stripline and magnet surface

A magnetic nano-pillar is used to produce a local magnetic field and a large

gradient (≈ 5 · 106 T/m). The pillar’s field permeates through the sample,

and produces a distribution of Larmor frequencies within a sample located

on the cantilever. The second role of the pillar is to produce a very sharp

magnetic field gradient. The larger this field gradient, the stronger the

force that the cantilever feels when the spins are inverted. Underneath the

pillar is a stripline that is used to generate AC currents. These currents

produce an alternating B1 magnetic field, which can be exploited to invert

nuclear spins within the sample.

2.9.1 Design and fabrication

The initial generation of striplines used in this work were defined with op-

tical lithography. Gold was evaporated through a PMMA mask, producing
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electrical pads connected by a stripline of 2.7 µm in length, 0.8 µm wide,

and 0.8 nm thick. The mask was removed, and a second PMMA layer was

applied. A stepper motor was used to define holes in the PMMA directly

over the striplines. A thin film (∼270 nm) of magnetic material was evap-

orated over the entire surface. When the mask was removed using warm

NMP (N-Methyl-2-pyrrolidone at 120◦C), only magnetic pillars over the

striplines remain. The surfaces were further cleaned with acetone, and iso-

propyl alcohol to remove any residues from the solvent. Figure 2.11 shows

SEM images of a stripline chip at various length scales. Electrical leads for

RF input were glued on with silver epoxy, or mechanically pressing them

into indium. A second generation of striplines were designed with both

mask steps using e-beam lithography. This method provides more control

over the stripline geometry.

Many stripline materials were tested to decrease the surface roughness.

This roughness must be minimized since it translates into a rougher mag-

netic pillar, which in turn decreases the magnetic field gradient. Gold,

silver, platinum, and palladium were tested, but gold was found to have

the lowest root-mean-squared (RMS) roughness. The RMS roughness of

the stripline in figure 2.12 is approximately 1.7 nm. Thicker striplines also

correspond to higher RMS roughness.

Conductive glue (Epotek H20e) was used to contact the stripline with thin

copper wires. An electrically insulating glue (Epotek H70e) coated the

electrical connections to increase mechanical strength. However, this ap-

proach was abandoned since each glue step required heating the substrate,

and could potentially exacerbate oxide layers of the nanomagnet. Indium

was found to provide great mechanical and electrical contacts. The pil-

lar/stripline was imaged with a commercial AFM to determine the shape

and roughness of the nanomagnet. SEM was avoided to prevent damage

and carbon deposition from electron beams.
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Figure 2.11: SEM image of a stripline chip showing the pads and
edge of the sample. The stripline must be within about 50µm from
the edge of the sample for the laser to not be cut off. Markers are
placed between the sample edge and stripline to help guide the user
to the stripline center. One side is also patterned with ridges to know

where the user is located. The stripline height is 300 nm.

It was found that the second mask had a limited shelf life time. After a few

years of storage in dry nitrogen, the mask became difficult to dissolve, likely

due to cross-linking within the polymer. Removing the mask required

sonicating for long times in NMP.

2.9.2 Magnetic pillar

Figure 2.12 shows an AFM image of two dysprosium pillars on a stripline.

The two magnets were intentionally designed to have different shapes: one
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Figure 2.12: (a) Atomic force microscopy image of two dysprosium
pillars. (b) Cross sections of the two magnets. The height of the
stripline is ≈ 250 nm, the width is ≈ 2µm. The two magnets are
365 nm and 380 nm tall above the stripline. The RMS roughness of
the stripline is 1.7 nm measured within a 2.3µm2 area. The roughness

of the two magnets are under 5 nm.

with a flat top surface and the other with a sharp peak. The flat top mag-

net produces a large dBz
dx magnetic field gradient, and is used for MRFM

detection. The sharp tip can be used for high resolution topographic ima-

ging (frequency-maps and touch-maps) of the cantilever surface.

The shape of the pillar is determined by the size of the hole over the

stripline in the mask prior to evaporating magnetic material. The conical

shape arises from the hole gradually closing during the evaporation of

magnetic material [37]. If a hole is defined small enough, it completely

closes up and forms a sharp peak. Conversely, a flat top pillar is created

by defining a larger hole in the mask. The hole will gradually decrease in

size, but the top surface is truncated when the evaporation is stopped.

Several magnetic materials were tested, including iron cobalt (FeCo), hol-

mium (Ho), and dysprosium (Dy). Presently, Dy pillars have been demon-

strated to produce the highest magnetic field gradients [38].
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Figure 2.13: Simulation of the field components produced by a pillar
magnetized to 1.5 T. The nanomagnet is 250 nm wide at the top, and
300 nm tall. The (a) Bx and (b) Bz field components in the x-z plane.
(c) The dBz/dx magnetic field gradient, indicating that the highest
gradient is located over the edges of the pillar. (d) The Bz magnetic
component directly over the magnet as a function of z-position and
magnetization. (e) X-axis cross sections of the magnetic field gradient

at various heights above the magnet: 30, 60, and 90 nm.

2.9.3 RF/B1 magnetic field

The stripline geometry determines the shape of the B1 magnetic field pro-

file. Figure 2.14 shows the x-component of the B1 field as a function of

z-height above the center of a strip line.

Nuclear spins are inverted using waveforms composed of frequencies in the
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Figure 2.14: (a) The Bx component of the magnetic field contour
lines produced by a 2000 nm wide stripline and 100 nm tall (indicated
in grey). The stripline is infinitely long in the out of plane direction.
The current density was set to 1.75 · 1011 A/m2, to produce roughly
8 mT magnetic field at 300 nm above the center of the stripline. This
was found to be the peak B1 field strength in this work. (b) The
Bx component of the B1 magnetic field as a function of z position.
The profile was recorded directly over the center of the stripline (at
x = 0µm in a). Each line profile corresponds to a different stripline
width. This simulation indicates that wider striplines produce more

uniform B1 fields.
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Figure 2.15: Circuit for producing RF waveforms that invert nuclear
spins. A mixer is used to up-convert waveforms produced by the AWG.

range of 100 − 250 MHz depending on the strength of the external mag-

netic field. Figure 2.15 illustrates the circuit used to produce these RF

waveforms. The arbitrary waveform generator (AWG) produces frequen-

cies from DC up to 150 MHz, which is sufficient for magnetic fields up

to about 3.3 T. For higher fields, the AWG must be mixed up to reach

up to 6 T. For example, in order to invert 1H spins at 5 T correspond-

ing to 212 MHz, a local oscillator of 300 MHz and AWG center frequency

of 88 MHz to produce sidebands at 212 MHz and 388 MHz. The higher

sideband is heavily attenuated by the stripline transmission.

The waveform is amplified, and then divided in two by a ‘0-180 degree’

splitter [39]. The two sides of the splitter each carry a signal up to 10 Vp−p,

which enter the cryostat and are applied to both sides of the stripline. If

the voltages are exactly out of phase when they reach the stripline, then

a voltage node forms in the middle of the stripline. This voltage node

minimizes the electric field over the stripline, while the current can still

oscillate.



Chapter 3

Nanomechanical Sensor

In MRFM, the detector consists of a micromechanical cantilever that is

coupled to the nuclear magnetization by the sharp magnetic gradient G

of a nanoscale ferromagnetic tip. This chapter describes the properties of

the silicon cantilevers used in this work.

3.1 Mechanical properties

3.1.1 Bending motion

The slope s of a cantilever is given by

1

s
=
Mz(x)

EIz

where s is the slope of the cantilever, E is the Young’s modulus, Iz is the

moment of inertia, and Mz is the bending moment. Figure 3.1 shows a

35
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Figure 3.1: Cantilever model schematic.

schematic representation. The curvature κ of a general function y = f(x)

κ =
|y′′|

(1 + y′2)3/2

For small displacements, we can assume y′2 is small, so that

κ ≈
∣∣∣∣d2y

dx2

∣∣∣∣
For small cantilever deflections, 1/s = κ and therefore

d2y

dx2
=
M(x)

EIz
(3.1)

A force Fz induces a bending moment (Mz),

Mz(x) = (L− x)Fz (3.2)

where L is the length of the beam. The axial moment of inertia:

Iz =

∫
A

z2dA =

∫ d/2

−d/2

∫ w/2

−w/2
z2dxdz

Iz =
wd3

12
(3.3)
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Combining equations (3.2), (3.3) and (3.3) provides a differential equation

of displacement δz due to a force applied to the free end of a cantilever:

d2

dx2
δz(x) = 12

L− x
Ewd3

Fz (3.4)

The angular response of the cantilever as a function of x can be determined

by integrating (3.4) along the lever to get

θz(x) = 6
(2L− x)x

Ewd3
Fz (3.5)

This equation allows us to determine the angular spring constant: the ratio

of the force acting on the end of the lever and the resulting slope

kθz (x) =

∣∣∣∣ Fz
θz(x)

∣∣∣∣
kθz (x) =

Ewd3

6(2L− x)x

so that at x = L,

kθz (L) =
Ewd3

6L2

the displacement of the cantilever due to a force can be obtained by integ-

rating equation (3.5)

δz(x) =
2x2(3L− x)

Ewd3
Fz
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3.1.2 Resonance frequency and amplitude

A cantilever’s elastic response to an external force can be modeled with

the Euler-Bernoulli differential equation [40]

EI
d4y(x, t)

dx4
+ ρA

d2y(x, t)

dt2
+ C

dy(x, t)

dt
= F (x, t)

where y is the displacement at position x on the cantilever, E is Young’s

modulus, I is the bending moment (I = wd3

12 for a beam), F is the ap-

plied force, ρ is the mass density, and C is a damping coefficient. This

equation can be solved by separating the spatial and temporal parts of the

displacement y(x, t)

y(x, t) =

∞∑
j=1

φj(x)qj(t)

where φj(x) are the cantilever’s normalized orthogonal modes [41]. This

change of variable simplifies the equation to

q̈j +
C

m
q̇j + ω2

j qj =
1

m

∫
φj(x)F (x, t)dx = p′j(t) (3.6)

An exact solution for the resonance frequencies of a beam can be obtained

giving the harmonics of the cantilever [42]

ωi = αi

√
EI

ρAL4

where αi = 1.875, 4.694, and 7.885 correspond to the fundamental, first,

and second harmonics respectively.

Equation (3.6) demonstrates that the mechanical resonance can be well

approximated by a one dimensional driven simple harmonic oscillator [42]

mẍ+ Γẋ+ kx = Fde
iωdt (3.7)
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where Γ = k
ω0Q

is the damping coefficient, ω0 is the resonance frequency,

Fd is a drive amplitude, and ωd is the angular frequency of the drive force.

Fourier transforming this differential equation provides

x(ω) =
Fd/m

(ω0 − ωd)2 + (ω0ωd
Q )2

. (3.8)

which describes a Lorentzian lineshape for cantilever motion as a function

of frequency.

Although a simple beam provides a good approximation for the reson-

ance properties of a cantilever, the paddle and mass extensions modify

these results. Numerical simulations (such as Comsol) provide a means

of determining the resonance frequency, c-factor, and spring constant of

each eigenmode. Figure 3.2 shows simulations of the resonance modes of

a cantilever with a fundamental mode of 6 kHz.

Figure 3.3 shows a plot of the interferometer power spectral density up

to 500 MHz. The harmonics are assigned according to whether the peak

could be mechanically driven.

3.1.3 Minimum detectable force

The dominant noise source for MRFM cantilevers is thermomechanical

noise, which can be characterized using equation 3.8 and a flat force noise

power spectral density SF [43]

〈x2
th〉 =

∫ ∞
0

SF (ω)|χ(ω)|2dω .

where χ(ω) = x(ω)/Fd is the cantilever transfer function, and 〈x2
th〉 is the

mean-square displacement of the cantilever due to thermal excitations.



Nanomechanical Sensor 40

a) b) c)

d) e) f )

Figure 3.2: Cantilever modes simulated with Comsol (non mass
loaded): a) fundamental mode (6.054 kHz), b) first harmonic (45.014
kHz), c) second harmonic (130.03 kHz), d) first y-axis mode (197.88
kHz), e) first torsional mode (253.78 kHz), d) third harmonic (256.36

kHz).
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Figure 3.3: A spectral density plot showing several cantilever modes.
The f2 frequency was strongly driven during acquisition for better vis-
ibility of the modes. All other peaks are sum and difference frequencies

due to mixing.

This integral simplifies when Q � 1, and the spectral density can be

solved in terms of the cantilever thermal fluctuations

S
1/2
F =

( 4

Qω0

)1/2
k〈x2

th〉 .

When the cantilever is in thermal equilibrium with its environment, then

〈x2
th〉 can be described by the fluctuation-dissipation theorem [44]

1

2
k〈x2

th〉 =
1

2
kBT

where kB is the Boltzmann constant and T is the temperature. Con-

sequently, the spectral density simplifies to

S
1/2
F =

(4kkBT

Qω0

)1/2
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SF = 4ΓkBT .

The minimum force detectable by a mechanical resonator is dependent on

the bandwidth ∆B over which a force is acting on the oscillator

Fmin =
√
SF∆B =

√
4kkBT∆B

ω0Q
. (3.9)

Equation 3.9 states that the force resolution can be improved by operating

at low temperatures, with a cantilever having a low spring constant and

high resonance frequency [45].

Since the fluctuation-dissipation theorem provides a direct relationship

between oscillation amplitude and temperature, we can use it to measure

the cantilever temperature. This can be performed by recording the power

spectral density of the cantilever motion (such as figure 3.3), and convert-

ing it from V2/Hz to m2/Hz using the fringe calibration. The temperature

of a cantilever mode is calculated with

T =

(
k〈x2

th〉c
)2

kB

where c is the c-factor of the cantilever. The c-factor is the length of the

cantilever, divided by the length between the base and the position of the

laser on the cantilever.

3.1.4 Quality factor

The quality factor is a dimensionless quantity indicating how long energy

can be stored in a mechanical oscillator before it dissipates. The quality
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factor is calculated

Q =
ωo
∆ω

where ωo is the resonance frequency, and ∆ω is the spectrum linewidth.

This equation corresponds to the amount of energy in the system, divided

by the amount of energy lost per oscillation cycle. An oscillator with

no dissipation has an infinitely thin spectrum (or corresponds to a delta

function), and therefore has an infinite quality factor.

The quality factor of a cantilever can be measured in two ways: the spec-

trum linewidth or a ring-down curve. Experience has found that ring-down

curves more accurately measure high quality factors, whereas measuring

linewidths are preferential for low quality factors. This is because the

spectral linewidth can include effects like dephasing, nonlinearity, and fre-

quency noise.

A ring-down curve is measured by driving a cantilever at its resonance

frequency by applying an AC voltage to two piezoelectric disks stacked

together. The drive signal is abruptly turned off, and the cantilever motion

is measured until the amplitude decays to zero. An exponential function

is fit to the envelope of the amplitude. Within a 1/e decay time τ0, the

quality factor is given by Q = πτ0f0 [34]. Multiple ring-down curves are

measured and averaged together to improve the signal-to-noise ratio, and

therefore improve the fit accuracy. Typical Q-factor precision is within

a few percent. Care must be taken to not drive the cantilever into the

non-linear regime, otherwise this calculation does not hold true.
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3.2 Dissipation mechanisms

Energy in a cantilever can be dissipated through several damping mech-

anisms including impurities, viscous air damping, clamping loss, and ther-

moelastic dissipation. Each of these dissipation channels acts in parallel

to give the measured quality factor Q

1

Q
=
∑
i

1

Qi
=

1

Qintrinsic
+

1

Qviscous
+

1

Qclamping
+

1

Qted
+ ... (3.10)

where Qintrinsic is intrinsic damping dependent on the material and geo-

metry, Qviscous results in energy lost to a surrounding medium, Qclamping

is clamping loss due to energy transferred to the supporting structure,

and Qted is thermolectric dissipation caused by irreversible conversion of

mechanical motion to heat. The consequence of equation (3.10) is that the

largest dissipation channel determines the overall measured quality factor

[34], and therefore they must all be minimized to increase the measured

quality factor.

3.2.1 Material defects

Impurities within the cantilever volume have been identified as a primary

source of energy dissipation. Eliminating these volume defects by using

materials with low impurity densities leads to higher quality factors. The

computer industry has highly refined silicon processing to extreme qualit-

ies. In this work, we use in-house fabricated cantilevers from single crystal

silicon to achieve high mechanical quality factors. At room temperature,

the quality factor of silicon MRFM cantilevers typically range from 5, 000

to 20, 000. When cooled to 4 K, quality factors typically rise proportional

to their room temperature values in the range of 20, 000 to 70, 000.
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As mechanical oscillators are decreased in size, their surface to volume

ratio rapidly increases. In general, quality factors decrease with smaller

device volumes indicating the importance of surface dissipation mechan-

isms [34, 42]. Therefore, further improvement is achieved by eliminating

surface defects, such as native oxide layers and organic material from the

fabrication process. Organic contaminants can be easily removed using

high energy (i.e. 400− 600 Watts) oxygen plasma for a few minutes. Ox-

ide layers can be removed using HF vapor treatment, but regrowth occurs

under ambient conditions within a matter of hours. We have developed

a technique to avoid oxide layers by using high quality (electronic grade)

diamond instead of silicon [31]. However, since diamond is much more

expensive and difficult to process, it is currently not feasible to replace

silicon cantilevers.

Magnetic impurities are another form of surface contamination that can

be introduced during fabrication processes. Experience has shown that

evaporators and critical point driers are the primary sources of magnetic

impurities. The quality factors of affected cantilevers drop proportional to

the square of the external magnetic field strength. This is also the reason

why recent MRFM experiments have moved away from attaching a magnet

to the cantilever [39]. Figure 3.4 shows an example of a cantilever with

magnetic contamination. For fields above approximately 1 T, the quality

factor was reduced by a factor of 2 or 3.

3.2.2 Viscous damping

Viscous damping results from a cantilever interacting with its surround-

ing medium. At atmospheric pressure, air acts like a continuous medium,

causing the cantilever to drag air with its oscillations. As the pressure
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Figure 3.4: The response a magnetically contaminated cantilever.
(a) The ringdown frequency (RD) changes as a function of magnetic
field strength. As the field is ramped up, the spring constant becomes
stiffer which is reflected in an increasing ringdown frequency. This
effect levels off above 1 T as the magnetization saturates. A few jumps
appear in the frequency below 0.75 T are due to magnetic domain
reorganization [46, 47]. (b) Unlike the spring constant, the quality

factor continues to decrease with higher fields.

is decreased, the interaction is well modeled by the cantilever transfer-

ring momentum to individual air molecules, since the air molecules do not

strongly interact. Within this low pressure regime, the amount of damp-

ing is dependent on the mean free path of the air molecules compared to

the resonator’s size [48]. Higher surface roughness also decreases canti-

lever quality factors in this low pressure regime, but the effect is reduced

with lower pressure [49]. Viscous damping can be readily overcome by

reducing the chamber pressure to low vacuum pressures. Generally the

cantilever quality factor is unchanged by further pumping below pressures

of 10−5 mbar.
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3.2.3 Clamping loss

Clamping loss is dissipation due to insufficient anchoring at the resonator’s

hinge. Oscillations of the cantilever produces strain in the hinge, which in

turn can excite modes in the support material. This effect can be separated

into in-plane and out-of-plane dissipation channels. For a 2D surface

Qclamping = α
L3

w3

where w is the resonator width, L is the length, and α is a material-

dependent parameter [42]. Calculations indicate that α = 2.17 for a singly

clamped silicon beam [50]. With MRFM cantilevers of 150µm in length,

and 4µm, Qin−plane ≈ 114, 000. Therefore, since measured quality factors

are generally at least a factor of two lower than this, we can ignore clamp-

ing loss. Furthermore, higher order modes are less susceptible than the

fundamental mode as energy is stored in nodes further from the clamping

[42, 51].

3.2.4 Thermoelastic

Thermoelastic dissipation is the result of irreversible heat flow induced

by mechanical strain. An oscillating cantilever mode can induce regions

of compression and expansion. This volume compression produces local

heating, and expansion induces local cooling. The system attempts to

reach equilibrium by thermal flow, causing irreversible energy loss [48].

Previous work has demonstrated that 10µm thick cantilevers can be dom-

inated by thermoelastic dissipation [52]. However, submicron-thick MRFM

cantilevers are virtually unaffected by this dissipation channel [34].
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3.3 Surface interaction forces

When a cantilever is approached to a surface, it experiences additional

conservative and dissipative forces. These interactions add additional force

terms (Fts(t)) to the simple harmonic oscillation equation (3.7)

mẍ+ Γẋ+ kx = Fsignal(t) + Fnoise(t) + Fts(t) (3.11)

In MRFM, the cantilever and magnetic tip strongly interact when brought

close together. These interactions influence the cantilever dynamics and

cause a large shift in resonance frequency. Furthermore, dissipative in-

teractions dramatically decrease quality factors, and limit how close the

cantilever can be operated relative to the magnetic tip.

3.3.1 Electrostatic forces

Any two surfaces that are imbalanced in charge experience long-range elec-

trostatic interactions. For example, an electrostatic potential difference U

between a sphere and a planar surface with radius R leads to a force equal

to

Fe(z) =
−πε0RU2

z

where z is the separation of the two surfaces.

Typically in MRFM, long-range forces manifest through trapped charges in

the tip and/or sample. These interactions can be observed as a frequency

shift of the cantilever even at micron tip-sample separations. Trapped

charges can be neutralized with a radioactive source that emits alpha-

particles. Aiming the radioactive source at the tip and sample for ap-

proximately 10 seconds neutralizes trapped charges. This treatment is

performed at room temperature before closing the system.
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Any polarizable material in an electric field gradient also experiences a

force

Fε = ~p · ∇ ~E

Since all dielectrics experience this force, it has been proposed as a uni-

versal method to oscillate nanomechanical systems [53]. In MRFM, RF

pulses drive nuclear spin inversions at the cantilever frequency f0 while

modulating the RF amplitude at 2× f0. Consequently, a strong RF amp-

litude can lead to parametric driving that influences the cantilever motion

at f0.

3.3.2 van der Waals

The van der Waals force is a generalization of three forces: orientation

(Keesom), induction (Debye) and dispersion (London). Each of these in-

teractions is proportional to 1/r6. In the simplified case of a sphere of

radius R interacting with a flat surface, the van der Waals potential is

VV DW =
−AHR

6z

where AH is the Hamaker constant that depends on the atomic polarizab-

ility and density of the tip and sample. As an example, a 100 nm sphere,

separated from a surface by z = 0.5 nm, experiences a force of ∼10 nN [54].

Therefore, since MRFM is generally operated with tip-sample separations

greater than 10 nm, this interaction is negligible.

3.3.3 Non-contact friction

When two objects are close enough to chemically interact, they influence

each other with contact friction. However, when they are further away
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but still dissipating energy from one another, this is referred to as non-

contact friction. Although this remains an on-going research subject, three

primary sources of non-contact friction have been identified: phononic

friction, joule dissipation, and van der Waals friction [54].

Phononic friction occurs due to a deformation in the tip or surface, which in

turn relaxes and emits a phonon [54]. Since MRFM cantilevers have such

low spring constants, they are more likely to be deflected (and produce

frequency noise) than to to dissipate energy through this friction channel.

Joule dissipation is a consequence of electrostatic forces between a tip and

sample. Fluctuating charges within the stripline can impart an image

charge on the cantilever, or vice versa. Energy is dissipated if the image

charge experiences a resistive loss with the tip-sample motion [54, 55].

It has been shown that this electronic friction can be eliminated using a

superconducting substrate (see section C.1 for supplementary details) [56],

however it is difficult to implement this with MRFM since high magnetic

fields generally destroy superconductivity.

In MRFM, van der Waals fluctuations have been identified as the primary

source of non-contact friction [57, 58]. This interaction results from both

thermal and zero-point quantum fluctuations in a dielectric that form

short-lived dipoles [59]. These fluctuations can induce a dipole through

space to a nearby object. If this induced dipole relaxes the energy to a

phonon, then the energy is dissipated. These interactions can be reduced

by evaporating a metal layer (typically gold) on the cantilever to screen

dielectric materials from fluctuating dipoles [57].
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3.3.4 Dependence on tip-sample geometry

In this work, we attached InAs and GaAs nanowires to cantilevers to de-

crease the interaction between tip and surface [17, 60]. Figure 3.5 shows

some representative images of an InAs nanowire attached to a cantilever.

The surface interaction between the nanowire and surface was dramatically

reduced using such a high aspect ratio probe.

The non-contact friction coefficient Γ influencing a cantilever can be meas-

ured with a ringdown curve

Γ =
2k

ω2
cτ

where k is the spring constant, ωc is the cantilever frequency, and τ is

the ringdown time [58, 61]. Figure 3.6 shows an approach curve of an

InAs nanowire to a gold substrate. The quality factor is measured at

sequential heights above the surface, and is virtually unaffected by non-

contact friction until ∼30 nm from the surface.

3.4 Feedback control

A feedback loop is used to coherently control the cantilever vibrational

amplitude. The feedback can be operated in two ways: i) self oscilla-

tion mode (or positive feedback), which sustains a constant oscillation

amplitude, and ii) damping (or negative feedback) which reduces the can-

tilever motion. Self oscillation is a necessary pre-requisite for imaging

surface topography, whereas negative feedback is essential for spin signal

detection. Conveniently, both of these methods are implemented with the

same feedback circuit.
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Figure 3.5: (a) Optical image of a nanowire attached to the end of
a cantilever. The cantilever is fixed against a blade, just above the
paddle. (b) Large scale SEM image of an InAs nanowire attached to
a cantilever. (c) SEM image with false colours indicating the mater-
ial layers. The InAs nanowire is 120 nm in diameter and has a gold
catalyst fixed at the end. A 60 nm layer of CaF2 was thermally evap-
orated onto the nanowire before it was attached to the cantilever. The
nanowire was placed in the cryostat and cooled to 4 K, which always

produces a ∼1 nm ice layer on the outer surface.
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Figure 3.6: Approach curves showing the mechanical dissipation as
a function of tip-sample separation. (a) The quality factor is virtu-
ally unaffected until approximately 30 nm above both silicon and gold
surfaces. Below 30 nm, the quality factor quickly drops off for both
materials. (b) The frequency response of both approach curves. The
silicon surface more strongly interacts with the cantilever, and causes

a larger shift than gold.

3.4.1 Feedback circuit

Self oscillation and damping feedback modes both use the cantilever detec-

tion as an input for excitation. Figure 3.7 shows a schematic representation

of this feedback circuit. The cantilever’s motion is measured by an inter-

ferometer and detected with a photodiode. The photocurrent is amplified

by 106 to 107 and converted to a ±10 V signal by a Femto IV converter.

An SRS 560 bandpass filters around the cantilever resonance, and amp-

lifies the AC signal by 100 − 500. An additional low-pass filter heavily

attenuates above 20 kHz to prevent higher cantilever harmonics from be-

ing influenced. The signal is passed into a Laview FPGA which performs

a phase shift, and then is multiplied by a gain factor g. A high-pass filter

eliminates any DC offset produced by the FPGA. The output signal is

applied to a piezo actuator to excite to the cantilever and complete the

feedback loop.
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Figure 3.7: Schematic representation of the cantilever motion feed-
back loop. The cantilever’s motion is detected by an interferometer,
phase shifted, and a gain is applied before using the signal to drive a

piezo actuator.

3.4.2 Self oscillation

As a cantilever is moved around a surface, the tip experiences conservative

and dissipative interactions that shift the resonance frequency. For soft

MRFM cantilevers, these interactions shift the resonance frequency up to

several hundred Hz. Additionally, the cantilever must be strongly driven to

overcome highly dissipative interactions. Therefore, to overcome the large
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frequency shifts and dynamic amplitude required, a constant frequency

and amplitude drive (as used with standard AFM) is unusable.

The cantilever motion and excitation are 90 ◦ out of phase. Therefore,

when the phase shifter is set to 90 ◦, the feedback loop operates in self

oscillation mode, and optimally drives the cantilever. If the output voltage

driving the piezo is not limited, the cantilever will be continuously driven

up. This runaway process can be avoided with a PID feedback that controls

the gain factor to maintain a constant amplitude.

3.4.3 Damping feedback

A cantilever with a high mechanical quality factor is well isolated from its

environment. An excitation signal must be precisely tuned to the canti-

lever’s resonance frequency to actuate it. Therefore, when using a canti-

lever with a high quality factor to detect an excitation signal, the cantilever

acts like a narrow bandpass filter proportional to its Lorentzian line shape.

Additionally, high quality factors have inherently slow response times to

drive tones, which translates to requiring long acquisition times for spin

signal detection.

This slow response time and narrow excitation bandwidth issue can be

mitigated by damping the cantilever to decrease the quality factor. A con-

venient damping method is using the self oscillation feedback loop. When

the feedback phase is matched to the excitation phase, approximately 90 ◦,

then cantilever is optimally driven up. If this excitation is inverted, or equi-

valently if an additional phase of 180 ◦ is applied, then the feedback loop

damps the motion.

Figure 3.8 shows the cantilever’s response to the damping circuit. At

room temperature (300 K), the mechanical quality factor is approximately
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Figure 3.8: (a) Cantilever spectra for various damping gains. 300K
corresponds to no damping gain, and the oscillation amplitude is in-
creasingly damped as a function of damping gain. The effective mode
temperature is given by the plot legend. (b) Ringdown curves for the
first four damping gains plotted in the spectra. The curves are fit, and

extracted quality factors are given in the legend.

12,000, and consequently has a very narrow peak. By damping the canti-

lever harder, the response time of the cantilever decreases, and the spectra

become flatter. The effective temperature of the cantilever, measured by

its mechanical fluctuations according to the fluctuation-dissipation the-

orem, can be decreased by over two orders of magnitude down to 1.2 K.

At a base temperature of 4.2 K, the cantilever can be damped to mK

temperatures [39].

This feedback equally damps the mechanical response to both noise and

drive signals. Consequently, no loss in signal to noise is measured unless

the cantilever is damped below the optical detector noise floor. Figure 3.9a

shows the undamped cantilever response with and without a drive tone,

whereas figure 3.9b shows the damped case. The magnitude of the drive

tone is the same for both the damped and undamped cases.
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Figure 3.9: (a) Spectrum of an undamped cantilever with a quality
factor of ∼ 15, 000. The spectrum is shown with (blue) and without
(black) a drive tone of 100 mV set to the resonance frequency of the
cantilever. (b) The same spectra were recorded with the cantilever
damped to a quality factor of 300. The signal (drive tone) and thermal

noise are equally damped.

3.4.4 Phase shifter

The optical detection and piezoelectric drive are in principle 90◦ out of

phase. In order to optimally excite the cantilever with the detection signal,

a phase shift must be applied to compensate for this phase difference. To

this end, we have implemented an all-pass filter to arbitrarily shift the

phase of an input signal without attenuating its amplitude.

An analog transfer function H(s) linearly maps a continuous input X(t)

to an output Y (t)

Y (t) = H(s)X(t)

where s is a continuous variable in Laplace space. In the case of an all-pass

filter, this transfer function is

H(s) =
sτ − 1

sτ + 1
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where τ = RC is a time constant set by resistance R and capacitance C.

A digital transfer function maps a discretely sampled time series X(z) to

an output Y (z) by a complex frequency domain function H(z)

Y (z) = H(z)X(z)

and the corresponding discrete all-pass filter is

H(z) =
z−1 − z̄0

1− z0z−1
(3.12)

where z̄0 is a complex pole. In order to implement this function, equation

3.12 can be converted to have real coefficients through multiplying by its

complex conjugate to give

H(z) =
z−2 − 2<(z0)z−1 + |z0|2

1− 2<(z0)z−1 + |z0|2z−2
. (3.13)

This all-pass filter function was implemented as a standalone Labview

FPGA process. See appendix B.4.1 for more information on the details of

this implementation.

The phase shift produced by the all-pass filter (equation (3.12)) is determ-

ined by the complex pole z0 and the frequency of the input signal z

z = exp(iωTs) = cos(Tsω) + i sin(Tsω)

where Ts is the sampling time and ω = 2πf is the signal frequency, or in

this case the cantilever angular frequency. We seek to adjust the complex

pole to produce a desired phase shift θ. The complex phase angle is

tan θ =
={H}
<{H}

=
2
(
z2

0 − 1
)

sin(Tsω)
( (
z2

0 + 1
)

cos(Tsω)− 2z0

)
(z4

0 + 1) cos(2Tsω)− 4 (z3
0 + z0) cos(Tsω) + 6z2

0

.
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Figure 3.10: (a) The magnitude of the complex pole |z0| as a function
of the knee frequency ωc. (b) The corresponding phase shift produced
by each |z0| value from (a). The FPGA loop rate changes the range
that the pole must be shifted in order to cover the entire phase shift

range.

Solving this equation to produce a phase shift θ = 180◦ (and |z0| <= 1)

with Mathematica yields two solutions

|z0| = sec(Tsωc)± tan(Tsωc) (3.14)

where ωc is a characteristic knee frequency. Assigning a constant pole

phase ψ = 0◦ simplifies the all-pass filter to a one parameter system, and

shifts the phase according to ωc. Figure 3.10 shows sample plots of |z0|
and phase shift θ as a function of the knee frequency ωc. For more details

about this implementation, see appendix B.4.2.

3.4.5 Feedback function derivation

The feedback function of this circuit can be derived starting from the

equation of a harmonic oscillator driven by a thermal force and a feedback

force

mẍ+ Γ0ẋ+ kx = Fth − Ffb .
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The displacement of the cantilever can be written in the form

x(ω) = x̂(ω)eiωt .

In this feedback circuit, the feedback force is the cantilever’s motion with

a phase (or delay)

Ffb = gei(ωt−π/2−φ)

where φ = 0 corresponds to ideal feedback damping, and g is the feedback

gain by scaling the amplitude. The feedback force can be rewritten in

terms of x(ω)

Ffb = g cos(φ)Γ0(ẋ+ ẋn)− g sin(φ)ωΓ0(x+ xn)

where the cos(φ) term corresponds to a spring softening, and the sin(φ)

term corresponds to spring hardening. xn is the measurement noise in the

displacement signal.

Combining these equations we obtain

mẍ+ Γ0ẋ+ kx = Fth − g cos(φ)Γ0(ẋ+ ẋn)− g sin(φ)ωΓ0(x+ xn)

and rewriting this in the form

−mω2x+ iωΓ0

(
1 + g cos(φ)

)
x+ k0

(
1 + g sin(φ) ω

ω0Q0

)
x

= Fth − iωg cos(φ)Γ0xn − ωg sin(φ)Γ0xn (3.15)

provides a convenient form to obtain the complex transfer function

x̂(ω) =
1
m F̂th − g sin(φ)ω0ωQ0x̂n − ig cos(φ)ω0ωQ0x̂n

ω2
0(1 + g sin(φ) ω

ω0Q0
)− ω2 + iω0ωQ0(1 + g cos(φ))
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3.5 Imaging surface topography

Commercial atomic force microscopes generally image surface topography

by moving a cantilever tip over a surface and monitoring the change in

amplitude. A PID feedback loop maintains a constant oscillation amp-

litude by moving the cantilever away from the surface if the amplitude

decreases, and towards the surface when the amplitude increases. An im-

age obtained corresponds to the z-heights over each position of the surface.

A less common approach to imaging surfaces is monitoring the frequency

of the cantilever as a function of position [44]. A phase-locked loop (PLL)

monitors the frequency shift of the cantilever as it scans over the surface.

The tip-sample separation is changed to maintain a constant frequency,

and the tip-sample separation gives an image of the surface. This method

is particularly useful for cantilevers with high quality factors. However,

this method also requires cantilevers with very high spring constants, and

very small oscillation amplitudes.

In the case of MRFM, the cantilever has a very soft spring constant. For

this reason, the resonance frequency can change by hundreds of hertz from

position to position, which makes it very difficult to use a PID feedback

loop to maintain a constant frequency or amplitude. One approach is

to modulate the height based on the mechanical dissipation measured by

the amplitude PID [62]. However, this approach incorrectly reports topo-

graphy when imaging across two materials with high and low dissipation,

such as SiO2 and gold respectively. In order to circumvent these issues, we

use two imaging modes referred to as ‘frequency-maps’ and ‘touch-maps.’
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3.5.1 Frequency maps

When a harmonic oscillator is influenced by tip-sample forces, the can-

tilever exhibits an elastic response. These forces influence the cantilever

such that for small oscillations

F = F0 +
dF

dz
(z − z0) .

The force gradient modulates the spring constant of the cantilever, produ-

cing an effective spring

ke = −dF
dz

= k − dFts
dz

.

Consequently, the resonance frequency of the cantilever is shifted by [59]

ωe =
(k − dFts/dz

m

)1/2

ωe = ωo −
√

1

m

dFts
dz

.

Therefore, the tip-sample interaction forces can be monitored through the

change in resonance frequency [44]. In scanning probe microscopy, this

frequency shift is often measured using a phase-locked loop.

In this work, we moved the tip over a surface at a constant height, while self

oscillating the cantilever. For each X and Y location, the cantilever motion

was recorded by the DAQ for ∼5 ms. This data was Fourier transformed,

and the frequency with the largest amplitude was read out to provide a

frequency shift a particular location. We referred to the resulting image

as a ’frequency-map.’ Figure 3.11 shows an example of a frequency-map

over a stripline surface.
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Figure 3.11: (a) An optical image of a stripline and rows of markers.
Prior to placing the stripline in the MRFM, the surface was imaged
with an SEM, and a tungsten compound W(CO)6 was deposited with
a focused ion beam on the stripline. (b) A frequency map of the
area indicated in the optical image. The silicon dioxide surface was
modified by the SEM and FIB, creating a square in both the optical

and frequency images.

3.5.2 Approach curves

The frequency shift of the cantilever can provide topographical information

if the sample is moved relative to the cantilever. However this is difficult

to achieve with soft spring constants used with MRFM. Another way to

measure the topography is to measure an approach curve. In this mode, the

cantilever is self oscillated, while the surface is moved in small increments

towards the cantilever. At each sample step, the cantilever frequency is

measured as a function of z-position. The cantilever is influenced by tip-

sample interactions, which shifts the frequency of the lever. The z-position

is increased until the frequency of the cantilever is shifted by a setpoint

amount, for example by 1000 Hz relative to the bare resonance frequency.
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3.5.3 Touch-maps

A touch-map is obtained by recording a grid of approach curves. Each

approach curve measures the z-height at which the cantilever ’touches’ the

surface. This touch is defined by a cantilever frequency shift relative to the

free resonance frequency by a set amount, typically about 1000 Hz. When

the cantilever tip gets very close to the surface, the frequency rapidly

increases and decreases according to the interacting forces. When the

frequency change is greater than a setpoint value, typically about 20% of

the free resonance, the approach is stopped, and this height is recorded as

the ’touch’ height. Combining all of these heights in an XY grid provides

a topographical image of the surface similar to an AFM scan. An example

touch-map is shown in figure 3.12d.

Similar to AFM, a touch-map image is a convolution of the cantilever tip

and substrate topography. Consequently, the spatial resolution of touch-

maps are dependent on the probe sharpness. To obtain high resolution

touch-maps, we use an array of cones fabricated from silicon as shown in

3.12a and 3.12b. The cantilever is approached to the cones, and a single

cone is used to record a touch-map.

3.5.4 Higher harmonic frequency map

The fundamental frequency of the cantilever is designed to have a low

spring constant, which is desirable for detecting weak forces. For this

reason, it is also highly susceptible to non-contact friction, and must be

driven with a large amplitude to overcome the damping and avoid ’jump-

to-contact’. Conversely, it has been demonstrated that high spring con-

stants are much better for achieving high resolution scanning probe images

[63].
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Figure 3.12: (a) SEM image of a silicon surface with an array of
sharp cones fabricated by NT-MDT. (b) A schematic drawing of the
cones on the surface. The height h are approximately 400 nm, and
they are separated by about 3µm. The cone sharpness is on the or-
der of 50 nm. (c) SEM image of a cantilever with influenza viruses
attached to the surface. The cantilever was cut with a FIB close to
the end to create a larger surface area for the virus attachment. It
then had gold evaporated on the surface, was UV irradiated, and the
viruses were deposited with a micropippette. This image was taken by
Hiroki Takahashi. (d) An example touch-map of a similar cantilever
as in figure (c). The surface contains two viruses with heights close to

100 nm.

In order to circumvent the low spring constant of the fundamental reson-

ance frequency, higher harmonics can be used for frequency map images.

The cantilever harmonics have much higher spring constants as a result of

having a lower mass participation. Figure 3.13(a) shows a frequency map

using the first harmonic, and 3.13(b) shows an image using the second har-

monic with all other variables kept constant. The second harmonic shows

less contrast, indicating the higher harmonics are less susceptible to long
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Figure 3.13: (a) A frequency map recorded while self oscillating the
fundamental frequency (∼ 2.7 kHz). The image was measured with a
constant height (10 nm) above a silicon cone. This image was recor-
ded as close to the cone as possible before the dissipation could not
be overcome by driving the cantilever harder. Four features are dis-
tinguishable, but the image is noisy. This can be attributed to the
high dissipation caused by non-contact friction. The surface behind
the four objects is also prominent. The displayed frequency range was
decreased from the peak-to-peak values of −26 Hz and 37 Hz. (b) A
frequency map using the first harmonic (∼ 31 kHz). This image was
recorded at the same height as panel (a). The first harmonic frequency
is shifted by a fraction (∼ 10%) compared to the fundamental mode,
owing to the higher spring constant. This indicates that the first har-
monic is much more sensitive to short range interactions compared to
the fundamental frequency. (c) The higher spring constant of the first
harmonic prevents snap-to-contact, and enables imaging up to 1.5 nm
from the surface. The four features are better resolved, and relative
heights can be discerned from the colour contrast. The displayed fre-
quency range was decreased from the peak-to-peak values of −60 Hz

and 80 Hz.

range forces. When the cantilever is self oscillating with the second har-

monic, it can approach much closer to the surface. Figure 3.13(c) shows a

frequency map that was recorded at 1.5 nm from the surface.



Chapter 4

Spin Signal

This chapter introduces nuclear magnetic resonance and how it is measured

with MRFM. We tested different adiabatic passage profiles, and support

our findings with numerical simulations.

4.1 Magnetic resonance

When a magnetic moment is placed in a magnetic field, the field produces

a torque on the moment [64]. The torque τ is perpendicular to both the

field direction and the magnetic moment

~τ = ~µ× ~H

and causes the moment to align with the direction of the field. Many

atomic nuclei have an additional angular momentum. Equating the torque

with the rate of change of angular momentum J gives the equation of

67
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motion of a nuclear magnetic moment

d ~J

dt
= ~µ× ~H

where ~µ = γ ~J giving
d~µ

dt
= µ× (γ ~H) .

This equation of motion indicates that the spin precesses about the H

field. The gyromagnetic ratio γ is the sensitivity of a spin to the magnetic

field, and depends on the type of spin (for an electron γe = 28.02 GHz/T,

and for a proton γn = 42.58 MHz/T). The frequency at which the spin

precesses about the magnetic field is the Larmor frequency

ωL = γpH .

4.1.1 Thermal polarization

When a volume of nuclear spins is placed in a magnetic field, the spins

exchange energy with the surrounding environment and reach a thermal

equilibrium. In the case of spin I = 1
2 nuclei, a fraction of the spins

align (spin-up) with the field and the remaining spins align anti-parallel

(spin-down). The energy difference between these two states is

∆E = ~∆ωL = γ~B0

where ωL is the Larmor frequency, and B0 is the magnetic field (Tesla).

From statistical mechanics, the equilibrium distribution of the system is

described by
N+

N−
= e∆E/kBT = e−γ~B0/kBT (4.1)
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where N+ and N− are the numbers of spins aligned parallel and anti-

parallel respectively, and kB is the Boltzmann constant.

The net difference of aligned and anti-aligned spins ∆N = N+ − N−

produces a net magnetization vector, which is detectable using methods

sensitive to magnetic fields like Nuclear magnetic resonance (NMR) and

Magnetic resonance imaging. The magnetization can be described by a

fractional population

P =
∆N

N+ +N−
=
N+

(
1− N−

N+

)
N−

(
1 + N−

N+

) . (4.2)

For a small magnetic field, the exponent in equation (4.1) can be approx-

imated by

e
± µB0
kBT ≈ 1± µB0

kBT
.

Substituting this into equation (4.2) provides a temperature dependent

polarization

P =
µB0

kBT
,

or in terms of the total number of spins contributing to the net magnetiz-

ation vector

∆N = N
µB0

kBT
. (4.3)

Since this polarization is produced by the nuclear spins thermalizing with

their environment, this is referred to as the thermal or Boltzmann polar-

ization.

Equation (4.3) indicates that the number of spins contributing to the mag-

netization vector is exceedingly small because µB0 � kBT for all practical

fields and temperatures. This relationship is plotted in figure 4.1. For this

reason, techniques like NMR and MRI rely on large spin volumes to detect
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an appreciable signal. Typical MRI measurements are capable of detect-

ing micron-to-millimeter scale, with state of the art resolution approaching

∼40 µm3 [6]. Several MRFM measurements have demonstrated that the

thermal polarization can be detected down to volumes of approximately

(100 nm)3 [65]. In all of these experiments, the volume is large such that

the number of spins is &1011. For example, at 4 K, the number of spins

detectable by the Boltzmann polarization is about 0.01% of that volume.

At room temperature, this detectable volume would decrease by 2 more

orders.

4.1.2 Statistical polarization

The thermal polarization of a large ensemble of spins can be treated with

a constant polarization. In reality, thermal excitations cause spins to fluc-

tuate between the up and down states. These fluctuations average out

in large ensembles. However, as the volume of spins is decreased, spin

fluctuations become more significant, and cause the thermal polarization

to fluctuate by an appreciable amount [65]. Bloch predicted these fluctu-

ations in 1946 [66], but the first experimental evidence of spin noise was not

measured until 1985 with a Superconducting quantum interference device

(SQUID) [67]. The first detection of spin noise at room temperature with

an NMR spectrometer was made in 1989 [68].

For spin volumes smaller than ∼(100 nm)3 the thermal polarization be-

comes exceedingly small, and is dominated by statistical fluctuations [65].

This cross-over region at 4 K is plotted in figure 4.1. With resolution ex-

ceeding ∼(100 nm)3, the variance of these statistical fluctuations is the

preferred signal for imaging [16]. The nuclear spin noise is characterized

by slow fluctuations of net magnetization, with time constants typically



Spin Signal 71

NNrms =∆

(10 µm)3(1 nm)3 (1 µm)3(100 nm)3(10 nm)3

Number of spins  N

Sp
in

 P
ol

ar
iza

tio
n 
∆N

1012

108

104

1
10121081

Statistical Polarization

1016

0.01%
polarization

Thermal Polarization

Tk
BNN

B

µ
=∆

104

Figure 4.1: Comparison of the number of spins contributing to nuc-
lear magnetic resonance for thermal polarization (Boltzmann) and
statistical polarization. This plot corresponds 1H nuclear spins at
T = 4 K and magnetic field B = 3 T. A Boltzmann polarization
detected signal consists of the net nuclear spins that do not cancel,
whereas statistical polarization scales with the total number of spins.
For spin ensembles larger than (100 nm)3, thermal polarization has
many more contributing spins. However, for ensembles smaller than
(100 nm)3, the Boltzmann polarization becomes small, and in fact is
less than 1 spin below (5 nm)3. Therefore, statistical polarization has
a significantly larger number of spins contributing to the spin signal.

Image adapted from [15].

ranging between τm = 10 ms− 10 s. These fluctuations are dictated by the

spin-lattice relaxation time of a spin in an alternating magnetic field.

4.1.3 Spin relaxation

Statistical fluctuations are the result of spins absorbing or losing energy,

which displaces the thermal polarization from equilibrium. The primary
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relaxation channel that drives the system back towards equilibrium is spin-

lattice relaxation (or longitudinal relaxation), resulting from spins inter-

acting with their surrounding lattice. This relaxation mechanism can be

characterized by applying an RF pulse to excite the system out of equilib-

rium, and observing the time scale required for the thermal polarization

to recover. In an NMR experiment, this corresponds to applying a π
2 pulse

to tilt the thermal population into the transverse (x-y) plane, and meas-

uring the gradual recovery of the thermal polarization along the z-axis.

The time scale required for (1 − 1
e ) (or ∼63%) to return along the z-axis

is characterized by the time scale T1.

4.1.4 Continuous wave spin inversions

An RF pulse is a time varying magnetic field that oscillates in the x-y

plane [64],

~B1(t) = B1

(
cos(ωzt)̂i + sin(ωzt)̂j

)
where B1 is the pulse amplitude (mT), and oscillates at a frequency ωz in

the clockwise (ωz = +ω) or counterclockwise (ωz = −ω). The RF pulse

modifies the equation of motion of a spin in an external field

dµ

dt
= ~µ× γ

[
~Bo + ~B1(t)

]
(4.4)

where ~Bo = Bok̂. A more convenient way to describe this system is by con-

verting to a reference frame (̂i′ and ĵ′) that rotates around the k̂ axis. The

stationary reference frame can be described by a time dependent rotating

angle θ(t)

î(t) =
(

cos θ(t), sin θ(t)
)

ĵ(t) =
(
− sin θ(t), cos θ(t)

)
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Figure 4.2: (a) Stationary reference frame: a spin begins oriented at
an initial position at time t = t0. The external field applies a torque on
the spin, causing it to precesses about the z-axis with a continuously
smaller amplitude. At t = t′, the spin is oriented along the z-axis.
(b) In the rotating reference frame, the coordinate system revolves at
the same frequency as the spin precession (Ω = ω0), such that spin

relaxation is reduced to a 2-dimensional motion.

The time derivative of î and ĵ are

î′ =
d̂i(t)

dt
= Ω

(
− sin θ(t), cos θ(t)

)
= Ωĵ(t)

ĵ′ =
dĵ(t)

dt
= Ω

(
− cos θ(t),− sin θ(t)

)
= −Ωî(t)

where Ω ≡ dθ(t)
dt . Changing the basis from the stationary reference frame

dµ

dt
= ~µ×

[
(ωz + γBo)k̂ + γB1(t)̂i

]
to the rotating reference frame eliminates the time dependence such that

dµ

dt
= ~µ× γ

[
(Bo −

ω

γ
)k̂ +B1 î

]
(4.5)



Spin Signal 74

x’
y’

z’A

x’
y’

z’B

x’
y’

z’C

ωrf « ω0 ωrf » ω0ωrf = ω0

Figure 4.3: Effective magnetic field vector in the rotating reference
frame for three different frequencies: (a) ωrf � ω0, (b) ωrf = ω0, and

(c) ωrf � ω0

The square brackets can be described as an effective field vector ~Beff such

that
dµ

dt
= ~µ× γ ~Beff (4.6)

~Beff = (Bo −
ω

γ
)k̂′ +B1 î′ . (4.7)

Equation (4.6) indicates that in the rotating reference frame, a nuclear

spin feels a static effective field ~Beff . Therefore, the spin precesses about

a cone in the direction of ~Beff at an angular frequency ω = γBeff as

depicted in figure 4.4.

Equation (4.6) also indicates that applying a ~B1 = B1x̂ pulse on resonance,

such that ω = γBo, will make the spin precess perpendicular to the x-axis

(in the y-z plane). The magnetization vector will continue to precess for

the duration of a pulse, called a Rabi oscillation. The angle φ swept by

the magnetization vector is

φ = γB1tw
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Figure 4.4: (a) In the rotating reference frame, a nuclear spin (red)
precesses about the effective magnetic field vector ~Beff . When no B1

pulse is applied, the spin precesses about the z-axis due to the external
magnetic field Bext (green). (b) When a B1 pulse (blue) is applied,

the effective field is tilted according to equation (4.7)

where B1 is the pulse amplitude, and tw is the pulse duration. Con-

sequently, the magnetization vector can be inverted from +z to −z by

applying a resonant pulse for a duration of tw such that φ = π, 3π, ....

This is referred to as a ‘180-degree-pulse’ or a ‘π pulse.’

4.1.5 Adiabatic spin inversions

Early NMR experiments inverted thermal polarizations (a magnetization

vector) with slowly varying B1 fields [66, 69]. These sweeps were accom-

plished by continuously irradiating with a fixed RF frequency and mod-

ulating the amplitude. By sweeping sufficiently slow, the magnetization

vector remains in equilibrium with the effective field despite the time de-

pendent rotation. Conversely, the sweep must be completed fast enough

such that the spins do not relax by T1 and T2 decay channels.

Despite the advancement of RF generation hardware, adiabatic inversions

are still widely used. These pulses provide a convenient method of exciting

broad frequency bandwidths with a high degree of tolerance for RF field
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inhomogeneities [70]. Modern NMR experiments can produce adiabatic

sweeps with fixed amplitudes and modulating phase

φ(t) =

∫ t0

0

(
ωRF (t′)− ωc

)
dt′ + φ(0)

where ωc is the center angular frequency of the inversion bandwidth (rad/s),

φ(0) is the initial phase at t = 0, and ωRF is the time varying angular fre-

quency of the RF field. An adiabatic passage inverts spins that possess

Larmor frequencies within the pulse bandwidth ωRF = ωc ± ωdev. This

corresponds to modulating the RF frequency (with continuous phase) by

ωc − ωRF (t) =
dφ

dt
.

Therefore, the effective field vector in the rotating reference frame is time

dependent

~ωeff (t) = ωeff (t)
(
− ω1(t), 0,∆ω + φ̇(t)

)
.

The angle of the effective field relative to the rotating reference frame is

θ(t) = tan−1
[∆ω + φ̇(t)

ω1(t)

]
.

This is illustrated in figure 4.5(a), where an RF pulse applied along the

y-axis creates an effective field that rotates in the x-z plane. In order for

the spins to follow the pulse, the effective field rotation speed must be

slower than the precession rate of the magnetization vector∣∣∣ d
dt
θ(t)

∣∣∣� ωeff .

This rate of rotation is quantifiable by defining the adiabaticity A

A(t) =
ωeff
d
dtθ(t)

.
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Increasing A for an entire sweep duration improves the spin inversion fi-

delity, and therefore ensures that the spins follow the effective field vec-

tor. Furthermore, to ensure that the entire bandwidth of spins is inverted

(ωc ± ωdev), the sweep frequency must begin and end far from the band-

width extents

ωrf (0)� ωc − ωdev

ωrf (t0)� ωc + ωdev .

The adiabatic regime is typically defined for NMR as A > 1, but MRFM

generally requires a more stringent A > 5. This can be illustrated by defin-

ing an additional reference frame that rotates with the effective magnetic

field vector, as shown in figure 4.5(a). In this reference frame (̂i′′, ĵ′′, k̂′′),

the effective field vector remains along the z-axis, while the magnetization

vector sweeps out a cone, as illustrated in figure 4.5(b). The magnetization

vector sweeps a larger cone dependent on the pulse speed, decreasing the

‘force’ applied by the effective field. Spins with higher gyromagnetic ratios

are less affected by the effective field sweep rate.

4.2 MRFM spin detection

Force detection was the first general purpose technique capable of detect-

ing a single electron spin. Rugar et al. demonstrated this by attaching a

magnet to a cantilever, and approaching it to a single silicon danging bond,

known as an E’ center [71]. This was a milestone experiment that paved

the way for mechanically detecting nuclear spin signals with MRFM. The

magnetic moment of an electron spin (µe = 9.29 · 10−24 J/T) is approxim-

ately 660 times larger than that of a single proton (µp = 1.41 · 10−26 J/T).

Therefore, detecting a single nuclear spin requires improving the sensitivity

of MRFM by over two orders of magnitude to achieve similar SNR.
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Figure 4.5: (a) In the rotating reference frame (̂i′, ĵ′, k̂′), a ~B1 field
applied along the y-axis produces an effective field ~Beff that rotates
in the x-z plane. An additional reference frame (̂i′′, ĵ′′, k̂′′) can be
defined that rotates in the x-z plane with Beff . (b) In the effective field
rotating reference frame (̂i′′, ĵ′′, k̂′′), the magnetization vector sweeps
a cone dependent on the pulse frequency modulation rate. The slower
the pulse, the smaller the cone, and the more the magnetization vector

follows the effective field.

4.2.1 Force detection

When a spin is placed in a magnetic field gradient, it experiences a static

force

~F = −~∇E = ~∇(~µ · ~B) (4.8)

where ~µ is the magnetic moment of the spin (µp = 1.51 · 10−26 Am2 or

J/T), and ~B is the magnetic field. In our version of MRFM, a sample is

attached to the end of a cantilever, which is approached to a nano-magnet

that produces a field gradient. The cantilever is most compliant to forces

in the deflection direction (defined as the x-axis)

Fx =
d

dx
(~µ · ~B) = µz

dBz
dx

where µz is aligned by an external magnetic field along the z-axis. Con-

sequently, the force is strongly dependent on the magnitude of the dBz
dx

field gradient. However, this static force is extremely small (∼10−20 N),
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and is difficult to detect with low frequency noise sources that are always

present.

Cantilevers are extremely sensitive to alternating forces that match their

mechanical resonance. Furthermore, mechanical oscillators with frequen-

cies &2000 Hz evade low frequency detector noise sources. Previous work

has demonstrated force sensitivity as small as 1 aN/
√

Hz [45]. An alternat-

ing force can be produced from equation (4.8) by periodically inverting the

magnetic moment direction. When the spin inversion frequency matches

the cantilever resonance, the oscillating spin polarization drives the can-

tilever motion. Spin inversions have been shown to be most controllable

with adiabatic passages.

The SNR of an MRFM experiment directly determines the required time

to detect a signal. The averaging time required to detect the force of

a single electron spin was about 12 hours per data point, owing to the

single-shot SNR of 0.06. This SNR limitation precludes the possibility of

observing the dynamics of a single electron spin. However, E’ centers have

been shown to have a correlation time of 760 ms, and it was shown that

a sufficiently large signal is possible with ∼70 electrons to observe single

shot readout [72].

In the TMV experiment, the magnetic field gradient was significantly im-

proved over the single electron measurement [73]. However, many more

data points were required to produce a 3-dimensional image with suffi-

ciently high enough voxels. For this reason, spatial resolution was com-

promised to record enough data points. The detection volume per voxel

was on the order of (5 nm)3, corresponding to about 20, 000 nuclear spins,

and each data point was recorded for 1 minute. Therefore, improvements

in SNR speed up data acquisition, as well as spatial resolution. In this
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Figure 4.6: Two channel MRFM signal detection protocol. The can-
tilever position x(t) is influenced by forces by both thermal noise and
the spin signal. A lock-in amplifier detects the phase of the cantilever
motion relative to the RF pulses applied to the strip line. The in-phase

(X0) and quadrature (X90) channels are each filtered by 2

voxel size regime, the spin noise provides a substantially larger signal than

the thermal polarization.

4.2.2 Signal pathway

The cantilever motion is influenced (see figure 4.6) by both undesired

thermal noise Fnoise(t), and a typically much smaller force generated by

the desired nuclear spin noise Fspin(t). These forces collectively influence

the cantilever motion, which is then measured by the laser interferometer,

providing a positional dependent signal x(t).

In order to detect the weak spin noise, the cantilever motion is measured

with lock-in amplification. The in-phase channel X0(t) receives both the

spin signal and thermal noise, while the quadrature channel X90(t) receives

only thermal noise. Figure 4.7(a) shows one minute traces of X0(t) and

X90(t), and figure 4.7(b) shows a five second segment of the two channels.

The data from the two lock-in channels are filtered using a bank of 14
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Figure 4.7: (a) Traces of X0 and X90 channels recorded for 60
seconds. (b) A zoom in on 5 seconds of the lockin data. (c) The

X0 trace with five of the 14 filters applied to the data.

filters. Figure 4.7(c) shows examples of five of the filters applied to the

X90 data.

The spin noise is characterized by statistical fluctuations with correlation

times ranging from 20 ms to 3 s. In order to detect these fluctuations, the

variance σ of the cantilever motion is calculated for the filtered lock-in

channel data

σ =

∑
i(s

2
i )

n
−

(
∑
i si)

2

n2
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where si corresponds to ith data point of a lock-in trace, and n is the

number of statistically independent samples of a filter

n =
2s2

σ2
s

+ 1

where s and σs are the exact and measured variances of the spin noise

respectively. Since the cantilever is driven by thermal noise and fluctuating

spin noise, the mean (
∑
i si) should yield zero after long averaging times

since there is not a coherent drive. A mean value greater than ∼0.05 V

typically indicates that the cantilever is electrostatically driven by RF

pulses. Figure 4.8 shows an example of the sum-of-squares, squared-sum,

and variance of both X0 and X90 channels, using the data from figure 4.7.

The X0 and X90 channels correspond to

X0 = σ2 cos2(φ) + σ2
th (4.9)

X90 = σ2 sin2(φ) + σ2
th (4.10)

where σ2 is the variance of the spin noise, and σ2
th is the thermal noise.

When the spin signal is correctly directed, then φ = 0. Subtracting the

calculated variance of both channels produces the spin signal (E = X0 −
X90). The SNR ratio can be optimized by choosing a lock-in filter time

constant that is close to the intrinsic correlation time τm. We achieved

this by calculating variances for a bank of 14 filters and post-selecting the

desired filter.

The SNR of this detection protocol suffers when the signal is not entirely

directed in the in-phase channel. In section 4.2.3, we have extended this

method to detect the signal in both X0 and X90 quadratures while sub-

tracting the noise.
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Figure 4.9: Schematic of signal acquisition protocol. x(t) denotes
the position of the cantilever as a function of time, influenced by both
thermal Fnoise and spin Fspin noise. X0(t), X45(t), X90(t), and X135(t)
denote the cantilever motion amplitudes with different phases, which
are then filtered with 14 different time constants between 20 ms and 3 s.
Xi

0, Xi
45, Xi

90, andXi
135 are amplitudes filtered by the ith filter. Finally,

X0, X45, X90, and X135 stand for the variance of those amplitudes over
the averaging time of the experiment (converted into units of squared

force).

4.2.3 Four quadrant detection

Calculating the variance requires squaring the input signals, causing in-

formation concerning the sign (and hence the phase) of the signal to be

lost. However, the full phase of the spin signal can be retrieved by using a

four-channel lock-in detection, where the interferometer signal is demodu-

lated at the phases 0◦, 45◦, 90◦ and 135◦. (A conventional lock-in amplifier

would only demodulate at 0◦ and 90◦). To illustrate this, consider measur-

ing a spin signal with variance σ2
F and phase φ in the presence of thermal

noise with variance σ2
th. If we denote the four demodulated signals by X0,
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X45, X90, and X135,

X0 = σ2
F cos2(φ) + σ2

th (4.11)

X45 = σ2
F cos2(φ− π/4) + σ2

th (4.12)

X90 = σ2
F sin2(φ) + σ2

th (4.13)

X135 = σ2
F sin2(φ− π/4) + σ2

th. (4.14)

Note that the thermal noise, being incoherent, is equally distributed over

the phase space. We can subtract the thermal noise signal contributions

by forming the differences

X0 −X90 = σ2
F

(
cos2(φ)− sin2(φ)

)
= σ2

F cos(2φ) (4.15)

X45 −X135 = σ2
F

(
cos2(φ− π/4)− sin2(φ− π/4)

)
= σ2

F sin(2φ). (4.16)

These two terms correspond to the real and imaginary parts of a signal E,

E = (X0 −X90) + i(X45 −X135) = σ2
Fe
i2φ (4.17)

4.2.4 FPGA implementation and analysis

We implemented the four-channel lock-in detection technique by first de-

modulating by a conventional two-channel lock-in amplifier (SR830, Stan-

ford Research), and then rotating lock-in outputs by 45◦ on an FPGA

controller. The same FPGA then also performed the filtering and vari-

ance estimation to produce X0, X45, X90, and X135.

For all imaging scans, two additional corrections were applied in order to

account for position-dependent changes in cantilever gain (represented by

the damped quality factor) and phase. Both parameters were measured at

each location prior to data collection. For typical one dimensional scans,
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we found Qdamped to vary between 200− 500 while changes in phase were

only within a few percent. Since these changes vary slowly with position,

roughly with a length scale similar to the tip-sample spacing, they can be

easily corrected for by low-order polynomial fit or heavy low-pass filtering.

Note that these corrections apply to all imaging scans, including both

single signal measurements and multiplexed measurements.

4.3 MRFM pulse sequences

In order to drive the cantilever with nuclear spin inversions, spins must

be modulated at the cantilever resonance frequency fc = 1/T . Typical

MRFM cantilevers oscillate at approximately 5 kHz (T = 0.2 ms). The

spins must be inverted twice per cantilever period, which requires each

adiabatic passage to be completed within 0.1 ms. For a high frequency

bandwidth of spins, for example &1 MHz, this is a short time period.

The short time period per adiabatic passage can be compensated for using

high B1 amplitudes. MRFM experiments originally used inductive coils

to produce B1 fields. More recent work has used strip lines to produce

significantly higher amplitudes, and have been shown to not limit the τm

[39]. This enables considerably higher adiabaticity, and also enables the

ability to invert bandwidths of Larmor frequencies up to several MHz.

The shape of adiabatic pulses also significantly affect adiabaticity. In this

work, two different frequency/amplitude modulation shapes were used:

linear/trapezoid and secant/hyperbolic tangent pulse sweeps. Depending

on the profile shape, the pulses can also be overlapped to increase the

amount of time per pulse.
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4.3.1 Linear sweeps

In past MRFM experiments, the most commonly used adiabatic sweep pro-

file has been linear frequency sweeps with trapezoidal amplitude modula-

tion. This is partially owing to ease of implementation and being straight-

forward to interpret signals.

A linear frequency sweep is defined by

ω1 =
dθ(t)

dt
= −kt

where −t0 ≤ t ≤ t0 and k is a linear sweep rate [74]. If k is sufficiently

small, then the adiabatic condition is met, but changes as a function of

time

A(t) =

[
ω2

1 + θ̇(t)
]3/2

kω1
.

This equation indicates that the adiabaticity is minimum on resonance,

and therefore a large B1 amplitude is required for the pulse to coherently

invert spins.

Figure 4.10 shows a schematic representation of a linear adiabatic sweep

for inverting nuclear spins with a Larmor frequency of 118 MHz. The B1

amplitude is initially at 0, and is ramped up to 4 mT at constant frequency.

This amplitude ramping produces a y-component in the effective field,

and causes the spins to rotate within the Bloch sphere along to the x-

axis. Between steps 1 and 3, the amplitude remains constant while the

frequency is swept from fc − fdev to fc + fdev (or vice versa), causing the

effective field to rotate through the XY plane at step 2. A full inversion is

completed by ramping the amplitude back to 0.

The trapezoidal amplitude modulation is used to ensure that the spins de-

couple from the RF field before and after an inversion. Any discontinuity
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Figure 4.10: Linear spin inversion protocol: the amplitude (b) is
modulated with a trapezoid profile, while the frequency is linearly
swept (a) when the amplitude is at its maximum. This inversion pro-
file causes the spin to rotate between the ±z poles of the Bloch sphere.
Two inversions within a cantilever period produces a force on the can-

tilever dependent on the number of spins inverted.

in phase within a pulse, or between two pulses will prevent the spins from

following the effective field. For the same reason, the frequency and amp-

litude must be ramped slow enough to abide by the adiabatic condition.

Ideally the RF fields applied to both sides of the stripline are 180◦ out of

phase, and consequently no electric field is produced. However, the can-

tilever is extremely sensitive to any electrostatic forces, and it is unlikely

to fully cancel out the entire electric field. In order to avoid this issue,

pulses are swept unidirectionally such that electrostatics are produced at

2fc, and are therefore far from resonance. However, large amplitudes at
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Figure 4.11: Profiles of an adiabatic passage with (a) trapezoidal
amplitude and (b) linear frequency modulation for inverting spins at
5 kHz. Four frequency modulation slopes are shown in (b), which
change the total pulse time. The amplitude modulation ramp rate
(four shown) corresponds to the fraction of the total pulse time used
for ramping one side of the pulse. In (a), the frequency slope was set

to 2, thus the total pulse time is half of 0.1 ms.

2fc can parametrically drive the cantilever, causing squeezing of one quad-

rature relative to the other. In turn, this would cause thermal noise to be

misbalanced between the quadratures, and consequently not fully cancel

out.

4.3.2 Hyperbolic secant sweeps

Linear sweeps increase the amount of time with maximum amplitude.

However, the beginning and end of a pulse is abrupt causing a large portion

of spins to not follow the effective field. An alternative phase dependent

profile can be derived by requiring constant adiabaticity throughout the

sweep [74]

A(t) = a .
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Therefore, the adiabatic condition can be written as

a
dθ

dt
= ωeff .

Additionally,

ωeff cos θ = ω1

ωeff sin θ = φ̇

combining these equations allows us to derive a function for the phase

modulation

φ̇(t) =
−ω2

1t√
a2 − ω2

1t
2
.

By integrating this equation, we obtain

φ(t) = −
√
a2 − ω2

1t
2 + a

or alternatively writing in terms of the amplitude modulation

ω1(t) = ωrf sech(βt)

and the frequency modulation

ωRF (t)− ωc =
dφ

dt
= −ωdevtanh(βt)

where β is truncation factor. The amplitude modulation is plotted as a

function of β in figure 4.12a and the frequency modulation in 4.12b.

4.3.3 Comparison of adiabatic profiles for MRFM

Figure 4.13 shows a comparison of spin signals measured with linear and

hyperbolic secant inversion profiles. A high FM deviation inverts a large
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Figure 4.12: (a) Amplitude modulation and (b) frequency modula-
tion of the hyperbolic secant adiabatic sweep. Each trace is plotted
with a different β, demonstrating the decrease in pulse width as a

function of β.

bandwidth of Larmor frequencies, and therefore produces a large spin sig-

nal. The linear profile (figure 4.13A) is capable of inverting large band-

widths of spins with low RF power. In contrast, the hyperbolic secant

(shown in figure 4.13B) requires higher RF power to invert similar band-

widths as the linear profile.

Inverting a large bandwidth of spins is desired when initially searching

for a spin signal with a new cantilever or magnet. However, the imaging

resolution is improved by decreasing the resonance slice thickness, cor-

responding to low FM deviations. When the FM deviation of the linear

sweeps is reduced below ∼500 kHz, the inversion efficiency is poor. This is

reflected in a drastic decrease in spin signal below ∼500 kHz, which is not

proportional to the decrease in the number of spins inverted. In contrast,

the hyperbolic secant more efficiently inverts low bandwidths of spins.
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Figure 4.13: (a) Adiabatic plot using a linear/trapezoid pulse and (b)
hyperbolic secant inversion profiles by plotting FM deviation ωdev vs.
RF power B1. The linear profile is capable of inverting large frequency
bandwidths with low power. However, since linear sweeps poorly invert
the beginning and end of the frequency bandwidth, they poorly invert
small bandwidths, such as below 300 kHz. Conversely, the hyperbolic
secant requires a high RF power to invert a large bandwidth, but

efficiently inverts low spin bandwidths.

4.4 Adiabatic sweep simulations

4.4.1 Computational method

Adiabatic passages can be simulated by numerical propagation of density

matrices. The hamiltonian in the rotating reference frame in units of Hz

is

H(t) =
(
fz(t)− fL

)
Sz − γB1(t)Sx

where fz(t) and B1(t) are the frequency and amplitude profiles of the

adiabatic sweep respectively. fL is the Larmor frequency of a spin, Sz and
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Sx are the Pauli spin matrices

Sx =

(
0 1

1 0

)

Sy =

(
0 −i
i 0

)

Sz =

(
1 0

0 −1

)
The hamiltonian is stepped in time by increments of dt using the propag-

ator

U = e−i2πHdt

which increments the density matrix Σ to Σ′ by calculating

Σ′ = UΣU† .

A simulation begins by defining the density matrix in an initial state, for

example Σ = Sz. The hamiltonian is propagated for the duration of an

adiabatic sweep with approximately 10, 000 time steps. The expectation

value (Ex, Ey, Ez) of the spin along the x, y, and z axes can be determined

at a time step by calculating the trace of Σ′

Ex = <(Tr{ΣSx})

Ey = <(Tr{ΣSy})

Ez = <(Tr{ΣSz})
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Figure 4.14: Simulations of a nuclear spin inverted by linear fre-
quency modulation and trapezoidal amplitude. The spin was inverted
at 5 kHz, with an amplitude of 7 mT. The simulation was performed
with 10, 000 time steps. (a) A spin is initialized in the Mz = +0.5
state, and inverted with various ramp values. The pulse slope was set
to two for each trace. (b) The ramp parameter was set constant (0.2),

and the slope was varied.

4.4.2 Results

Figure 4.14 shows the results of simulating a nuclear spin reacting to a lin-

ear adiabatic passage. Variation of the amplitude and frequency ramping

rate are both demonstrated independently.

Figure 4.15 shows simulation results using the linear/trapezoidal and hy-

perbolic secant pulse types. Similar to the data shown in 4.13, the lin-

ear/trapezoidal pulse (figure 4.15(a)) efficiently inverts large spin band-

widths, but performs poorly for FM deviations below 500 kHz (see section

C.2 for supplementary details). The features within the adiabatic regime

are due to the nutations observed in 4.14. In contrast, the hyperbolic sec-

ant operates best with narrow bandwidths, and requires very high power

to invert large bandwidths. There is no substructure within the hyperbolic

secant’s adiabatic regime.
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Figure 4.15: Simulations of adiabaticity for (a) trapezoidal and (b)
hyperbolic secant inversion profiles. The plotted values range from 0
(blue) to 1 (yellow), where 1 is a perfect adiabatic inversion, and 0.5
corresponds an adiabatic half passage. Each data point corresponds to
a simulation of inverting a spin from the up-state (+0.5) to down (-0.5).
The inversion is performed in 0.1 ms, corresponding to a cantilever
frequency of 5 kHz. The adiabaticity is calculated by determining the
amplitude of the inversion, where 1 corresponds to a complete inversion
from +0.5 to -0.5. This inversion efficiency is then raised to the power

of 100, to obtain the adiabaticity for a τm = 10 ms spin lifetime.



Chapter 5

Multiplexing

This chapter is published in:

B. A. Moores, A. Eichler, Y. Tao, H. Takahashi, P. Navaretti, and C.

L. Degen.

Accelerated nanoscale magnetic resonance imaging through phase

multiplexing.

Applied Physics Letters, 106 (21), 2015 [75].

Although ∼10 nm spatial resolution has been reached in several experi-

ments [17, 73, 76], realizing this resolution in three-dimensional images

required long averaging times. For instance, imaging the proton density

(1H) in a single tobacco mosaic virus required two weeks of data acquis-

ition [73], even for coarsely sampled data. The long averaging times are

prohibitive if one intends to refine voxel sizes or to image multiple nuclear

spin species (e.g. 1H and 13C). The slow data acquisition is in part due

96
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to the point-by-point measurement procedure where only a small subset

of nuclei in a sample is detected at a given time.

An interesting avenue for speeding up the image acquisition process is to

measure multiple signals in parallel and to use post processing to calculate

the contributions from each individual signal. Signal encoding is especially

well-suited for MRI since nuclear spins can be separately addressed by

radio-frequency (RF) pulses based on their differing Larmor frequencies. In

micron-to-millimeter scale MRI, Fourier-transform [77] and Hadamard [78,

79] encoding provide efficient means for detecting the thermal (Boltzmann)

polarization of nuclear spins.

When imaging voxels are less than ∼ (100 nm)3 the thermal polarization

becomes exceedingly small and is dominated by statistical polarization

fluctuations [65]. It is the variance of these statistical fluctuations that

then serves as the imaging signal [16]. Since variance measurements cannot

be coherently averaged, traditional encoding techniques fail and parallel

signal detection is considerably more challenging.

One effort for parallel detection of statistical spin polarization included the

use of multiple detector frequencies [80]. Unfortunately this approach is

limited by detector bandwidth, and often only a single short-lived spin sig-

nal (which is the case for most biological samples) can be accommodated.

An exciting prospect is to Fourier encode statistically polarized nuclei by

a correlation measurement [76, 81], however these methods require pulsed

gradients or mechanical shuttling and have yet to be applied to 3D ima-

ging.

In order to accelerate MRFM data acquisition, we have developed a phase

encoding technique. Unlike frequency multiplexing, the bandwidth of the

spin signal is not limited by the number of parallel channels, and pulsed
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gradients are not required. The phase encoding technique was demon-

strated by detecting multiple isotopes (1H and 19F) simultaneously (chem-

ical contrast). Additionally, 6 signals of 1H were simultaneously measured

to demonstrate the potential to speed up acquisition. With 6 simultaneous

measurements, the time required to image the TMV experiment would be

reduced from 2 weeks to 2 days.

5.1 Theory

In this section, the theory of phase multiplexing will be introduced as well

as several technical achievements that were required for the measurement

to work. These technical achievements include a four-quadrant lock-in

amplifier, and sequential low-pass filters, both implemented using a Lab-

view FPGA. Additionally a heuristic method was developed to optimize

phase encoding matrices, and prevent amplification of detector noise.

5.1.1 Phase multiplexing

Phase multiplexing is achieved by exciting several nuclear spin ensembles

sequentially, with a defined time delay between magnetization reversals.

Since signal detection is phase-sensitive, a time delay τ corresponds to

a phase shift φ = 2πτ/T , where T = 1/fc is the duration of one clock

cycle and fc is the detector frequency. When measuring N statistically

independent spin ensembles, the total (complex) signal E is

E =

N∑
j=1

Sje
i2φj , (5.1)
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where Sj = σ2
Mj

is the variance of the j’th ensemble’s magnetization Mj(t)

and φj denotes the phase shift of the periodic reversal of Mj(t) relative to

the detector clock [82]. In order to separate the different signal compon-

ents, one may carry out N measurements, each with a different combin-

ation of phases, yielding ~E = (E1, E2, ..., EN ). The reconstruction of the

original spin signals ~S = (S1, S2, ..., SN ) then follows by linear recombina-

tion as

~S = A−1 ~E , (5.2)

where the transfer matrix

A =


ei2φ11 ei2φ12 ... ei2φ1N

ei2φ21 ei2φ22 ... ei2φ2N

...
...

. . .
...

ei2φN1 ei2φN2 ... ei2φNN


contains the phase of each spin inversion during the cantilever period, as

depicted in Figure 5.1d. The phase at which the spin signal due to the j’th

ensemble (columns of A) appears changes between different experiments

k (rows of A). Although any linearly independent set of phases φjk will

allow for the reconstruction of ~S, only a suitable choice of φjk will evade

amplification of detector noise [82].

Since each measurement Ek simultaneously detects the magnetization of

all nuclear ensembles, the signal collected after a complete sequence ~E is

N times larger compared to a sequential collection of S1, ..., SN without

multiplexing. By contrast, the same amount of detector noise is added to

each measurement Ek regardless of whether multiplexing is applied. Phase

multiplexing can therefore improve the SNR by
√
N for a fixed acquisition

time. Alternatively, the acquisition time can be reduced by N without any

loss in SNR.
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Figure 5.1: Basic principle of phase multiplexing with N = 2 nuc-
lear spin ensembles. (a) Schematic representation of the MRFM ap-
paratus showing a micromechanical cantilever and ferromagnetic tip.
Inset: Scanning electron micrograph of an InAs nanowire test sample
attached to the cantilever end. The nanowire is possibly terminated
by a Au catalyst particle. (b) Cantilever detector clock. Each spin
ensemble must be inverted twice per cantilever period T to apply a
force on the cantilever. (c) For sequential measurements, only a single
nuclear spin ensemble is flipped in each sequence. Arrows depict the
orientation of nuclear magnetization Mj(t) and trapezoids represent
adiabatic RF pulses. (d) For phase multiplexed measurements, both
nuclear spin ensembles are flipped, but the flipping is partially out of
phase. Two different flipping sequences are applied to generate two dif-
ferent measurements E1 and E2, which are subsequently reconstructed
to yield S1 and S2. Encoding phases in this example are φ11 = 22.5◦,

φ12 = 67.5◦ (for E1) and φ21 = 22.5◦, φ22 = 157.5◦ (for E2).
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Whether the improvement by N is realized depends on the choice of

phases φjk. Poorly selected phases will amplify detector noise when re-

constructing ~S from ~E. We find that for white detector noise (such as

thermal noise), the noise amplification factor is given by the matrix 2-

norm: ||A−1||2 = (
∑
jk |ãjk|2)1/2 ≥ 1, where ãjk are the matrix elements

of A−1 [82]. For an optimum set of phases ||A−1||2 = 1. Although such an

optimum set can be constructed (e.g., using the digital Fourier transform

matrix φjk = πjk/N), we used a heuristic search in order to satisfy addi-

tional constraints. In particular, the pulses were sequentially arranged to

prevent the total RF power from varying over a cantilever period. Other

potential noise sources include spin noise [16], correlations between spin

ensembles, and instabilities in detector phase, gain or frequency [82].

5.1.2 Phase matrix optimization

Transfer matrices A were chosen such that the element-wise 2-norm of the

inverse matrix was ||A−1||2 & 1. These matrices minimize the propagation

of thermal noise, which is the dominant noise in our measurements. To

form the matrix, we first divided the cantilever half-period into p equally

spaced phase slots (i.e., for p = 6 slots, φjk ∈ {0◦, 30◦, 60◦, ..., 150◦}).
We additionally required all pulses to have a unique phase within each

sequence E in order to evenly distribute RF power over the cantilever

period, thus minimizing peak power and spurious mechanical excitation.

This constraint precludes the use of digital Fourier transform matrices,

which would otherwise be the obvious choice.
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In the case of multiplexing with N = 2 signals as in Figure 5.1d, we used

p = 4 phase slots with matrix

A =

[
1 eiπ/2

1 ei3π/2

]
,

which has a 2-norm of ||A−1||2 = 1.

In the case of multiplexing N = 6 signals, we performed a heuristic search

to find an optimal matrix. The matrix used for Figure 3 had p = 9 with

phases

A =



1 ei2π/3 ei14π/9 ei4π/3 ei2π/9 ei16π/9

1 ei4π/3 ei8π/9 ei16π/9 ei10π/9 ei14π/9

1 ei16π/9 ei2π/9 ei4π/3 ei14π/9 ei2π/3

1 ei10π/9 ei8π/9 ei2π/3 ei2π/9 ei4π/9

1 ei16π/9 ei2π/9 ei2π/3 ei4π/9 ei14π/9

1 ei2π/3 ei14π/9 ei4π/9 ei10π/9 ei8π/9


.

This matrix has ||A−1||2 = 1.09. This means that the SNR improvement

is reduced from N = 6 to N/||A−1||2 = 5.5.

5.1.3 Adiabatic inversions

Nuclear magnetization reversals were performed using periodic applica-

tion of adiabatic RF pulses. An individual adiabatic pulse consisted of

frequency and amplitude modulation. A pulse had a center frequency

fcenter and bandwidth of 2∆fdev, and thus inverted nuclear spins only in

a thin “resonance slice” (RS) in space (see Figure 5.2a) whose Larmor

frequencies lay within fcenter ±∆fdev.
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Two types of frequency modulations were used: linear and hyperbolic

secant. For linear sweeps, the RF frequency was linearly increased from

fcenter −∆fdev to fcenter + ∆fdev over the duration of the pulse Tp, which

was equal to T/(2p), where p was the number of phase slots. The amplitude

was modulated with a trapezoidal shape to ensure phase continuity at

the beginning and end of each pulse. Linear sweeps were used for the

measurements shown in Figure 5.2.

Consecutive pulses were allowed to have overlapping tails such that the

pulse was effectively longer than Tp, further aiding adiabaticity. Sech/tanh

sweeps (with β = 15) were used for the measurements shown in Figure 5.3.

The maximum RF amplitude that could be employed in our apparatus

was limited by undesired electrostatic driving (of the cantilever) that set

in above 7 mT, corresponding to a 300 kHz Rabi frequency for 1H nuclei.

This allowed for about p ∼ 10 phase slots before the adiabatic condition

became violated.

5.2 Results

We demonstrated phase multiplexing by measuring the statistical polariz-

ation of ∼ 105 1H and 19F spins on an InAs nanowire test sample. The

nanowire had a diameter of 120 nm, and was coated with 60 nm of CaF2

by thermal evaporation (see Figure 5.2a). 1H spins were present in a

∼ 1 nm layer of surface adsorbates that naturally formed in ambient air

[17, 20, 73]. For nanoscale MRI measurements, the nanowire was attached

to the end of an ultrasensitive silicon cantilever and mounted in an MRFM

apparatus operating at 4.2 K temperature and 2.77 T magnetic bias field.

Under measurement conditions, the cantilever had a resonant frequency

fc ∼ 5 kHz, a spring constant of kc ∼ 2.5 × 10−4 N/m, and a mechanical
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Q ∼ 30, 000, equivalent to a thermal force noise of about 3 aN/
√

Hz. For

the imaging, the nanowire was approached to within 100 nm of a 300-nm-

diameter FeCo magnetic tip [39].

5.2.1 Chemical contrasting

In a first experiment we performed multiplexing of two different nuclear

isotopes (1H and 19F). In order to identify the nuclear species, we parked

the nanowire ∼ 60 nm above the nanomagnetic tip and measured the nuc-

lear magnetization as a function of RF center frequency (Figure 5.2b).

Two peaks at 111 MHz and 118 MHz confirmed the presence of both 1H

and 19F nuclear species. To demonstrate multiplexing, we performed a

one-dimensional spatial scan over the magnetic tip while exciting both 1H

and 19F. At each location, N = 2 signals were acquired with different phase

sequences, resulting in the two scans E1 and E2 shown in Figure 5.2c-d.

Application of Eq. (5.2) then directly reproduced the reconstructed sig-

nals (Figure 5.2e-f). We found excellent agreement between reconstructed

signals and sequential control measurements of 1H and 19F .

5.2.2 Multiple spatial signals

In addition to chemical contrast imaging, multiplexing can also be applied

to detect signals of the same isotope in different spatial regions of a sample.

Such multi-slice imaging provides depth information with a single lateral

scan, and may be useful to improve the fidelity of 3D image reconstruction.

Figure 5.3a shows an example of spatial multiplexing by detecting N = 6

resonant slices of 1H. A shifting peak is seen as the nanowire moves across

the different slices, and the six signal traces clearly reflect the geometry of

imaging slice and nanowire.
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Figure 5.2: (a) Schematic of the nanowire with 19F and 1H layers.
RS represents the resonant slice, i .e. the volume in space where nuc-
lear spins contribute to the signal. (b) NMR spectrum of the sample
measured by incrementing the RF center frequency fcenter while the
nanowire was at a fixed position. In a magnetic field of 2.77 T, the Lar-
mor frequency of 1H is 118.0 MHz and of 19F is 110.9 MHz. Each data
point was averaged for 360 s. (c,d) One-dimensional x scans (3.6 nm
steps) at a fixed height using the multiplexing sequences of Figure
5.1d. Gray and black symbols represent the real and imaginary parts
of E1 and E2, respectively. RF center frequencies were 118.0 MHz and
110.9 MHz with ∆fdev = 0.5 MHz. (e,f) Reconstructed signal (colored
squares) providing separate images for (e) 1H and (f) 19F. A sequential
single isotope scan is shown for comparison (black squares). Total av-
eraging time per point was 240 s for multiplexed acquisition and 480 s
for sequential acquisition. For reasons explained in [82], the mechanical
detector was unstable between 115 nm and 145 nm. Data in this range
was replaced by interpolated data, represented by hollow symbols in

(c-f). Data has been spatially low pass filtered by 5 points.
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Figure 5.3: (a) Signal from N = 6 different 1H ensembles meas-
ured during a single x scan with phase multiplexing. x increment was
2.4 nm, ∆fdev = 0.3 MHz, and center frequencies of resonant slices
ranged from 116 to 121 MHz as indicated. The averaging time was
360 s at each position for all 6 measurements together. As in Figure
5.2, hollow points represent data that was interpolated due to instabil-
ity of the mechanical oscillator [82]. Data was low pass filtered by 5
points. (b) Schematic of the spatial shape of resonant slices associated
with Larmor frequencies 116 − 121 MHz. As the nanowire is scanned
from left to right, spins intersect slices with progressively higher Lar-
mor frequencies, reflected in a shifting peak in (a). The schematic
corresponds to the x location of the vertical dotted line. (c) High res-
olution x scan with increments of 0.6 nm, ∆fdev = 0.13 MHz, and slice
center frequencies ranging from 117.8 to 119.8 MHz in steps of 0.4 MHz
(from left to right). Averaging time was 1080 s at each position for all

6 measurements together. Data was low pass filtered by 30 points.
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We have tested multiplexing down to very low values of ∆fdev to estimate

the limits towards high spatial resolution. Figure 5.3c shows such a high

resolution scan acquired with frequency increments of ∆fcenter = 0.4 MHz.

By comparing the signal onset as a function of x position, we find that the

lateral distance between slices ∆s is about 10 nm. This corresponds to a

lateral magnetic gradient of

G =
∂Bz
∂x

=
∆fcenter

γn∆s
≈ 1× 106 T/m .

A comparison with similar nanomagnetic tips, where G ∼ 4− 5× 106 T/m

[83], indicates that our tip had a lower-than-expected gradient, probably

due to partial oxidation. Note that the imaging resolution is not limited

by the step size ∆s, but by the bandwidth of the frequency modulation

∆fdev = 0.13 MHz. As the full width at half maximum of the reson-

ant slice is approximately
√

2∆fdev [73], the imaging resolution is about
√

2∆fdev/(γnG) ≈ 4.3 nm. With an improved nanomagnetic tip, an ima-

ging resolution of ∼ 1 nm can therefore be expected.

5.3 Noise Analysis

To compare the quality of multiplexed data to that of sequential meas-

urements, we have quantified the signal error by analyzing the standard

deviation of point-to-point fluctuations in the data sets. For the multi-

plexed scans in Figure 5.2e-f we find εH = 6.62 aN2 and εF = 6.53 aN2,

while the separate measurements have εH = 6.89 aN2 and εF = 4.94 aN2.

The differences in amplitude between multiplexed and separately measured

signals have standard deviations of 6.31 aN2 for 1H and 8.34 aN2 for 19F
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Figure 5.4: Two traces of 1H signals measured sequentially with
multiplexing (red) and single sweep (black). The data is a subset pre-
viously shown in Figure 5.2e. The two datasets were fit with linear
equations, and an average slope was obtained. The lines displayed are
from each dataset being refit, but using the average slope obtained
from the first fit. The x-offset of the two equations indicates an exper-

imentally measured positional accuracy of 0.6 nm.

[82]. These results confirm that phase multiplexing produces the same sig-

nal amplitude and SNR as sequential acquisition within half the averaging

time.

While imaging step sizes and resolution for our experiments were on the or-

der of a few nanometers, we found that the imaging precision was below one

nanometer. For example, in the leftmost trace of Figure 5.3c (117.8 MHz

center frequency), we observed that the signal rose with 3.4 aN2/nm around

x ∼ 65 nm. Comparing this slope with the measurement error εH =

0.8 aN2 we derive a position uncertainty of 0.24 nm. Although this pre-

cision is probably overestimated, we note that the signal onsets of the two

scans in Figure 5.2e (and reproduced in Figure 5.4) coincide within 0.6 nm.

Such good positional accuracy is an important prerequisite for extending

nanoMRI to subnanometer resolution.
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5.4 Outlook

Finally, we briefly comment on the limits of phase-multiplexed detection.

When applying N RF frequencies simultaneously, both average and peak

power increase by at least N regardless of the finer details of RF pulses.

Phase multiplexing therefore puts progressive demands on RF excitation,

which in our experiments limited N < 10. Moreover, error analysis shows

that strong signals tend to transmit noise to weak signals and eventually

deteriorate the SNR of the latter [82], which we found to become noticeable

as N > 6.

In summary, we have introduced a simple phase multiplexing method for

accelerated detection of nanoscale NMR signals. The method is applicable

even if spin ensembles are randomly polarized. It can in principle be

used with any phase-sensitive excitation/detection scheme, including those

used in recent diamond-based magnetometry experiments [18, 84]. Using

an MRFM apparatus, we have demonstrated simultaneous acquisition of

nuclear spin signals from two different nuclear species and from up to

six different sections within a sample. One-dimensional imaging scans

reached a nominal spatial resolution < 5 nm with subnanometer positional

accuracy. The reduction in measurement time offered by our technique will

be especially useful for 3D images of biomolecular complexes with isotope

contrast.



Chapter 6

Influenza virus

This chapter presents the Influenza virus, and preliminary MRFM results

of an attempt to image a single copy of the virus.

6.1 Introduction

Viruses are complex molecular assemblies that are responsible for a vast

array of diseases in humans, animals, and plants. Despite their intimate

connection to ailments, three-dimensional imaging of viruses remains a

formidable task. A significant hurdle is the large variability in structures,

causing methods that rely on averaging ensembles to fail [85]. No method

in the unbridged regime is capable of imaging a single copy of a large

biosystem, obtaining high resolution, and resolving chemical contrast.

110
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An example of such a biosystem is the constantly mutating influenza virus

(see figure 6.1a for 3D rendering), which causes severe illness in 3-5 mil-

lion people, and between 250,000 and 500,000 deaths every year [86]. A

particularly deadly strain is the Influenza A virus H1N1, or more com-

monly referred to as the Avian Flu. In 1918, this virus caused the worst

pandemic in history, killing 50 million people worldwide [87]. Despite this

staggering death toll, the virus is not airborne, which would certainly have

increased its infection rate. However, recent work has demonstrated that

H5N1 is within a few mutations from becoming airborne, raising concern

of another pandemic or bioterrorism [88]. Although medical practice has

significantly improved since 1918, this is only a partial safeguard. As the

population density continues to rise, accelerated infection of deadly viruses

becomes evermore prevalent, making vaccine development essential [89].

A strain of influenza virus is characterized by two integral membrane pro-

teins: hemagglutinin and neuraminidase. Neuraminidase is essential for

replication as it allows the virus to release from a host cell [92]. Hemagglu-

tinin is responsible for viruses binding to cells with sialic acid-containing

receptors in their membrane, which are commonly found in the upper

respiratory tract or erythrocytes [93]. The structure of hemagglutinin is

shown in figure 6.1b. Mutations in the genome cause slight variations

in the hemagglutinin structure, and consequently change a virus’ binding

properties [94].

Influenza vaccines use neutralizing antibodies that target hemagglutinin,

and prevent the virus from interacting with target receptors. Consequently,

the exact binding site of the antibody is critical to the effectiveness of a vac-

cine. Recent work indicates that most vaccine antibodies attach far from

the hemagglutinin binding site, suggesting a lot of room to improve vac-

cine effectiveness [95, 96]. Here we investigate the potential for nanoMRI

to provide high resolution 3D images of an individual H3N2 virion.
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Figure 6.1: (a) 3D model of an influenza virus. The structure consists
of a outer lipid membrane and a protein shell underneath. The virus
encapsulates several strands of RNA wrapped around protein cores
that range from 30 − 120 nm [90]. The lipid surface contains three
exposed transmembrane proteins: hemagglutinin, neuraminidase, and
the M2 proton channel. Image from Centers for Disease Control and
Prevention website. (b) Schematic of a hemagglutinin protein attached
to a lipid membrane. The structure of this transmembrane protein
was determined with x-ray crystallography. Image from the Protein

Database [91].

6.2 MRFM of influenza virus

Here we describe an attempt to image a single influenza virus, which is

ongoing during the writing of this thesis. We have explored two techniques

for placing a virus at the end of a cantilever: solution deposition and using

a fabricated nanowire. We show frequency- and touch-map images of a

nanowire containing viruses. The images were obtained by scanning the

nanowire over a silicon cone. Upon confirming the correct geometry of

the virus, we switched the silicon cone surface out for a stripline with a

dysprosium magnet. Preliminary results suggest that the field gradient of
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this magnet is comparable to the best gradients reported literature values

[38].

6.3 Virus preparation

Two methods of attaching the influenza virus to the end of cantilevers

were explored in this work. One method used very narrow pipettes to

deposit virus solution onto a flat cantilever surface. The second method

used fibbed nanowires that could be placed in virus solution, and then

fixed to the cantilever after processing.

6.3.1 Cantilever deposition

In a first attempt, influenza viruses were deposited onto cantilevers using

micropipettes [22]. The end of a cantilever was cut using a focused ion

beam to produce a flat surface to accommodate several viruses. A 5 nm

titanium adhesion layer and a 10 nm gold layer were thermally evaporated

onto the cantilever tip, while the cantilever shaft was shielded by a blade

[43]. The cantilever was then placed under a UV-ozone lamp to oxidize

the gold surface, which creates a hydrophilic environment. A Narishige’s

PC-10 puller was used to fabricate a micropipette with an end diameter of

approximately 10µm. Solution containing purified viruses was sucked into

the micropipette, and positioned close to the cantilever using a Narishige

micromanipulator stage. An optical microscope using long working range

objectives was used to observe the pipette and cantilever. The cantilever

was brought into contact with the solution up to the paddle for approxim-

ately 10 minutes to allow viruses to diffuse onto the surface. The pippette

was retracted, and the cantilever dried in air within seconds. Figure 6.2
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Figure 6.2: (a) An SEM image showing viruses on a cantilever from
deposition with a micropippette. (b) Zoom-in of the viruses deposited
on the cantilever end. The viruses all have different shapes and sizes
due to deformation from surface tension while drying. (c) A zoomed-in
image of a single influenza virus on a silicon substrate deposited by a

micropipette. These images were taken by Hiroki Takahashi.

shows images of a mass loaded cantilever after the virus attachment pro-

cess.

This deposition method had limited success since the solution quickly evap-

orates. This drying harms the viruses in two possible ways: (i) by applying
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a large surface tension, and (ii) by creating a dry environment in which

the lipid membrane is unstable. Although influenza is much more resilient

to evaporation than most viruses, the survival rate is only about 50% [97].

Since, the cantilever can only accommodate a few viruses in its small tip

cross sectional area, a 50% survival rate yields many cantilevers with no

viruses after drying. Consequently, screening several cantilevers with an

SEM does not provide good indication that an unscreened cantilever con-

tains viruses. In contrast, the TMV virus is nearly unaffected when it is

removed from its native environment, and therefore the yield per cantilever

was much higher in previous MRFM work [22].

6.3.2 Fibbed nanorods

A more refined approach involves first depositing influenza viruses on

nanorods, and then attaching the nanorods to cantilevers. Nanorods were

cut out of a silicon chip using a focused ion beam (FIB) [98]. Starting with

a silicon chip, the edge was shaved down to create a 500 nm thick suspen-

ded membrane. The sample was rotated by 90 ◦, and nanorods were cut

out of the membrane. One or two bridges contact the side of the nanorod

to keep it connected with the silicon chip. Figure 6.3a shows an SEM image

after the nanorods were fibbed. Gold was evaporated onto the nanorods,

and placed in a UV-ozone chamber to modify the gold surface. The final

product under an optical microscope is shown in 6.3c.

Freeze drying is a safe method of removing a virus from an aqueous envir-

onment. Water can be sublimated by freezing the virus, and then lowering

the pressure to about 10−2 mbar. However, the freezing must be done

rapidly in order to prevent ice crystals from forming. These crystals swell

the virus causing it to rupture. In contrast, rapidly cooling the virus pre-

vents ice crystals from forming by passing the gel transition temperature
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before ice crystals have time to form. In order to drop the temperature

fast enough, the sample is plunged into ethylene glycol or liquid nitrogen,

which is too violent for a cantilever to survive.

Unlike cantilevers, nanorods can survive freeze drying. Additionally, a

chemical fixation process that strengthens the membrane can be applied

to viruses (see section A.3 for the procedure) [99], which is not possible

with the micropippette deposition method. The silicon chip containing

nanrods was placed into a solution, allowing the viruses to absorb onto

the surface. Figure 6.3b shows an SEM image of the end of a nanorod,

with three viruses fixed to the tip.

The nanorods are attached to the end of a cantilever using a microma-

nipulator and optical microscope. A drop of UV-curing glue was placed

on the end of a cantilever using a micropipette. The cantilever was then

brought into contact with the nanorod, as shown in figure 6.3d. The glue

was hardened using a UV laser pointer. The cantilever sometimes applies

a sufficient force to break the bridge between the nanorod and the silicon

chip. Otherwise, a micropipette was used to apply a force and break the

bridge after the glue hardened.

6.4 Characterization in MRFM

Figure 6.4a shows a touch-map of a nanorod using a cone surface at room

temperature. The image shows four round features with heights of ap-

proximately 75 nm and lateral diameters of approximately 100 nm. These

features are comparable to the SEM images shown in 6.3b and agree with

influenza virus dimensions reported in literature.
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Figure 6.3: (a) An SEM image of nanorods formed using a focused
ion beam from the edge of a silicon chip. (b) High resolution SEM
image of a nanrod end. Three Influenza viruses are clustered together
on the right hand side. The sidewalls are rough due to redeposition
during the FIB cutting. (c) Optical image of the nanorods from panel
(a). (d) An optical image showing the attachment of a nanorod to
a cantilever. The glue is dried using a UV laser pointer, and the
nanorod is broken off by pressing down with a micropippette. These

images were taken by Hiroki Takahashi.

Figure 6.4b shows a second harmonic frequency map of the same nanorod

surface as figure 6.4a. This image shows a similar arrangement of fea-

tures as the touch-map, but with less lateral resolution. The edges of

the nanorod are also barely visible. The touch-map required 7 hours to

acquire, whereas the frequency map only needed 40 minutes. This agree-

ment between the touch-map and frequency map is useful when lining up

a nanomagnet and virus for MRFM data acquisition.
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Figure 6.4: (a) Touch-map image of the end of a nanorod with influ-
enza viruses. The four tallest features are approximately 75 nm high,
measured relative to the nanorod surface. The touch-map was recor-
ded using a cone substrate. (b) A second harmonic frequency-map that
show four features in a similar pattern as the touch-map. The loca-
tions of the features are more precise emphasized since the tip-sample
convolution is insignificant. However, height information cannot be
extracted from this data, only the separation of the four features in

XY.

6.4.1 Initial MRFM results

Figure 6.5a shows a one dimensional x-scan over the magnet centered at

425 nm. The two peaks correspond to 1H signal on either side of the

magnet. The full width at half maximum of the peaks are approximately

75 nm, suggesting that the signal originates from an influenza virus.

The cantilever was placed as close to the edge of the magnet as possible.

Figure 6.5b shows a sweep of the RF frequency at this location. The
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Figure 6.5: (a) X-position scan over the magnet while measuring 1H
nuclear spins. Each point was measured for 3 minutes. The two lobes
are approximately 100 nm, which corresponds well with the diameter of
influenza viruses. (b) Tip-field measured by positioning the cantilever
over the magnetic tip at different heights indicated in the legend. The
RF frequency was swept to record 1H nuclear spins. Each data point
was measured for 6 minutes, and the data was smoothed by 5 points

to improve visibility.

1H center frequency is at 239 MHz, and the tip-field extends to peak by

10 MHz. This tip-field corresponds well with the best reported magnetic

field gradient [38].

6.4.2 Simulation of influenza virus

Here we present a simulation of the expected nanoMRI results of an in-

fluenza virus. We assume a magnetic field gradient comparable to the

one demonstrated in the previous section, and we assume that we have

sufficiently high SNR to detect a resonance slice with a width of 0.3 MHz.

Figure 6.6a shows a toy model of an influenza virus, with regularly spaced

membrane proteins on the top and bottom surface. The light blue streak

across the bottom corresponds to a thin water layer that is always present

in MRFM images. Here we demonstrate the imaging capabilities of two
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Figure 6.6: (a) Toy model of an influenza virus in the ZX-plane. One
pixel corresponds to 4 × 4 nm2, and the full image is 400 × 200 nm2.
(b) Two resonance slices corresponding to a low (85 mT) and high
(285 mT) magnetic tip field. The convolution of these resonance slices

with the toy model are shown in (c) and (d) respectively.

different resonance slices: one with a high tip field, and the other with a

low tip field. Figure 6.6b shows the two resonance slices in space. The

convolution of these two resonance slices with the toy model are shown in

figure 6.6c and d.

The convolved data was deconvolved using the known tip field and geo-

metry. Figure 6.7a shows the deconvolution of the low tip field slice, and

6.7b shows the high tip field. The low tip field slice images the full depth

of the virus with low spatial resolution. In contrast, the high tip field slice

provides a high resolution image of the transmembrane proteins, but only

penetrates through about a third of the sample. These simulations suggest

that multiplexing with several resonance slices of varying tip fields would

provide complimentary information in resolving complex structures.
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Figure 6.7: Deconvolved data of the (a) low tip field data, and (b)
high tip field. (c) The global reconstruction of both datasets.

6.5 Outlook

One of the most challenging aspects of biological imaging with MRFM is

the ability to reliably place samples at the end of cantilevers. This requires

an extensive understanding of the cantilever surface chemistry, as well as

the biological sample. Additionally, preserving biological structures upon

drying and placing into a low temperature and high vacuum environment

is difficult.

In this work, viruses were attached by careful adjustment of the virus con-

centration, and providing an adequate time for the viruses to absorb to

the surface. The gold was UV irradiated to create a hydrophillic environ-

ment, and the virus was treated with a fixation protocol to preserve the

membrane upon drying.

One potential scheme is to improve the attachment selectivity for gold

surfaces. A lot of work has demonstrated that viruses can be genetically

engineered to add sulfur-containing amino acids into recombinantly pro-

duced viruses, which preferentially bond to gold surfaces and nanoparticles

[100, 101]. Figure 6.8 shows a GaAs nanowire with a 30 nm diameter

gold catalyst at one end from the growth process. These small nanowires
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Figure 6.8: SEM image of a GaAs nanowire with a gold catalyst fixed
to the end. The nanowire is 60 nm in diameter.

provide very low non-contact friction, and the gold nanoparticles provide

a small binding area allowing only a few viruses to physioabsorb.
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Conclusions and outlook

In this thesis, we have worked towards improving the capabilities of MRFM

to resolve structures within the unbridged imaging regime. We seek to

atomically resolve structures with the proposed scheme in section 1.4. To

this end, we have developed a novel MRFM probe with high stability and

low mechanical noise. With this new design we have demonstrated a new

state of the art imaging resolution of ∼4 nm, and sub-nanometer positional

accuracy ∼0.3 nm. We have also worked on improving the efficiency of

adiabatic inversions, which provide a means of detecting thinner resonance

slices, and consequently improving spatial resolution.

We have also developed a multiplexing method capable of measuring at

least six nuclear spin noise signals simultaneously. This provides a means of

detecting signals from several isotopes or multiple resonance slices without

increasing the data acquisition time frame. This effectively solves one of

the required strategies of the proposed roadmap.
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Several sample preparation advancements were achieved, including using

nanowire cantilever extensions to reduce the non-contact friction between

magnetic tips and sample. We also fabricated nanowire structures that

provide a convenient means of attaching biological samples to cantilevers.



Appendix A

Protocols and procedures

A.1 Spin signal search process

The following is a standard procedure we used when searching for a spin

signal:

1. Turn on the magnetic field (example 5 T) to saturate (or nearly satur-

ate) the magnetic tip. Record a frequency map around the magnetic

tip, at a constant height within at least 50 nm from the surface.

2. Measure a touchmap around the location of the tip identified in the

frequency map. The position of the tip according to the touchmap

may be slightly shifted compared to the frequency map. The touch-

map provides a better indication of the exact location. Determine

an average z-height of the magnetic tip from the touchmap.
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3. Position the cantilever on the edge of the magnetic tip in the x-axis,

and in the middle of the y-axis. The height should be approximately

60 to 100 nm above the average z-height measured in (2).

4. Apply feedback damping so that the cantilever quality factor is ap-

proximately 200 to 300.

5. Perform an MRFM sweep as a function of RF power. Use two out-

of-phase trapezoid adiabatic pulses such that the total output power

is constant. Set the center frequency of one pulse to 1 MHz above

the 1H Larmor frequency according to the magnetic field. For ex-

ample, for 5 T, the center Larmor frequency is ∼214 MHz, therefore

set the pulse center frequency to ∼215 MHz. Set the center fre-

quency of the second pulse ∼5 MHz below the first frequency (for

example ∼210 MHz) such that the two pulses do not interfere. Use

a large FM deviation, between 0.7 and 1 MHz. The MRFM signal

should increase as a function of RF power, decrease a little, then in-

crease again. The first peak corresponds to the optimized RF power,

whereas the second peak corresponds to electrostatic driving.

6. Perform an x-scan using an RF frequency slightly higher than the

external field Larmor frequency (∼215 MHz). Scan over the middle of

the magnet, along the x-axis. Measure a spin signal at each position,

averaging for about 5 mins per point. Find the position that gives

the largest signal.

7. Using the determined RF power and the position with a maximum

signal from the previous two steps, measure an MRFM signal as a

function of RF frequency. Measure above and below the external

field Larmor frequency (∼214 MHz) by about 20 MHz. The tip field

should appear at higher frequencies.
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8. Increase the external field such that the Larmor frequencies increase

by a few MHz. Measure the same RF sweep as the previous step

for a few external field values, and ensure that the MRFM signal

shifts with external field. The same position can be re-found for

each external field using a frequency map.

A.2 RF startup procedure

All of the parameters depend on one another. For example, the RF power

changes the frequency of the cantilever due to electrostatic driving. This

can also change the phase of the damping feedback. The following is a

procedure that mitigates the depedencies on all the variables. It is intended

to optimize all of the variables that depend on each other: cantilever

frequency, RF frequency, feedback phase.

1. Sweep self oscillation phase, find phase that requires the least self

oscillation drive output

2. Measure a short (1 second) thermal spectrum to determine the res-

onance frequency. Turn on the RF at this frequency.

3. Self oscillate and determine if the cantilever frequency has changed.

If so, change the RF to the new frequency. Loop until the cantilever

and RF frequencies match within a tolerance (for example 2 Hz).

This step accounts for thermal drift, and only continues when the

drift stops.

4. Turn on damping with a low feedback gain. Perform ringdown curves

vs. cantilever external drive amplitude. Find the amplitude required

for a desired amplitude (ex. 3V detection).
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5. Perform ringdown curves while increasing damping feedback until a

mid level Q factor is met (for example 1000)

6. Measure ringdown Q factor vs. feedback phase. The minimum Q

factor corresponds to the optimally set phase. Deviating away from

this phase increases the Q factor in a quadratic profile.

7. Increase damping, check that ringdown frequency and RF frequency

match (if not update it).

8. Measure approximately 20 ringdowns to verify Q factor is at set value

and ringdown frequency matches cantilever frequency.

This procedure can be completed within 30 seconds when optimized.

A.3 Influenza virus fixation

Influenza A virus solution (40% sucrose, 0.02% BSA, 20 mM pH 7.4

HEPES buffer, 100 mM NaCl, 2 mM MgCl2): 1−5 ·105 virus particles/µL

1. Dipped nano-rods in a 4x diluted virus solution: 1 hour

2. Moved to an aldehyde solution (3% formaldehyde, 3% glutaralde-

hyde, 20 mM HEPES buffer): 1 hour

3. Add osmium tetroxide (final concentration: 0.7%): 1 hour

4. Wash with water

5. Dipped in 30% MeOH, then freeze-dried



Appendix B

FPGA documentation

B.1 Introduction

In this work, two Labview FPGA units (National Instruments PCI-e-

7852R) were used to implement several continuous loops. One unit was

dedicated to detecting the nuclear spin noise contribution to the canti-

lever amplitude. The second FPGA unit contained several independent

processes such as the laser temperature control PID, a self oscillation feed-

back loop, and damping feedback loop.

Parallel processing is one of the most powerful aspects of FPGA comput-

ing. In the Labview FPGA, each parallel process is performed in a separate

while loop. Figure B.1 shows the general structure of an independent loop.

The first frame calculates the clock rate of the loop, the second performs

a calculation, and the last frame can add delays to run the loop slower.
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Figure B.1: (a) A standard wiring diagram of a stand alone loop on
the FPGA. The ‘actual loop rate’ outputs the number of clock cycles
required to complete all of the frames within the while loop. The
‘Loop rate (ticks)’ can be set to limit the speed of the loop. (b) In
the second frame, an operation is performed. In this case, a voltage
is read in from connector AI3, and a bit shift scaling is performed on
it. (c) The loop can be slowed down by adding more clock cycles with

the ‘Count’ variable, similar to the ‘Loop rate’ field.

B.1.1 References to target FPGA

In general, communication between Labview and the FPGA units was

limited to as few VIs as possible. However, one issue that arose was that

these VIs are called many times, and each created a reference to the FPGA

upon being called. These references are only cleared from memory once the

top level program is stopped or is completed. Consequently, continuously

producing new references slows down the computer by filling up memory,

and eventually causes Labview to produce a fatal error. Note that all of

the presented work was completed with Labview 2009 Service Pack 1. This

FPGA reference issue may have been resolved in newer Labview versions,

however I have not seen it mentioned in any of National Instrument’s

technical notes.

To avoid producing too many reference variables, only the top level pro-

gram is designated to create one. This architecture is depicted in B.2a.
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Figure B.2: FPGA referencing

Each VI that requires a host reference contains the components shown in

figure B.2b. The top level program has ‘Open Feedback FPGA?’ manually

activated in the front panel, causing it to call B.2c and initialize a refer-

ence in the global variable. All sublevel VIs that require the reference are

called with ‘Open Feedback FPGA?’ deactivated by the top level VI. The

sublevel VIs can then use the global reference to communicate with the

FPGA. Note that if the global reference is not initialized before attempt-

ing to access, often an error is displayed. However, if Labview is low on

memory, then this causes a fatal Labview crash. Also note that each time

a new target VI is compiled, the global reference acts like a new variable

type, and must be recreated in the global file.

B.1.2 Bit shift division operation

Division is a time consuming FPGA operation, and typically requires sev-

eral (∼ 10) clock cycles to calculate. With several sequential division
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operations, this can create large bottlenecks in data processing. One way

to avoid this slow down is to use a single clock cycle bit shift operation for

dividing. A division operation can be performed by calculating

A′ = A ·M · 2b

where A is an input value, M is a multiplier, and b is a bit shift. For

example, the operation A′ = A/10 can be performed using M = 26214

and b = −18. Effectively A and M are multiplied together, and then 2b

truncates the value by shifting the decimal place to the correct order of

magnitude. The values for M and b must be calculated with floating point

arithmetic, and therefore must be performed off the FPGA. For example,

to calculate M and b in the case of signed 16-bit operation (p = 16), and

a scaling factor s

b = −
(

(2p− 1)− log2(s2p)
)

M = s · 2−b

In the case of an operation with unsigned variables, the (2p−1) is replaced

with 2p.

The bit shift division operation can introduce several issues with precision

and overflow. For example, if A and M are both 16-bit integer values,

the variable after multiplication must have a precision of the sum of both

input precisions (in this case, a 32-bit integer). In the case of dividing

by a value greater than 1, then after multiplying by 2b, the result can be

converted to 16-bit precision.

This operation also introduces round off error due to the 2n decimal trun-

cation. This issue can be circumvented by scaling up A and M by a

multiplier, performing the bit shift, and then scaling the result back down.
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B.2 FPGA spin signal detection

The detection pathway described in section 4.2.2 was initially implemented

with a Labview DAQ. The DAQ recorded 60 second intervals of lock-in

amplifier X and Y channels, which was filtered, and the variances were

calculated. However, each time trace processed by Labview required a

few seconds of computational overhead that could not be used to acquire

new data. More importantly, digital filters require a build-up time before

reliable values are output. This typically requires discarding ∼ 3 · Tc, and

therefore a substantial amount of data is discarded for long time constants

like 3 seconds.

In order to circumvent these issues with the DAQ, we developed a con-

tinuous acquisition tool with a Labview FPGA. A Labview based FPGA

is used to calculate the spin signal intensity. This provides a means of

offloading the sample filtering main purpose of this is to offload

B.2.1 Digital low-pass filter

Figure B.3 shows a regular Labview implementation of a first order digital

low pass filter. For an input function f(t) sampled at a rate of 1/Ts, the

function can be discretely represented by f [t]. The discrete function can

be low-pass filtered using consecutive input values x[n] = f [tn] and the

previous data point y[n−1] = f [tn−1]. These two values are multiplied by

weighting factors that collectively determine the filter cutoff frequency

wy = e−2πfcTs (B.1)

wx = 1− wy (B.2)
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Figure B.3: Labview VI implementation of a reprogrammable low-
pass filter. The filtered value y[n] is calculated using the previous
filtered value y[n − 1] and the current input value x[n]. Weighting
factors wy and wx are calculated with equations B.1 and B.2 respect-

ively.

such that the filtered data point is given by

y[n] = wx · x[n] + wy · y[n− 1] .

The Labview FPGA has a built in low-pass filter function, however it has

several limitations. For example, the filtering characteristics are hard-

coded when compiled. Additionally, a single filter requires a lot of FPGA

memory, which did not allow for enough filters for the spin signal data

pathway described in section 4.2.2. In order to circumvent this issue, we

implemented a reprogrammable filter. Figure B.4 shows an FPGA im-

plementation of a reprogrammable low-pass filter. The filter weights wx

and wy are bit shift operators that can be adjusted be uploaded after

compilation.
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Figure B.4: The FPGA implementation of a reprogrammable low-
pass filter used within the signal pathway. The filter weights wx and
wy are calculated with a Labview VI, and uploaded to the filter.

B.2.2 Spin signal filter bank

The spin signal detection pathway described in section 4.2.2 was implemen-

ted in this work a Labview FPGA. We initially programmed a two lock-in

channel signal pathway, and increased this to four channels (section 4.2.3)

to detect both the phase and amplitude of spin signals. Figure B.5 shows

the front panel of the signal pathway implemented on the FPGA.

The filter weights (or coefficients) were uploaded to the FPGA through a

FIFO and saved in memory variables. Each weight corresponds to a bit

shift and multiplier, saved in variables ‘a BS’ and ‘a M’ for one weight,

and the other in ‘b BS’ and ‘b M’. The block diagram for this process is

shown in figure B.6.

Each consecutive X0 (0◦) and X90 (90◦) channel value were passed into an

FPGA analog input. A phase shift was applied to these values to obtain

the projection along (45◦) and (135◦), providing two more lock-in channels

X45 and X135 respectively. Figure B.7 shows the block diagram loop that

performs this rotation.

The main filter loop is shown in figure B.8, where each lock-in channel

value was passed through a bank of 14 filters. The inner for loop runs
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Figure B.5: FPGA implementation of the spin signal pathway.

Figure B.6: Upload of low-pass filter weights via FIFO.



FPGA documentation 137

Figure B.7: Signal rotation to obtain channels X45 and X135.

through each of the four lock-in channels, and the outer loop cycles each

of the filters. Each filtered value (for each channel) is saved in a memory

variable ‘y[n-1] i’, where i corresponds to the channel X, X2, Y, or Y2.

The filtered value is also added to a cumulative sum and sum of squares

of previous filtered values. These calculated values are saved to memory

to access during the next cycle of data input. Each filtered value (or each

channel) is passed from the FPGA target to the host VI in figure B.9.

B.3 Fringe control

In order to stabilize the diode laser wavelength against thermal drift (as

described in 2.8.2), a PID controller adjusts the temperature of a peltier

cooler that is attached to the diode. This adjustment is applied according

to the DC value of the interferometer signal. The laser interferometer

voltage is low-pass filtered by 3 Hz and amplified to a 0−5 V range using an

SR560 filter to obtain a DC fringe value. This filtered voltage is passed into

an FPGA, which is handled by figure B.11a. The feedback compensates for

slow room temperature drifts, and therefore the RMS of the input voltage

is measured over 100 ms intervals to decrease noise (figure B.11b).
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Figure B.8: Spin signal pathway filtering loop.
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Figure B.9: Spin signal pathway filtered output

The PID controller was implemented with a built-in FPGA component

shown in figure B.11c. The RMS fringe voltage (or ‘Laser Temperature’ )

is the PID input, and the setpoint is assigned using a calibration pro-

gram. The PID is operated with low proportional and integral gains,

typically ∼0.2 and ∼0.008 respectively. The integral gain is dependent on

the PID loop rate, which must be run at ∼10 Hz by setting the loop rate

to ∼4, 000, 000. Figure B.11 shows the front panel for these components

of the FPGA.

The setpoint is assigned using the ‘calibrate fringe’ button, found in the

fringe monitor (shown in figure B.12. The fringe calibration VI is shown

in figure B.13). Running this VI sweeps the control voltage to the TEC

between ∼0.5and∼1.0 V. The DC interferometer value is measured for

each control voltage, providing a display of the fringes. The top panel

shows the DC voltage as measured by the DAQ, and the second panel

shows the laser power measured by a photodiode and amplified. The bot-

tom panel is a normalization of the top panel with the laser power. The
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Figure B.10: Fringe locking FPGA front panel diagram. (a) The
voltage input and output clock rate is measured and can be adjusted
with ‘TEC Loop Time’. This loop is typically run as fast as possible.
(b) Calculation of the fringe RMS. (c) The PID loop with the setpoint,

PID gains, and output limits.

fringe is assigned by placing the cursors of the bottom plot near the max-

imum and minimum of a fringe, and selecting the ‘Select Setpoint’ button.

Pressing this button updates the global variables with the AC and DC

filter gains, and calculates the calibration factor to convert the oscillation

amplitude from volts to nm.

B.4 Cantilever feedback control

The MRFM cantilever is controlled by both a self oscillation and a damp-

ing feedback loop. Both of these feedback modes use the interferometry

detection signal as a drive signal. However, the detection and drive signals

are 90◦ out of phase, which must be compensated for with a phase shifer.
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Figure B.11: Fringe FPGA PID feedback block diagram. (a) Fringe
voltage input and controller output loop. (b) Loop that calculates the
RMS of the fringe voltage input. (c) The PID loop that calculates the

control voltage.
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Figure B.12: Fringe monitor

B.4.1 Digital all-pass filter

A digital all-pass filter was described in section 3.4.4. This unilateral Z-

transform can be written as a power series

X(z) =

∞∑
n=0

x[k − n]z−n

Y (z) =

∞∑
n=0

y[k − n]z−n

where n corresponds to discrete time steps back in time relative to current

time step x[k] and y[k]. The all-pass filter is a second order filter, and
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Figure B.13: Fringe setpoint calibration

therefore it can be described by powers of z up to n = 2

y[k] + y[k− 1]z−1 + y[k− 2]z−2 = H(z)
(
x[k] + x[k− 1]z−1 + x[k− 2]z−2

)
with the real coefficient transfer function

H(z) =
z−2 − 2<(z0)z−1 + |z0|2

1− 2<(z0)z−1 + |z0|2z−2
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y[n-1]

y[n-2]

x[n-1]

x[n-2]

Figure B.14: FPGA implementation of an all-pass filter

this can be simplified to an equation in terms of the filtered value of x[k],

which is dependent on the previous filtered values and inputs

y[k] = |z0|2x[k] + 2<(z0)
(
y[k − 1]− x[k − 1]

)
− |z0|2y[k − 2] + x[k − 2]

Figure B.14 shows a Labview FPGA implementation of this equation.

B.4.2 Phase shift calibration for all-pass filter

The all-pass filter is calibrated each time the cantilever frequency changes,

such as when the sample-magnet position is changed. For each calibra-

tion, equation 3.14 is calculated as a function of knee frequency ωc (fig-

ure B.15a). The corresponding phase shift of each |z0| is calculated by

tanθ = =(H)/Re(H) as a function of the knee frequency (figure B.15b).

The knee frequency that provides the desired phase shift θ is interpolated
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Figure B.15: FPGA all-pass calibration wiring diagram

from the curve and used to set the all-pass filter on the FPGA (figure

B.15c). Figure B.16 shows a screenshot of the corresponding front panel

diagram.
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Figure B.16: The front panel diagram for the all-pass filter calibra-
tion. The cantilever frequency f is passed in as the only free parameter.
The magnitude of the pole |z0| and phase shift angle θ as a function
of the knee frequency ωc are plotted. The right most plot shows |z0|
and θ plotted up to the discontinuity that occurs in the θ vs. wc plot.

B.4.3 Self-oscillation

The self oscillation feedback circuit uses the interferometer signal to drive

up the cantilever motion. As the feedback loop drives the amplitude

harder, the drive signal also becomes proportionally larger. In order to

prevent the amplitude from being continuously driven up (and eventually

out of control), a PID feedback is used to limit the driving amplitude.

When the cantilever amplitude is below a setpoint value, the PID drives

the cantilever harder. When the amplitude becomes higher than the set-

point, the PID compensates by outputting a smaller drive signal.

Figure B.17 shows a front panel diagram of the self oscillation loop that

we implemented with a Labview FPGA. The interferometer signal is band-

pass filtered around the cantilever frequency and amplified by a factor of

∼200x. This voltage is input into an FPGA, and the RMS of the cantilever

amplitude is calculated over a 100 ms (see top loop of figure B.18). This
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oscillation RMS is passed into a PID that outputs a feedback voltage (‘PID

Output’ ) proportional to the relative difference between the input RMS

and a setpoint RMS. The RMS feedback output is added to a optional

constant offset, and multiplied by the phase shifted cantilever input signal

(shown in the bottom loop of figure B.19) to produce a new drive signal.

The result of this loop is then output with the loop shown in figure B.20.

B.4.4 Damping

We implemented an active damping feedback loop described in section

3.4.3 on a Labview FPGA. The role of the damping circuit is to counter-

act a cantilever excitation by applying an opposing drive signal with a

magnitude proportional to the desired quality factor. This circuit is im-

plemented using the phase shifted cantilever signal from the all-pass filter,

applying an additional 180◦ phase (or inversion), and multiplying by a

scaling factor before outputting to the cantilever drive. Figure B.21 shows

the front panel diagram of the damping feedback loop. The wiring diagram

is shown in figure B.22.

B.4.5 Self oscillation and damping calibration

Figure B.23 shows the Labview VI that uploads the scaling values to the

FPGA. Self oscillation is acted with the ‘Self osc’ button. The phase is set

with the slider, and the corresponding values to produce that phase shift

with the all-pass filter is uploaded to the FPGA. The self oscillation PID

gains are set with the proportional gain (Kc)’ and integral gain’ fields.

The upper plot outputs the RMS of the self oscilaltion PID as a function

of time. The optimum self oscillation phase is determined by adjusting the
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Figure B.17: Front panel diagram of the self oscillation loop.
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Figure B.18: Top loop: RMS calculation of the cantilever amplitude
over 100 ms. For a cantilever with a resonance frequency of 5 kHz, this
would correspond to averaging over 500 oscillations. Bottom loop: A
PID that outputs a control value proportional to how far the oscillation

amplitude deviates from a setpoint value.

phase and minimizing this RMS (or ‘dissipation’ ). The frequency is also

plotted below.

The damping circuit is activated with the ‘Damp’ button, and the damping

scalar is set with the ‘desired damping gain’ field. The damped quality

factor is determined with a ringdown measurement.
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Figure B.19: The block diagram for the self oscillation calculation.
This section is displayed in the ‘Feedback Loop’ section of the front
panel in figure B.17. The amplitude PID output can be added to a
constant to produce an offset, but this is typically unused and set to 1.
This product is then multiplied by the phase shifted cantilever motion,
and has an optional scaling factor (unused). The final result is called

‘PID Modified Signal’.

Figure B.20: Output loop of the self oscillation amplitude. An op-
tional scaling value is available, but is not used.



FPGA documentation 151

Figure B.21: Top loop: The input to the damping circuit is the signal
from the all-pass filter. A scaling factor could be applied at this point,
but it is set to 1. Bottom loop: A negative scaling factor is applied to
the signal, and then output. Generally the AC gain of the cantilever
signal is set high enough such that this scaling factor is between 0 and

−1.
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Figure B.22: FPGA damping feedback loop wiring diagram. The
top loop selects the phase shifted signal from the all-pass filter, and
the bottom loop outputs the signal with a scaling factor that applies

an inversion.
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Figure B.23: Self oscillation and damping calibration VI front panel.



Appendix C

Supplementary

C.1 Approach curve over superconductor

Figure C.1 shows an approach curve over a superconducting thin film.

The cantilever had an InAs nanowire with a 60 nm thick layer of thermally

evaporated CaF2. The superconductor was a ∼100 nm tungsten compound

W(CO)6 thin film deposited with a focused ion beam over a gold stripline.

The quality factor is virtually unaffected until ∼10 nm from the surface.

The cantilever frequency is also barely shifted until ∼15 nm from the sur-

face. This is in good agreement with the reduction of electronic friction

from a 1/z dependence with metals to 1/z4 with superconductors [56].

154
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A B

Figure C.1: An approach curve over a superconducting surface with
an InAs nanowire and a 60 nm layer of calcium fluoride..

C.2 Adiabatic simulation comparison

Figure C.2 shows the agreement between the linear/trapezoid and hyper-

bolic secant adiabatic pulses. The data form figure 4.13 is plotted with

the simulation data from figure 4.15 overlaid as a ’multiply’ layer. The

adiabatic regime of the simulation is highlighted by a red line, which was

matched to the data underneath.

This comparison provides a means of characterizing the RF power of the

stripline. This is typically performed by measuring a Rabi oscillation,

however the nuclear spin T1 lifetime tends to be too short. Since the FM

deviation is precisely known in both simulation and data, the only free

parameter is the x-axis.

C.3 Cantilever mode coupling

Figure C.3 shows mechanical coupling between the fundamental mode

(6.5 kHz) and the second flexural mode (150, 870 kHz). The cantilever was
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Figure C.2: The simulation is displayed over the data as a ’multiply’
layer. The x-axis was scaled until the slope of data matched.

positioned ∼20 nm above a gold surface, and the z-piezo was oscillated

with an amplitude of ∼5 nm. This z-oscillation was found to modulate

the cantilever spring constant, creating a parametric drive (or pump fre-

quency). The z-piezo oscillation frequency is plotted along the x-axis of

the figure. Each data point is the result of 30 ringdown curves, which use

an excitation frequency (to the cantilever piezo) plotted along the y-axis.

We find our results to agree well with previously reported findings with a

doubly clamped beam [102].
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Figure C.3: (a) The amplitude (in volts) of the second flexural mode
due to a drive tone. When the z-piezo frequency matched the difference
frequency (144, 354 Hz), then the higher mode was harder to excite and
therefore effectively damped. (b) Plot of the ringdown frequency for
each measurement. The ringdown frequency was 150, 870 Hz, unless
the pump frequency was close to 144, 354 Hz. (c) The quality factor
is also affected within this frequency range. The quality factor of the
fundamental mode was damped from 12000 to 3000. The cantilever

was not mass loaded.
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